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Preface

On behalf of the Organizing Committee for Pervasive 2007, welcome to the pro-
ceedings of the Fifth International Conference on Pervasive Computing. The year
2007 was a milestone for this young conference series, as it marked the first year
that it was held outside of Europe. This “globalization” of the Pervasive con-
ference is further evidence of its emergence as one of the most respected venues
for publishing research on pervasive and ubiquitous computing. Each Pervasive
conference represents a snapshot of our field, capturing the state of the art in
technology, the research challenges we are addressing, as well as the people that
form the Pervasive community. Each year’s proceedings represent an opportu-
nity to learn about new areas and identify upcoming research opportunities, and
2007 was no exception.

Pervasive 2007 attracted 132 high-quality submissions, from which the Tech-
nical Program Committee accepted 21 papers, resulting in a competitive 16% ac-
ceptance rate. In total, there were over 400 individual authors from 32 countries,
coming from a wide array of disciplines and from both academic and industrial
organizations. Papers were selected solely on the quality of their peer reviews us-
ing a double-blind review process. We were fortunate to draw on the combined
experience of over 125 years of research in pervasive and ubiquitous comput-
ing in our 28 Program Committee members, coming from the most prestigious
universities and research labs in Europe, North America, and Asia. Program
Committee members were aided by no less than 177 external reviewers in this
rigorous process, in which each Committee member wrote about ten reviews and
each external reviewer between one and six. The total of 541 entered reviews re-
sulted in an average of 4.2 reviews per paper, or almost 2,000 words of feedback
(some 5 pages). To ensure that we had quality reviews as well as substantive
deliberation on each paper, a final discussion phase generated 833 discussion
items before the start of the Committee meeting. As a result, some 60 submis-
sions were selected for discussion at the two-day, 14-hour Program Committee
meeting, where a strict schedule and many additional reading assignments en-
sured that each candidate paper had been thoroughly evaluated by at least three
Committee members present.

Pervasive has traditionally been a practitioner’s conference, and the 2007 pro-
gram certainly shows that tradition. With pervasive and ubiquitous computing
gradually coming of age, research papers had to demonstrate not only novelty,
but also applicability and feasibility. A major theme throughout the technical
paper presentations was thus the rigorous evaluation and re-evaluation of novel
and (seemingly) well-known principles in both home and work domains. Location
continued to play a major role in the community, although refinement of existing
principles and its implications for applications and services received increasing
attention. Security and privacy issues, long since on the Pervasive agenda, were
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considered more and more with an eye towards usability and practicality, espe-
cially in the context of location-aware applications, where the increased avail-
ability of real-world data begins to allow realistic analyses. Last but not least,
the prevalence of mobile phones and their use as an interface to a variety of
applications and services emerged as an established new community research
focus.

The research papers, although at the core of the Pervasive conference series,
are hardly its only highlight. In addition to the technical sessions, Pervasive 2007
featured a keynote speech by Adam Greenfield—an internationally recognized
writer and user experience consultant. As with all of its predecessors, the 2007
conference also contained a poster and demo reception, as well as a full day of
workshops and doctoral colloquium. As a first for Pervasive, the final day of the
conference was dedicated to tutorials by research community leaders. This series
of short tutorials focused on the fundamentals of pervasive computing and were
intended as an introduction for new researchers and practitioners in the field.

Several organizations provided financial and logistical assistance in putting
Pervasive 2007 together, and we would like to acknowledge their support. We
thank the University of Toronto for hosting the conference and managing the
local logistics. We would also like to thank the staff and students at the Georgia
Tech College of Computing for hosting the Program Committee meeting and
ensuring an ample supply of food, coffee, and post-its throughout the two days.
We very much appreciate the support of our Gold Sponsors Google, Intel and
Nokia, Bronze Sponsor SMART Technologies Inc., along with the generous do-
nations from FXPAL, MERL, and Microsoft Research—all of this was essential
to helping us provide an excellent conference experience for all attendees. Lastly,
we would like to thank, most of all, the authors who submitted their work to
Pervasive, and the Program Committee members and our external reviewers who
spent many hours reviewing submissions, shepherding papers, and providing the
feedback needed to create this final program.

May 2007 Anthony LaMarca
Marc Langheinrich

Khai Truong
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Augmenting Looking, Pointing and Reaching

Gestures to Enhance the Searching and
Browsing of Physical Objects

David Merrill and Pattie Maes

MIT Media Lab, Cambridge MA 02139, USA
{dmerrill, pattie}@media.mit.edu

Abstract. In this paper we present a framework for attaching informa-
tion to physical objects in a way that can be interactively browsed and
searched in a hands-free, multi-modal, and personalized manner that
leverages users’ natural looking, pointing and reaching behaviors. The
system uses small infrared transponders on objects in the environment
and worn by the user to achieve dense, on-object visual feedback usually
possible only in augmented reality systems, while improving on inter-
action style and requirements for wearable gear. We discuss two appli-
cations that have been implemented, a tutorial about the parts of an
automobile engine and a personalized supermarket assistant. The paper
continues with a user study investigating browsing and searching be-
haviors in the supermarket scenario, and concludes with a discussion of
findings and future work.

1 Introduction

Today there is a wealth of online information and services available that reference
the objects in our physical environment. Sitting behind our computers, we can
consult websites to find the fair price of a used car, get book reviews, learn
how to clear a jammed printer, create and explore a representation of our social
network, and interact in countless other ways with information that references
our physical experience in the world. However, when we are focused on an object
in the physical world, away from our computers, it is often the case that we
cannot easily access information and services related to the object. Ishii and
Ullmer pointed out our modern-day ‘dual-citizenship’ in the digital and physical
worlds [1], and given this reality, our experience would be enriched by a more
seamless coupling between the two.

While some examples of widespread mobile access to contextually-relevant in-
formation are beginning to emerge [2], these approaches still fall short in terms
of natural interaction and usability. But what characteristics should a mobile
information-access device have? Jun Rekimoto [3] suggests two guidelines for
designers to consider when creating unobtrusive wearable technology. The first,
related to usability, is that any wearable device should support hands-free opera-
tion, meaning that the user should be able to operate the device without holding

A. LaMarca et al. (Eds.): Pervasive 2007, LNCS 4480, pp. 1–18, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



2 D. Merrill and P. Maes

it in their hand, or at least the device should enable “quick changes between nor-
mal and operational mode.” The second guideline is that these devices should
be “socially acceptable, natural and (conceptually) as un-noticeable as possible
for use in various social settings.”

Our approach seeks to couple digital information to physical objects in a way
that can be seamlessly browsed using natural actions while a user is mobile.
We make this digital information accessible in ways that can respond to the
focus of a person’s attention, and our system remains hands-free and socially
acceptable. Our design process was informed by our interest in direct interactions
with physical objects, without requiring cumbersome gear.

This paper presents a novel system featuring small, powered ‘transponders’
and simple mobile devices that can communicate with these transponders via
short-range, directional infrared (IR) light. The transponders can be fixed to ob-
jects or parts of objects in the physical environment, and they provide a range
of in-situ visual feedback to support searching and browsing activities. In order
to preserve social acceptability, one mobile device is built around a commercial
hands-free Bluetooth audio earpiece, and the other is a finger-worn ring. When a
person is wearing the augmented earpiece, the system can gauge which transpon-
ders are in their field of view, and can offer related information. Wearing the
ring, a person can use the natural gesture of pointing or reaching towards an
object to indicate interest, and the system can respond with related information.
We present two example applications we have created to demonstrate these novel
interactions: a tutorial about the parts of an automobile engine, and a supermar-
ket assistant that helps a person find appropriate foods on the shelves. These
systems explore the use of both auditory and on-object visual feedback in order
to connect the user to relevant and personalized information about the physical
objects around them.

A primary contribution of this work is to share our approach to designing
attention-focused systems that leverage people’s natural gestures to interact with
on-object, personalized visual feedback. Secondly, we discuss the results from our
user study, a physical-world searching and browsing task using our system, and
what implications these findings have for mobile, digitally-augmented search
in the physical world. We hope that our presentation of this work be useful to
other designers of systems that seek to augment physical objects with lightweight
in-situ feedback.

2 Background and Related Work

This work draws inspiration from research in the areas of location and context-
aware systems. The Active Badge from Olivetti Research Lab [4], and the Xerox
PARCTab [5] were important early demonstrations of how a person’s location
could be coarsely sensed using infrared transponders and used as context to
provide services in a workplace like automatic call forwarding and continually
updated maps for finding people. Our work also uses infrared transponders,
but we use them in a more fine-grained manner, to identify a person’s attention
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towards a particular object or a given part of an object rather than their presence
in a space.

Many systems that connect digital information to physical objects make use
of a handheld display device. Want, et al. connected electronic services and
actions to physical objects using embedded RFID tags, enabling users to initiate
responses on a tablet computer upon sensing the tags [6]. In HP’s Cooltown
project [7], users carried a PDA that used infrared communication to access
information, services and maps associated with nearby real-world entities like
meeting rooms and office printers. Likewise, the AURA platform [8] uses a PDA
with a barcode scanner to retrieve and share product-related information. iCam
[9] and Patel and Abowd’s 2-Way Laser Assisted Selection Scheme [10] use a
laser pointer in conjunction with a hand-held device to enable remote selection
of tagged objects in a physical space, and exploration of their associated digital
information (the laser pointer is modulated and used for object identification in
the latter, while it is only used for rangefinding in iCam). Progress on optical
glyph recognition on mobile phones is permitting their use as displays for digital
annotations [11]. Finally, tour guide systems [12][13][14] also address a similar
problem space, and have made extensive use of hand-held computers and PDAs.

The aforementioned systems that make use of a hand-held display device do
not satisfy Rekimoto’s hands-free guideline, and moreover they force the user to
focus visual attention on a relatively small screen, rather than on the physical
objects of interest. We feel that these intermediary handheld devices interfere
with a user’s experience of interacting directly with physical objects, so we have
situated visual feedback on the objects themselves, and have used the auditory
channel to deliver other related information. Our work shares some features with
the FindIT Flashlight system [15], which also triggers visual on-object feedback
using infrared communication. However our system is designed for different usage
scenarios; whereas the hand-held FindIT Flashlight is more power-optimized
than our system and targeted at allowing a single user to quickly locate specific
objects, we have designed more flexibility in visual feedback into our hands-free
system (different colors and blinking patterns) to augment casual browsing, as
well as feedback personalization for individual users, visual feedback sync with
synthesized speech, and navigation assistance.

Augmented-reality (AR) [16] can also present auditory output and overlay
information on top of a view of the physical world. However, these systems
tend to encumber the user with additional mechanisms, ranging from a hand-
held PDA [17] [18] to a full heads-up-display [19]. Additionally, the ability to
deploy AR systems [20] is often limited by the ‘registration problem’ in which the
computer-generated graphics must be properly aligned with the user’s view of
their surroundings. Although augmented reality systems can excel at providing
rich, contextually-relevant information, this extra gear is cumbersome, expensive
and not generally socially acceptable for the everyday person.

Other AR-like approaches that avoid intermediary hand-held devices feature
specially designed spaces or surfaces that are carefully instrumented with sensing
apparatus that allow a person to interact directly with physical objects. The
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Perceptive Workbench, and [21] Sensetable [22] are examples of this class of
system. While these systems obviate the need for cumbersome wearable or hand-
held gear, they tend to be expensive to build and are not suitable for a mobile
user. Furthermore, they have trouble scaling easily to large physical spaces or
numbers of items. Our approach is designed to address the registration problem
while still achieving an inexpensive, mobile, and scaleable solution at the cost of
some richness in visual feedback possibilities.

Finally, we note the development of various systems that sense and leverage
a user’s visual attention towards people objects in their environment [23]. These
systems usually utilize eye-tracking or head-tracking, and they tend to require
a camera mounted on the user’s head or desk. In contrast to our work, systems
utilizing a desk-mounted camera [24] [25] are not suitable for mobile use, and
head-mounted eye-tracking cameras are bulky and expensive. ViewPointer [26]
improves on bulk and expense by using a small, cheap head-mounted camera
trained on the user’s eye to sense gaze towards specific infrared beacons in the
environment, but the speed of data communication is limited by the camera’s
frame rate. EscGlasses and EyePliances [27] are two other camera-based systems
that sense a user’s attention towards individual objects in an environment. These
systems succeed at detecting a user’s attention towards a single object at a time.
However on-object visual feedback and faster data-transmission rate makes our
system better suited to support casual searching and browsing of many items
simultaneously.

3 Two Example Applications

Prototyping new interaction scenarios is essential to understand how they will
work in practice, and how to make them better. We built two distinct appli-
cations that utilize the same underlying infrastucture: Engine-Info, and My-
ShoppingGuide.

Fig. 1. A user pointing with the finger-worn ring (left), another user wearing the Blue-
tooth earpiece and interacting with the Engine-Info application (middle), and a close-up
of a spark plug-mounted transponder blinking to visually point out the physical object
being spoken by the system (right)
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3.1 Engine-Info Application

In this application, situated1 visual feedback and speech dialogue are used teach
a user about the names, functions, and relationships between the components
of an automobile engine. An engine was chosen because it is an object that is
fairly complicated and densely populated with interesting external features.

Fig. 2. Overview of message and feedback flow in the application. Steps are as fol-
lows: (1) On-object transponder broadcasts its ID over infrared which is received by
the headset (2) Headset transmits transponders ID to server on a mobile phone or PC
via Bluetooth serial channel (3) Server compares ID to user profile, generates audi-
tory and/or visual feedback response (4) Server transmits visual feedback instruction
to headset over Bluetooth serial channel, and plays synthesized speech to user over
headsets built-in Bluetooth audio (5) Headset transmits visual feedback instruction to
transponder over Bluetooth (6) User hears synthesized speech and sees coordinated
visual feedback on transponder.

To interact, the user wears a modified Bluetooth audio earpiece (figure 3) and
looks at a part of the engine that they are interested in. The earpiece has an
infrared transmitter and receiver oriented to communicate in the direction of the
user’s gaze. Transponders on the engine’s features glow green when they see the
user’s earpiece, giving the user a visual indication of their presence and position.
An earpiece-mounted transponder relays the numeric identifiers of the detected
on-object transponders back to an application server, providing the server with
a continually updated report of which transponders are in the user’s field of
view (see figure 2 for details). Each transponder on the engine corresponds to an
information node in a hierarchical knowledge-base about the engine. Given the
user’s attention, their profile, and their interaction history, the system conducts
a speech dialogue with the user to give descriptions of the parts of the engine,

1 We use situated, or in-situ feedback to refer to feedback that is located on the actual
object in the environment. This is in contrast to systems that present feedback on
the screen of a PDA or other mobile device.



6 D. Merrill and P. Maes

Fig. 3. The modified Bluetooth earpiece. The attached transponder is powered from
the earpiece’s battery through a step-up voltage regulator.

starting from one of the items in their field of view. When a particular item
is mentioned verbally, a light-emitting diode (LED) on the given transponder
flashes to draw the user’s attention. The system gives navigation assistance to
help the user locate each successive item, and confirms with the user that they
have found each new item. For more details, please see section 4.2.

3.2 My-ShoppingGuide

This application uses situated visual feedback to help a user find appropriate
foods on augmented supermarket shelves. Each shelf label has an embedded
transponder that provides visual feedback, informed by the match between a
user profile and the contents of the food item. My-ShoppingGuide works with
either the Bluetooth earpiece or a finger-worn ring (figure 4). When the earpiece
or ring receives an identifier broadcast from a shelf-mounted transponder, it
consults the application server to determine the match between that product and
the currently loaded personal profile. If there is a conflict between the product
and the profile, the red light on the product-mounted transponder is activated.
If the profile indicates a particular interest in the given product, the yellow light
is triggered with a blinking sequence. The effect for the user is that when they
orient their face (wearing the earpiece) or reach/point their hand (wearing the
ring) towards a shelf, product labels lights up with personalized visual feedback.

4 Implementation

4.1 Hardware

Transponder. The transponder is an inexpensive hardware platform with lim-
ited processing, communication, data storage and feedback capabilities. Based
around a Silicon Laboratories C8051F331 microcontroller [28], the transpon-
der has an infrared (IR) light-emitting diode (LED), an IR receiver with inte-
grated demodulator, three visible-light LED’s, and a 1-megabit flash memory
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Fig. 4. The finger-worn ring

chip. A variation of the Sony-IR protocol is used for communication between
transponders, and the IR light is modulated at 38kHz, for communication at
1200 bits/sec. Each transponder periodically broadcasts a message over IR con-
taining its unique numeric identifier. The period between broadcasts is different
for each transponder, in order to avoid repeated collisions from nearby transpon-
ders. Communication errors are detected by a single-byte checksum, and incom-
ing packets that fail to match the checksum are discarded. Typical round-trip
time from a transponder broadcast to visual feedback is 250 milliseconds.

For the Engine-Info application, twenty transponders were cut to half-size
and affixed to all major external features of an automobile engine. For My-
ShoppingGuide, transponders were embedded into supermarket shelf labels. Each
transponder was attached behind a label such that the infrared and visible LED’s
showed through a square hole cut into the label. In both applications power was
routed to the transponders from a concealed DC power supply. Each transponder
cost about $25USD (qty. 200), including parts and assembly.

Bluetooth Earpiece and Finger-worn Ring. An off-the-shelf Bluetooth au-
dio earpiece was fitted with a modified transponder (figure 3), making it a wear-
able attention sensor and outgoing communication channel from the application
server to the environmentally-placed transponders. The modified transponder
was programmed to re-broadcast visual signaling instructions received from the
server using a serial-over-Bluetooth link via an attached Bluetooth radio. Its in-
frared transmitter and receiver were re-oriented so that they would point in the
direction of the earpiece wearer’s gaze, and it draws power from the earpiece’s
battery. In a widespread adoption scenario, this extra hardware could be easily
integrated into existing bluetooth earpieces at minimal extra cost.

For the supermarket application, a finger-worn ring (figure 4) was built with
the same data communication capabilities as the modified earpiece. A small
(20mm x 15mm x 5mm) rechargeable Lithium Polymer battery powers the ring.

4.2 Software

An application server was written in Java to be a general purpose, user-profile-
aware state machine supporting physical-world interactions with augmented
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objects. The software was written on a PC running Windows XP, but could
be moved to a mobile phone with modifications to the speech recognition and
synthesis code. The primary services that the application server provides are
mapping numeric identifiers to stored information and triggering feedback.

Information and Mapping. The mapping from a transponder’s numeric iden-
tifier to related information and media is specified in an XML file loaded by the
application server. Personalization is achieved easily by loading a user-specific
file. The use of XML permits (but does not require) a hierarchical knowledge
representation, as well as arbitrary links between any two nodes. In the Engine-
Info application, grouped nodes are interpreted to be part of the same system
(i.e. electrical, cooling). Dependencies, or suggested ‘pre-requisite’ relationships
between nodes are specified as a field in the node’s tag.

Input and Output. The application server is capable of limited spoken di-
alogue with the user, with the Bluetooth earpiece providing audio input and
output. Speech input is supported using a small-domain speech recognizer im-
plemented with the Sphinx software [29], and output is via the FreeTTS [30]
speech synthesizer. Visual communication is implemented by triggering LED
activity on transponders that are in the user’s field of view. The spoken and
visual outputs can be coordinated by triggering visual signaling on transponders
during speech synthesis, a technique that conceptually connects the auditory
information to tagged physical items.

Next-Node Selection and Navigation Assistance. In an open-ended ex-
ploration like Engine-Info, a method was needed for the system to decide which
item to present next. We developed the ‘attentional fair game’ (AFG) metric,
which provides some measure of the focus of a person’s visual attention while
remaining unobtrusive. The system tracks the set of transponders that have
been spotted by the earpiece or ring during the past 5 seconds. When making a
decision about which information to suggest next to the user, this set of most-
likely-visible transponders is consulted, and they are given more weight in the
selection heuristic. In this way the system has some approximation of the infor-
mation that a human conversational partner would have about nearby objects,
namely, which objects (or parts of objects) are in the user’s field of view and
are thus ‘fair game’ to be brought into the conversation and visually pointed out
[31]. To choose which node to suggest next in Engine-Info, the system randomly
picks another node in the same system (i.e. electrical, cooling) that has not been
introduced yet, giving higher priority to nodes in the AFG. If the current group
has been fully described, the system will randomly pick a node in the AFG from
another group. If all nodes in the AFG have been described, the system will
randomly pick any of the not-yet-described nodes on the object.

The spatial relationships between on-object transponders can also be encoded
into the XML file, allowing the application server to give the user directions from
one transponder to the next (figure 5). The system can tell the user which direc-
tion to look in order to find the next transponder, using a previously discussed
transponder or one from the AFG as a starting reference point. See figure 5
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Fig. 5. The spherical coordinate system’s origin is at the object’s center. θ represents a
transponder’s degrees from vertical, while ϕ is degrees from a given horizontal direction.
Example coordinates of two transponders are indicated.

for some example directions. This coordinated visual feedback interleaved with
the speech grounds the connection between the verbal dialogue and the physical
world [32].

4.3 Personalization

The My-ShoppingGuide application loads a user profile from an XML file, which
determines the visual feedback that each transponder should display (blinking
yellow, green, red). A feedback mapping can be made explicitly by assigning the
feedback category directly, or implicitly by categorizing a given ingredient, which
may also be present in other food items. The profile supports, but does not require
a semantic explanation for a categorization, and thus reasons for feedback could
include considerations such as liking or disliking, conflict or accord with allergies,
health considerations or the user’s approval or disapproval of the manufacturer’s
environmental record.

5 Design Discussion

In designing the interaction, we were interested in leveraging existing behaviors
for browsing and seeking information about physical objects. The existing be-
haviors that were augmented were: looking at, pointing at, and reaching for an
object. These gestures were supported and augmented by the system’s visual
affordances, spoken referent/visual feedback connection, navigational guidance
and personalization.

The Engine-Info interaction approximates some elements of having a co-
located domain expert by sensing a user’s looking behavior and engaging in
a spoken dialogue. Borrowing interaction features from a typical person-person
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conversation, the system has a rudimentary understanding of which objects are
in the user’s field of view, and it utilizes this information to pick convenient
topics of instruction. The system responds to verbal cues from the user and
provides spoken information about objects. Like a human conversational partner,
it can draw their attention to a given feature at the moment it is mentioned, to
simulate a pointing gesture2. It tracks which topics have already been discussed,
and although we have not yet explored these avenues, it can be personalized to
level of expertise and language.

Our initial design for My-ShoppingGuide also intended to sense a user’s vi-
sual attention, and to leverage their ability to efficiently browse many items
simultaneously. Wearing the augmented Bluetooth headset, a user can stand
back and look at an entire shelf of products. The labels in their field of view
light up in a way that is informed by the match between each product and the
currently-loaded personal profile. Though spatially distributed, this feedback
can be quickly visually scanned. However, we learned from early feedback that
when several people viewed the same shelves at the same time there could be
some ambiguity about the intended feedback recipient. This ambiguity presents
a challenge to any system in which personalized cues appear publicly in the envi-
ronment. Thus the finger-worn ring was built to allow users to point at or reach
towards a smaller range of objects that they are interested in. In pilot tests with
early users, it became clear that this pointing/reaching ability serves two distinct
purposes. Primarily, it allows more precise aiming of the infrared communica-
tion, avoiding activation of unintended feedback on nearby objects that are not of
interest to the user. Second, pointing and reaching are bodily signals that make
other nearby people aware of which object they are interacting with. In addition
to pointing or reaching directly at a single object they are interested in, the ring
also allows for a sweeping gesture in which the user can wave their hand across
a shelf with a number of transponders, activating each in turn. This sweeping
gesture preserves some of the convenient visual-scanning interaction that the
headset allows, while making the interaction suitable for multi-person environ-
ments. Looking forward to even denser transponder deployments, it would be
useful future work to quantify precisely how quickly visual feedback must appear
in order to support sweeping gestures.

6 User Study

A small user study was run in order to investigate how our system would af-
fect physical-world browsing and searching. 18 participants between the ages
of 26 and 31 were recruited by email from the MIT Media Laboratory stu-
dent population (7 female, 11 male). Each participant completed four brows-
ing/searching tasks utilizing the My-ShoppingGuide augmented shelves. The
study was between-participants, with six participants in each experimental

2 Note that the system’s ability to ‘point’ to an object or feature by triggering visual
feedback is separate from our augmenting the user’s actual pointing gesture.
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Table 1. User study task instructions, same for all conditions

Task # Printed instructions for each task

1 Shopping List: A food containing strawberries. An item containing sweet cream
buttermilk. An item that is ‘calcium enriched’. A breakfast cereal with no fat
content. An item containing maltodextrin

2 Please find a beverage (a drink-able liquid) that does NOT contain any citrus
or citric acid. (citrus/citric acid is found in oranges, lemons, grapefruits, etc.)

3 You are allergic to oatmeal, but enjoy cookies. Please find 2 types of cookies
that do not contain oatmeal

4 Your body needs vitamins to grow and be healthy! But only vitamins B2 and
B12, as it turns out. Find an item that contains the following vitamins (B2,
B12) But that does NOT contain vitamin B1.

condition. The experimental conditions were (a) using the finger-worn ring,
(b) using the Bluetooth earpiece, and (c) using neither device. Evaluation of
the user experience with the Engine-Info application is left as future work.

The study consisted of four tasks, with a short questionnaire between each
task. In the first task, participants were asked to collect five items with given
properties from a printed shopping list (for example, ‘a food containing straw-
berries’ - see Table 1 for details). In each of the second, third and fourth tasks,
participants were asked to collect small numbers of items from a certain category
(i.e. beverages, cookies) while avoiding items that contained given ‘allergens’. All
participants were told that they were free to use whatever strategy they liked in
order to find the given items, including the visual feedback (if applicable given
their condition), the packaging of the products, and their existing knowledge.
The correctness of items selected by participants was not enforced.

Task-related visual feedback was active in the conditions with the ring and
earpiece. In the shopping list task, the feedback consisted of a flashing yellow
LED on the label-embedded transponder for items on the printed list. In the al-
lergy tasks, the feedback consisted of a glowing red LED on the label-embedded
transponder of products containing allergens to avoid. This visual feedback ap-
peared when the ring or earpiece was pointed in the direction of the given item
label, and it was active throughout the entire task regardless of the partici-
pant’s progress in collecting items. The non-feedback condition was the control
group, and these participants received no visual feedback. Rather, they used
only the packaging of the items and their existing knowledge to make their
selections.

Completion time for each of the four tasks was measured by the experimenter
with a stopwatch. After the final task, participants were asked to answer a few
additional questions about their experience, and were given the opportunity to
ask the experimenter about the study.

A presentation of experimental results and discussion follows.
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Fig. 6. Completion-time for the four tasks. Error bars show the standard error, com-
puted as SD/

√
N .

6.1 Experimental Results

Average completion time (in seconds) on the shopping list task was significantly
lower in the finger-worn ring group (M = 66) than for the control group (M
= 155; t(10) = 2.67,p<.05,two-tailed). This result reflects the efficiency of the
strategy that many participants in the ringer-worn ring condition reported us-
ing: sweeping their hand back and forth and trusting in the visual feedback to
point out the desired items, rather than reading the ingredient lists or care-
fully examining other product packaging. The difference in average completion
time between the earpiece group and control group was not significantly differ-
ent, but there was a weakly significant difference between the finger-worn ring
group (M = 66) and the earpiece group (M = 150; t(10) = 1.95,p=.08,two-
tailed; ANOVA was inconclusive). We suspect that this difference was a result
of the finger-worn ring setup permitting the wearable infrared transponder to
be aimed more accurately, which made the appearance of visual feedback more
reliable (some subjects in the earpiece condition allowed the earpiece to rotate
downward at times, impairing the infrared communication between the wearable
and the transponders in the environment).

Results in the allergies 1 and allergies 2 tasks suggest quicker completion
times in the finger-worn ring condition as compared to the earpiece and control
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group, though the differences were not significant. In those same tasks, average
completion times in the earpiece group came out slightly quicker than the control
group.

The Allergies 3 task seemed to be the most difficult task for some participants,
and differences in mean completion time between groups were not significantly
different. In Allergies 3, participants were asked to find an item with vitamins
B2 and B12, but without vitamin B1. Completion time on this task varied widely
compared to the other allergies tasks, and participants reported that their search
efficacy was largely determined by their pre-existing knowledge about these vi-
tamins rather than the visual feedback or other factors. Participants who had
familiarity with these vitamins tended to select the correct item very quickly,
while other spent several minutes scrutinizing labels.

In the feedback conditions, participants reported using different strategies for
the tasks, showing variation from low to high usage of the visual feedback. Some
participants reported feeling that they had relied too much on the technology,
and feared that they fell into what one participant referred to as ‘ring depen-
dence’. One participant said:

“Its easy to rely on the lights without even thinking about what you are
doing.”

Some participants followed this concern with a remark about the potential
danger posed by error in a deployment where the system would be recommending
food products, especially if a shopper places a high degree of trust in the system
to protect them from choosing foods that that contain allergens.

Not all participants felt that they over-trusted the technology though. A num-
ber of participants reported using a two-stage approach in the allergy-avoidance
tasks. These participants would first browse the shelves in a traditional manner
to find a potential candidate item, then they would use the visual feedback to
confirm its acceptability. Some even followed this use of feedback by reading the
ingredients list carefully, to make absolutely sure that the item was acceptable.
Here are some reactions that participants reported:

“My common sense helps me narrow my search while the lights confirm
my choices.”

“I saw the cookie packages right away, but waited for the light to confirm
that they were OK.”

Finally, another participant referred to the visual feedback as a “secondary re-
source”, and said the following:

“I did not use the LEDs unless I was stumped.”

Some participants noted that they appreciated being able to ignore the feed-
back if they wanted. Others suggested that they would like more ways to refine
their search. The ability to change the search criteria while keeping the device
pointed at a single item so as to ‘test’ it for multiple features or ingredients was
requested, as was a feature to set up compound search criteria so that only items
passing a multi-criterion profile match would be pointed out.
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6.2 Discussion

“The ring really made things a lot easier - I could just scan it over the
shelf and immediately identify if an item was on my list.”

The above sentiment about the shopping list task was expressed frequently
among participants in the ring condition. It seems natural that a tool that vi-
sually points out exactly the items that a person is looking for will speed up
a searching task. Interestingly though, as was mentioned in the results section,
reliance on this easily available feedback varied from person to person. These
individual differences suggest that for a physical world browsing or searching
activity where people already have deep life experience patterns, such as finding
food in a supermarket, there are likely to be a number of different strategies
for using an attention-sensitive interactive augmentation like we have built. Fur-
thermore, such a system should be available for use at the moment a person
wants help or clarification, but also easy to ignore when they want to browse
unassisted.

“Shopping in grocery stores is on some level about discovery - discovering
new items, things you want to try etc. Its good though that it doesn’t in
any way impede normal browsing/shopping, you can totally ignore it if
you want to.”

In observing participants, one common feature of their experience became
obvious: reading the fine print on packaging takes a long time, and can be error-
prone. Whenever a participant needed to read through the ingredients of a prod-
uct, their completion time was dramatically slowed, and several made mistakes
stemming from their unfamiliarity with reading and nutrition information and
ingredients on food packaging. This lack of experience points to the benefit that
a supplementary system like ours could bring the browsing experience. In order
to reduce the need to read the fine print, some reported using the technology as
a filter, narrowing the set of possibilities to investigate.

“I knew it would be a pain to read through the whole ingredients list. I
found one that didn’t have B1 using the light feedback, then checked the
ingredients list to make sure it contained B2 and B12.”

“When I did look at the ingredients it was pretty much the same way I
would do it at the supermarket. The difference was in helping me choose
which items to bother picking up. It felt helpful more as a filter than as
a selector.”

We find a recurring theme in these responses to the supermarket tasks, that
for many participants, their usage of the system took place in concert with their
existing searching and browsing strategies, augmenting rather than replacing
them. Most quickly incorporated the visual feedback into the task, allowing it to
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either guide them directly, or to cut down the range of options that they needed
to consider while finding the desired items. However, they did not abandon their
pre-existing knowledge and habits.

We feel that this usage pattern applies to other physical world information
scenarios where in-situ information about objects can be offered to people. As
we saw in the My-ShoppingGuide recipe-finding task, on-object visual feedback
can seamlessly augment a person’s experience interacting with things in their
environment, making the interaction more efficient. However this feedback is
probably not an appropriate replacement for the pre-existing information. It
can be used as a supplementary source of information during a browsing or
searching task, but it is equally important that it can be ignored. We hope
to see more systems in the future designed with these considerations in mind,
enabling the seamless use of digital augmentation alongside existing information,
and leveraging natural gestures that are cues of attention, to support searching
and browsing in the physical world.

7 Conclusions

This paper has presented a general system for augmenting physical objects with
relevant information and offering that information in a personalized way that
responds to the user’s attention through their natural looking, pointing and
reaching gestures. We have introduced Engine-Info and My-ShoppingGuide, two
applications that provide the background for the subsequent discussion of our
interaction design. A user study of the My-ShoppingGuide scenario showed our
finger-worn ring augmentation to speed up a shopping list searching task, and
provided qualitative insights about how people search and browse physical items
with mobile technology providing on-object feedback.

Subjects in our study reported a range of utilization behavior regarding in-
situ feedback when browsing or searching for physical-objects. Variation in usage
ranged from nearly complete dependence, to using the feedback only as a last
resort, suggesting that while any system built to enhance pre-existing physical
world search activities may improve task efficiency and be received enthusias-
tically by users, it must also support varying levels of utilization and be easily
ignorable at any time. Furthermore, designers of such systems should be aware
that some users will rely heavily on the system, so they must take care to ensure
that no serious harm befalls this group in case of system error.

This investigation provides an example implementation for enabling seamless
access to digital information associated with physical objects. Our work impacts
many application areas that can be improved by enabling physical objects to
teach and inform people by leveraging their gestures of attention and direct
interaction. These areas include education, logistics, maintenance, repair and
shopping, and our work illustrates a path towards providing seamless access to
useful personalized information away from the desktop computer.
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8 Future Work

In the future it would be interesting to investigate a larger and more realistic
supermarket deployment of the My-ShoppingGuide system. Such an investiga-
tion could incorporate multimodal feedback, and could collect specific reactions
about the social acceptability of the wearable devices. Our ideas for the use of
auditory feedback include direction-giving within a store, and verbal explanation
of given visual feedback. Care would be required to avoid overwhelming the user
with excessive auditory information.

Also, Engine-Info was designed to teach a learner about the parts of an engine
but it currently has access only to the ongoing state of a single user interaction.
We are interested to incorporate a more sophisticated model of the learner into
this interaction, as well as to build support for multi-person interaction. A fol-
lowup study would help us to better understand the pedagogical potential of
this application.

Finally, in this paper we have focused on our prototyping of the interactive
user experience, and have not addressed the complexity of real-world deployment
of a system like ours. The problems of transponder attachment and lifespan, of
recording the connection between the transponder’s numeric identifier and the
physical object, and of easily creating the corresponding digital annotations are
all interesting and challenging. There is much work still to be done towards
solutions to these problems for our system and for others like it.
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Abstract. We investigate the use of 2 tagging technologies: Near Field Com-
munication (NFC) and 2-dimensional barcodes.  Our investigation combined a 
field trial and interview based study with an experimental evaluation.  The field 
trial focused on users’ experience of the usability of NFC for a range of trial 
services, users’ perceptions of NFC use in their daily life context, and users’ 
suggestions for potential applications of NFC.  The tags were embedded in a 
variety of postcards, table-top signs and posters.  The experimental evaluation 
compared the ease of use of NFC and 2D barcodes, operationalised in terms of 
time taken to read a specified sequence of tags on posters.  We found that for 
untrained users the 2D barcodes were quicker to use than the NFC tags but that 
training significantly improved users’ performance with the NFC tags while 
having no effect on their performance with the barcodes. 

1   Introduction 

The use of ambient tags read by mobile devices presents new possibilities for service 
discovery and user interaction.  Service discovery is an increasingly important issue 
as we move towards realising pervasive systems.  How does the user identify and 
access a particular service from the plethora of services that may potentially be avail-
able around him at any moment?  Having discovered a service, a second important 
issue is how the user interacts with it.  Tags in the environment may be used to pro-
vide fast, zero-configuration service discovery and support interaction between mo-
bile and fixed devices in pervasive systems [8].  Tags may be used to store small 
amounts of data on the tag itself.  However, more typically, the tag may store a link to 
more sophisticated information and services.  The link may connect the tag-reading 
device to a URL, email address or phone number, or may provide a unique identifier 
as a reference to information or services.  Two very different tagging technologies, 
2D barcodes and NFC, are each beginning to see widespread interest but as yet there 
are few reported studies of either in use [10]. 

2D barcodes can be easily produced and printed. They can store more information 
than the currently ubiquitous 1D barcodes but, unlike 1D barcodes, have not yet been 
standardised.  Recent software applications enable any device with a camera, such as 
a mobile phone, to read 2D barcodes with no additional hardware required.  A 2D 
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barcode may be printed on a surface or on an adhesive tag which may in turn be at-
tached to a surface.  Alternatively, a 2D barcode may be displayed on a device’s 
screen while another device is used to read the tag.  A 2D barcode provides one-way 
communication.  The barcode image encodes data.  The mobile phone’s camera scans 
the image and the reader application decodes the data from the image.  Typical uses 
include stock control but also e-ticketing (e.g. airline boarding passes) and triggering 
mobile data services from a location or object [e.g. 4].  [12] used a form of 2D bar-
code on posters and active displays to establish wireless connections between mobile 
phones and site-specific services.  This work integrated previous work [11] that used 
the barcodes for device discovery to bypass the Bluetooth scanning protocol, signifi-
cantly reducing discovery time. 

NFC is a short range wireless technology, similar to other RFID technologies but 
with additional features (see www.nfc-forum.org).  NFC devices operate in 
reader/writer mode, peer-to-peer mode, or card emulation mode, based on the 
ISO/IEC 18092 NFC IP-1 and ISO/IEC 14443 standards.  In reader/writer mode, an 
NFC device can read or write NFC tags similar to the uses of standard RFID tags.  In 
peer-to-peer mode, two NFC devices can directly exchange data, simply by touching 
the devices together to initiate a wireless link.  NFC can be used to initiate a channel 
between devices and then hand over to complementary wireless technologies such as 
Bluetooth and WiFi.  In card emulation mode, an NFC device appears to an NFC 
reader as an NFC tag with secure data storage capacity, allowing the device to be used 
for applications such as contactless payment and eticketing. 

The market for RFID systems is currently driven by traditional applications such as 
access control, car engine immobilization, automated toll collection, and stock control 
and transportation.  NFC has the potential to drive new applications and markets [13].  
NFC devices are currently in use in the form of simple payment cards like the Oyster 
card used by Transport for London in the UK.  In the US, NFC use has so far been 
confined to the development of NFC-enabled credit cards.  The major mobile phone 
manufacturers are committing to NFC.  Nokia got to market first with an NFC shell 
for its 3220 phone, which we used in the studies reported here.  Although the use of 
NFC-equipped mobile phones is currently still in its infancy, a study by ABI Research 
predicts that 50% of all mobile phones will support NFC by 2009, with sales of NFC 
phones exceeding 500 million by 20101.  The study also predicts that by 2007, NFC 
deployments will be common in many kinds of consumer electronics, from computers 
to cameras, printers, set-top boxes etc. 

NFC tags and 2D barcodes require slightly different use.  NFC requires the user to 
bring her device very close to the tag.  2D barcodes require the user to point her cam-
era at the tag (and with some readers, take a photo).  NFC offers secure data storage 
features that 2D barcodes cannot offer.  In general, however, NFC and 2D barcodes 
support many of the same services.  Over the next few years, it seems likely that NFC 
and 2D barcodes will offer alternative means of accessing some of these services, 
such as eticketing (where the data may be stored securely in an NFC device or  

                                                           
1 ABI Research  (2005)  Near Field Communications (NFC): simplifying and expanding con-

tactless commerce, connectivity and content.  Report RR-NFC.  Available at http://www. 
abiresearch.com/products/market_research/Near-Field_Communications_(NFC).  Last ac-
cessed 13 October 2006. 
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displayed as a barcode on the user device’s display, in either case being read by an 
external reader) and service discovery (where NFC tags or 2D barcodes are printed on 
or attached to objects in the environment). 

In the work reported here, we investigated the use of tagging to support service dis-
covery and interaction with mobile phones using NFC and 2D barcodes.  In the first 
study, we conducted a field trial using NFC in which most of the services offered, 
other than writing personalized tags directly from the phone, could equally have been 
supported by 2D barcodes.  In the second study, we directly compared the use of NFC 
and 2D barcodes in a lab-based experimental evaluation.  Our field trial provided 
empirical data on the popularity of various tag based services, user feedback on the 
use of NFC phones and tags, and suggestions for NFC applications.  The field trial did 
not attempt to distinguish between NFC and 2D barcodes as appropriate tagging tech-
nologies.  This was investigated in our second study, in which we conducted an ex-
perimental comparison of NFC and 2D barcode use. 

2   NFC Field Trial 

The main objective of the field trial in our first study was to gather user feedback on 
the use of NFC to discover and interact with mobile services.  In particular, we were 
interested in (i) users’ experience of the usability of NFC for a range of trial services, 
(ii) users’ perceptions of NFC use in their daily life context, and (iii) users’ sugges-
tions for potential applications of NFC. 

2.1   Participants 

A total of 60 Vodafone employees from various departments volunteered for the trial.  
Ages ranged from 22 to 51 years of age, with a median of 32 and a mean of 31.  Sev-
eral volunteers were unavailable at short notice so only 55 participants completed the 
opening questionnaire, 36 male and 19 female.  Throughout their regular workdays 
the participants are exposed in varying degrees to the development, use or marketing 
of mobile phone technologies.  They are relatively knowledgeable technically and are 
experienced in using new features on mobile phones. 

2.2   Equipment 

A total of 1226 NFC tags were used in the field trial.  Prior to the study, table-top 
signs and A3-size wall posters were distributed in 40 locations across six buildings, 
including business centres, meeting areas and kitchens.  NFC tags were embedded in 
the posters and signs.  The services accessed by reading a tag ranged across the ser-
vices offered by mobile phone operators: voice, data and SMS.  There were 90 table-
top signs, each containing tags with links via URLs to Vodafone Live! sport, music 
and games sites.  16 of the posters had a variety of tags.  For example, the “Local 
traffic news” poster (see Figure 1) had a tag that triggered an SMS request for infor-
mation on local traffic conditions.  The response was sent by SMS to the user’s 
phone.  A second tag on this poster linked to the Vodafone Live! traffic news site. 

A “Music” poster contained a tag that linked to the Vodafone Live! music site, and 
a second tag that entered the user in a prize draw competition with a CD as the prize.  
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A “Sport” poster contained a tag that linked to the Vodafone Live! sports site, and a 
second tag that entered the user in a prize draw competition with tickets to a football 
game as the prize.  A further 20 posters contained tags that formed a “treasure hunt”.  
Participants who managed to read all the tags embedded in the posters with a treasure 
hunt icon were entered in a prize draw for a miniature Ferrari. 

 

Fig. 1. A poster with embedded NFC tags 

A trial pack was also given to each participant at the start of the trial.  The pack in-
cluded a Nokia 3220 phone with NFC shell, a set of postcards each with an embedded 
tag, and an introductory letter with 2 embedded tags.  One linked to a WAP-based site 
offering information about the trial and NFC.  The other triggered a voice call from 
the user’s phone to a “trial helpline” supported by the trial administrators.  One post-
card tag downloaded free wallpaper for the user’s phone.  The wallpaper offered 
changed daily.  Another postcard tag downloaded a free ringtone for the user’s phone.  
Similarly, the ringtone offered changed daily.  Three “Keep in touch” postcards had 
“blank” tags.  Participants were encouraged to write their own content (e.g. text mes-
sages, URLs or phone numbers) to these tags and leave the postcards around for oth-
ers to find and read.  Finally, a “directory assistance” postcard triggered a voice call 
from the user’s phone to the main Vodafone directory assistance service. 

2.3   Procedure 

The trial lasted 9 days, beginning on a Thursday and running through to the following 
Friday.  On the first day, the participants were given an introductory briefing and a 
trial pack.  55 of the participants completed a pre-trial questionnaire.  This covered 
the participant’s usage of mobile phones, including voice, text and data services and 
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phonecam use; their usage of the Internet, including email and web use; and their 
wishes for new mobile applications and features. 

The services were activated from the first day of the trial (Thursday) with the ex-
ception of the “treasure hunt” which began on the fifth day (Monday).  The trial ad-
ministrators and 17 “wizards” (staff who were very familiar with the technologies) 
were available to provide help and advice to the participants throughout the study. 

The data services were delivered via an NFC server implemented for the trial.  
However, this server was not involved in interactions with the travel information SMS 
tags, since the SMS transmissions bypassed the NFC server, or the interactions that 
accessed a voice service (i.e. reading the “trial helpline” and “directory assistance” 
tags), in which a voice call was placed directly to the service provider. 

At the end of the trial, 47 of the participants completed a post-trial questionnaire.  
This covered their experiences during the field trial, and their comments and sugges-
tions for future applications and uses of NFC based services.  The questionnaire was 
followed up with an interview. 

2.4   NFC Field Trial Results 

2.4.1   Tag Usage 
The NFC server log provided a quantitative measure of a subset of the participants’ 
interactions with the NFC system, i.e. excluding voice calls and SMS messages.  A 
total of 2005 tag interactions by participants were logged by the server during the first 
8 days of the trial.  (Tag events were not logged for the final day of the trial.)  Table 1 
shows the number of different tags accessed by a participant, i.e. not counting re-
peated accesses of a particular tag by the same participant. 

Table 1. Distribution of data service interactions with different NFC tags 

Distribution of tags Number of participants 

0 04 

1-10 35 

11-20 16 

21-30 02 

31-40 03 

Participants read a high number of tags in the first 2 days after receiving their NFC 
phones and trial packs (Thursday and Friday).  64 tag events were recorded during 
 the weekend despite a network problem that became apparent on Friday.  The trial 
administrators sent an email early on the Monday morning, informing the participants 
that the problem had been fixed.  Over half the total tag interactions were then  
logged during the Monday and Tuesday.  Tag events decreased over the next two days 
(Figure 2). 
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Fig. 2. NFC server events per day 

Table 2 compares the use of the various tags for the days when the treasure hunt 
was active.  Content downloads (free daily wallpapers and ringtones) were the most 
popular tags, followed by tags that accessed the Vodafone Live! information sites. 

Table 2. Tag usage for days when the treasure hunt was active 

 Min/day (Mon-Thu) Max/day (Mon-Thu) Total (Mon-Thu) 

Content downloads 58 168 464 

Vodafone Live! information 34 166 404 

Competitions 22 68 174 

Treasure hunt 64 194 398 

Trial Information WAP site 2 36 82 

2.4.2   User Experience with NFC Trial Services 
The participants’ extensive experience with mobile phones helped make them com-
fortable using the NFC phones.  Occasional problems with the software were over-
come by restarting the phone, participants developed workarounds for unimplemented 
menu options, and NFC tag reading was approached with more patience than might 
be the case with less experienced users. 

Although 96% of participants regarded the NFC symbols indicating the locations 
of the tags on the posters, signs and postcards as easy to find and identify, and 90% 
claimed that the location of the NFC reader in the phone was obvious, only 40% felt 
that the use of the reader was clear from the start.  Most reported that they had to 
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experiment with reading tags, as it was not clear if one had to hover, slide, wave or 
press the reader on to the tag. 

After an initial period of experimenting with the NFC interaction process, partici-
pants developed their own ways of reading a tag.  Different users reported different 
techniques, including touching the tag with the top of the phone, sliding the phone 
across the tag, and holding the phone 3 cm from the tag.  Participants became convinced 
that their device responded best to a particular angle, motion or distance from the tag.  
After the initial experimentation, most participants found the process of reading tags 
straightforward and intuitive, although 65% of participants reported occasional prob-
lems reading tags, 26% reported frequent problems and only 9% reported no problems. 

25% of participants regarded the speed of accessing services as good, 37% as ade-
quate and 37% as too slow.  These should be interpreted as the perceptions of very 
experienced mobile phone users, accustomed to delays in downloading data services 
on pre-3G networks. 

Some participants found that the screensaver and keyboard lock features on the 
phone interfered with the use of NFC.  One could read a tag with the screensaver or 
the keyboard lock enabled, but had to unlock the keyboard before the corresponding 
service could be accessed or viewed on the screen.  Given that reading an NFC tag is 
intended to require an explicit user action, participants felt that reading a tag should 
automatically turn off the screensaver and keyboard lock. 

Half of the participants wrote to their “Keep in touch” tags, mainly storing contact 
details or URLs on the tag.  The remaining participants did not write to the tags.  The 
follow up interviews revealed that some of these participants attempted to but were 
unable to complete the tag writing successfully. 

Privacy and security concerns arose during the trial and were discussed during the 
post-trial interviews.  While some participants did not perceive any security problems 
with the technology, others were more concerned.  Many of the latter were wary of 
the “always on” status of the NFC reader in the phone.  At times the NFC phone 
would unintentionally interact with nearby tags, e.g. when a tagged postcard was next 
to the phone in the participant’s bag. 

Participants were also concerned that tags could advertise one service, for example 
through a poster, while actually connecting to another, perhaps at a premium rate.  
This could be perpetrated deliberately by the producer of the poster.  Even more in-
sidiously, a poster offering a legitimate service could be subverted by having its tag 
rewritten.  Participants were also concerned that rewriting tags could be used to create 
a nuisance for third parties via the reader’s phone.  By writing a message to a tag that 
included the third party’s number, one could encourage people reading the tag to 
phone the third party, with potentially unwelcome results.  Worse still, one could 
write the tag to trigger a call directly from the reader’s phone to the third party.  Per-
haps more subtly, one participant suggested, “I could write someone else’s name to a 
tag and link it to an inappropriate website or include an impolite message and leave it 
for his manager [to read the tag]”. 

2.4.3   NFC in the Users’ Daily Life Context 
The potential of a tag-based system to identify precisely an individual’s location and 
activities is sometimes viewed as a threat to people’s privacy [1; 6].  Our participants 
regarded this issue as relatively unimportant.  Participants felt that the devices they 
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currently use – swipe cards, computer log-ins and so on – already record their loca-
tions and activities sufficiently closely that reading some NFC tags would not intro-
duce a significant extra opportunity for monitoring their behaviour.  To paraphrase 
Scott McNealy, these users have lost their privacy and got over it. 

Participants were more concerned with how the use of NFC readers in public 
spaces made them appear to other people around them.  Many participants noted that 
they felt awkward at first using NFC due to the very explicit public act of reaching 
out and touching a tag embedded in a poster or sign.  However, despite describing it 
as “odd” to use at first, many participants lost their reservations about using NFC over 
the course of the trial. 

While the process became more familiar to participants, their interactions with the 
tags remained objects of curiosity to many of their colleagues.  (This became clear 
when the trial administrators began to receive requests to be included in the trial from 
people who had noticed the participants reading tags.)  The very requirement to make 
NFC tags both noticeable and accessible makes the reader-tag interactions public. 

When asked if they would use NFC in public places, 13 participants responded that 
the nature of the place was a determining factor.  In high traffic public places where 
people often seek information (e.g. an airport or train station concourse), they would 
use NFC.  In low traffic areas they would be less likely to use NFC.  Even in high 
traffic places, participants suggested that the interaction time with tags – and potential 
for consequent interaction with other people in the vicinity – should be minimised.  
The location of some tags during the trial was regarded as intrusive.  In cases of re-
peated tag reading errors, the trial participant would be blocking the access to a pho-
tocopier, for example, thereby interfering with other people’s work.  And of course if 
many people wanted to interact with a particular tag, long interaction times would 
cause another form of blocking, particularly in high traffic places. 

In addition to the problem of blocking others’ movements and activities, partici-
pants voiced another concern with the use of NFC in public places.  When an NFC 
user buys a ticket for a concert, for example, by touching a public poster, a bystander 
observing the interaction could in principle acquire information about the user’s shop-
ping and leisure preferences.  However, it seems unlikely that a would-be profiler 
following NFC users around would be able to gather sufficient reliable simply from 
observation. 

Many participants were concerned that reaching out to read a tag in public was 
openly advertising one’s phone, potentially catching the attention of thieves.  There 
was a perception amongst participants that busy places are potentially high crime 
areas, and using NFC in such places was regarded as potentially dangerous.  In re-
sponse to this perceived threat, participants suggested that tags might be placed where 
users could read them close to their body, without reaching out. 

2.4.4   Suggested NFC Applications and Services 
In addition to providing feedback on the trial services, participants suggested potential 
applications for NFC.  In addition to existing NFC services, such as mobile electronic 
payment, their suggestions included applications in: 

• access control; 
• using mobile services; and  
• data storage, retrieval and transfer. 
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Participants commented that they currently gain access to their offices, meeting 
rooms etc by the use of passive RFID swipe cards.  NFC was seen as a valuable alter-
native, the notion of carrying one device fewer appealing to participants.  Embedding 
access control into the mobile phone was regarded as adding a level of security since 
our participants believed that people neither leave their phone at home very often nor 
lend their phone to other people.  The little empirical evidence that has been published 
tends to support this assumption [7].  The risk of losing the phone, and the consequent 
ability for others to access one’s office, was initially viewed by some participants as 
dangerous.  However, they noted that losing a swipe card has the same inherent prob-
lem.  With NFC, there is the potential to add security features such as deactivation of 
the sim, access rights, credit card etc with a single action. 

A typical NFC service proposed by the participants was ordering a taxi by reading 
a dedicated tag in a restaurant or shop.  Similarly, using tags at bus stops to invoke an 
SMS message giving the arrival time of the next bus was proposed.  At Vodafone HQ, 
a similar service already exists for the shuttle bus to nearby Newbury, but it is in-
voked by an SMS sent by the user.  Many participants commented that they do not 
use this service because they do not know the number to which to send their SMS.  A 
shuttle-tag in the HQ lobby could be used to inform users of the time of the next shut-
tle’s departure, simply by touching the tag.  

The most commonly suggested application of NFC was contact information man-
agement, with the NFC phone being used to store and transfer business card details.  
In one proposal, an NFC tag could be embedded in a business card, with the recipient 
of the card reading the tag to transfer the data to her phone’s contacts list.  Another 
proposal was the direct interaction of two NFC phones. By touching the phones to 
each other, the users’ contact details could be transferred between the phones. 

Another proposal for managing and using data was to “bookmark” physical objects 
with tags.  Rather than trying to remember the details of a friend’s CD, one could 
simply read its tag and store it in a “Favourites” folder on the phone.  This informa-
tion could then be used to link to, for example, online retailers or review sites. 

Overall, our field trial gave us some interesting empirical data on the popularity of 
various tag based services amongst our participants, provided user feedback on the 
use of NFC phones and tags, and provided suggestions for NFC applications.  Almost 
all of these services and applications could be supported by either NFC tags or 2D 
barcodes, or indeed a combination of both.  (The exceptions include electronic pay-
ment where the NFC technology is augmented with secure data storage, and the facil-
ity to write directly to tags from the phone.)  The field trial did not distinguish  
between NFC and 2D barcodes as appropriate tagging technologies.  Our second 
study filled this gap with an experimental comparison of NFC and 2D barcode use, in 
which we employed 2D barcodes with the same physical dimensions as the NFC tags. 

3   Experimental Comparison of NFC and 2D Barcodes 

Our experimental comparison of NFC and 2D barcodes reflected the use of posters 
with embedded tags in our field trial.  However, in order to control confounding  
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variables such as poster content, the posters in the experiment were as simple as pos-
sible, containing just the number of the poster and the embedded tags (see Figure 4).  
We were interested in the ease of use of the tags themselves, comparing NFC against 
2D barcodes, rather than people’s experience with the poster content and linked ser-
vices that were the focus of our field trial. 

Therefore, we provided the same, very simple “service” from every tag.  Success-
fully reading a tag provided the user with an instruction on the phone to move on to 
the next tag.  The main difficulty with using the tags in our field study, and in the 
pilot for our experimental study, was repeated unsuccessful attempts to read a tag.  
Hence, time taken to read the complete set of tags in the correct sequence was a useful 
and reliable quantitative comparison of the 2 forms of tagging. 

In both the field study and the experimental pilot, we experienced the problem of 
users not knowing the precise location of the NFC reader in the phone.  With multi-
ple adjacent NFC tags, this resulted in users repeatedly scanning the wrong tag 
because they aimed the wrong part of the phone at the target tag, causing the reader 
to read an adjacent tag.  With multiple adjacent 2D barcodes, the reader had diffi-
culty in interpreting a single tag when parts of more than one barcode appeared  
in the camera’s viewfinder, so distance to the tag and image composition became 
important. 

To investigate these effects in our main experiment, we arranged multiple tags in 
different patterns on the posters and varied which of the group of tags the user was 
required to read. 

In our experimental pilot, we found that the fastest 2D barcode reading was 
achieved with the phone approximately 100mm from the tag, in contrast to the opti-
mal distance of about 20mm found with the NFC tags.  The angle of the phone also 
had a marked effect on 2D barcode reading.  The phone had to be reasonably parallel 
to the plane of the barcode for successful reading (although this problem could be 
mitigated in software by the reader).  To investigate this effect in our main experi-
ment, we arranged the posters at different heights to change the angle of incidence to 
the tags. 

Overall, our pilot study suggested that using 2D barcodes was at first easier than 
using NFC, with fewer of the initial difficulties and need for experimentation with the 
NFC reader also found in our field study.  However, the difference in usability be-
tween the 2 technologies lessened quite quickly as users became more experienced 
with the NFC reader and settled on a particular way to handle and aim the reader.  
This reflected our findings from the field study. 

3.1   Experimental Design 

Our experiment had a mixed factorial design.  There were two factors, each of which 
had two levels.  The independent variables were: (i) whether 2D barcodes or NFC 
tags were used; and (ii) whether the participants were given training or not.  The de-
pendent variable was the time it took a participant to scan all the indicated tags in the 
correct sequence.  It was predicted that for untrained users the 2D barcodes would be 
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quicker to use than the NFC tags (H1).  It was also predicted that training would sig-
nificantly improve users’ performance with the NFC tags (H2). 

3.2   Participants 

Twenty-eight participants took part in the experiment, 20 male and 8 female.  The 
participants varied in age from 19 to 30 years of age, with a mean age of 21 years 
(SD 2.8).  The participants were all university students.  The participants were re-
cruited via mailing lists and word of mouth, and volunteered to participate in the 
experiment. 

3.3   Equipment 

The NFC tags and the 2D barcodes were located on the bottom of an A3 poster.  12 
posters were attached to a wall in a usability lab (Figure 3).  Each poster had a large 
number printed in the centre ranging from 1 to 12.  Each poster had either 1 or 3 2D 
barcodes in the bottom left corner and the same number and layout of NFC tags in the 
bottom right corner. 

The posters were arranged in numerical order in four columns and three rows.  The 
numbering of the posters went from 1 in the top-left corner through to 12 in the bot-
tom-right corner, in an across-then-down order.  Posters in a row were placed so that 
the target tags were horizontally aligned with each other, to present consistent target 
heights of 210, 150 and 90 cm.  150cm represented a comfortable reaching out height 
for a standing person.  Based on our pilot study findings, 210cm and 90cm were used 
 

 

Fig. 3. Reading an NFC tag on a poster 
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to test usability for standing users when presenting the phone close to and parallel to 
the plane of the tag was less easy than at shoulder height.  90cm also represented a 
standard height for wheelchair-accessible facilities such as ATMs.  210cm also re-
flected experiences of regulatory requirements on the placement of NFC tags in a 
wide area installation [4]. 

Across the four columns a variety of tag arrangements was used.  As noted above, 
pilot testing revealed that different arrangements of tags could cause erroneous inter-
actions.  The arrangements of tags in our main experiment obliged the user to select 
the appropriate tag and not merely wave the tag reader around until a tag was read.  
The target tag in each group of 3 tags was indicated by an adjacent arrow.  The group-
ings of the tags are illustrated in Figure 4, with the target tag highlighted in each 
group. 

a) b) 

c) d) 

Fig. 4. The arrangements of NFC tags and 2D barcodes on the posters 

The 2D barcodes were read using a Nokia 6600 mobile phone running the Glass 
2D barcode reader application (http://www.activeprint.org/).  The NFC tags were read 
using a Nokia 3220 with an integrated NFC reader.  Ideally we would have liked to 
use the same phone, however hardware incompatibilities prevented this.  The differ-
ences between the phones were negligible for our purposes. 

When running the Glass application, the view from the camera is shown on the 
phone’s display.  When the camera is pointed at a 2D barcode, the application auto-
matically decodes the information held in the barcode and displays it on the screen of 
the phone as a scrolling message.  In our experiment, the message told the user which 
poster to go to next. 

To read the NFC tags, we used Nokia’s Service Discovery application.  When this 
is running, it displays the message “Please touch tag” on the phone’s display.  When 
the reader is placed close to an NFC tag, the application reads the information held on 
the tag.  This is then displayed as a message on the phone’s screen.  As in the 2D 
barcode condition, the message told the user which poster to go to next.  Because the 
Service Discovery application is designed to connect to a URL, the user is also given 
options to “Connect” or to “Cancel” each time a tag is read.  For the experiment, we 
limited the user option to just “Cancel”.  Pressing the “Cancel” button returned the 
phone to “Please touch tag”, ready to read the next tag. 
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Using either of the technologies, when a tag was read that was not the current tar-
get tag, a message appeared on the phone’s display informing the user that an incor-
rect tag had been read. 

During the experiment, 3 video cameras recorded the trials.  2 cameras built in 
to the usability lab captured a wide and a high view respectively of the user inter-
acting with the tags, while a tripod mounted camera captured the view from behind 
the user facing the posters on the wall.  An observer also took notes during the 
trials. 

3.4   Procedure 

Participants were run individually.  At the start of each trial, the participant was given 
a phone and instructions on how to complete the activity.  The instructions were read 
from a script by one of the experimenters.  Fourteen of the 28 participants were given 
training.  Training included describing to the participant how the technology worked.  
The participant was introduced to the phone and told how the tags were to be read, 
including details of where the readers were in the phones, as well as optimum dis-
tances and angles for tag reading.  The experimenter demonstrated how to read a tag 
using the reader on the phone.  The trained participants were also given practice runs 
with a practice poster. 

The 14 untrained participants were told only that the reader was on the back of the 
phone (i.e. the camera or the built-in NFC reader).  They were instructed to read the 
target tag as quickly as possible and move on to the next tag when instructed by a 
message on the phone’s display. 

Each participant started at poster 5 and obtained the number of the next poster by 
scanning the appropriate tag.  For example, reading the target tag on poster 5 dis-
played the message “Go to poster 2”.  When the target tag was successfully read, the 
participant read aloud the number of the poster they were to go to next and moved on.  
The target tags instructed each participant to read the tags in the order 5 > 2 > 11 > 7 
> 4 > 12 >10 > 6 > 9 > 1 > 3 > 8.  The target tag on poster 8 instructed the participant 
that she was finished.  An error was recorded whenever the participant successfully 
read a tag that was not the current target tag.  In this case, the participant continued 
attempting to read the target tag until it was successfully read. 

After a participant had traversed all 12 posters, she completed a questionnaire.  
Taining in the other tagging technology was then given (dependent on the 
trained/untrained condition) and the trial was repeated with the other tagging technol-
ogy.  The order in which the tagging technologies were used was counter-balanced.  
After each participant completed her trials with both tagging technologies, she was 
given a third questionnaire to compare her experiences of the two technologies. 

3.5   Experimental Results 

The dependent variable was the cumulative time taken from the first tag being read on 
poster 5 to the target tag on the final poster being read.  Figure 5 shows the total times 
(in seconds) for NFC and 2D barcode use by the untrained participants. 
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Fig. 5. Times (in seconds) for  untrained participants 

Figure 6 shows the total times (in seconds) for NFC and 2D barcode use by the 
trained participants. 
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Fig. 6. Times (in seconds) for trained participants 

Table 3 shows the mean (and SD) time to read all 12 tags using each technology, 
with and without training. 

Table 3. Mean (and SD) time to read all 12 tags for both the 2D barcodes and NFC tags, with 
and without training 

 NFC 2D barcodes 

Untrained 151.50 
(43.33) 

98.43 
(52.42) 

Trained 71.71 
(20.01) 

94.57 
(29.18) 
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A mixed 2-way ANOVA for the data in Table 3, with tagging technology and 
training as the independent variables, found a significant effect (F3,24 = 16.67, p = 
0.000154).  In order to determine the direction of the differences, post hoc Tukey tests 
were performed. 

A Tukey test for the main effect of tagging technology found a significant differ-
ence between NFC and 2D barcodes for untrained users (T = 5.18, Q = 4.7, T > Q, p < 
0.01), supporting hypothesis 1, while there was no significant difference between 
NFC and 2D barcodes for trained users (T = 2.23, Q = 3.79, T < Q, p > 0.05). 

When using NFC, there was a significant difference between the training and no 
training conditions (T = 7.79, Q = 4.7, T > Q, p < 0.01), supporting hypothesis 2, 
while there was no significant difference between the training and no training condi-
tions when using 2D barcodes, (T = 0.38, Q = 3.79, T < Q, p > 0.05). 

So, both experimental hypotheses were supported.  Without training, using the 
NFC tags took significantly longer than using the 2D barcodes (H1).  With training, 
users’ performance with the NFC tags significantly improved (H2), to the point at 
which there was no difference between using 2D barcodes and NFC.  Training had no 
effect on users’ performance with 2D barcodes. 

The observations of the trials, the video recordings and the post-trial questionnaires 
provided supporting qualitative data.  On a Likert scale (1: very difficult, 5: very 
easy), the untrained participants found it easier to use 2D barcodes than NFC.  This 
finding was consistent across the immediate post-trial questionnaires (NFC: 3.8, 2D 
barcode: 4.6) and the third questionnaire (NFC: 3, 2D barcode: 4.1).  When asked 
which phone they would pick if they had to repeat the task, almost all the untrained 
participants stated that they would prefer to use the 2D barcode technology.  Not 
knowing which part of the phone to touch on the tag was the main frustration reported 
with the NFC phone. 

In contrast, the trained participants found it easier to complete the task using NFC 
rather than the 2D barcodes.  Again, this was consistent across the immediate post-
trial questionnaires (NFC: 4.1, 2D barcode: 3.9) and the third questionnaire (NFC: 
4.1, 2D barcode: 3.9).  When asked which phone they would pick if they had to repeat 
the task, almost all the trained participants stated that they would prefer to use the 
NFC technology.  The main complaint about the 2D barcode phone was the require-
ment to align the phone with the 2D barcode, in contrast to just touching the tag with 
the NFC phone. 

When asked in the third questionnaire “Which technology did you find easier to 
use?”, only 3 of the 14 untrained participants said they found NFC easier, while 11 of 
the 14 trained participants said they found NFC easier. 

Video analysis showed that while many untrained users struggled to use the NFC 
phone, many developed more or less successful techniques in their attempts to get the 
device to work.  Some users made quick stabbing motions at the tag, rather than hold-
ing the phone over the tag until it was read.  Such interactions meant that many at-
tempts were needed to read the tag and this contributed to increasing the overall time 
taken.  Some participants carefully held the phone horizontally, apparently believing 
that this facilitated tag reading. 

One participant found it extremely difficult to read any 2D barcodes on the bottom 
row of posters.  The video record suggested that his problems were due to not holding 
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the phone at an appropriate angle to compensate for aiming the phone’s camera 
downwards (thereby moving it away from parallel to the plane of the tag). 

Posters 3, 7 and 11 caused particular problems for the untrained participants using 
NFC, with between 20 and 30 errors (i.e. reading non-target tags) for each of these 
posters.  The arrangement of tags on these posters was that shown in Figure 5 (b).  
This arrangement led to participants repeatedly reading the wrong tag.  Training re-
duced the errors, contributing in turn to significantly reduced task completion times. 

4   Conclusions and Future Directions 

Our field trial and our experimental pilot study suggested that users were unsure of the 
location of the NFC reader in the mobile phone.  In the field trial and the experimental 
evaluation, users developed their own techniques for successful tag reading, although 
these often involved manipulating or holding the phone in ways that were not actually 
necessary.  Our experimental evaluation tested the hypothesis that an initial training 
period would overcome users’ lack of familiarity with the NFC technology, leading to 
better performance.  This was found to be the case.  Initial training had no effect on 
users’ performance with the 2D barcodes.  It seems likely that this is partly due to users’ 
previous familiarity with cameraphones, and partly due to the obvious location of the 
camera on the phone and the visual feedback on the display of the camera image.  These 
factors are likely to have contributed to users’ performance being at a level that was 
unaffected by the brief training offered.  It is likely that longer term familiarity with 
NFC would produce much the same effect for that technology. 

Participants in the field trial reported feeling awkward or embarrassed reaching out to 
use the tags in a public place.  Similarly, in a user study of service discovery and inter-
action using mobile phones and RFID tags, [9] found that users were reluctant to use 
this from of interaction outside their own homes “because they were embarrassed about 
touching RFID tags in public places.  For example, they felt that touching might seem 
too eye-catching on the street or at a shopping mall.  So, although touching is itself a 
natural action, it isn’t necessarily considered a socially acceptable way to use new tech-
nology” [p. 45].  However, even during the limited course of our field trial, participants 
– and their colleagues – became more accustomed to tag-reading in public.  Not so long 
ago, voice calling and texting in many public places would have seemed unusual but 
they have rapidly become appropriated.  There is still a frisson of the weird about seeing 
a user of a discreet hands-free headset wander along, talking animatedly apparently to 
thin air, but that too is rapidly becoming a commonplace.  It seems unlikely that it will 
take long for public tag reading to be similarly appropriated. 

[9] also found that users were unwilling to read tags in public places “because they 
considered the security risk too high” [p. 45].  Again, this was reflected in our partici-
pants’ concerns.  Mobile phone theft accounts for about half of all street crime in the 
UK (http://www.met.police.uk/mobilephone/) but there is evidence that high traffic 
places are often safer than low traffic places [3], suggesting that the actual threat may 
be perceived differently from the real threat.  Reading a tag may be slightly more 
risky than calling or texting in a public place only in so far as one is stationary while 
reading the tag.  Along with the issue of long interaction times blocking others’ access 
both to the place and to the tag, this would suggest designing to minimize interaction 
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time with the tag, retaining most of the interaction on the phone via a wireless con-
nection to services initially identified by the tag reading event. 

The concern of some users about unintentional interactions with NFC tags suggests 
that users should have more control of the NFC functionality so that, at least, they can 
turn it on and off when desired.  The issues of impersonating others and rewriting tags 
may suggest a requirement for lockable or “read-only” NFC tags.  However, disabling 
write access to a tag would disable some of the intrinsic advantages of NFC.  2D 
barcodes, at least in their printed form, will require a different approach to security 
since they may be overlaid or replaced quite easily. 

In proposing access control as an application of NFC, our participants voiced no 
concerns about its potential role in monitoring their movements.  This is in contrast to 
the commonly reported fears of privacy being eroded by tagging systems [2].  
Whether or not a tag based, or indeed swipe card based, access control system logs 
events is a design decision.  Such decisions and users’ acceptance of such monitoring 
will depend at least in part on how much they value the services offered. 

Our participants’ most commonly suggested application of exchanging contacts 
data by touching 2 phones together is the functionality that raises NFC beyond a sim-
ple tagging technology.  In [5] we report an application that does this, comparing the 
contrasting influences on the user experience of using NFC and Bluetooth.  The 
changing costs of tags and barcode production, the production of phones with appro-
priate readers and, ultimately, the development of useful, usable applications and 
services will influence the trajectory of tagging technologies, but it seems likely to be 
upward. 
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Abstract. We present a large-scale pervasive game called Manhattan
Story Mashup that combines the Web, camera phones, and a large public
display. The game introduces a new form of interactive storytelling which
lets an unlimited number of players author stories in the Web while a
large number of players illustrate the stories with camera phones. This
paper presents the first deployment of the game and a detailed analy-
sis of its quantitative and qualitative results. We present details on the
game implementation and game set up including practical lessons learnt
about this large-scale experiment involving over 300 players in total. The
analysis shows how the game succeeds in fostering players’ creativity by
exploiting ambiguity and how the players were engaged in a fast-paced
competition which resulted in 115 stories and 3142 photos in 1.5 hours.

1 Introduction

Manhattan Story Mashup (MSM) combines the web, mobile phones and one of
the world’s largest public displays in Times Square to a large-scale pervasive
game. The game was played by over 150 players in the web and 184 street
players in Midtown Manhattan. The web players used the storytelling tool at
the game web site to mash up stories, either by writing new sentences or by re-
using already illustrated sentences. A noun from each new sentence was sent to
a street player’s camera phone for illustration. The street player had to shoot a
photo which depicted the word within 90 seconds. The photo was then sent to two
other street players who had to guess amongst four nouns, including the correct
one, what the photo depicts. If the photo-noun pair was guessed correctly, the
original sentence was illustrated with the new photo and the resulting illustrated
sentence turned into an ingredient for new stories. The best stories were shown
on the Reuters Sign in Times Square in real-time.

The game introduces a new form of interactive storytelling which lets dis-
tant people to collaborate in real-time. The web players get a real-time human-
mediated sneak peek to the physical world which they may steer at a desired
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theme. The street players, who are taking the photos, may use their imagination
at the fullest while trying to find the requested targets in a fast-paced compe-
tition. Since both the requested individual nouns and the returned photos are
highly ambiguous in nature, the game feels somewhat mysterious, yet meaningful
and exciting to all the players. On the web player’s viewpoint, this may be seen
as collaborative leisure [1] whereas the street player may see it as an urban game.

Manhattan Story Mashup brings together many concepts from earlier per-
vasive games. It links the physical and virtual worlds, as the games described
in [2], and engages the players in a collaborative and competitive effort of sto-
rytelling [3]. It also entices players to share their experiences through a public
display [4,5]. and provides an entertaining and motivating context to produce
experimental data for further purposes [6].

MSM is a part of the SensorPlanet project at Nokia Research Center. In its
origins, it was motivated by the need to understand issues related to mobile
phone-centric sensing. Especially we wanted to get hands on vast amounts of
real-world data, collected by actual mobile phones. Design, implementation and
orchestration of the game provided valuable knowledge on experimentation with
a pervasive application in the real world.

The game produced a rich set of data. All game events were collected in a
database which allowed us to analyze the whole game event afterwards in detail.
Immediately after the game, the street players were asked to fill in a questionnaire
which contained questions about the game design and experience. Analysis of
both the quantitative and qualitative data is presented in section 5. Some of
the design decisions proved to be remarkably successful; they are listed in the
conclusions. We also outline the system implementation and the set up process
which present some practical lessons learnt.

We hope that the scale and the multi-faceted nature of Manhattan Story
Mashup provides useful information for the design and orchestration of future
experiments which utilize mobile phones, web and / or public displays. Central
contribution of this paper is to strengthen some earlier findings, such as benefits
of ambiguity, and to present a new field-tested game design which provides a
working example of collaborative leisure and co-presence.

2 Prior Work

Positioning has been a defining feature in many earlier pervasive games. For
instance, Pirates! [8] uses the physical world as a game board in which the
game takes place. In this constrained game arena locations of the players may
be determined using short range radio beacons. Yoshi [9] and Bill [10] exploit
spotty coverage of WiFi networks in a clever way by taking advantage of this
seeming limitation. In these games, the gameplay is designed around the con-
cept of physical location. MSM was about to utilize locationing as well but only
in a minor role. However we could not come up with a technically straightfor-
ward locationing method which would have fitted in the game without taking too
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much attention from the key concepts. Despite of this, we logged internally the
GSM cell IDs of the players during the game.

MSM is first and foremost an urban photo hunt with a twist. A similar concept,
involving both camera phones and public displays, was sketched by PhotoPhone
Environment [11], although they did not present any implementation. MSM
and Snagu1 share the common concept of ”reverse-Flickr”: Given a keyword or
tag, the player takes a photo resembling the word. Sharing the Square [1] is a
system for sharing leisure between distant people through photographs, voice and
location. The MSM concept is tangential to the Square’s idea of implementing co-
presence through an interactive photographing process. Their treatise of shared
photographing is relevant for MSM as well.

Manhattan Story Mashup builds on previous works of research which combine
the physical and the virtual into a seamless game experience. Two large-scale
games were produced in collaboration between the artist group Blast Theory
and the Mixed Reality Laboratory at the University of Nottingham. In Can You
See Me Now [12] online players are chased through a virtual model by street
players who play in a real urban environment. Similarly, Uncle Roy All Around
You [7] involves players both in the field and in a parallel virtual world. Street
players were given a task to search for a character named Uncle Roy. Remote
players, together with professional performers, guided the street players in their
quest. Experiences from these games provide a solid background for designing
and orchestrating collaboration in MSM.

Both the previous games are carefully orchestrated and controlled together
with professional performers, which play a major role in these games. In contrast,
our motivation was to gain understanding in spontaneous behavior of players,
both in the Web and in the streets. Therefore we deliberately left room for emer-
gent features and unexpected events to happen. Furthermore we designed MSM
so that there would not be any inherent limitations in number of participating
players. This sets MSM apart from many previous games; for example Can You
See Me Now can be played only by fifteen online players at time. We hypothetize
that this approach might give us realistic data on real-world sensing and user
behavior, which may be generalizable to non-game related settings as well. The
approach is akin to some previous games for collecting “serious” data, such as
the ESP game for labelling images in the web [6].

As an example of interactive storytelling on mobile devices, Bamford et al. [3]
reported an innovative mobile game in the form a multi-authored mobile book
based on the 1920s surrealist technique of Exquisite Corpse. The book builds
from a series of standard text message length contributions, each author being
given only the previous message on which to base their own contribution. MSM
goes a step further by including the images illustrated by some people and stories
written or mashed up by other people, using recent techniques of the social web.

The usage of public displays haven been researched in various contexts. One of
the main challenges associated with interactive public displays is how to entice
people to interact with them [4]. Another challenge is how to share a single

1 http://snagu.com

http://snagu.com
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public display between multiple users. This is where personal mobile phones
come handy in terms of dispersing access and control. For example, Scheible
and Ojala [5] demonstrated with MobiLenin a solution for realizing multi-user
interaction with a public display using personal mobile phones.

3 Game Design

The overall goal from the perspective of a street player in MSM is to collect
points by shooting photos for illustrating stories written by people in the web.
The player who collects the most points is the winner of the game. There are two
tasks for the street player: One task is to shoot photos representing nouns that
are extracted from story sentences created by people on the game’s website in
real-time. The mobile phone receives these nouns automatically and shows them
as keywords in a list on the screen and the player just needs to select a keyword.
The phone camera will then open automatically and start a countdown timer
that grants between 60-90 seconds time to shoot the photo. The photo is then
sent automatically to the game server. The other task is to match keywords to
images taken by other players to validate the quality of the images going into
the system. The screen will show an image and a list of four keywords including
the correct one. The player needs to guess which of the keywords matches the
image. The image is sent at the same time to another player for guessing in
order to let the players compete. The first player to guess the word-photo pair
correctly gets the points.

The player can gain different amounts of points: 1 point for shooting a photo,
6 points for guessing correctly, 9 points for a photo that is taken by the player
himself and correctly guessed by some other player. The points are accumulated
during the whole game. The players were able to see their own score and rank
all the time on the lower part of the phone screen.

Fig. 1. Gameplay
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The core of the game is to produce imaginative noun-photo pairs. The ratio-
nale for guessing is to make sure that the photos actually represent the desired
target, or that the association between word and photo is conceivable by an-
other human being, even though it may be highly ambiguous. The reason for
having two players to guess the same photo is simply to increase likelihood of
having a successful guess and to motivate each player to guess well – otherwise
a competitor would gain more points.

The gameplay is illustrated in Fig. 1. If a storyteller in the web chooses to use
only already illustrated sentences by other people, no street player actions are
needed. If the storyteller contributes new sentences, a noun from each sentence
must go through the illustration process. If the street players fail to accom-
plish any step, the story will not finish since at least one sentence will be left
unillustrated.

In case that the web players are unable to keep the street players busy by
writing enough stories, there is a backup mechanism which dispatches nouns to
the street players from a predefined list. If such an automatically dispatched
noun passes the illustration process, it may be used in a new sentence without
additional delay.

3.1 Discussion

Based on their experiences with Uncle Roy All Around You, Benford et al present
a design framework for mobile experiences [7]. In the following, we reflect main
points of our design to this framework.

We wanted to avoid the situation in which the web players would be mere
spectators, while the street players would be the de facto performers. Games
like Uncle Roy and Can You See Me Now provide the remote player a virtual
model of the physical city, thus mimicking the physical experience to some de-
gree. In contrast to this approach, our design provides two different, yet equally
important facets to the game, both respecting the natural context of action: The
web player feels that she is participating in a Web 2.0-ish collaborative effort,
so she may well regard herself as a major performer in the game. In parallel,
the street player takes part in the hectic urban game which makes her another
true performer. This two-sided approach is akin to so called seamful design [10]
of ubiquitous systems. Instead of trying to hide differences between the virtual
and physical worlds, we try to exploit the best features of both worlds.

However, both players are also spectators. Following the taxonomy presented
in [13], we consider the street player to have a suspenseful view to the game, since
she is unable to see the effects of her actions immediately: She takes a photo and
hopes that someone guesses it correctly and it will get integrated to a story. In
the web player’s point of view, the game is magical, since she cannot identify the
exact source of the photos: She sees newly illustrated sentences, written by other
web players popping up every now and then and her own sentences becoming
illustrated by some random street players.
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The large public display supports the suspenseful and magical nature of the
game. After some delay the street player may see her own images on the display
as a part of a story. The web players could see their stories through the Reuters’
webcam magically presented in a physical place in some distant location.

Another important feature in our design is deliberate ambiguity in the tasks.
This approach is suggested for game design in [7] and [14]. Instead of forcing
or encouraging the web players to use only unambiguous and concrete words,
such as “house”, “milk” or “sun”, we picked a random noun from each sentence.
This made the game more exciting and left plenty of room for players’ creativity.
Ambiguity is especially apparent in the guessing part of the game which requires
a human player to interpret photos: Consider an image of a building. Is it a
hospital or a dormitory? All these tasks boil down to being able to guess another
player’s intent, even though the message is mediated through an ambiguous
channel, namely through a word or a photo [14]. It is even desirable that some
ambiguity remains in the resulting stories since the results are often hilarious.

4 Implementation

4.1 Storytelling Tool

The Storytelling tool lets an individual web site visitor to leave her creative
handprint to a large public sign, as well as interact with the real people in
the streets of Manhattan. However presenting just a collection of individual
contributions would be rather uninteresting. Also the required effort to make an
individual contribution from the scratch might be prohibitively high for many.
Instead, the storytelling tool lets the user pick a previously contributed story and
use it as a basis for her own story. Alternatively one can use previous sentences
to mash up or remix a personal story.

To enhance usability and approachability, the first steps with the tool were
made as convenient as possible. No registration was needed: There was a link in
the front page leading directly to the tool. There were no options from which to

Fig. 2. Storytelling tool in the web
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Fig. 3. Mobile Client: Keyword selection mode, shooting mode, player statistics and
gallery views

choose. The user could start playing around with the tool immediately and she
could contribute her own sentences with no restrictions.

A story consists of nine illustrated sentences as shown in Fig. 2. For each cell or
slot the user may either pick an already illustrated sentence, written by someone
else, or she may write a new sentence. Once the user has chosen appropriate
content for each slot and the resulting story looks somewhat meaningful, she
may publish the story.

It is practically impossible to detect dubious or nonsensical sentences auto-
matically as the problem is highly semantic in nature. However, we performed
some simple filtering using a blacklist of 333 common profanities. We also made
some syntactical checks, ensuring that the sentences are long enough and do not
contain any meaningless characters.

After publishing, each new sentence is tokenized. Each token is checked against
WordNet [15] and nouns are collected. From each new sentence a random noun
is chosen for illustration. The nouns, the number of which may vary from zero
to nine, are dispatched to random players in Manhattan, yet taking care that no
player has more than ten nouns at time. After this the story moves to the pool
of incomplete stories, until all its sentences are illustrated. For an overall view
to the gameplay, see Fig. 1.

Storytelling tool has an important feature that should keep the stories mean-
ingful, even though users are free to write anything to sentences: When the user
picks sentences for her story, she is presented a list of available illustrated sen-
tences to choose from. This list is ordered by descending popularity: The more
frequently a sentence gets picked, the higher ranking it will have in the list.
This feature is similar to filtering mechanisms found in many social bookmark-
ing sites, such as Digg2 or Reddit3. The rationale is that even though someone
may find entertaining to input nonsense to the system, almost no one regards
nonsense written by an unknown person interesting. Thus nonsense gets disre-
garded by many and its ranking drops. This phenomenon is further amplified by
the fact that most users consider only the top entries in the list, being too lazy
to browse everything through, and thus increase the popularity of the already
popular items.

2 http://digg.com
3 http://reddit.com

http://digg.com
http://reddit.com
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4.2 Mobile Client

We decided to use Nokia N80 mobile phones in the game, mainly due to their new
S60 3rd edition software platform, WiFi support and high-quality 3 megapixel
camera. The game client software was implemented in Python for S60 (PyS60)
which is an open-source port of the Python programming language to the S60
platform [16]. Python was chosen due to its suitability to rapid prototyping and
easy extendibility in native C++. As described below, source code availability
was an important factor as well.

We implemented a set of custom UI widgets for the game instead of using the
standard UI library. This gave us more flexibility in usability design and made
the client look and feel more game-like. The standard PyS60 distribution includes
support for taking photos, but does not provide the viewfinder. Since smooth
camera usage is central to the game experience, we implemented viewfinder
support as an extension. Thus the player did not have to use any other phone
functionality or software besides our game client, which greatly enhanced game
immersiveness.

The game client has three modes: Keyword selection mode, shooting mode
and guessing mode. The game leads the player from one mode to another. In the
keyword selection mode player chooses one of the available nouns as the next
target for shooting. The keyword choice activates the shooting mode which opens
the viewfinder and lets the player to find a suitable target. Once the photo is
taken, it is sent automatically to the server and the player returns to the keyword
selection mode.

The game client polls the server every five seconds to update the list of key-
words and retrieves requests for guessing. Once a new request for guessing is
received, the guessing mode is activated automatically unless the player is shoot-
ing photo. In the guessing mode the player is presented four alternative nouns,
one of which is the correct one, together with a photo taken by another player.
After choosing one of the alternatives, the player is taken back to the keyword
selection mode.

In each of the modes, there is a visible countdown timer which forces the player
to make quick decisions. In the selection mode, the timer expires keywords which
have been shown for over 90 seconds. In the guessing and shooting modes, the
player is taken back to the selection mode if she was unable to act in 60 seconds.
In technical point of view, tight timeouts make sure that players get a constant
stream of fresh tasks and passive players cannot stall the game dynamics. Rather
surprisingly, since players see that the game keeps going without their explicit
action, they feel motivated or even urged to act. This was a major factor in
making the game highly engaging.

In addition to the three main modes, there is a screen showing current player
statistics. A simple gallery is provided so that the player could see the most recent
photos taken by other players. These features were added to increase feeling of
competitiveness and collaborative effort. In practice however, the single line in
the keyword selection mode showing the player’s current score and ranking in
real-time proved to be sufficient for this purpose.
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An important detail in large-scale field experiments involving mobile phones
is how to set up a large number of devices. Installing software to 200 phones
manually is not impossible, but it is a remarkable feat. There are some stan-
dardized methods for large-scale software deployment for mobile handsets, such
as Over-The-Air Programming, but often these methods are only available for
operators and phone manufacturers.

Our approach was twofold: First, we were able to compile a customized ver-
sion of Python for S60 since its source code is freely available. We modified the
user interface of the interpreter to include functions for game client update and
launch. Also the viewfinder extension was included in the new build. This re-
duced the number of packages which needed to be installed. Secondly, we were
able to automatize the installation process to some degree by using freely avail-
able Obexftp4 tool for Linux to transfer the installation packages to phones.
We considered using several Bluetooth dongles to transfer packages to multiple
phones simultaneously, but this proved to be somewhat unreliable in Linux. In-
stead, we used a USB-hub to connect five phones to a laptop at the same time,
which greatly reduced time needed to transfer the files. After one has figured out
the process, we can estimate that installing packages to some 200 phones would
take 10-15 person hours. However other tasks, such as sorting out the SIM cards
and recharging the phones, took two days from three persons.

4.3 Large Public Display

We rented the Reuters Sign5 in Times Square for exclusive use during the game.
The display system consists of 11 individual displays which may be used ei-
ther separately or as a single large display. This display was chosen due to its
prominent location and enormous visibility. Times Square is an iconic location
in global scale, thus the possibility to create personal content to be shown there
was attractive for people around the world. Considering the storytelling tool, it
was crucial that the web users could relate to the place where the stories were
to be shown, even though the location was distant.

Once all the nine sentences of a story had successfully gone through the illus-
tration process, depicted in Fig. 1, the story became a candidate for presentation
on the display. We had a human moderator filtering the candidate stories using
a separate moderation interface in the web. The interface allowed the moderator
to “bless” a story for presentation, or to blacklist individual sentences containing
unwanted content.

Once a story was blessed, it was automatically sent to the display system
by the game server. Depending on the display status, the new story was shown
there after some 1-5 minute delay. All the nine illustrated sentences were shown
at once on the display. One by one, each sentence was enlarged and shown on
the large middle display for six seconds, as seen in Fig. 4.

The display added a unique twist and a big wow-effect to the game. It provided
a feedback channel for the street players who were able to follow in real-time
4 http://openobex.triq.net
5 http://www.timessquare2.com

http://openobex.triq.net
http://www.timessquare2.com
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Fig. 4. The Reuters Sign in Times Square. Photos by Kitty Kat, Jürgen Scheible and
snipp.

how their photos were intervowen into various stories. This role, providing a
shared view to the game, was probably the most important feature of the display.
In addition, the unique opportunity of getting a personal fingerprint to Times
Square motivated both the web and the street players to produce imaginative
content.

5 Experience

The actual game event took place on September 23rd 2006 between noon and
1:30pm in Midtown Manhattan. The game was one of the featured games in
Come Out and Play street games festival 6. We had invited 140 university stu-
dents to participate from New York University, Parsons The New School for
Design and Brooklyn Polytechnic. In addition we had invited some 70 persons
from various companies and institutions to join the game.

In total 184 players played the game. During the game the players took 3142
photos and made 4529 guesses, 2194 (48.4%) of which were correct. Technically,
there should have been 6284 guesses in total, assuming that every photo was
guessed by two separate players. However, if all the players were busy, i.e. taking
a photo or already guessing, only one guesser would suffice. In the extreme case
that no guessers were available, the image was accepted as such. Also if the
guessing timeouted or the player closed the client without guessing, no guess
was recorded.

Figure 5 visualizes the whole gameplay. Each row in the graph corresponds to a
player. Rows are ordered by descending score, thus the topmost row corresponds
to the winner of the game. X-axis is time, from the game start to the end,
4902 seconds or 81 minutes in total. Color segments indicate player action at
every moment, which correspond to the three modes of the game client: White
indicates keyword selection mode, green/light shooting and blue/dark guessing.

The most distinctive feature in the graph is the large gap in the middle. This
corresponds to an unknown bug which appeared after the game had been run-
ning for some 30 minutes. Game server stopped dispatching nouns, apparently

6 http://comeoutandplay.org

http://comeoutandplay.org
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Fig. 5. Gameplay visualized: Rows correspond to players, x-axis is time. Green/light
segments denote time spent taking photo and blue/dark segments denote guessing.
Rows are ordered by descending score.

assuming that all players already have the maximum amount of pending key-
words. It took a while to notice that the bug affected all the players. After this,
the game server was restarted and the game history was re-evaluated, which
normalized the situation and the game continued.

The following phenomena can be interpreted from the graph:

1. Gameplay was fair: All the players seem to have done comparable amount
of shooting (green/light) and guessing (blue/dark).

2. Nouns were not too hard: There are only few long white gaps in player
actions, thus players accepted proposed nouns quickly.

3. Players were motivated: Even the bottommost players played hard all the
time.

4. Players did not get bored: Right-hand side of the graph looks the same as
the left.

5. Scoring is not random: Segments are slightly longer in the bottom part of
the graph, indicating that low scores correlate with slow actions.

Observation 1. proves that the game dynamics worked correctly: It was a delib-
erate decision that a player could not avoid guessing by staying in the shooting
mode all the time. Observation 2. proves a hypothesis correct: Players were re-
markably creative with the words and they were able to illustrate even the most
abstract words, such as “synergy”, by utilizing the rich urban environment and
spontaneous acting. Observation 3. was unexpected: We assumed that the play-
ers who notice their ranking to be rather low, say 83th, would soon lose interest
in playing. However it seems that the players often got spurts of easy targets,
leading to sudden increase in ranking which kept motivation high. This leads to
the conclusion that showing the current ranking in the game UI is a good idea.
Similarly observation 4. was unexpected: We decided to make the game short
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enough, so that people would not get bored during the game. Clearly the game
was engaging enough to keep players fully focused for 90 minutes. Observation
5. was expected, but we assumed that the effect would be much stronger. The
data shows that the players were surprisingly homogeneous, regardless of their
final score.

We analyzed the game history also quantitatively, to confirm the observations
from the graph and to find hidden patterns. Basic statistics over players are
presented in Table 1. Player characteristics were distributed rather uniformly and
no clusters of different types of players were found, which agrees with observation
3. Overall, it seems that that the players were a homogeneous group of well-
motivated individuals which resulted to a uniform outcome. This provides us a
solid baseline of the game design against which different, more heterogeneous
groups of players may be evaluated in the future.

We were interested in finding out whether the winning players had some spe-
cial characteristics compared to the others. We found no clear pattern related
to number of correct guesses or guessing in general. The most remarkable corre-
lation exists, not surprisingly, between the average shooting time and the final
score. To conclude, it seems that the winners won by making good decisions
quickly and by acting fast. This might be considered as a positive outcome for
a new game design.

Table 1. Gameplay statistics over players

Variable Min Max Median

Nouns chosen 2 64 35
Photos shot 2 58 32
Guesses 3 56 28
Correct guesses 1 29 14
Score 18 430 246
Guessing time (avr secs.) 6.5 39.3 15.0
Shooting time (avr secs.) 15.9 91.9 33.4
GSM cells visited 1 26 14

We also recorded player locations based on GSM Cell IDs. Even though the
game took place in a restricted area, namely between the 59th and 43rd streets,
around the 5th Avenue and Broadway, in total 197 unique cell IDs were recorded.
There seems to exist a weak positive correlation between the number of cells
visited and the final score.

5.1 Photos

The most intriguing tangible result of the game were the 3142 noun-photo pairs.
The game was designed to stimulate creativity. Our research motivation for this
was to get some preliminary ideas on what kind of “action possibilities” urban
environments might provide and what kind of non-trivial features people are
able to find in their surroundings.
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We analyzed 523 photos manually, to gain understanding in the types of
associations present in the photos. The largest single theme was 193 photos
showing human beings, or players in our case. Sometimes acting was used to set
out a role, facial expression or a character, as in the leftmost photo in Fig. 6.
However, the photos did not always depict a human being as such, but another
player acting out an abstract concept such as “evidence”, “link” or “equal” as
seen in the middle photo. Sometimes the association was related to the textual
form of the word, resembling a wordplay, as in the rightmost photo.

We were surprised to see how effortlessly the players were able to cross the
boundaries of ordinary public behavior, e.g. by acting out publicly, once they
started to look at the world through the game client, especially when playing
in a team. This suggests that concerns related to blurring the line between the
virtual and physical, which are discussed e.g. in [7], are valid even though the
game by itself may be quite harmless and abstract, as in our case.

Fig. 6. Example photos and sentences

Another imaginative approach to deal with abstract concepts was to deliber-
ately blur or shake the photo to hide irrelevant details. Of the analysed photos,
155 were shaky. Shaky photos were also used to depict colors or movement, as
in “explosion” and “speed” or kicking something to show “temper”. In case of
unambiguous but unavailable objects, such as “mustard”, “film” or “balloon”,
players tried to blur another object with some resemblance to the target object
to produce the desired effect. Naturally some photos were shaken or out of focus
by accident. This happened often with close ups (“powder”, “ear”, “bruise”) if
the player forgot to switch the macro mode on. Since the players were forbidden
to use any visible trademarks or copyrighted items in the photos, some players
tried to blur the offending target to circumvent the rule.

Since the nouns were recognized using WordNet, which also includes seman-
tic relations between words, we were able to group nouns under some generic
categories or themes automatically. To reduce the number of categories shown,
Table 2 presents only those categories or hypernyms which were used to extract
words for automatic dispatching before the game. The numbers in parentheses
indicate the total amount of nouns illustrated in the corresponding category.
Accuracy indicates the percentage of correctly guessed noun-photo pairs in the
category.
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It is worth noting that the lowest accuracy is well above the default, 0.44,
which is the probability that at least one of the two guessers makes the correct
choice assuming that the choices are random. Since the actual accuracies are
above this, we can assume that the players were paying attention to the guessing
part and probably tried to perform as well as possible.

Table 2 shows that explicit human-related subjects, such as facial expressions
or characters, are easy to act out and photograph regardless of the surroundings.
Likewise unambiguous concrete objects, such as bodies of water, shops, and
beverages are easy to guess. In contrast, objects that are difficult to set out,
such as “dormitory” or “breakfast”, produce often ambiguous photos. However,
the players seemed to enjoy ambiguity and in some cases they deliberately took
ambiguous photos for the sake of fun and ingenuity. Thus although ambiguous
words and photos made the game more difficult, they were likely to provoke
engagement and exploration in the game [13].

Table 2. Guessing accuracies per WordNet categories. Total number of guesses in
parentheses.

Hypernym Accuracy Hypernym Accuracy Hypernym Accuracy

facial expression 0.94 (17) car 0.74 (34) currency 0.67 (3)
character 0.86 (7) show 0.72 (25) friend 0.66 (35)
writing implement 0.85 (13) bread 0.71 (14) edible fruit 0.64 (28)
body of water 0.84 (31) wheeled vehicle 0.69 (36) light 0.64 (67)
athlete 0.83 (24) waste 0.69 (29) road 0.62 (29)
shop 0.81 (26) motor vehicle 0.68 (19) toy 0.61 (18)
performer 0.77 (22) tool 0.68 (50) material 0.61 (79)
chromatic color 0.77 (61) human 0.68 (499) piece of work 0.59 (22)
beverage 0.75 (24) garment 0.68 (87) dish 0.56 (48)
figure 0.74 (72) device 0.67 (181) building 0.56 (70)

5.2 Web

Approximately 4000 unique IP addresses had visited the game web site at
storymashup.org before the game launch. The storytelling tool was open only
during the game for 90 minutes. During this time 165 unique IP addresses visited
the game web site. 115 stories were published, which were mashed up using the
271 sentences written during the game.

Since the players in Manhattan accepted 5603 nouns in total, only 4% of the
words originated from the new sentences. However, the storytelling tool offered
a possibility to use already illustrated nouns in a sentence. This feature was used
129 times. We hand-picked 26 best stories which were shown in Times Square.
The game design, as well as the implementation, would have been able to handle
much larger number of storywriters in the Web.

A major technical research motivation for having the web site in the first
place was to gain better understanding in different time-scales of the web and
the physical world, and how it affects the system dynamics. In practical terms,

storymashup.org
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minutes make a big difference while one is standing on a busy street in Man-
hattan, compared to web site which is still mostly conceived as a rather static
entity. Especially it is not accustomary to have a web site open only for 90
minutes, even though such a happening makes sense in the physical world. Thus
to achieve smooth real-time interaction between the web and the physical world,
the system must carefully take into account inherent differences between the two
time-scales.

Correspondingly, the difference in the user base between the web and mobile
devices may be huge, yet it is not easily predictable – another lesson learned.
Being able to accommodate highly volatile user bases is a challenge to the system
dynamics. In our case, for example, the system should not have discarded stories
so eagerly (see Fig. 1), having so few storytellers. However, the design was based
on the assumption that there are far more web users than players in the field, and
thus the stories should have been in abundance. In the future we are determined
to increase the system flexibility to adapt to situations like this.

The web site included a questionnaire which was answered by eight web
players. Apparently the players who answered the questionnaire had generally
enjoyed the experience, so it is difficult to make any conclusive remarks. To ex-
emplify nature of the results, we include here answers for three of the questions:

Any surprise elements? “yes, when it became possible to be funny and
make connections ... very surreal”, “Yes, when I saw the image that was for
the words I selected.”, “discovering own sentences in other stories was very sur-
prising.”, “It was a surprise that ”the game” didn’t seem to work at all. Also
the term ”game” is misleading. It is more comparable to a mobileentertainment
solution. Not into a game, as you don’t play it anyway.” What did you like
most? “crafting the story. and wondering what photos would come out. using my
knowledge of the city to make puns”, “Seeing everyone else’s creative efforts.”,
“How people used my story und how the pics where done to my keywords.”.
Do you want to play this game again? “Now that I have the hang of it,
I’m thinking of new ways to play it...”, “yes! all the time”, “Yes. I would like
to master whta I dont understand”, “Yes, please!!!!! It could lead to addiction,
cause it is so much fun to write stories to the topics you offered and to wait how
they will develope.”, “No, as it is not a game. If it’d work, I would reconsider
writing in there.”.

5.3 Questionnaire

Qualitative data reflecting the user experience was evaluated with a question-
naire, which was collected immediately after the experiment. The questionnaire
contained 26 statements on which the users were asked to answer on a 5-point
scale between 1 (disagree completely) and 5 (agree completely). In addition there
were 23 open-ended questions. A few individual users and 2-3 groups of users
were also video interviewed after the experiment. Observation was carried out
during the experiment with a video camera.

Of 184 players who participated the game, 99 returned a filled in questionnaire
(56 males and 43 females). The age distribution was as follows: 24 players of age
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18-24, 64 of age 25-34, and 15 of age 35+. Each player got an invitation to the
Story Mashup evening party upon returning the questionnaire. In the following,
we adopt the following notation for brevity: “Statement” (X), where X denotes
the average of responses of 99 players on the 1-5 point scale.

As a general observation it was very clear that people really enjoyed playing
the game: “It was fun and engaging to play this game” (4.07). This underlines
that creating an interactive, engaging experience is key for a successful user
participation for any large scale research experiment.

Of all the questions, it was a surprise that exactly the two major tasks that
street players had to perform, got the highest rating: “I enjoyed hunting for
photos” (4.63) and “I enjoyed the guessing part of the game” (4.39). This can
be seen as a strong success from the game design point of view. It shows that
players made an intellectual and emotional investment which Ryan [17] claims to
be a precondition of an interactive medium to open its world to the user. Clearly,
the use of mobile device as an interaction device and as an image capturing
device in the context of our game is strong: “When I was holding the phone, I
felt confident hunting for images and doing the guessing part” (4.18).

It seems that hunting for points and competing with other players in game
context indeed provides a motivated activity. We can see from the data that the
game mechanisms played a major role in getting players engaged and motivated.
The ratings are very hig: “I like the competitive style of play” (4,32) and “I was
motivated by the scoring mechanism” (4,25).

People were very active and also various interactions between people took place,
which can be easily seen in the photos as well (see Section 5.1). People enjoyed so-
cializing and teamplay: “I did prefer to play this game alone rather than joining a
team of other players” (1.43). Players also felt, with some variation, that they are
part of a joint authorship: In this case it was by contributing images to the web
stories and ultimately to the large public display: “While playing I felt I was part
of a joint activity between players on the web and street players in Manhattan”
(3.22), “I felt I belonged to a joint, collaborative action contributing to a com-
mon goal” (3.59) and “For me it was an important part of this game to see the
illustrated stories at the public display at Times Square (3.28)”.

Also the usability goals were met, meaning that the system should be efficient
to use, easy to learn and easy to remember: “The mobile application was easy to
use” (3.19), “It was easy to understand the game concept” (4.21) and “At any
given moment it was clear to me what I was supposed to do” (3.51).

6 Conclusions

The game was a greater success than we expected. The game design proved to
be engaging which supports our core design decisions. We were delighted by
the amount of imaginative photos taken during the game. On the other hand
the game was almost too motivating, since the data turned out to be quite
homogenous, although we expected that some of the players would play rather
lazily.
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We think that the following factors contributed the most to the success of
MSM: Lazy Shooting: A user with a camera is a powerful way to collect in-
teresting data from the physical world. In addition, in our case it was effortless:
The camera activated and sent the image automatically. This encouraged play-
ers to shoot many photos. Ambiguity: Players felt that clever and imaginative
thinking contributed to their ranking. Players spent most of their time doing
something that is natural to human beings: Trying to infer other people’s inten-
tions or trying to infer how other people would infer my intentions. Teamplay:
Players formed teams spontaneously and used them to act out difficult words.
Teamplay also lowered barrier for crossing the boundaries of public behavior.
Speed: The game felt immersive since the players did not have time to think
about anything else. Since the players’ ranking was updated all the time, even
a short pause resulted in a noticeable drop in score. Integrated Game-Flow:
A single simple game client was used to play the game. Even the camera was
included in the client. This ensured that we were able to streamline the UI to
the bare minimum. With rapid prototyping tools like Python for S60, one does
not have to accept suboptimal interfaces.

On the other hand, we could not find satisfying answers to the following issues:
Time and Web: Even though technically our web site worked as expected, we
would have expected more web players participating in the game. We assume that
a major reason for the smallish number of visitors was that the game interface
was open only during the game, for some 1.5 hours. In the future, we have to pay
more attention to matching the physical and the virtual time-scales. Scalability:
Organizing a game involving almost 200 physical players was a major feat. The
semi-manual approach for installing the phones does not scale easily to even
larger settings. Duration: The game lasted for 1.5 hours which is enough for an
intensive game but in order to get more data, we would like to keep the system
running for a longer period of time. Adaptability: If the game involves web or
it is otherwise open for anyone to participate, the rules should adapt to varying
number of players and activity. This is especially important if the game runs for
a longer period of time. Many of the previous issues relate to the natural friction
between the web and the physical world. It is clear that further experiments are
needed to find best practices and design frameworks for successful interaction
between the two worlds.
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Abstract. PersonisAD, is a framework for building context-aware, ubiq-
uitous applications: its defining foundation is a consistent mechanism
for scrutable modelling of people, sensors, devices and places. This pa-
per describes the PersonisAD features for supporting distributed models
with active elements which can trigger when relevant events occur. This
framework makes it possible to quickly create new context-aware appli-
cations. We demonstrate the power of the framework by describing how
it has been used to create two context aware applications: MusicMix
which plays music based on the preferences of the people in the room;
MyPlace, which informs people of relevant details of the current environ-
ment. Major contributions of this work are: the PersonisAD framework
which provides a powerful and consistent means to respond to significant
changes in the models of people, sensors, devices and places; support for
distributed models and associated resource discovery; two applications
that illustrate the power of PersonisAD.

1 Introduction

An essential element of the ubiquitous computing vision is that relevant contex-
tual information is used to drive the behaviour of systems. This should also take
account of the fact that different people have different needs and a single person
has different needs over time, based on a vast array of their own attributes such
as their changing knowledge and current goals. People’s needs are also driven by
the many and varying elements of their current environment, such as the people
present or nearby and what is happening. So, for example, if Alice enters an
unfamiliar building to meet Bob, she needs to know about the relevant people
and services in that place. Bob is a relevant person since Alice’s goal is to meet
Bob. Alice’s friend Carol is a relevant person if Carol is nearby. A context-aware
system might model the fact that Alice is unfamiliar with this building, that she
is meeting Bob and that she knows Carol. It may use this and other information
from sensors to tell Alice how to make her way to Bob and it may point out
Carol is nearby.

There is considerable ubiquitous computing research directed at determining
a person’s location: indeed, it is arguably the most explored aspect of context-
aware applications. There have also been many applications that use location
� This research was part funded by the Smart Internet Technology CRC Australia.
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information to customise their actions in some way, for example [1–3]. By con-
trast, there has been far less work that also takes account of factors such as user
attributes and preferences.

To move towards the broad vision of timely and useful information availability
and management, we need to maintain models of the significant elements of the
ubiquitous computing environment. First, and foremost, we need to model peo-
ple. A starting point is to model a person’s location. However, a rich ubiquitous
computing future also requires models that capture other relevant information
about people, such as their knowledge, preferences and goals. A ubiquitous com-
puting application needs to make use of these models of people. It also needs to
make use of models of places, sensors, services and devices in the environment.
All these models can be implicit, perhaps within the application. However, there
are real advantages in making them explicit, with existence outside any one ap-
plication: we can then use consistent mechanisms to reason about any of these
entities and to transmit information between them.

Since the model of a person is inherently personal information, an important
requirement on the modelling is to ensure that people can maintain control of
both what is modelled about them and how it is used. We describe models
as scrutable, if they are designed so that a person who chooses to investigate
them can determine just what is modelled. This is a foundation for ensuring
the people will be able to control their personal information and its use in a
ubiquitous computing environment. We envisage that people like Alice in our
scenario should be able to ask questions like: How did the system determine my
location? Who else can see this information about me? What does the system
believe that I know about this building? What evidence sources can contribute
to the model of my location?

PersonisAD is framework which takes account of these issues. It grows from
our earlier work on scrutable modelling of people [4] and exploration of interfaces
that can support scrutability of user models [5] even when they are large [6]. We
recognised the close relationship between the people in a ubiquitous environment
and the devices, sensors and places [4,7]. In this paper, we describe two important
advances in this work: we have enhanced Personis [4,7] to support modelling that
is both active and distributed.

In Section 2, we describe the PersonisAD architectural framework, explaining
the notions of active and distributed models. Section 3 reports our evaluation of
its power and flexibility in terms of applications built on top of it and analysis of
their implementation. We then describe related work, and conclude by reviewing
the contributions as well as future work.

2 PersonisAD Overview

We describe the broad architecture of an application based upon the PersonisAD
framework in terms of Figures 1 and 2. Then we work through a detailed example
of an application called MusicMix to illustrate how the framework serves as a
foundation for building context-aware applications.
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Fig. 1. Interaction between an application and a model

First consider the model representation and reasoning, as outlined at the
right of Figure 1. The first core notion of the model is that it is organised
as a tree of model contexts which contain the components of the model. This
hierarchical structure serves to define namespaces and to collect the information
and associated reasoning elements.

The figure shows the general mechanism of PersonisAD is to collect evidence
for the value of the context attributes (components) and when a value for the
component is requested we examine the available evidence using a resolver func-
tion to generate a value.

We call this mechanism accretion/resolution and it has many advantages.
The value for the component is only calculated when it is required rather than
continuously as in many systems. For an attribute such as location, where many
data sources (eg GSM, bluetooth, WiFi, GPS) may be consulted to calculate a
location value, it is a waste of resources to calculate a location whenever a new
data point is received. Only when the location value is required should the value
be calculated.

Another major advantage is that different situations may require different
answers for the same attribute. For example, the answer to the question “Where
is Bob?” may need to be a latitude/longitude for one application but another
application may need a detailed symbolic value such as room/building/address
while another might just be given the resolved value, “at work”. This can be
catered for by using an appropriate resolver function.

A key problem of context-aware computing is to provide the context informa-
tion to an application at the time it becomes relevant. As shown in Figure 1,
our system provides for the timely notification of applications when an appro-
priate context is present. It does this by associating triggers or rules with com-
ponents. We call components that have rules attached, active components and
hence active models. A rule is evaluated when new evidence is received for the
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component. If the rule succeeds, it can result in evidence being added to any com-
ponent or an application being notified. Chains of these rules can be used to gen-
erate a sophisticated response to changes in context. The rules take the form:

value ∼ pattern : action

where value is a resolved value of a component, pattern is a regular expression.
As illustrated at the lower right of Figure 1, the trigger language has two possible
actions: a tell which adds evidence to a component in any model; or a notify
which can send information to an application.

A major part of our approach is the desire to allow users access to the models
of them and other entities in order to explain the actions of the system. We
use the term scrutable to indicate that the model is understandable and that
the system can generate explanations. We have designed the whole PersonisAD
system with scrutability as a key concern and one of the design goals is to
decouple the elements and to achieve simplicity since both of these are critical
for providing explanations that the user can scrutinise to understand and control
their personalisation in applications.

The implementation of PersonisAD [4]1, provides a small number of simple
operations for maintaining the models. The main operations are:

access: Each entity and its associated model has a globally unique ID. The
access operation is used to locate the model server and connect to it.

tell: A piece of evidence (value, source, type) is added to a given model com-
ponent within a given model context.

ask: A value for a model context/component is returned after resolution by a
nominated resolver function.

As shown in the left part of Figure 1, the normal communication between
applications and the models is via the ask to request the resolved value of a
component in the model and the tell to send new evidence to a component.

The next important part of the PersonisAD framework is the support for
distributed models as shown in Figure 2. All interaction with models is based
on the same basic operations just described in Figure 1. To support distributed
models, these operations (and others for model management) are implemented
using a simple remote procedure call mechanism based on JavaScript Object
Notation (JSON) with HTTP as the transport protocol. This is shown as the
broken lines from the application to the models in the figure.

The solid line in the figure indicates how PersonisAD locates the server for a
model using the multicast and wide-area Bonjour [8] (Zeroconf) service discovery
system is used. This allows efficient discovery of model servers both on the local
area network and across the Internet. When models are created they are regis-
tered locally with the multicast DNS server, and remotely on the personis.org
domain name server. Addresses of servers are not directly tied to the name of
the model, allowing models to be moved from one physical computer to another
without the need to update any dependent models. Even the simple example
1 Personis Pty Ltd.
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Fig. 2. Interaction between an application and model servers

systems described in this paper involve model servers on several machines. We
routinely move models between machines for convenience with no change re-
quired to the applications.

2.1 The MusicMix Application

We now illustrate our PersonisAD approach using one application built upon it:
MusicMix is a demonstrator which plays background music, selecting the playlist
according to the music preferences of people who are detected in the listening
area. So, for example, if Bob is alone in his living room, the MusicMix in that
room selects music he likes. When a friend, Alice, drops in, MusicMix plays
music from the combined set of music that they like. We use this example to
illustrate how we model people’s location and make use of models of their music
preferences to drive MusicMix.

MusicMix needs models of the people, the space and the devices involved in
playing the music and determining the current location of the people. The music
player needs to be notified when the context changes, that is when a person
enters or leaves the area or an existing person changes their music preferences.

Figure 3 gives a simple view of parts of user models for Bob and Alice at the
time when they are both in the lounge room. The first component is location.
In the figure its resolved value is loungeRoom for both users.
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Bob
location
- loungeRoom
seenby
- btSensor1
Devices/carrying
- bobPhone
Preferences/Music/playlist
- http://media.local./∼bob/track01.mp3
- http://media.local./∼bob/track02.mp3

(a) Bob’s user model

Alice
location
- loungeRoom
seenby
- btSensor1
Devices/carrying
- alicePhone
Preferences/Music/playlist
- http://media.local./∼alice/track02.mp3
- http://media.local./∼alice/track03.mp3

(b) Alice’s user model

Fig. 3. Examples of simplified user models for Bob and Alice

The next component in Figure 3 is seenby. Its resolved value is the identi-
fier for the sensor that last detected the user. We will return to this when we
explain how a user’s location is determined in PersonisAD. In this case, this is
btsensor1, a Bluetooth sensor for both users.

Following this, the figure shows the resolved value for the Devices context’s
component, called carrying which models the devices that the user has. This
has evidence for each device the user is carrying. Its resolved value is a list of the
identifiers for the models associated with such devices. In Figure 3, both Bob and
Alice are carrying their respective Bluetooth phones. To describe PersonisAD,
we take the simple case where the only means to locate these users is when
their Bluetooth phones are detected. Our deployed system has other location
sensors.

The remaining component in Figure 3 is for the model context for Preferences
and within it, the subcontext for Music preferences and within that the playlist
component whose resolved value is the list of the person’s preferred music. In
the figure, this has just two tracks, where one is common to both users.

2.2 Modelling Sensors, Devices, Places

The same accretion/resolution representation is used to model sensors, devices
and places. Figure 4 shows examples of each of these. The Bluetooth sensor
model in Figure 4(a) has a component called location which gives its location,
in this case the loungeRoom. It also models the devices it has seen; each time
it detects a device, a piece of evidence is added to this component. The intuitive
interpretation of this evidence is that recent evidence indicates which devices
were in the place where that sensor is located.

The device model in Figure 4(b) is for the music player. It has a component
for location and the current value for this is loungeRoom. The second component
for the player device is listeners and its value is the list of people modelled
as listening to it. In the figure, this is Bob and Alice. The currentlyPlaying
component has the url of the music that is currently being played and, finally,
the component called state indicates that it is playing.
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btSensor1
location
- loungeRoom
•present
- bobPhone, alicePhone
•seen
- bobPhone 12:33pm

(a) Bluetooth sensor

player1
location
- loungeRoom
listeners
- Bob, Alice
•currentlyPlaying
- http://media/trk01.mp3
•state
- playing

(b) Audio player

Fig. 4. Examples of models for sensors and devices and places. The bullets indicate
active components.

2.3 Determining Location

We illustrate the PersonisAD approach in determining Bob’s location and also
in determining who is present in a location for the MusicMix system. We gather
evidence from many sensors to infer location but in this example we show our
use of Bluetooth capable mobile phones. Figure 5 shows the Bluetooth Sensor,
and models for the sensor, user, user’s phone and the lounge room.

There are three main stages in the process illustrated in the diagram. Step 1
occurs when Bob’s phone is detected by a Bluetooth sensor. This causes the addi-
tion of a piece of evidence to the models for Bob’s phone and for the sensor. This
triggers Step 2, which causes the addition of evidence indicating that the phone
is in the lounge room and that there has been a change in the devices present at
this sensor. Step 3 adds evidence to the lounge room model indicating that Bob is
present and to Bob’s model indicating he is in the lounge room. We now go through
this in more detail to illustrate how the PersonisAD approach operates.

Bob’s phone, with model bobPhone, is detected by the sensor with model
btSensor1. The sensor program places evidence into the seen component of the
sensor model (btSensor1 in Fig. 5) and the seenby component of the phone
model (bobPhone in Fig. 5) using two tell operations. This is Step 1 in the figure.

Both of these components have a rule attached to them, indicated by bullets
next to them.

Whena newpiece of evidence is delivered to the seenby component the attached
rule is interpreted. The resolved value of the seenby component is matched with a
regular expression that always returns True (since in this case we want to update
the location when a new piece of evidence arrives). The action in the rule adds a
piece of evidence containing the location of the sensor to the location component
of the device that had been sensed, in this case the phone of the user.

The action of this rule is labelled 2b in the figure. The solid line represents the
tell occurring, and the dotted line shows where another model has been accessed
during evaluation of the rule. For example, in this case, the value of the sensor’s
location component is needed to create the evidence indicating that the phone is
in the location with model loungeRoom. Expressions within a rule can be nested:
in this example one ask is evaluated to form the model id for another ask.
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Fig. 5. Updating a user’s location and the people present in a place: Bluetooth sensor
and models for bob, bobPhone, btSensor1 and the room. Solid lines represent tells,
with the dashed lines showing the additional models accessed while evaluating the
rules.

Similarly, there is a rule attached to the location component of the phone
and this has the effect of telling the location of the phone to the model of the
person carrying the phone. This is labelled 3b in the figure.

There is also a rule on the seen component in btSensor1 model. Labelled
2a, this causes the recent seen items to be examined to create a list of present
devices. It only triggers when the resolved value of this component changes. So,
although evidence is continuously added to this sensor component, the rule only
adds evidence to the present component when a new device is detected.

This in turn causes the rule attached to the present component of the model
btSensor1 to be evaluated. This step is 3a in the figure, and it tells the people
component of the loungeRoom model who is now present based on the devices
detected. A similar process has to operate as phones leave an area.

The rules and actions on components of models for sensors, devices, places and
people provide location information for applications. The system is not limited
to location: it can notify applications when the context changes in any way. For
example, if a user indicates a change their music preferences a simple active
component rule can notify the music player.

3 Evaluation

Since the goal of PersonisAD is to provide a framework for creating new ubiqui-
tous applications, we have been evaluating it by using it to create the applications
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that we describe in this section. We first describe the actual applications. Then
we provide some analysis of the implementation using PersonisAD. This gives an
indication of the power and flexibility offered by the PersonisAD framework in
terms of the amount of effort required to build a new application. In addition to
this, the use of a consistent framework means that we can reuse active models:
we illustrate this in the reuse of the first application, which models location, in
the other two applications.

3.1 Location

This basic demonstrator application can help people finding others within our
building. Using the location information, built from evidence collected from the
sensors, a live image is generated and displayed on a webpage. Figure 6(a) shows
a detailed display for just one wing of the building at the left. On the right, in
Figure 6(b), is the full display for four floors. Each person’s location is indicated
by a coloured dot on the map at the place they were last seen. The key for
these is shown at left of Figure 6(b) (anonymised for this paper). The age of this
information is indicated by size of the dot on the map. So a person who has not
been detected for some time has a smaller dot on the map. Each person’s model
is asked for that person’s current location with a resolver that returns both the
location and the timestamp indicating when that was last updated. This is used
to provide the input to the map display. People have to subscribe to this service
for their sensor evidence to be used. Users can control which resolver is used and
so control the information available to this application.

The raw sensor data comes from two types of sensors; Bluetooth sensors de-
tect Bluetooth devices within range, System activity sensors detect mouse and
keyboard activity on a terminal. The Bluetooth activity sensors tell four kinds
of evidence messages: on initial detection of a device a “Found” message is sent;

(a) Detailed view of a single wing (b) Screenshot of the web interface

Fig. 6. An example of a map that plots the location data collected by the ActiveModels
on a floorplan of our building. The radius of the circles are proportional to currency of
the data, with smaller circles indicating older data.
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every 5 minutes a “Present” is sent for each device in range; and a “Lost” mes-
sage is sent when a device moves out of range. When no devices are in range
a “Heartbeat” message is sent every 5 minutes to inform the system that the
sensor is still alive. System activity sensors work in a similar way when detecting
activity of users.

3.2 MusicMix

As described in Section 2.1, MusicMix is a demonstrator application that plays
background music, generating the playlists based on who is currently in the
general area. The application uses the location information provided by the pre-
existing models, and combines this with user preferences expressed in terms of
the individual’s playlists. There is an additional model for the player, represent-
ing the physical speaker in the room where the music is to be played.

The player model stores the list of the people who are nearby, the current track
being played, and the status of that track. This is the core information needed
to support this application. A rule is used to update the player model with
the list of listeners. Whenever the list of people changes, the playlist manager
is automatically made aware via a notify rule. It is then able to generate a
new playlist by asking the user models for their preferences. A track is selected
and told to the Speaker model. The Speaker Manager application controls the
playing of music tracks: it is made aware of the current track by its own notify
rule. When the track finishes playing, the model is updated again, causing the
playlist manager to select a new track and the process repeats. It should be
noted that there is no direct communication between these two applications. All
their actions are a direct result of updates to the models: this ensures complete
decoupling of application components. (For more technical details please see [9].)

3.3 MyPlace

MyPlace presents people with personalised information about a place. It builds
models of the people so that it can reason about their knowledge of a place, their
learning needs about it, their preferences for information delivery as well as their
location. So, for example, when Alice first visits Bob at his workplace, MyPlace
needs to give her relevant and timely information about Bob’s location. If we
suppose that her friend Carol is also nearby, MyPlace should tell her so. Since
this paper’s focus is the PersonisAD support for building applications, we give
just a brief outline of MyPlace.

For example, the screenshots in Figure 7 illustrate the different information
that MyPlace would present Alice and Bob. At the top of the screen is an infor-
mation bar. She has selected her status as “In transit”, where Bob has selected
“Available”. This provides evidence to the user models. Next to the user’s se-
lected status is the location as modelled by the system: Alice is in the “Foyer”
and Bob is in “324”, which is his office. The “details” link provides an expla-
nation of how the system models location. The bulk of the display shows items
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modelled as relevant to the user. These are grouped into expandable headings of
Devices at this location, Nearby Devices, Nearby Places, Services/Events, and
People. If a category contains no items, the heading is not shown.

As a visitor to the building, Alice’s information needs and therefore user model
are very simple. The stereotype for a visitor states that they are interested in
the devices of the Foyer Noticeboard (for general information) and the Infor-
mation Kiosk (for contacting their host on arrival). Thus when Alice is located
in the Foyer these items are shown in the “Devices at this location” category.
Bob’s user model indicates he wants to know about any sensors which may
detect him. Accordingly, the “Devices at this location” category contains the
Bluetooth sensor in his office, the system activity sensor in his office, details of
the airconditioning systems control panel. Alice is shown the location of Bob’s
office in the “Nearby Places” category. For Bob, the “Nearby Places” category
is empty and not shown, as he has worked at this location for some time, and
thus already knows all the nearby places modelled to be of interest to him. In
the “People” category, Alice is shown the location and status of Bob, as he is
her host, and Carol, because the system models her as knowing Carol. Bob’s
“People” category contains details of Alice as he has a meeting scheduled with
her, and David and Fred, two of his colleagues with whom he is working closely
on a project. At the bottom of both Alice’s and Bob’s displays is a “show all
items” link which allows them to see all the items which the system has chosen
not to show them.

(a) Alice (b) Bob

Fig. 7. Two user views in the MyPlace system, left (a) shows a view for Alice, a Visitor,
and right (b) shows a view for Bob, her host

3.4 Analysis of Applications Built with PersonisAD

We now analyse the development of applications that have been built with Per-
sonisAD. By looking at the amount of evidence we have collected, the models
that have been created, the rules required and the code that has been written
to build them, we show the power, flexibility and utility of the architecture.
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Evidence. We have been collecting data for location modelling for 17 months.
There are a total of 3,706,237 items of raw sensor data from Bluetooth and system
activity sensors.Users must register themselves and their Bluetooth devices before
theirmodels are built.There are 21 registeredusers, 23 registeredmobileBluetooth
devices and 22 system activity sensors. There are 12 fixed Bluetooth sensors placed
in key locations around the building. Some users have only one system sensor as-
sociated with them, while others each have two Bluetooth devices (a phone and a
laptop) and system activity sensors running on multiple machines (work desktop,
home desktop, laptop, and another communal machine).

Table 1 shows a summary of one month’s data for four users with diverse
evidence sources. The Active column shows the number of data items indicating
activity on that system. The Heartbeat column has the number of items showing
that no activity has been detected on a mobile system. These messages have been
omitted for system activity sensors whose location is fixed. The columns R1,R2
... R12 are Bluetooth sensors around the office building.

Table 1. A summary of one month of location data for four users with diverse evidence
sources

User Device Active Heartbeat R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12
Person 1 phone 79 196 33 491 913 64 2 395 256 15 763
(academic) laptop 615 117

Desktop 832
Person 2 phone 14 766 55 11 1446 74 85 10
(postgraduate) laptop 857 439
Person 3 laptop 449 22
(postgraduate) phone 2 94 52 1296 1759 471 231 1032 235 71 9 209

desktop 1257
Person 4 mobile 10 214 18 541 677 63 55 2071 282 2 111 220

Location Models. In order to provide location data from the raw sensor
data, models are required to represent the sensors, users, devices, and locations.
Table 2 gives the number of models of each type in the system. In addition the
number of components per model is shown. This indicates the amount of data
required per model. Finally the number of subscriptions per model shows the
complexity of the interactions between models and components. The low number
of components per model shows the lack of complexity required to model these
items using PersonisAD.

Table 2. Number of models, components and subscriptions used in modelling location

Type Models Components per model Subscriptions per model

People 21 5 -
Places 66 4 1
Devices 23 5 3
Bluetooth Sensors 12 4 2
System Sensors 22 5 2
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Application Development. This requires writing a number of simple rules
that link the models together and to external applications. The MusicMix ap-
plication required 4 rules to operate. This section describes one of those rules in
detail to illustrate the character of the work involved in building systems based
on PersonisAD.

player1:currentlyPlaying
<./currentlyPlaying> ~ ".*" :

NOTIFY ’http://player:2001/playSong?song=’ <./currentlyPlaying>

Fig. 8. The code for the currentlyPlaying component of the player1 model. When
the currentlyPlaying component is changed, the notify rule alerts the Speaker Man-
ager via the HTTP request, which begins playing the new track.

The rule shown in Figure 8 notifies the Speaker Manager of the address of
the current music track to play. The player1:currentlyPlaying line shows
that we are adding this subscription to the currentlyPlaying component
of the player1 model. This means that the rule will be examined whenever
new evidence is told to this component. To decide if the rule should be fired
the <./currentlyPlaying> value will be examined. The match performed is
a regular expression, as indicated by the ∼ symbol. The expression matched
is ".*", which matches all possible values. In this case the rule will always
fire, performing the action NOTIFY ’http://player:2001/playSong?song=’
<./currentlyPlaying>. This action makes a HTTP GET request with the given
URL and appends the current value of ./currentlyPlaying. The ./ indicates
that the value comes from the current model. By inserting a model name here,
a value could come from any local or remote model.

The simple rule language allows great flexibility in responding to new evidence
in the models. Any change on any model can trigger a rule, and the rule can
be triggered conditionally depending on the matching operator. When a rule is
triggered, any information that can be obtained from the models can be passed
to an application by varying the notify URL.

Code Effort. By keeping the management of the data within the models, and
by describing the relationship between the models with the rules, the specific
application code that needs to be written is very short. The MusicMix application
required two small Python scripts to run: the Playlist Manager and the Speaker
Manager. The Playlist Manager was the longer of the two being 95 lines, the
Speaker Manager only 79 lines. Adding location support to the player models
required adding a single rule. This means that simple applications can be built
simply without limiting the complexity of larger systems.

The code for updating the location models based on sensor data is also quite
simple. It consists of a small number of special resolver functions, and a short
python script to do tells whenever sensor data evidence is received. The archi-
tecture allows us to make the location modelling more intelligent by changing
the resolver functions.
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4 Related Work

A major contribution of our work is a generalised framework to simplify the
creation of ubiquitous computing applications. There are many existing systems
that already do this, but our PersonisAD provides a unique approach, by storing
data within consistent models associated with people, places, devices and sensors,
allowing applications to access these as required. Unlike other systems where
applications are developed by combining application level building blocks, we
focus on the storage of information about the entities within the environment,
and the links between these entities. We review a selection of other systems to
illustrate how they differ from PersonisAD; an exhaustive review is beyond the
scope of this paper.

The work by Schilit et. al. [10] describes a system that reacts and changes to an
individual’s changing context. They have developed context triggered services by
following a sequence of IF-THEN rules to decide how applications should adapt.
By contrast, the main focus of our work is the modelling of the environment: the
functionality of our rules is encapsulated by attaching notify rules to components
which respond to changing context.

The Context Toolkit [11] allows applications to be built using a variety of
input and output widgets, which encapsulate common programming tasks. An
application controls how the input events map to the output actions. Metaglue
[12] provides infrastructure support to embed controlling applications, or agents,
within a wider scale pervasive environment. By contrast, PersonisAD has no
concept of a controlling application. The information is stored within the models
embedded in the environment and individual applications query this information
to provide services to the user.

The Event Heap [13] is a tuple-based communication message architecture
which has been extended to a distributed environment [14]. Applications filter
the aggregated data based on subscription-like data requests, as opposed to
PersonisAD where this filtering is a combination of the application and the
models.

Another method of providing general ubiquitous computing services is Ac-
tivity Zones [15], where location is mapped into a particular geographic zone.
Certain rule-based actions are performed based upon the zone they are in. It is
similar to our system in that actions are performed by following rules as evidence
arrives, but PersonisAD is able to respond to more than location information.

Liquid [16] provides a framework for persistent queries where results are drawn
continuously from both local and remote sources as events take place. This differs
from PersonisAD in the way that queries are dynamically processed when a client
application makes a request: the PersonisAD rule set results in the models being
constantly kept up to date as new information is provided.

An important feature of the PersonisAD approach is that it builds upon the
homogenous modelling of all the entities relevant to supporting ubiquitous ap-
plications [7]. Moreover, the underlying accretion/resolution representation sup-
ports flexible interpretation of a range of heterogenous sources of evidence about
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the user [17]. This distinguishes the work from the many systems [18] that model
location using a single class of evidence, such as ultrasonic beacons [19,20], GSM
Mobile phone networks [21], WiFi beacons [22,23] and Bluetooth sensors [23,24].
Each of these produce location evidence at different resolutions and reliability.

Our work has unusual origins for ubiquitous computing research in that Per-
sonisAD grows from work on user modelling and personalisation [4,7]. This has
influenced the philosophical underpinnings of the design of the accretion / res-
olution approach, which models people by collecting evidence about aspects of
them, in the components of the model. The sources and nature of the evidence
are important and play a role in the interpretation of the evidence by resolvers.
Importantly, since user models are essentially repositories of personal informa-
tion, the accretion/resolution approach supports scrutability, a notion that has
also been explored by Cheverst et al [25]. The importance of user control, and
the closely associated issues of privacy, have been recognised in ubiquitous com-
puting from its earliest days as well as more recently [26]. One part of this is
providing people with the right amount of information about the invisible sensors
and services in the environment. Another important part is to provide the user
with support to drill down into that information, to scrutinise the details of just
what information or knowledge is held in the ubiquitous computing environment
and how it is used.

5 Conclusions and Contributions

We have described PersonisAD, a framework for distributed, active, scrutable
models as a foundation for building context-aware applications. We have ex-
plained how it has enabled us to quickly create a set of such applications. We
have illustrated how the elements of the accretion/resolution approach, extended
with active components provides a powerful, flexible framework for supporting
ubiquitous computing applications. The foundation of the approach is the ac-
cretion of evidence from arbitrary sources into the components of the models.
These are structured into an hierarchy of model-contexts. The access to informa-
tion about entities in PersonisAD is controlled at the level of the model-context,
the evidence source and type and by the resolver functions which are selectively
available to different applications. This enables different levels of granularity of
values to be returned for any component.

The current system operates with models distributed across different ma-
chines, but any one entity’s model is on a single machine. So, for example one
user’s model is entirely on one machine. Future work will move towards dis-
tribution of partial models, especially for user models [27] so that subsets of
the user models and some contexts within the model are located on different
machines. Another future enhancement will support disconnected operation so
that information flows, such as described in Section 2, can be supported even
when parts of the system are temporarily disconnected. We are also conducting
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experiments to assess several of the dimensions of scalability, similar to testing
the basic accretion/resolution implementation in Personis [7]. A different order
of future work involves the interface design challenge of supporting scrutability
in a ubiquitous environment. This can build from work on scrutably adaptive
hypertext [28] as well as Cheverst et al [25].

The main contribution of PersonisAD is as a framework for context aware
computing, supporting personalised ubiquitous services, integrating the collec-
tion of diverse types of evidence about the ubiquitous computing environment,
interpreting it flexibly. In this paper, we have focussed on the distributed and
active nature of the models.

The addition of triggers to the models is an important innovation. In contrast
to our earlier work with passive models, where the application was responsible for
all the control, PersonisAD makes it easier to build context aware applications.
Essentially, this is because it decouples the systems more effectively. Of course, at
one level, the notion of triggers is not new, since this class of mechanism has been
part of many systems, such as the many rule-based systems, from the very early
ubiquitous computing frameworks [10] and including general operating systems
and Active Databases Systems [29]. The important contribution of our work is
that the user model representation and reasoning, with its design for scrutability,
has been generalised to modelling the other elements, sensors, devices, services
and places.

It is this consistent and generalised representation of the context data that
has made it feasible to use a simple mechanism to achieve distributed models.
This is an important contribution as it means that the models can be kept in the
places that make sense for various pragmatic reasons such as user control. The
PersonisAD architecture is based upon a small set of operations for applications
to interact with the models: access, ask and tell. The service discovery facilitates
distributing the models across various machines across a network. The appli-
cation writer can simply use these, in conjunction with the active models, to
build applications. The service discovery for the models of a PersonisAD-based
system ensures that different models can be dispersed across arbitrary machines
in a network, without burdening the application builder. We have demonstrated
the use of the PersonisAD framework by building the applications described in
this paper. The analysis of this process indicates that the PersonisAD framework
makes for low implementation cost with carefully decoupled elements. This is due
to the consistent, simple, flexible and powerful representation of models for each
of the elements in a context aware environment. The representation was initially
motivated by the goal of building user models that can support scrutability of
the modelling and personalisation processes. The accretion/resolution represen-
tation also supports flexible control of access to the models and the interpretation
of uncertain and noisy evidence. PersonisAD uses this same representation for
all the elements in the context-aware environment. This, combined with its care-
fully designed, simple but powerful rule language that is specific to the models,
and transparent support for distribution of the models, provides a new way to
think about and build context-aware applications.
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Abstract. Targeted advertising benefits consumers by delivering them
only the messages that match their interests, and also helps advertisers
by identifying only the consumers interested in their messages. Although
targeting mechanisms for online advertising are well established, per-
vasive computing environments lack analogous approaches. This paper
explores the application of activity inferencing to targeted advertising.
We present two mechanisms that link activity descriptions with ad
content: direct keyword matching using an online advertising service,
and “human computation” matching, which enhances keyword matching
with help from online workers. The direct keyword approach is easier to
engineer and responds more quickly, whereas the human computation
approach has the potential to target more effectively.

Keywords: Ubiquitous computing, experience sampling method, hu-
man computation, advertising.

1 Introduction

Futurists have often presented visions of extremely personalized advertising.
In the motion picture Minority Report (2002), for example, a grinning Gap
employee appears on a huge, three-dimensional display at the store entrance.
“Hello, Mr. Yakamoto,” the employee says loudly and cheerily. “How did those
assorted tank tops work out for you?”

Many find this vision of targeted advertising unsettling on several counts:
the system initiates the interaction, causing the consumer to feel out of control;
the system appears to be monitoring all of the consumer’s purchases, which
many consider a privacy violation; the avatar announces the consumer’s purchase
loudly to anyone within earshot; and the cheerful welcome is unmindful of the
consumer’s mood and personality.

In contrast to this Orwellian scenario, we believe that future pervasive,
targeted advertising systems will treat us, the consumers, with respect. We
will not be bombarded by messages; instead, we will receive only the messages
we want. We will receive information tailored to our interests, our appetite for
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information, and our desired level of participation. We will be able to opt in
or out, and optionally communicate our reactions to friends, neighbors, and the
advertising system itself.

We are optimistic because, from the consumer’s perspective, trends have been
positive. Digital video recorders have empowered consumers to quickly skip
unwanted commercials. Pop-up blockers have reestablished consumer supremacy
in online advertising. And Google’s highly successful advertising services have
maintained a strong separation between paid and unpaid content. Advertisers,
too, prefer targeted advertising, as it more likely leads to sales. Progress is being
made toward marketeer John Wanamaker’s famous phrase, “Half the money I
spend on advertising is wasted; the trouble is I don’t know which half.”

This paper anticipates another technological development: activity-targeted
advertising, the combination of advertising and activity recognition. Currently
in an early research stage, activity recognition electronically detects a person’s
real-world activity using ambient and worn sensors, electronic data sources,
and artificial intelligence. We believe that activity recognition will someday
achieve sufficient accuracy rates to enable many new applications, including
highly targeted advertising. Activity-targeted advertising goes beyond current
interactive electronic advertising systems such as Cellfire, Inc. [10], Reactrix [19],
Freeset Human Locator [13], and P.O.P. ShelfAds [18], which do not present
advertisements related to a consumer’s activity.

This paper’s primary contribution is the exploration of activity-targeted
advertising as a novel application. We describe an architecture and our im-
plementation of this architecture, present a preliminary evaluation of our
system’s effectiveness, and describe what we learned about the issues involved. A
particularly novel aspect of our approach is the use of Amazon.com’s Mechanical
Turk1. We used Mechanical Turk as a system component to emulate portions of
the system that are not yet mature enough to be performed automatically.

The next section describes related work. Section 3 explains how advances
in online advertising has motivated our approach. Section 4 describes our user
study design and the system architecture. Section 5 contains the study results,
and Section 6 discusses implications. Section 7 covers future work and our
conclusions.

2 Related Work

Much attention recently has been directed toward location-based services,
including location-based advertisement delivery. For example, Aalto et al. [1]
use Bluetooth beacons to determine when to push SMS advertising messages.
Location-targeted advertising is related to our goal because location may
determine a person’s activity. Consider the different activities that happen in
work, school, home, restaurant, or church.

However, location is only one of many indicators of user intention [20]
and there are reasons to believe targeting activity could be more effective.
1 The authors are not affiliated with Mechanical Turk or Amazon.com.
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Some locations are correlated with a certain set of activities, but location-
targeted advertising can only target the set as a whole, not the immediately
occurring activity. Also, some activities can be done anywhere, and the recent
improvements in communication and mobile technologies have further decoupled
activity and location.

A few other systems have suggested extending the types of context beyond
location to other sensed data [3,22]. However, we are not aware of any that have
specifically examined the relationship between advertising and a higher-level
model of activity.

Various research groups have investigated approaches for automatically
inferring activity by parsing calendar entries [17], collecting data from in-
frastructure sensors (e.g., cameras and microphones) [15,21,24], and using
wearable sensors [12,14]. But to our knowledge, no activity-sensing research has
investigated advertising applications.

3 From Online Advertising to Activity-Targeted
Advertising

Advertising is undergoing a revolution. In 2006, the online advertising hit $20
billion, reaching a record 12% of all advertising [16]. Much of the market
share increase can be attributed to two techniques, contextual advertising and
behavioral targeting, which work especially well online.

Contextual advertising is advertising positioned near content of a similar
type. For example, a cooking tool advertisement might be placed alongside a
recipe. While contextual advertising developed long before the Internet, keyword
analysis has automated the placement of advertisements, making contextual
advertising effective and efficient for advertising in narrow markets.

Behavioral targeting makes advertising more personalized. Online, it works
by monitoring all sites that a user visits and what they do at each site to choose
the best possible advertisement for that person. If a person buys a snowboard
and ski boots online, then they might see advertisements for nearby ski venues.

This paper studies “activity-targeted advertising,” which resembles both
these techniques. Like contextual advertising, it presents advertisements related
to a person’s immediate interest, and like behavioral targeting, it tracks a
person’s actions over time. But unlike both of them, it presents advertisements
while the person’s main task is something other than consuming media. For
example, someone cleaning the bathroom might hear a radio advertisement for
soap. Someone driving to the hardware store might see an electronic billboard
advertising a store that is open later. Someone sitting in a meeting might see a
laptop screensaver advertising time-management products.

The architecture of an activity-targeted advertising system comprises three
parts: 1) identifying the person’s activity, 2) appropriately targeting the
advertisement to that activity, and 3) presenting the advertisement.

Part 1, identifying the person’s activity, is an active research area in pervasive
and ubiquitous computing. As explained in Section 1, we believe that this
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technology will become accurate enough for activity-targeted advertising, but it
is not yet mature. Our system handles this problem by having users self-report
their activity.

Part 2, targeting the advertisement, is the main focus of this paper. We employ
a keyword-based approach which allows a rich representation of activity and
simplifies the mechanism for matching an advertisement.

Part 3, presenting the advertisement, is more complex than it is for online
advertising, in which the consumer’s activity is always “media consumption.”
One reason presentation is more complicated is because activity-targeted
advertising requires careful timing. The consumer may be engaged in an activity
that makes her unreceptive to advertising, or only receptive at specific times
during the activity. Consider, for example, an electronic billboard on a tennis
court. Showing advertisements while a point is being played is likely to be
distracting and ineffective; displaying advertisements between points may be
more acceptable.

Another issue concerning the presentation of activity-targeted advertising is
privacy protection. Not only are there the traditional privacy concerns that
collected data might be misused, but a person might also be embarrassed
if a displayed advertisement is related to an activity that they do not want
disclosed. It is not enough to screen out content that is publicly inappropriate
(e.g., sexual products); the system must also understand the context (e.g., not
show advertisements related to a purchased gift when the consumer is with the
intended gift recipient).

In this paper, because we focus on Part 2, we take a simple approach to
advertisement presentation. Our system presents advertisements on a mobile
device. Users of the system are free to configure the mobile device to “vibrate”
mode and ignore it at inappropriate times. The small mobile device screen also
makes the advertisements effectively private. A commercially viable system is
likely to use a different presentation method, but our approach was enough for
studying targeting effectiveness.

4 Study Design and System Architecture

To explore activity-targeted advertising effectiveness,we conducted an experience-
sampling user study in which a participant’s self-reported activity was used to gen-
erate an advertisement,which she then rated according to relevance andusefulness.
During the study, each participant carried a mobile device that regularly queried
their activity throughout the day, displayed an advertisement, and requested their
reaction to the advertisement.

The system selected advertisements using one of the following methods:

1. random selection
2a. treating the self-reported activity description as a web search query, whose

result pages were searched for advertisements
2b. passing the activity description to a Mechanical Turk task that generated a

search query, whose result pages were searched for advertisements
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We did not inform participants of the mechanism used to find the advertise-
ments.

The study was performed in two phases. The first phase compared conditions
1 and 2a. The second phase compared conditions 1 and 2b. Each phase had a
different group of participants.

4.1 Participants

We recruited 19 participants from our in-house research staff: 17 male, and 2
female, aged 21 to 55. Previous experience with mobile devices was not required.
To assess their exposure to advertising, we administered a pre-experiment
questionnaire. The questionnaire showed that the participants on average watch
0.8 hours of TV, listen to almost one hour of radio, and spend 2.7 hours online.
No participant categorically opposed advertising, and many said that they “like
good ads.”

As an incentive, we gave participants a small gift (T-shirt, tote bag, etc.), and
allowed them the general use (web browser, email, etc.) of the device the study
software ran on.

Of the 19 participants, 13 participated in Phase 1, and 6 participated in
Phase 2. We would have liked to include more participants in Phase 2, but were
not able to do so because of resource constraints.

It is worth noting that our recruiting procedures may have affected the results.
Because our recruitment notice indicated that the study involved exposure to
advertisements, people who highly disliked advertising might have chosen not to
participate.

4.2 Proactive Experience Sampling Tool (PEST)

The Experience Sampling Method (ESM) is often used in research on human
activities [4,6,7,9,11]. In ESM, the participant conducts their normal tasks, but
is interrupted occasionally to report on what she is doing or has done. The study
data can be collected in various ways, such as by phone call, using a timer and
paper form, or, as we did, using a device that combines the timer and data
collection.

To conduct this study, we developed a tool for performing experience
sampling: the Proactive Experience Sampling Tool, or PEST (pun intended).
PEST is a .NET library for Windows Mobile devices. PEST supports complex
and interactive surveys by providing features for scheduling, logging, automated
serialization of the input, and uploading survey responses through a wireless
cellular link. PEST is also general enough to support downloading and presen-
tation of the relevant advertisement. In this study, PEST’s structure also made
it easy to migrate the implementation from Phase 1 (simple keyword targeting)
to Phase 2 (Mechanical Turk targeting).



78 M.C. Sala et al.

Type Wording Form of answer
a Textbox Where are you right now? one line free text
b Textbox What are you doing right now? one line free text
c Textbox What had you expected to be

doing?
one line free text

d Textbox What would you rather be
doing now?

one line free text

e Button Send this ad to my email
f Slider How relevant was this ad? 0–10
g Slider How useful was this ad? 0–10
h Slider When would it be useful? a month ago, a week ago, 24 hours

ago, an hour ago, 5 minutes ago, right
now, in 5 minutes, in an hour, in 24
hours, in a week, in a month

i Checkbox Useful at any time checked/unchecked

Fig. 1. List of questions asked during a single survey

4.3 Survey Administration

Each participant carried a mobile device (an iMate JAM or a Mio DigiWalker) for
a 72-hour session, either on weekdays (Monday to Wednesday) or on a weekend
(Friday to Sunday). To accommodate personal schedules, a participant could
configure the device to recognize sleeping hours, during which no alerts would
occur. Participants could also choose between audible or vibrating alerts.

Alerts were scheduled randomly. During waking hours, alerts were scheduled
at random intervals chosen with uniform probability between 25 and 65 minutes.
These values were determined through pilot testing to balance observation
frequency and participant irritation. With this approach, different participants
were exposed to differing numbers of alerts, but the randomness also reduced
the probability that the participant’s activities, when occurring at a similar
frequency as the alert schedule, would be over- or under-represented. We chose
to use only time to schedule alerts to keep our implementation simple and to
broadly cover participants’ activities.

After each alert, the participant could chose to take the survey, postpone the
survey for 30 minutes, or postpone the survey for 90 minutes. These amounts
were also determined by pilot study observation.

4.4 Survey Questions

The survey comprised three parts: 1) asking questions about the participant’s
location, activity, expected activity, and preferred activity; 2) displaying the
advertisement, and 3) asking questions about the appropriateness of the
advertisement.

Fig. 1 lists the questions and their format. To reduce the time needed to
complete a survey, the survey allowed participants to choose from a list of
their previously entered activities for questions a–c rather than enter a new
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answer each time. To facilitate quick activity-list searching, and to avoid biasing
responses that favored the top entries, we presented the list in alphabetical order,
starting at a random point, and wrapping around at the end of the alphabet back
to the beginning.

Question a asked the participant’s location. While our primary purpose was
to determine whether activity could lead to more relevant advertising, we also
evaluated how location affected self-reported activity, and whether location
affected the relevance and usefulness of the advertisement.

Question b asked the participant to identify their activity at the time of the
alert. Questions c and d were a variation on this question. Question c asked
what activity the participant had planned to perform at the current time. This
question was designed to collect information like what would be in a typical
calendar entry; we wanted to investigate whether targeting one activity was
more effective than targeting another. Question d measured what the person
would have preferred to be doing at the time of the survey alert. Here again, we
speculated that advertising might be more effective if it could target something
other than the user’s exact activity such as what the user desired to be doing.

These first four questions allowed considerable freedom in the participant’s
response. As a result, participants interpreted and responded to the questions in
different ways. For example, in response to the query about current activity, some
participants answered in the abstract (such as “working”) while others provided
specific detail (e.g., “reading Da Vinci code”). This variety made it difficult to
taxonomize the activities. However, it also made the descriptions more likely to
reflect accurately how individuals conceptualize their activities. We felt that it
was important to collect unbiased data, even if it was more difficult to analyze.

Following these questions, the advertisement was shown. The advertisement
was fetched from online sources, using one of the methods described in
Section 4.5.

Questions e–i measured the effectiveness of the displayed advertisement.
Question e caused the advertisement to be emailed to the participant, and was
therefore an implicit interest indicator [5].

Questions f and g were the primary metrics. “Relevance” measures how
well the participant determined that the advertisement was activity-targeted—
how well it matched their current activity. “Usefulness” was the participant’s
assessment of how helpful the advertisement was. Although the ideal advertise-
ment would be both relevant and useful, an advertisement could vary in either
dimension.

Finally, questions h and i investigated the timing of the advertisement. In
pilot studies we noticed that some participants assigned a potentially useful
advertisement a low score if it was not welcome at the immediate time of the
survey. These questions helped identify these situations.

4.5 Advertisement Targeting Mechanisms

Phase 1: Simple Keyword vs. Random. The Phase 1 procedure for finding
an activity-targeted advertisement started by determining the keyword to use.
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Initially, with one-third chance, either a random word from Ogden’s Basic
English Word List of the 850 most common English words, the current activity
description, or the planned activity description was chosen. For the activity
descriptions, stop-word removal and word-stemming was performed to increase
the chance of an advertisement being associated with the word. The terms were
passed to a search engine. If an advertisement was found in the search results, one
was selected at random. If an advertisement was not found, the system fell back
to random selection. If random selection failed, a new random word was selected.
To maintain the correct proportion of the experimental conditions, the system
tracked the number of randomly selected versus activity-targeted advertisements
and adjusted the probabilities for each condition.

During Phase 1, we observed the following causes of poor matches using simple
keyword matching.

Unable to Determine Role in Activity. Advertisements were sometimes
useful for a given activity, but only for a person with a specific role.
For example, one participant who entered “waiting in the line” for his
activity received an advertisement for “queuing solutions.” This type of
advertisement is unhelpful for those standing in a line, but might be useful
for an individual servicing the line. The search engine was not able to know
the role the participant was playing in the activity.

Poor Situational Need and Timing. Advertisements related to the current
activity sometimes had a short window of time during which they were
useful. For example, while “playing tennis,” an advertisement promoting
tennis rackets might be displayed either too late if the participant already
had a racket or too early if the participant was not able to immediately
purchase a new racket.

Overly Specific Search Space. If a participant entered an overly-specific
activity, such as “waiting for the cashier,” the system could not easily infer
that the participant was shopping. If it could, then it might have been able
to find a more appropriate advertisement.

Overly General Search Space. Conversely, if a participant entered an overly
general activity, the system sometimes selected an advertisement appropriate
to a time or situation different from what the participant faced in the
moment.

Lack of Knowledge of Activity Sequencing. The system also could not
easily determine what activity a participant might do next. Being able to
predict future activities, even without perfect certainty, would have also
improved match quality.

All these aspects are difficult for an automated system to infer, but trivial for
a human to understand. This observation led to the approach used in Phase 2.

Phase 2: Mechanical Turk Targeting vs. Random. Mechanical Turk is
an Amazon.com web service in which structured tasks can be completed by
a member of a pool of workers in exchange for payment. Each task, called a
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Please propose a service or a product that you would like to 
use or consume during or right after: 

catching up on some school materials

Please review the following requirements to get your 
assignment approved: 

provide exactly ONE SHORT text fragment  
…

Example: 
What would you wish to use or consume during or right after 
running?

Examples are (do not use these): 
'drinking sports drink'
'relaxing in Jacuzzi'

using comp|

Fig. 2. Idea generating task

Please choose from the following list the product or service 
with the best chance to be used or consumed after: 

catching up on some school materials

Please review the following requirements to get your 
assignment approved: 

You can select more than one product or service. 
…

 using computer 
 Watching movie 
 eating sports bar 
 book bag 

Fig. 3. Voting task

Activity Answers
drinking wine dark chocolate

eat sharp cheese

eating lunch watching television news
chewing gum
brush my teeth

catching up on using computer
some school drinking Pepsi-Cola

materials Watching movie
eating sports bar
book bag

Fig. 4. Mechanical Turk answers in response to various activity prompts

Human Intelligence Task (HIT), is invoked as a web service, parameterized upon
invocation, and passed to the worker. After completion, the results are sent back
to the invoking program. The system is appealing because it allows human effort
to be treated in the same way as a procedure invocation. See Barr and Cabrera
for other application examples [2].

In our system, each HIT displayed the activity term entered by the participant
and asked the worker to suggest an appropriate product or service. Fig. 2 shows
the format of the HIT question. Each response was awarded 10 cents. Fig. 4
shows some example responses to Mechanical Turk queries.

In our system, an immediate response was required because the participant
was waiting to view the advertisement. Our initial experiments showed most
HITs were completed after a few minutes. We felt that this was too long to
make participants wait. We experimented with increasing the amount paid to
40 cents, but this did not affect the time-to-completion.

To handle the long delay, we redesigned the experiment to ask participants
to evaluate an advertisement based on the activity entered during the previous
survey rather than the current one.
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In pilot tests we observed that some of the Mechanical Turk workers’ responses
did not lead to useful advertisements, for the reasons explored in Section 5.6.
Mechanical Turk supports oversight by allowing the HIT designer to pay workers
only for appropriate responses. However, we felt that this mechanism was
inappropriate for our task, because a quick response was necessary, and because
having an expert approve all Mechanical Turk responses would not scale up well.

Instead we designed an approach that used a second round of Mechanical
Turk tasks to perform oversight. Our implementation worked as follows. Five
workers generated suggestions using the HIT shown in Fig. 2. Our system then
created a second HIT for ranking the suggestions, shown in Fig. 3. Ten workers
completed this HIT for 7 cents each. The suggestions were ranked by counting
the number of times they were selected. The activity suggestion with the largest
number of votes was chosen as the term to use to find the advertisement. If there
were several equally ranked suggestions, one was chosen randomly.

5 Results

Participants filled out a total of 310 surveys. On average, each filled out 16 (the
standard deviation was 9.4), giving a response rate of about 35%. This rate is
low compared to similar studies [7]. We found several reasons for this during the
post study interviews: participants who carried the device during weekdays had
a low response rate at work; a few forgot to recharge the device overnight; others
struggled with instability problems in the operating system and other installed
programs.

5.1 Relevance and Usefulness

Fig. 5 shows the distributions of ratings. The left plots show keyword targeting,
the right plots show Mechanical Turk targeting. The upper plots show the
relevance, the bottom, usefulness. Within each of the four panes, the upper plot
shows the random baseline, and the lower plot shows the results with targeting.
Each light-colored point represents the averaged score of one user, and the points
are jittered in the vertical direction for better visibility. The dark point indicates
the median value, and the gray box marks the 50-percentile region.

One-tailed t-tests for comparing the means of these distributions show a
statistically significant improvement in only the relevance score between random
and the keyword approach (p < 0.05).

Although no statistically significant differences were found for the Mechanical
Turk results, there were occasions in which Mechanical Turk performed well
where a pure keyword-approach would fail. For example, in response to the
activity “reading newspaper,” the Mechanical Turk response suggested “drink
good coffee,” and the system then selected an advertisement for an online coffee
retailer. The participant gave this response a 6 for relevance. From examples
like this, we believe that an effect might be observed for the Mechanical Turk
condition with a larger data set.
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Fig. 5. Distribution of ratings, presented as box-and-whisker plots with the numbers
of surveys at each rating. Most advertisements are considered irrelevant and not useful.

Participants did request that several of the advertisements be sent to them by
email. While those selected did have on average higher relevance and usefulness
scores, the result was not statistically significant.

5.2 Activity

Since participants entered activities using unrestricted text, many different
entries represented the same or similar activities. To compare the effects of
targeting in activities with different qualities, we categorized the activities into
groups according to our observations of the data. See Table 1 for example
responses for each category.

Fig. 6 shows the frequency distribution and ratings distribution for each
activity class. Frequency distributions are computed separately for current
activity, expected activity, preferred activity, and Mechanical Turk-targeted
previous activity. We treated Mechanical-Turk-targeted activities separately
because the advertisement corresponded to an entry from the previous survey,
not the current survey. Most activities have roughly the same distribution,
with the exception of “Constructive Mental,” which included work, and was
not as often chosen as the preferred activity; “Communication,” which was
less frequently expected or preferred; and “Eating,” which was a frequent
preferred activity. Both “Media Consumption” and “Eating” rate show better
improvement over random than the other activities; we believe this happens
because these activities are highly consumptive, so it is easier to directly match
advertisements to needs. “Shopping” does not show such an improvement, but
the sample size of shopping was small, and several of those advertisements
targeted vendors rather than consumers.
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Table 1. Our rough categorization of activities based on participant responses. The
second column gives an example for each category.

Category Example
Constructive Mental “experiment analysis”
Communication “in a meeting”
Media Consumption “browsing internet”
Eating “eating lunch”
Transporting “going to neighbor”
Manipulating Objects “laundry”
Live Observation “attending seminar at work”
Fixing “trying out new software”
Game Playing “playing a game”
Thinking and Planning “thinking about my life”
Shopping “picking up prescriptions”
Basic Needs “shaving”
Other “wait for meeting”
Exercise “gardening”
Mobile Entertainment “sightseeing”

We did not observe significant differences between ratings targeted to current,
expected, and preferred activity. For the data we collected, this is not surprising,
since in most cases the answers to the questions were similar.

5.3 Location

We categorized locations using a similar method to our categorization of activity.
Most participants reported their location as at the office or at home. As with
the activity breakdown, it is perhaps not surprising that the system performed
well in restaurants, at which most participants were engaged in a consumptive
activity.

5.4 Timing

On average, participants indicated that “no time” was appropriate for 60%
of all advertisements (because they did not reach sufficiently high usefulness
scores.) Of the remaining advertisements, participants reported that 25% would
be appropriate at “any time,” with the remaining 15% equally distributed over
the times given in Table 1. Figs. 5–7, when restricted to groups of advertisements
with different timing ratings, look roughly the same. Here too, with more data,
an effect may emerge.

5.5 Focus Group Discussion

Several participants had technical problems with the study, such as poor
connectivity and short battery life. Most found that the device’s ergonomics to be
adequate, although participants who already carried a cell phone did not enjoy
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Fig. 6. Breakdown by activity. The leftmost chart shows the frequency of each activity
category occurring, sorted by the current activity. The center chart shows the average
relevance score for random and targeted advertisements for each activity, and the
right chart shows the same measurements for usefulness. Because of small numbers
of observations, measurements toward the lower end of these two charts should be
treated as increasingly less reliable.

having two devices to carry. Text-entry with the soft keyboard was generally
adequate, although participants frequently reused their previous entries. Several
participants expressed confusion over the seemingly random alphabetic ordering
of the activity list, which we did not explain in advance.

Many participants found the periodic alerts intrusive, and commented that the
alert frequency missed some activities and oversampled others. One participant
commented, “Normally, I work longer than only one hour on the same task.”
Participants suggested using other mechanisms for triggering surveys, such as
location-based alerting, time-sensitive alerting, and participant-initiated activity
reporting.

The advertisements themselves generally seemed to displease the participants.
All agreed that most advertisements were irrelevant, but on the other hand, some
admitted that they did mail some advertisements back to themselves for personal
follow-up or to forward to others. Participants especially seemed to dislike
advertisements that were generic if they were shown a similar advertisement
more than once.

The survey questions were generally considered straightforward, although
some seemed to be slightly confused about the distinction between “relevance”
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Fig. 7. Breakdown by location. See the caption for Fig. 6.

and “usefulness.” The net effect appears to be that our quantitative estimates
of usefulness are probably lower than what they would be if the participants
had been clear about the distinction. Unfortunately, from the qualitative focus
group discussion, we are not able to determine a quantitative difference.

Most participants reported that advertisement exposure was more frequent
than they would have preferred. In exploring alternatives, there was disagreement
as to whether advertisements should appear for different durations (“one-second
advertisements that do not take too much of my time”) or whether they should
be bunched together (“I like the idea of browsing through coupon booklets”).

Participants offered several suggestions for improving the system:

1. Advertising would be more effective if displayed during idle moments rather
than during active tasks.

2. Advertisements might be targeted not to the current activity, but to
a complementary activity. For example, if a person is unemployed, an
advertisement for a job board would be useful.

3. A system could maintain a history of advertisements, which would support
later review of advertisements.

4. A system might proactively determine what items a participant is likely to
later spend time searching for on the web, and display the search results
along with advertising.

5. A system might learn a person’s ratings over time and use this information
to better target advertising.

Finally, in some cases participants were surprised by PEST’s supposed ability to
find obscure, but relevant advertisements. However, upon further investigation we
discovered that these advertisements were in fact random, and that the partici-
pants had attributed more intelligence to the system than it actually possessed.

5.6 Findings Regarding the Use of Mechanical Turk

Although we found our use of Mechanical Turk to be effective, many results failed
to adequately help find an appropriate advertisement. The oversight system
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did help improve response quality, but it did not completely screen out poor
responses, and over time its performance degraded slightly. We observed the
following categories of problems.

Minimal Responses. Some users entered a meaningless response of only a few
characters. We suspect that these users may have realized that we initially
rewarded all responses.

Genericity. Many answers were generic, and could be applied to any activity.
For example, one worker suggested “drinking coke” in response to every task.
We do not know if this response arose from an intentional disregard of the
question, or if was generated from an automated script created specifically
to answer all our HITs.

Misinterpretations. In response to the activity “meeting,” one worker sug-
gested “having sex.” While semantically appropriate for some meanings of
“meeting,” this answer generated a text advertisement that did not fit the
work context of our participant, who gave it low ratings. We noticed that
humorous responses in general were more likely to pass the second-level filter,
regardless of their appropriateness.

Despite these issues, we were able to get many appropriate responses from
Mechanical Turk. Overall, we found Mechanical Turk to be a useful complement
to computation, and would use it in other projects.

Several modifications to our basic architecture might improve the effectiveness
of the Mechanical Turk component. Mechanical Turk workers in the filtering
stage might select among a list of advertisements rather than a list of keywords.
Amazon.com’s “Qualifications” test might be applied to improve the average
worker’s skill level. And finally, the tasks might be redesigned to make them
more engaging or game-like [23].

6 Discussion

We were disappointed that usefulness scores were low in both phases. Efforts
to improve usefulness through better targeting could combine other knowledge
such as a user’s preference profile, his behavior history, his context, and his
similarity to other users. Furthermore, an advertisement might be more effective
if it targeted not a single activity, but a sequence of predicted future activities.
Finally, a system might target advertising to a group of users rather than a single
user.

Usefulness might also be improved by working on the presentation of
the advertisement. As mentioned in Section 3, this work adopted a simple
presentation so we could focus on targeting. The focus group discussions,
however, made clear the importance of presentation, especially timing. To be
effective, an advertisement must be shown when a consumer is receptive to
it, which is not always when the activity is taking place. But, if the user is
bored or not especially engaged with their activity, then they are more likely
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to be receptive. Activity detection may be more useful for determining when to
advertise than what to advertise.

Finally, many hold concerns not only about advertising’s invasiveness, as
depicted in our opening scenario, but also about its other effects on consumers
and on society. Some see advertising responsible in part for creating false needs,
distorting social roles and relationships, replacing intellectual discourse with
imagery, and weakening democracy [8]. Whether activity-targeted advertising
contributes to these problems or helps fix them is not yet clear. We believe
that the only way to predict its effects is to understand it better by building
prototypes, evaluating them, and publishing the results.

7 Conclusions

We have explored how activity-informed advertising might be implemented, and
our exploration has taught us several lessons. First, we have found that activity-
targeted advertising can be statistically more relevant than randomly targeted
advertisements. Activity targeting therefore does make a difference, although it
is still unclear whether that difference benefits either the user or the advertiser,
since we did not observe improved usefulness. Our focus-group interviews have
led us to believe that using activity information to determine when to target,
in addition to what to target, may lead to better results. We plan to study this
effect in future work.

Also as part of this exploration we have identified why keyword-based
advertising cannot be easily adapted for activity-based targeting. Role, timing,
specificity, generality, and sequencing make activity-targeted advertising more
difficult. A more detailed study of these factors and search for others would also
improve effectiveness.

Additionally, we have demonstrated a new way to use Mechanical Turk:
as a “time machine” to simulate a technology that is not available today.
This might be useful for applications of other developing technologies, such
as speech recognition, face recognition, object tracking, or natural language
comprehension. Our approach is similar to the “Wizard-of-Oz” technique.
However, because there is a delay between the submission of a question and
its response, it is less suitable than Wizard-of-Oz for applications in which an
immediate system response is required. The application of Mechanical Turk
is also limited to common knowledge questions. However, Mechanical Turk is
superior for longitudinal and pervasive applications where the “wizardry” is
required in any context at any time of day. And by combining results from
multiple individuals, Mechanical Turk can be used to achieve “Wisdom of the
Crowds” effects. In our system, for example, we easily achieved a wide coverage
of potential products related to a given activity.

Another aspect of using Mechanical Turk and other such systems is that, like
the implementation of computer programs, human processes require debugging.
It is important to keep in mind that the responders’ motivation is to receive
as much payment for responses as possible, not necessarily to provide the
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best possible response. As we experienced, what works well initially may lose
effectiveness as loopholes are exploited. While direct human oversight could
be used in cases where the difficult task is generation and the easy task is
validation of the generated response, in large-scale systems this is not feasible.
The Mechanical Turk-based oversight system we developed shows promise, but
is not foolproof. More robust oversight mechanisms need to be developed.

Finally, our exploration into activity-based advertising exposes a need for
another line of research in activity recognition. Much of the activity-recognition
research to date has been bottom-up and technology-driven with the goal of
discovering which activities are detectable by sensors. The results have been
techniques to detect motor-level human actions such as walking, running,
biking, climbing stairs, social engagement, task engagement, object use and
other actions. Above this level, researchers have discovered applications that
can combine detected actions to infer higher-level activities such as activities
of daily living and interruptibility. While successful, this bottom-up approach
does not necessarily cover the full range of activities at human cognitive levels.
Detecting the user’s cognitive state is important for the kinds of context-aware
applications that aim to match information to what is on the user’s mind, such as
advertising and information retrieval. We explored a top-down approach, asking
users to describe their activity in their own terms, and then generating a set
of labels for activities in natural terms. This approach will allow research into
activity-recognition techniques to detect the kinds of activities thought of by
users themselves.
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Abstract. This paper introduces a user-centered design process and case study 
evaluation of a novel wearable visualization system for team sports, coined 
TeamAwear. TeamAwear consists of three basketball jerseys that are equipped 
with electroluminescent wires and surfaces. Each jersey can be wirelessly 
controlled to represent game-related information on the player in real-time, such 
as the amount of individual fouls, scores and time alerts. A participatory user-
centered approach guided the development process towards a more meaningful, 
ethically and ergonomically valid design. The system aims to enhance the 
awareness and understanding of game-related public information for all 
stakeholders, including players, referees, coaches and audience members. We 
initially hypothesized that such increased awareness would positively influence 
in-game decisions by players, resulting in a more interesting and enjoyable 
game play experience for all participants. Instead, the case study evaluation 
demonstrated TeamAwear’s perceived usefulness particularly for non-playing 
stakeholders, such as the audience, referees and coaches, supporting more 
accurate coaching assessments, better understanding of in-game situations and 
increased enjoyment for spectators. The high amount of game-related cognitive 
load on the players during game-play seems to hinder its influence on in-game 
decisions.  

Keywords: wearable computing, visualization, design, evaluation. 

1   Introduction 

Wearable visualization focuses on the design of small computers than can be 
continuously worn on the human body and enable the representation of abstract data, 
either to the wearer themselves, or to other people in the wearer’s vicinity. It differs 
from more common visual applications on mobile devices in that wearables are 
specifically designed to be unobtrusively integrated within the user’s clothing. By 
merging visualization with fashion, clothing is considered as a sort of public display 
that is meant to ‘signal’ an interpretable meaning [1]. By representing specific 
information, and thus making people ‘aware’ of aspects that were normally hidden 
from view, a wearable display can potentially alter the experience of persons present 
in its immediate vicinity, including that of its wearer. Accordingly, could a wearable 
display, worn in a sports context, alter the subjective experience of its typical 
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stakeholders, such as the athletes, coaches, referees, and spectators involved? Would 
athletes change their game-play when they have access to more relevant game-related 
information in real-time? 

TeamAwear (so named for Team Sports Awareness Wearable Display) is a 
wearable display in the form of an electronically augmented sports jersey. It is 
capable of representing game-related information sources in real-time via a small 
micro-electronic board that controls a series of light-emitting display panels. Its 
intended application setting is within a team sports environment, where it is 
simultaneously worn by multiple athletes during the game itself. By perceiving the 
worn displays, it is expected that the different sports stakeholders become more 
consciously ‘aware’ of otherwise hidden or fast-changing crucial game-play related 
information in the periphery of their attention, hereby positively influencing their 
sports experience. This approach addresses the relative lack of information that sports 
stakeholders (especially athletes) receive during fast-paced live games, as opposed to 
remote television spectators.  

We hypothesized that an increased awareness of game-related information would 
allow athletes to make improved in-game decisions, leading to more interesting game-
play. Athletes could exploit opportunities to benefit the individually displayed 
information in a natural way. For instance, poorer players might be inclined to always 
pass to top scorers, hereby shifting the collaborative team efforts. Opposing players 
may deliberately target only those with a high degree of fouls. This is a familiar 
problem in computer supported collaborative work, as highlighted by the ‘work 
versus benefit’ paradigm [2]. Although we found that players did not operate in this 
way, a different evaluation approach involving a greater number of wearable display 
jerseys, might still uncover aspects of this kind of intentional exploitation. 

In addition, we anticipated that the system could support more accurate coaching 
assessments, lead to a better understanding of game situations and an increased 
enjoyment of the game for spectators. We have chosen basketball as our initial 
application domain for its relatively rapid pace, high amount of relevant information, 
and high reliance on team-based strategies. Although TeamAwear’s technical 
implementation is not as complex as most other (sensor-embedded and thus input-
oriented) wearable computing systems, its main contributions instead focus on a 
participatory development process within a sports context, and its usage of wearable 
computing as a intuitive output medium of useful and real-time information. 

The development, implementation and use of technology in the sports domain 
inherently encounters several ethical considerations, which depend on their purpose 
and potential influence on the sport experience itself [3]. For instance, access to 
technology should be equal, to ensure no team has a perceived advantage. 
Technological aids that potentially enhance sports performance historically have 
received a very slow acceptance, or none at all. Accordingly, although the Australian 
Basketball Association has permitted this research, no real future commitment for 
allowing awareness-enhancing jerseys has been made. Even so, the TeamAwear 
system research is significant in its potential use as a training device for both team 
and individual sports, as an aid for physically disabled or auditory impaired athletic 
game-play or as awareness-enhancing clothing outside of the sports domain, such as 
during team-oriented high-demanding collaborative tasks or emergency situations.  
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2   Related Work 

A wearable display extends the fields of visualization and wearable computing, both 
of which play significant roles in the sports area. Graphical visualization has already 
been used in a sports context, in general to enhance the spectator experience. For 
instance, the TennisViewer system allows spectators to explore and understand the 
vast amounts of data occurring during a competitive tennis match [4]. Visualizations 
can also facilitate more accurate judgments by referees. The Piero graphics analysis 
tool allows athletes and their actions to be virtually tracked and analyzed by referee 
officials during a rugby match [5]. Only few visualization examples exist that aim to 
inform the athletes themselves. The Cyclops Auto Serve Line Detector uses sound 
cues to convey judgmental information to athletes during a tennis match [6]. 
Similarly, TeamAwear conveys relevant game information to support the activities 
and understanding of common team sports stakeholders. 

The merging of wearable visualization and fashion design is a recent trend in 
which clothing becomes electronically enhanced to reveal information about wearers, 
or their surrounding environment. Several projects have investigated different 
technical means to convey sensor data publicly through electronic fashion. These 
approaches tend to experiment beyond the use of simple LCD or pixel-based displays, 
and have utilized LED lights [7], [8], so-called ‘e-textiles’ [9], electroluminescent 
wire (e.g. [10]), thermo-chromatic inks, shape-changing materials such as shape 
memory alloys (e.g. [11]), inflatables (e.g. [12]), and so on. In contrast, the 
TeamAwear system aims to communicate information in an efficient and immediately 
understandable way. 

Wearable visualization in a sports context can be used to convey information to 
athletes and other stakeholders in a variety of ways. For instance, wearable devices 
can be used to provide critical information about athletes to referees. The SensorHogu 
force-sensing vest for martial arts improves the accurate detection of contact between 
athletes, allowing for more fairly judgments [13]. A number of wearable-sensor based 
devices aim to provide information to improve coaching, such as pressure sensors for 
high impact sports [14], and accelerometers for movement-oriented sports such as 
skiing [15]. Similarly, wearable GPS modules, named FitSense, are fitted to 
professional athletes during football competitions to track and visualize their 
movements during game-play [16]. It is well documented, that when feedback is 
provided in an appropriate manner, sport athlete performance tends to increase [17]. 
A tactile display embedded within a vest, named TACT, improves the athlete’s 
performance in sports such as ice skating, by communicating relevant real-time 
information to athletes via minor vibrations targeting their upper body [18]. The 
Houston wearable mobile display shares a person’s physical activity data to 
encourage them to physically exercise outside of the competitive sports context [19]. 
Athletic wearable devices for the everyday individual have become fashionable and 
socially acceptable, and form the focus of new commercial ventures, such as the 
Running Computer from Polar and Adidas [20], and the Nike + iPod Sport Kit, 
consisting of an embedded foot sensor developed by Nike and Apple [21]. In contrast 
to most approaches, TeamAwear communicates relevant sports information in a team 
focused way, and considers all surrounding stakeholders, as opposed to just a coach or 
referee. The PingPongPlus ‘athletic-tangible interface’ digitally augments the inbuilt 
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dynamics of a Ping Pong game by providing feedback in the form of a visual and 
auditory visualization, which encourages athletes to keep playing while still 
maintaining the competitive nature of the sports game [22]. Similarly, the 
TeamAwear jerseys respond to the intrinsic performances of the players and teams, 
which can ultimately persuade and increase in these performances.  

In general, technology in sports must adhere to a few basic guidelines, in particular 
safety and fairness. Any technology which attempts to generate risk to stakeholders, 
or provide an unfair advantage to any one team or athlete will not be accepted by the 
sports community [23]. This aspect has been addressed during development of 
TeamAwear, which included extensive investigation into user needs and requirements 
specifically for the team sports context. 

3   User-Centered Design 

Because of the relative novelty of wearable computing, and wearable visualization for 
sports in particular, a user-centered design approach was chosen. By incorporating 
insights and comments from relevant stakeholders, it was expected that the system’s 
usefulness would increase, as the design process would inevitably encounter critical 
ethical, ergonomic and usability issues that required insight from experienced users. 
The design process consisted of three consecutive stages: Evaluative Ethnography, 
User-centered Discussion and User-centered Participatory Design. 

3.1   Evaluative Ethnography 

Evaluative ethnography is a fieldwork-based approach that aims to detect relevant 
information in order to establish the ‘work-ability’ of a proposed design system [24]. 
The observations can be facilitated with the aid of specific documentation tools, such 
as written field notes and proxemic diagrams. An evaluative ethnography study was 
carried out over a period of approximately eight weeks to examine the intended users 
during their normal ‘sporting state’, observed during scheduled training sessions and 
competitive basketball games. As a result, several primary system design tasks were 
discerned, such as regarding the environmental parameters (e.g. the typical amount of 
light, noise and distances on a sports court), the cognitive load on human senses, the 
understanding of each stakeholder’s role during game-play and their typical actions. 
Accordingly, these insights allowed us to make several preliminary design decisions 
regarding the choice of technical parts, including the wireless communication, power 
supply and display media materials. This research also revealed the relatively high 
demands and constraints on the potential design of the wearable device, in the context 
of its physical design (i.e. relatively high amount of physical contact between players, 
so that even falling is not uncommon), its efficiency of information display (i.e. 
rapidly changing game development), perceptual abilities (i.e. players dedicate full 
cognitive attention to game-play), game-related restrictions (i.e. devices are not 
allowed to protrude or advantage any team or team member) and environmental 
parameters (i.e. bright and loud physical setting). 
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3.2   Participative Design Study 

A set of user discussion sessions were organized for which representatives for each of 
the typical basketball stakeholders (i.e. athlete, coach, referee and spectator) were 
invited. The goal of these sessions was to identify potential usage scenarios as well as 
critical design requirements. The initial recruitment occurred via distributed flyers and 
handouts. We specifically appealed for female basketball players, due to an assumed 
reduced amount of physical aggression during game-play, and less risk of potentially 
harming the device or its wearer. The recruitment resulted in a limited but sufficient 
response due to the relative scarcity of female basketball players, the technological 
character of the device, and the fact that the subjects did not receive any reward for 
their significant time investment. The numbers of volunteer users was based on the 
relative importance of their roles to the intended application: each of the sessions 
involved at least 6 semi-professional athletes, 1 coach and 1 referee, and 3 spectators. 

The initial design discussions were intentionally left open-ended, ‘allowing’ the 
concept of a sports-related wearable display to be discovered and developed by the 
focus group itself. During the sessions, it became clear that there was a genuine 
interest for real-time information access during game-play. However, no participant 
wanted to display personal physiological or environmental data (e.g. stress level, 
heartbeat, amount run) to the outside world, for potentially risking unfair tactics by 
opposing teams. Instead, it was agreed to display ‘publicly available data’, related to 
the actual game itself. Several game-related information sources, normally hidden 
from view, were identified that were considered as useful during a typical competitive 
basketball game, listed in Table 1.  

Table 1. Game-related information sources selected to be displayed by the jersey 

Information Stakeholder Rationale 
Time Limits  athlete 

coach 
referee 

Athlete: a reminder to hasten teams actions to take a shot (shot 
clock), or before end of game  

Coach: strategic decisions depending on game clock 

Referee: identify time clock related errors more effectively 

Individual 
Fouls 

athlete 
coach 
spectator 

Defensive Athlete: in-game decisions and playing style, i.e. provoke 
offensive faults. 

Offensive Athlete: in-game decisions and playing style, i.e. attempts 
to provoke defensive faults. 

Coach: reminder of team members with fouls (for both teams), i.e. 
determining exchange of players, game strategies to protect players 
with high amount of fouls, or influence competing strategy. 

Spectator: increased awareness of influencing factors, ‘catch up’ 
when part of the game has been missed 

Individual 
Score 

athlete 
coach 
spectator 

Defensive Athlete: in-game decisions and playing style, i.e. more 
attention and status to top scorers. 

Offensive Athlete: affects in-game decisions and playing style, i.e. 
more passes to actual top scorer. 

Coach: choice of strategies and exchange of players. 

Spectator: focus on top versus poorly performing players 

Winning versus 
Losing Team 

spectator 
athlete 

Athlete: increased awareness, especially in a tight competition. 

Spectator: increased engagement in game 
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Fig. 1. Group design proposal sketching (left); determining appropriate positioning of wearable 
computing box (middle); hands-on physical design to determine display locations (right) 

Participants were divided into small groups containing a variety of each 
stakeholder type. Following a typical constructivist studio-based approach, each 
group creatively designed a set of proposals, which were presented, critiqued and 
refined by the whole group. These design sessions revealed a general consensus on 
the relative importance of specific information sources, a wish for continuous 
unobstructed visibility of the display, and a desire to make the jerseys fashionable and 
aesthetically appealing. These user participation sessions also determined the 
ergonomic position of the wearable computing box (see Figure 1), which was chosen 
to be attached below the lower chest or waist. Female participants preferred the waist 
location, whereas males preferred the lower chest. The participants also decided on 
the physical design of the system (also see Figure 1), including the material, color and 
positioning of the displays themselves. 

3.3   Prototype Development 

After the participative design sessions, three fully working jersey prototypes were 
implemented. These allowed for the evaluation of different solutions for attaching the 
displays, and tested the wearability of the jersey during extensive use. The following 
game-related information sources were selected to be displayed (see Figure 2). 

• Time Limits. Consisting of the ‘game clock’ on the upper left chest (shown when 
only 1 minute of game-play remains for a particular round), and the ‘shot clock’ on 
the upper right chest (shown when only 10 seconds remain for an athlete to make a 
goal attempt). This information was considered important by the participants as it 
acts as an urgent warning signal to take action, which is often neglected or 
inefficiently communicated verbally. For this reason, the displays were placed on 
the upper chest for maximum visibility towards own team members. The displays 
have contrasting colors (i.e. violet and yellow) so they are easily distinguishable. 

• Fouls. The foul displays operate symmetrically on the shoulders from the inside 
out, according to the accumulation of fouls by the respective player. As the 
maximum amount of fouls is five, only four wires are shown. The foul displays 
were placed on the shoulder area, so the wearer themselves could more easily refer 
to and even peripherally detect their own number of fouls. 

• Individual Points. Embedded symmetrically on each side of the jersey, are three 
panels representing the player’s individually scored points. These displays are 
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illuminated sequentially upwards as more points are scored over the entire period 
of game-play, in gradations of 10 points. In this way, all participants can perceive 
who the game’s top scorers are. These displays were placed along the sides to 
maximize visibility, especially during passing/shooting scenarios at which an 
athlete’s arms are often raised.  

• Winning/Losing. A simple on/off display is embedded in the back of the jersey to 
indicate which team is winning (‘on’ for winning, ‘off’ for losing). This display is 
visible at quite far distances from the court, such as for spectators who might have 
missed parts of the match. The athletes themselves thought that it would be useful 
to be reminded of who was winning when moving between goal areas, a time when 
often only the athletes’ backs are visible. 

 

Fig. 2. Diagram showing the exact display locations and their specified meanings 

One should note that the display layout of the jerseys shown in Figure 2 is a 
product of a creative design process, and depends on its intended application. It has 
been tailored specifically for use in basketball play, where display elements are 
positioned in visible areas not restricting the traditional basketball jersey format. 
While its intentions would remain the same, the display layout (and information 
content) of such a jersey within other team-based sports would unquestionably differ. 

3.4   Technical Development 

The technical development was mostly determined by safety and usability conside-
rations. Safety is of the utmost importance for any sports-related activity, and the most 
important reason why technology is not readily accepted in a sports context. Typical 
safety risks include physical contact with electricity-conducting elements, accidentally 
hitting or being caught in protruding parts, or falling on top of the wearable device. 
Inevitable technical failure was considered by deliberately including ‘weak spots’ that 
allow quick and safe detachment instead of uncontrollable breakage. 
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Fig. 3. Diagram of system parts including wearable display jersey (dotted blue and red lines 
represent conductive thread circuit), harness, and wearable computer (left); Final prototype 
TeamAwear jersey (right) 

In addition, the jerseys were designed so that they do not disturb the normal 
physical activity of the players. Adverse influences range from simple long-term 
tiredness due to the extra weight, to subtle alterations in physical movements 
potentially affecting the player's overall sports performance. Lastly, due to the heavy 
perspiration during sports, all parts were protected against moisture and allowed for 
easy washing.  

The TeamAwear system consists of three separate parts which conveniently link 
together during use, as illustrated in Figure 3:  

• Wearable Display Jersey. Each jersey is equipped with nine detachable light 
illuminating display panels (5 x 1 inch) and eight wires (1/8 inch diameter). Both 
displays are made from electroluminescent (EL) material, containing a phosphor-
based substance that emits light in response to a high-frequency AC electrical 
signal. The panels and wires are flexible, allowing for an unobtrusive connection to 
textile fabric. All displays are sealed within transparent vinyl pockets sewn beneath 
the jersey surface, so they can be easily removed if the jersey needs to be washed. 
Each jersey contains an additional fabric mesh layer sewn inside, adding an extra 
protective layer between the electronic components and the wearer's body.  

• Conductive Thread. An electrical circuit is sewn into the jersey fabric with 
conductive thread, a type of silver-coated synthetic fiber able to pass current with 
little resistance (<0.2 Ohms). The thread is used to sew a precise pattern that 
creates a complete circuit onto the jersey itself, as it acts as a power conduit to each 
display. The jersey circuit includes both positive and negative (ground) threads. 
Each conductive thread is sealed using washable fabric gel to avoid direct contact 
and short-circuiting. Conductive press studs allow the jersey to be easily (dis-) 
connected with the EL displays so the jersey can be washed (Figure 4, right). 

• Wearable Computer. A micro-electronic board controls each of the displays 
based on the instructions it receives via a wireless connection with a central 
computer. The wireless communication is accomplished via a Class 1 Bluetooth 
serial module, which was selected for its fast communication speed and far 

Conductive thread sewn in fabric 

Wire displays 

Panel displays 

Harness

Wearable computer Wearable display 
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physical range, good reliability, and easy hardware availability. However, this 
choice especially suffered in terms of power supply demands, as Bluetooth was 
originally developed for high-bandwidth communication streams. The system is 
capable of transmitting data from a central location to up to 10 different jerseys 
simultaneously, which can receive this data up to a distance of over 94 feet, the 
standard length of a basketball court (see Figure 5). The electronic board is based 
on Arduino [25], a community-driven physical computing platform that aims to 
reduce the technical complexity for the enthusiastic interaction designer. The setup 
is powered by a single standard 9 Volt battery. The computing components are 
embedded in a non-breakable plastic box measuring about 4.7x3x1 inch, shown in 
Figure 4 (left). The box features a safety switch to disconnect the electrical power 
in case of emergency. The resulting setup weighs approximately 8.8oz, similar to 
an average mobile phone.  

• Harness. Each system includes a unisex harness to which the wearable computer is 
attached, worn underneath the jersey (Figure 4, left). It assures that the device is 
fixated even during brisk movements, and can cause minimal physical harm to the 
wearer’s body after unintentional contact. It has a Y-shape front for female athletes 
and can be worn in the reverse for male athletes. It is made from an elastic ribbon, 
and can be adjusted for any body size or preferred wearing position.  

     

Fig. 4. The wearable computer box attached to athlete’s body by harness under the jersey (left); 
wearable display jersey during use (middle); attachment of displays beneath jersey surface 
using conductive thread and conductive quick-snap studs for easy detachment (right) 

The application software is based on Processing [26], a community-driven Java-
based platform that can easily communicate to Arduino boards. The application sends 
real-time instructions from a laptop computer to each of the jerseys via a standard 
Class 1 ‘cable-replacement’ Bluetooth USB adapter (range: 300 feet). The interface 
can be used by a game official at the bench, and is shown in Figure 5 (right).  

4   Evaluation  

The case study evaluation took place in a normal basketball hall on our university 
campus, within the context of a socially competitive match. Plays were limited to a 
half court, to ensure all stakeholders were in close viewable distance from one 
another. All participants were informed beforehand as to the meaning of each display 
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on the jersey. The evaluation consisted of two stages: an awareness investigation 
involving pairs of game-like scenarios, with and without wearing the TeamAwear 
system; and a game-play simulation during which the TeamAwear system was worn 
by athletes during a socially competitive basketball game, followed by questionnaires 
and interviews.  

 
 

Fig. 5. When data is registered during game-play, instructions are sent in real-time to all 
connected TeamAwear jerseys via Bluetooth (left); Control interface running on a laptop 
computer during game-play maintains wireless connections with all TeamAwear jerseys (right) 

4.1   Participants 

The case study evaluation focused on all team sports stakeholders, including athletes, 
coaches, referees and spectators. The evaluation participants were recruited using 
flyers and handouts, which were distributed in sports halls and handed out after 
basketball games. Eleven participants took part, including: five athletes (female: four; 
age range 19-25), one referee (age 42), one coach (age 23), and four spectators (age 
range 16 to 55). All athletes had amateur to semi-professional basketball experience, 
and spectators indicated beginner to amateur basketball knowledge. One should note 
that as the subjects were aware of the system’s purpose beforehand from the content 
on recruitment flyers and received no incentive for their participation, their attitude 
might be positively biased towards the use of technology in sports. The athlete 
category in particular initially seemed very enthusiastic, some stating they considered 
it to be completely acceptable “for people of their generation to … be fitted with 
small computers”. Before the evaluation, players were allowed to wear the jerseys for 
5 minutes during training to become accustomed and learn its visual use. 

4.2   Awareness Evaluation 

This evaluation was designed to test the ability of the jerseys to increase the 
stakeholders’ awareness of game-related information sources. Players followed four 
different game-play scenarios, first without, and then while wearing the TeamAwear 
jerseys. Each scenario simulated a change in one of the game-related information 
sources represented by the displays. For instance, a scenario could consist of 
assigning fouls to a random number of athletes, or observing their individual scores. 
At the conclusion of each scenario, a survey queried each stakeholder about their  
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in-game awareness in regard to the information source changed. In the cases which 
used the TeamAwear system, all displays would be completely switched off 
immediately after the play so users could not see them at the time of answering.  

The results of the surveys showed a slight increase in awareness for the players, of 
which approximately average 4 out of 5 could correctly recall game-play data with 
jerseys, average 3 out of 5 without. For the non-playing stakeholders viewing the 
game from the court side, the difference was more significant (average 4 out of 4 
versus 2 out of 4). This result seems to suggest a difference in use between the in-
game experience and non-player experience of the display. Due to the fast-paced 
nature of a typical basketball game-play, with its need to focus on the ball, 
competitors and teammates, a player can only rely on quick glances. Therefore, the 
error rate was slightly more pronounced (1 out of 5 versus 2 out of 5) with the wire 
displays on the shoulders, due to a lower visual perceptibility. No errors were 
recorded in regard to the winning versus losing team scenario (all participants 
responded correctly), as players have an already intrinsic strong interest in this 
information. Non-playing stakeholders tended to have less cognitive effort to observe 
the jerseys, becoming more aware of the information communicated on the displays.  

4.3   Game-Play Evaluation 

A 15 minute social competitive basketball game was carried out and recorded on 
video, with two players in each team and one team continuously wearing the jerseys. 
Small teams naturally limit any ‘strategic’ influences, but are considered sufficient for 
the goals of this prototype case study, which focused on detecting the fundamental 
usefulness and usability of this highly technological intervention. The game was 
followed by a referee, a coach and an audience. An experience questionnaire was 
issued directly after the game, querying issues of wearability, visibility, and user 
experience via both binary and open-end questions.  

• Wearability. The issue of wearability was only applied to the athletes, who felt 
that the jersey and wearable computer were comfortable to wear and did not restrict 
their normal physical movements during game-play (“I actually forgot I was 
wearing it”). The flexible and user-adaptable harness assured that the ergonomic 
influence of the system was minimized. A small number of players (2 out of 5) 
were bothered by the heat emission from the wearable computer box, and noted 
that the jersey made them feel slightly hotter than usual. However, some 
condensation did build up underneath the plastic surfaces protecting the displays, 
which not only limits the natural dissipation of sweat, but ultimately might become 
a security risk in terms of short-circuiting the electrical parts on a long-term basis.  

• Visual Display. All participants reported that they could clearly perceive the 
displays during use, and were able to understand and remember what each display 
represented. Several responses referred to display arrangement as “intuitive” and 
“easy to understand”. All participants agreed that the displays were not 
overwhelming or distracting, even when multiple displays were activated. All 
players agreed that the panel displays were significantly easier to perceive than the 
glowing wires, which were sometimes confusing as the difference between 
multiple active wires was not easily discernable. The athletes revealed that they 
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were not able to perceive their own displays, but instead often relied on other 
jerseys for general game-related information. Players sometimes deliberately 
stretched the shoulder part of the jersey in front of their face to double-check its 
actual state, an undesirable action that is possibly related to self-assurance and not 
trusting the technology: “I wanted to be sure my fouls were represented correctly”.  

• Game Experience. In terms of the overall game experience, it was found that the 
athletes might benefit the least from the TeamAwear system. Spectators claimed 
the game was “more interesting to watch” and “easier to follow” as a result of the 
wearable displays. In particular, the spectators with only a rudimentary knowledge 
of basketball indicated they were able to “understand the play better” and that this 
“made the experience richer”. All participants unanimously agreed that there exists 
a definite use for this technology in the future. 

Because of the fast-paced nature of team sports, it is often difficult for players to 
remember their mental considerations for specific game-play related actions. 
Therefore, the participants were shown a video recording of their game-play on a 
television screen, and then retrospectively interviewed as a group. This approach 
aimed to allow the participants, specifically the athletes, to perceive their actions from 
a third-person viewpoint and ‘recall’ eventual in-game reasoning, and possible 
influences caused by the TeamAwear system, similar to a post think-aloud session.  

• Influencing Decisions. The feedback provided by athletes during the video 
playback reflected only subtle changes in some aspects of their playing style. Most 
players described that during the majority of the game, the jerseys did not influence 
their in-game decisions. One athlete mentioned that when she saw her team mate 
had a high points score, “it made me want to pass to her more, as she had a ‘hot 
hand”. The players indicated that they mainly glanced to the jerseys during time 
periods when the pace of game-play naturally slowed or stopped, such as after a 
goal was scored or a foul was called, “whenever the ball was reset, I would take the 
time to look at the displays before starting the play again”. The athletes reported 
that the time display had the most influence: "I played harder [more aggressively] 
when I saw the game had little time left", and “I noticed the game-clock, and I 
yelled this to my team mates”. Some players indicated that even when they 
perceived some useful information, such as the foul amount of their competitors, 
such knowledge inherently would not change their game-play anyway. These 
results suggest that the intensity of the game itself supersedes any consideration of 
perceiving and interpreting the display: the players were not able to pay enough 
attention to the displays as they were too preoccupied with the game situation 
itself, and even when they perceived the displays during calmer moments, they did 
not consider (or forgot) this knowledge when making in-game decisions. 

• Confidence. An awareness of one’s own and the team’s performance during 
game-play seemed to boost a personal feeling of self-belief. When one player 
noticed her  particularly high score indicated by the displays on the side, “being 
reminded of my high score gave … a general feeling of confidence”. Also, 
athletes felt more confident in their own actions during game-play, as one athlete 
stated that “I felt more comfortable passing to a team member I could see had 
scored more points than myself”. This feeling relieved some pressure placed on 
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athletes during game-play, with one athlete exclaiming that when she could see 
her team was winning “it made me feel more relaxed”. Although the jerseys were 
originally intended to enhance the athlete experience indirectly through improved 
decisions and actions, it seemed they especially boosted self-assurance and 
morale, as scores are represented on an individual level, not on an anonymous 
scoreboard. 

• Non-Player Comments. Although initially not intended, spectators seemed to 
benefit the most. The interview responses indicated they were able to follow the 
game more closely and accurately. One spectator who was inexperienced with the 
rules and plays of basketball said “I didn’t have to think a great deal to know what 
was going on”. Another novice spectator indicated that the jerseys “did enhance 
the experience for me” as she could see and understand when a player received a 
foul. This opinion was also reflected by other novice spectators, one saying the 
jerseys “gave me the basic information I otherwise wouldn’t have known”. Overall 
this contributed to a more enjoyable experience for spectators who were able to 
better understand game-play, even finding it “more interesting than normal”. The 
coach indicated she had a better overview over the game flow, as “you can keep 
track of your players and more easily make decisions of which players to keep on 
and which to take off”, “you can tell your players which opponents to ‘double-up 
on’ based on observing their fouls or points”. This knowledge can normally only 
be accessed by a dedicated person scouting the players, or by verbally requesting 
information from the official bench. The referee indicated “it could really speed up 
the game from the referee’s perspective, having to consult the bench less”, as much 
of the useful information is literally represented ‘on’ the player themselves.  

 

Fig. 6. User evaluation study during a social competitive match. From Left to Right: high 
scoring athlete (blue horizontal strips) clearly identifiable by all stakeholders, a high foul 
athlete (green shoulder wire displays), a high and low scoring athlete in close proximity, and 
the wireless laptop computer steering the wearable display jerseys (foreground).  

4.4   Key Design Requirements for Wearable Visualization Devices in Sports 

Based on the experiences and outcomes encountered during the development of the 
TeamAwear system, a number of design requirements became apparent.  
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Ethical Considerations 
This study revealed several ethical considerations for a wearable visualization 
application in the sports domain. Firstly, there is the aspect of potential injury of the 
wearer: any additional object worn by a player might directly or indirectly inflict 
personal harm, or cause a deficiency in sporting performance. Naturally, one needs to 
consider whether the advantage of being more aware of information weights up 
against wearing a less comfortable jersey or an extra weight on the chest. For 
instance, the Human Ethics Committee had difficulty to assess this project’s true risk 
due to its perceived technological novelty and its high-risk ‘competitive’ sports 
application domain. Secondly, one needs to consider the potential change in 
competitiveness when only a portion of the players allow their information to be 
exposed to the competing team. From a moral perspective, either all or no players 
should wear a potentially performance deteriorating device. Wearing externally 
controlled information on one’s body necessarily results in giving up the right for 
self-expression: the wearer has no direct control to what information is shown, in 
what context and during what time. More particularly for our display, the top players, 
but also the least productive ones, become rapidly visible. This may be seen as a clear 
benefit for non-expert players who could use the display to make decisions for 
improving their game-play, yet may also represent a disadvantage as expert players 
might already make exactly the same decisions without the aid of such display. This 
immediate visual disclosure to external critique might not be desirable, depending on 
the wearer’s self-confidence level. This aspect might also explain why no participant 
agreed on displaying individual physiological data, such as heartbeat, stress level, 
tiredness or energy usage. Participants were quick to point out early in the design 
stage that any display of such personal data would be damaging to the individual 
athlete’s and team’s performance. It could easily result in players losing motivation, 
as well as opposing teams taking advantage of one’s obvious weak points. However, 
this issue was approved by spectators, who agreed this would contribute to a more 
interesting and intriguing spectator experience. This raises the question whether the 
athletes should wear such revealing display solely for the sake of the spectators? One 
should also note that some typical game-related aspects considered of high value in a 
basketball game are not explicitly shown on the jerseys, such as shot accuracy, 
defense actions, steals, rebounds or assist passes. Consequently, by highlighting only 
a subset of information, the wrong emphasis might be created towards players, 
coaches and spectators, to what a good ‘basketball performance’ really is about. 
Lastly, there is the issue of inherently ‘relying’ on technology, especially in this 
application where there was no technology required before. For instance, what 
happens if the system breaks, causing players, coaches or referees to rely their actions 
on wrong information: should the match be halted, the end results altered, or should 
the jerseys only be treated as non-essential and non-trustworthy gadgets? 

Wearability 
The inherent characteristics of the sports domain highly restrict technical design 
possibilities. From miniaturization of all computing elements to the washability of 
clothing, each design decision is primarily determined by strict wearability and 
usability requirements. 
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Perceptibility 
The evaluation study made apparent that the display type itself plays a significant 
role. Athletes revealed that they often made decisions based only on their peripheral 
vision. For instance, players can immediately decide to pass a ball to others based 
only on seeing a glance of clothing color, posture, body height or hair color. 
Therefore, displays with a large surface area are favored, as they are more easily 
distinguishable from any distance. There also needs to be a substantial contrast 
between the “visibility of states” that the display embodies [27]. For instance, it was 
found that the EL-wire displays could be quite deceiving, as they glow bright green 
when turned on, but still appeared greenish when turned off. In contrast, the panels 
could be discerned more easily due to their absolute color change (white to bright 
blue). It is important to keep displays subtle: flashing or fading displays can be 
confusing or show false information when in an ‘intermediate’ state. Spacing between 
displays is crucial, as it was found that displays placed close together were perceived 
as merged. To assure that no faulty information is provided, the state of the whole 
system should be visible at all times: for instance, is a display turned ‘off’ because of 
the actual data, or because it is broken?  

Intuitiveness 
Unlike ambient displays and electronic fashion pieces, which are intended to be 
learnt over time, wearable visualization should be discernable in as little time as 
possible. Although all participants of this study were briefly informed about the 
meaning of each display, it was found they did not need to ‘think’ about what the 
displays were showing. For instance, the wire displays representing the fouls were 
intentionally placed on the shoulder to ‘warn’ players when they had many fouls, 
similar to the aggressive raising of shoulder blades. Similarly, the displays 
representing athletes’ individual points were arranged in an upward fashion, 
reminiscent of a music equalizer or data visualization bar chart. An intuitive layout 
design requires input from end-users, who may be familiar with different 
representations for concepts such as ‘big’, ‘small’, ‘good’, ‘bad’, or ‘warning’. In 
this study, the participants seemed to be inspired by alternative sport visualizations, 
such as on-screen graphics shown during sports broadcasts, and graphical 
visualizations on video game avatars. 

Design Process  
This project has demonstrated the advantage of user participation, which provided 
insights that would be impossible to gather in a different way. User contributions 
were particularly useful in the system’s physical and ergonomic design, which 
performed successfully during the game-play evaluation. It was also helpful in 
identifying the most important information sources, and their most suitable 
positioning on the jersey. The largest problem encountered, however, was recruiting 
enough suitable and committed people for a technological application that was 
virtually unknown.  
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5   Conclusion and Future Work 

This paper introduced the design and case study evaluation of a novel wearable 
display system for team sports, that augments the mutual awareness of game-related 
information sources in real-time. Although its technological implementation is 
relatively simple compared to other sensor-based wearable systems, its design was 
constrained by the complex demands of the high-risk sports application context. 
Although its technological design proved to be successful, several unforeseen 
conceptual insights were discovered. The influence of the displays on the players in-
game decisions, as originally hypothesized, showed to be very limited due to the fast-
pace and highly demanding cognitive load of the game itself. As the information was 
shown onto the players themselves, the displays rather seemed to influence their self-
confidence level. In contrast, referees, coaches and spectators seem to benefit the 
most of an increased game awareness: to make decisions more effectively and 
efficiently, to understand the actual game dynamics more profoundly, and to make the 
game more enjoyable to watch. Therefore, we propose wearable visualization as an 
effective awareness-enhancing device for non-players, which is conceptually similar 
to superimposed, explanatory infographics during television broadcasts or webcasts.  

We consider our case study evaluation as successful for further investigation in the 
area of wearable visualization in the sports domain. Even when a similar system 
would not be accepted by the relevant national sports federations for competitive use, 
the system can still be used for training, disability sports, collaboration or social 
competition purposes. For instance, the jerseys can be worn to reflect the player’s 
performance during training, can visually indicate strategic ‘plays’ (e.g. which player 
has to move when and where), or communicate strategies from the coach to the 
players (locally or remotely). A similar system could convey strategic information or 
increase situational awareness for emergency services during crisis operations. All 
participants indicated to understand the system’s usefulness and even agreed to use it 
in the future when it would become more user-friendly. Therefore, future research 
could include fine-tuning the design of the jerseys, evaluating the system during a 
match with ‘real’ parameters (i.e. five against five, full time), and the addition of 
more complex information sources that cannot be easily discerned or remembered by 
the stakeholders (e.g. shot accuracy and assists, or aggregated data such as defensive 
and offensive statistics).  

The apparent success of TeamAwear among the spectators of a basketball game 
could be seen as desirable outcome for the highly visual medium of television, 
inspiring further development as a media application to promote audience interest and 
enjoyment. Placed on the players themselves, such jerseys might be a more natural 
solution that also appeals to the players, and not only the audience. It might also 
overcome the typical performance problems of infographical computer graphics 
overlays in fast-paced sports. 
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Abstract. In evaluating and analysing a pervasive computing system, it is 
common to log system use and to create video recordings of users. A lot of data 
will often be generated, representing potentially long periods of user activity. We 
present a procedure to identify sections of such data that are salient given the 
current context of analysis; for example analysing the activity of a particular 
person among many trial participants recorded by multiple cameras. By 
augmenting the cameras used to capture a mobile experiment, we are able to 
establish both a location and heading for each camera, and thus model the field of 
view for each camera over time. Locations of trial participants are also recorded 
and compared against camera views, to determine which periods of user activity 
are likely to have been recorded in detail.  Additionally the stability of a camera 
can be tracked and video can be subsequently filtered to exclude footage of 
unacceptable quality. These techniques are implemented in an extension to 
Replayer: a software toolkit for use in the development cycle of mobile 
applications.  A report of initial testing is given, whereby the technique’s use is 
demonstrated on a representative mobile application.  

Keywords: Video, auto-classification, analysis toolkit, log synchronisation, 
visualisation. 

1   Introduction 

Evaluating and analysing a mobile application, especially one involving multiple 
participants and locations, can be a difficult task. Multiple observers may be needed, 
often recording multiple streams of video that complement system logs from the 
application running on multiple devices. The sheer volume of recorded information 
can make detailed analysis a time-consuming and labour-intensive task.  This can be 
the case where an analyst employs an exploratory approach, for example using 
ethnographic techniques to reveal patterns of use, or when the analyst carries out a 
hypothesis-driven experiment. Much of the data may not be relevant or complete, and 
so examining all the information looking for periods of interest can consume much of 
an analyst’s time; considering the specific case of video data, an analyst may be 
required to watch tens or even hundreds of hours of footage in search of evidence.  
Here we present a new technique designed specifically to aid in this pursuit.  The 
technique is implemented as part of Replayer [12]: an evaluation tool for the 
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combined analysis of video data and recorded system logs.  Replayer already 
temporally synchronises quantitative log data with mixed media recordings, so that 
recorded system and interaction events in an experiment can be analysed within the 
same tool.  Analysts can therefore pinpoint specific events in the timeline of an 
experiment, and jump to the periods of video showing the timeframes at which these 
events occurred.  However, there is no guarantee that all or any of the video streams 
captured at these instants will have captured the event of interest, or if they have, 
whether the quality of the video will be acceptable.  This is a particular issue in the 
evaluation of multi-user mobile applications, where a roaming camera will likely 
struggle to capture all the participants’ movements.  

The technique presented here augments video recordings with the location and 
heading of each camera as well as data about the cameras’ motion.  With this 
information, Replayer is able to inform an analyst on which events are likely to have 
been captured, and automatically tailor video playback to show only these periods.  A 
further application of this technique is in identifying all the periods of video footage 
that capture a particular person, as he or she moves in and out of the visual fields of 
multiple cameras. Finally, this technique allows the system to automatically discard 
all the video in which the camera is shaking excessively – a common problem when 
recording mobile systems as roaming camera operators are often forced to run.  In this 
paper we explain the implementation of these new techniques, and use a mobile 
application to demonstrate how effective these facilities can be. 

The following section provides an overview of Replayer: the software toolkit to 
which the described techniques are an extension.  This is followed by a description of 
related work in the field.  The four main benefits offered by the ability to classify data 
in this manner are outlined in Section 4, before the technical details of the process are 
described in Section 5.  An experimental trial is described in Section 6 and the results 
are analysed.  This is followed by a description of future directions for this work and 
finally our conclusions.  

2   Overview of Replayer 

The Replayer toolkit [12] has been developed to support the evaluation and 
development cycle of mobile computing systems.  It can be used in usability testing or 
by computing or social scientists in studies into the use of mobile applications.  As in 
the simple case shown in Figure 1, logged system data as well as video and audio 
recordings can be examined in a synchronised manner, along with textual notes 
recorded either during a system trial or post-hoc. In the example of the figure, selecting 
an area of a graph of accelerometer readings also selects video corresponding to the 
times of those readings.  

The work of qualitative methods of video analysis, such as ethnography, is time-
consuming but affords rich detail of the user experience of systems – detail that may 
be unavailable from quantitative data such as system logs. In a complementary way, 
quantitative methods allow for rapid indexing and for overviews such as statistical 
distributions and visualisations, but may abstract away from the subjective experience 
of users. The analytic practices associated with these complementary approaches are 
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Fig. 1. A simple case of analysing heterogeneous data in Replayer.  The analyst has selected a 
period of time (colouring the selection blue) in graphed accelerometer logs (top left), which 
triggers Replayer to highlight in green the corresponding section of the video timeline (bottom) 
and to cue the video of that section (top right).  (Colours mentioned here and in other parts of 
the paper refer to images available in the digital version of this paper). 

often carried out separately, or even in opposition to each other, but Replayer is 
intended to allow for tighter coupling and integration of these different forms of data 
and these different forms of analysis. 

By mixing quantitative and qualitative analysis techniques, Replayer is a powerful 
tool for examining data recorded about a system and its use, providing many different 
techniques for synchronising, visualising and understanding the data. The example of 
Figure 1 shows how interactions performed in one component are reflected in another.  
In fact, each visualisation component in Replayer is linked to every other in this way 
to support brushing [4]; any selection made in one immediately makes a 
corresponding selection in another. For example, we may have a graph showing all 
the system events for a given participant on a timeline, and a map showing a spatial 
distribution of those events. Selecting one event on the timeline would highlight the 
location on the map at which the event occurred.  As shown above, this is also applied 
to video data – selecting the event on the timeline also shows any video captured at 
that time by each camera, jumping to the appropriate part of each recording.  
Similarly, in the example in Figure 1, selecting a section of the video timeline (bottom 
of the figure) would highlight the accelerometer data logged during the time period of 
the section. 

An early prototype demonstrating the ideas of the project was described in [14].  
The full Replayer system was introduced in [12], which provides further details on 
both the system capabilities and implementation that are not covered in this summary.  
The techniques described in this paper extend the synergistic combination of 
quantitative and qualitative analysis that Replayer is based on. Faced with large 
volumes of video data, we have chosen to use quantitative data about location and 
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motion to assist existing qualitative analysis techniques, such as ethnography, rather 
than replace them. In this paper, we outline techniques that use location and motion 
data to focus on particular sections of video that might benefit from detailed 
qualitative analysis, and to allow those doing such analysis to better relate their usual 
material – video – to visualisations of quantitative data that are made more usable by 
their tight coupling in interaction. Findings and results from our user trials of 
Replayer, intended to help people carrying out their own user trials in this hybrid or 
synergistic way, are the subject of forthcoming work.  In this paper we focus on 
techniques to allow classification and filtering of media data: a novel extension to 
Replayer that itself shows useful synergy in approaches. 

The following discussions involve a number of different roles in using and 
evaluating applications, and it is worth clarifying vocabulary at this stage.  Replayer is 
a desktop tool for data analysis.  It is intended that Replayer be used by analysts 
looking into the results of user trials of mobile applications.  Participants in these 
trials will have their activity logged by code within the mobile application and be 
filmed on video by camera operators (often part of the analysis team). 

3   Related Work 

Replayer grew out of work on evaluating multi–user ubiquitous computing systems, 
in particular mobile multiplayer games. More traditional tools for analysis tend to 
focus on parts of the analysis task, such as Transana (www.transana.org) for 
transcribing audio and video. Others are limited in the tools for analysis and 
visualisation that they support. For example, The Observer (www.noldus.com) allows 
synchronised playback of up to four video streams alongside sensor data (e.g. 
physiological data), but relies on simple graphs and tables of quantitative data. 
Replayer allows more complex interactive filtering and selection of data, and also 
integrates statistical tools such as mutual information, and sophisticated visualisation 
tools such as force–based layouts of multidimensional data.  DRS [9] is beginning to 
move beyond systems such as The Observer in its support for complex categorisation 
schemes and shared repositories of both raw data and analytic results, and also 
supports a timeline-based tool to display video, but its tools for interaction and 
visualisation are currently very limited.  An early system synchronising video was 
developed by Badre et al. [2] which used a video tape/CD based system and made use 
of captured event streams to synchronise time-stamped events with the time-code on a 
video.  

Our system takes advantage of the trend towards positioning systems such as GPS 
being integrated with devices such as mobile phones and cameras. Previous work with 
GPS–enabled cameras includes RealityFlythrough by McCurdy et al. [11], which 
placed images and video streams from camera-enabled mobile phones in 3D space to 
create an amalgamated panoramic scene. Beeharee and Steed [5] have used occlusion 
information to filter dynamically generated content provided based on users' 
locations, removing that which cannot be seen due to visual occlusion.  Using 
hardware similar to that described in this paper, Sawahata et al [13] describe a  
video capture system augmented with an inertial sensing platform and a GPS unit. 
The time-series from the accelerometers and gyroscopes is classified with a hidden 
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Markov model; the system can distinguish walking, running and standing behaviour. 
The video stream is indexed with these activity levels, and the physical location at 
which they occurred. Conversely, Aiwaza et. al. [1] use a combination of shot and pan 
detection (from the video stream itself) and sensed brain data to segment video 
streams from wearable cameras to produce summaries of activity. Brain activity in the 
alpha and beta bands is used to estimate attention, so that regions where the user 
actively paid attention can be extracted from the video stream.  

Employing a completely different form of hardware and one that limits the system 
to use in pre-prepared areas, de Silva et. al. [8] use pressure sensitive floor tiles to 
sense the location of people within a building. A number of video cameras are present 
within the test location. The floor tile data is used to produce a video which 
automatically hands-over between cameras as the user goes in and out of shot. The 
hand-over algorithm minimises camera switches while maintaining good coverage. In 
a commercial rather than research area, GeoVector (www.geovector.com) have 
produced a number of applications which dynamically deliver content to mobile 
devices based on a GPS reference and a heading from an electronic compass. 

4   Benefits of Classifying Video 

When performing an evaluation of a mobile system, video capture becomes a 
challenge. In traditional lab-based experiments, one or two cameras would generally 
be able to record everything, and typically these cameras could be affixed to tripods 
and subsequently ignored while the experiment was captured. In a mobile experiment, 
such as those we have run to evaluate Treasure [3] and Feeding Yoshi [6], it is 
common to use both fixed and roaming cameras. With a fixed camera, participants 
will move in and out of the camera’s field of vision.  A fixed camera at some distance 
may provide an overview of the entire experiment, but typically the range makes this 
less than ideal for detailed analysis of a participant’s actions.  A roaming camera is 
one carried by a dedicated camera operator for an experiment.  Generally the footage 
from roaming cameras is of better quality than that of fixed cameras as they are able 
to follow participants around; however in order to capture every participant’s actions 
the ratio of camera-operators to experimental participants must be 1:1. This may not 
be feasible, so it is likely that there will not be continuous video data for every 
participant.  Additionally, it is often the case that the camera-operator is unable to 
keep the picture steady – especially in fast paced experiments. Large amounts of 
footage may therefore be unusable even if the camera was pointing towards 
interesting activity. Therefore, based on our experience of user trials, and our 
observations of others, we developed our requirements for the system presented here, 
which offers four specific benefits: 

4.1   Automatically Find Video of a Logged Event 

Replayer allows an analyst to visualise a timeline of all recorded events.  By 
recording information on each camera’s location and in which direction it was 
pointing, it can be established whether or not each of these events is likely to have 
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been captured on video.  On selecting an event of interest, Replayer is able to return 
only sections of video in which that event may be seen to take place. 

4.2   Compiling All the Video for a Single Participant  

It is common in video analysis to use a more exploratory approach to investigating a 
given dataset. In this form of analysis, an analyst is not searching for specific events, 
but rather closely examining a participant’s activity across many hours of video. In 
this case, Replayer allows the analyst to select a single user to examine and can skip 
playback of the multiple streams of video to show only the periods where the 
participant of interest is in view. 

4.3   Filtering Out Participants 

With the current trend of privacy concerns, particularly when performing experiments 
with children and teenagers, it may be the case that some participants withdraw their 
consent for the use of their video footage.  In a similar manner to the example in 
Section 4.2, Replayer allows us to filter videos for periods containing such 
participants, returning only video excluding them, and thus allows the presentation of 
only ‘safe’ data.  Another application of this technique might be to exclude trial 
coordinators from videos.  Multiple camera operators might appear in each others’ 
recorded footage.  Such periods could be filtered out from a presentation should this 
be desirable. 

4.4   Filtering Out Video of Unacceptable Quality 

In some cases, roaming camera-operators are unable to maintain a steady image when 
capturing in the field. They may need to run to keep up with participants, or have to 
pay attention to external factors such as traffic or perhaps another evaluator. In these 
cases where the operators’ attention is withdrawn from the camera, this often results 
in unusable footage. Replayer now allows an analyst to automatically check for such 
footage and automatically skip past it. 

The following section describes the processes by which these techniques operate. 

5   Auto-classifying Video Content 

A novel component has been added to the Replayer toolkit to automatically classify 
video to detect the users present in shot in any particular frame, the user activity being 
performed and the stability of the camera while the shot was being taken.  This is 
achieved by logging during the experiment not only participant location, but also the 
camera’s location and bearing.  To analyse the experiment data, Replayer parses the 
collection of log files and automatically detects the periods of participant activity that 
have been recorded.  The classification can then be viewed using Replayer’s existing 
visualisation components, as illustrated in Section 6.2.   

The log files for each camera contain information required to calculate the field-of-
view at any particular instant. Timestamped location and bearing information are 
required, as are lens width and range.  With static cameras that will stay in one fixed 
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position during the course of an experiment, it is a simple matter to record this 
information at any time before or after the experiment.  Each participant’s recorded 
button clicks and sampled locations are checked against the camera logs to assess 
which periods of participant behaviour have been captured.  For each user log value, 
the last recorded position and bearing of each camera is checked to calculate the 
estimated field of vision.  Figure 2 illustrates how the location of the event is then 
checked to see if it is within one or more of these fields.   

 

Fig. 2. Spatial distribution of events in a mobile application experiment.  A triangle is created 
for a static camera showing its field of capture.  Each event is tested to see if it is within view. 

Figure 3 shows an example of two participants’ logged GPS trails that have been 
recorded during a trial and classified using this technique.  In the image on the right, 
having processed camera location and bearing information, the events that fall into 
each cameras’ sights are highlighted in red.  The fixed camera locations are also 
rendered on the map, with their fields of view shown as semi-transparent triangles.  
Although the examples presented here use GPS locations, any positioning system can 
be used, so the technique could be used on data recorded indoors.  

In the trial described in the following section, the roaming camera was augmented 
with a PDA interfaced to the MESH inertial sensing platform [10], which provides 
GPS tracking along with tri-axis accelerometer, gyroscope and magnetometer sensing 
capabilities.  Replayer is not restricted to this particular hardware, and will operate on 
any logged data representing geometric camera operator positions and headings.. 

In addition to classifying recorded activity by camera bearings, the quality of 
footage can be gauged by the stability of the camera over short periods of time.  
Accelerometers record motion in the X, Y and Z axes sampled at a rate of 100Hz.  By 
averaging the derivatives of motion in each dimension over short windows of time, 
the level of camera instability for that window can be judged: 

 
     

over a window length k for each axis a. 
 

(5.1) 
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Fig. 3.  The image on the left shows the GPS trails for two participants.  The visual fields of the 
fixed position cameras are added to the image on the right, and the objects captured by the 
cameras are calculated and highlighted in red. Note that the participants did not enter the 
building, and the slightly misleading impression that they did is due to the angle from which the 
aerial image was captured. 

Visualisation components in the Replayer interface can give overviews of the 
stability over time.  Figure 4 illustrates, where the instability of the augmented camera 
is graphed.  The graph shows clear periods where the camera was fairly still, others 
where the operator was likely to be walking and periods of high motion where the 
operator appears to be running.  Such periods of high instability (when the footage is 
likely to be blurry) can then be filtered out at the analyst’s discretion.  Conversely, 
periods where the camera operator was running might indicate an occurrence of 
interest, which the operator was keen to capture.  By selecting the high values (as was 
illustrated in Figure 1) or those immediately preceding or following, the video 
playback can instantly jump to this period.    

 

Fig. 4. Level of motion detected in augmented camera over time 

The following section details an experiment where these techniques were put into 
practice in the evaluation of a simple mobile application. 
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6   Example of Use 

In initial trials to demonstrate the effectiveness of these technique, we developed 
ColourLogger, a simple representative application for mobile devices. The application’s 
interface shows three buttons, marked red, green and blue.  Participants were asked to 
walk around a small area looking around for objects of these colours and, on discovery 
of such an item, to press the appropriate button.  Although ColourLogger is a simple 
application it is perfectly adequate to fully illustrate the benefits of the presented 
techniques. 

6.1   Data Capture from the ColourLogger Experiment 

The trial was conducted in an area of approximately 1000m2. The trial zone 
constitutes mainly of grass, with roads on either side.  Trees lined around the grass 
meant that some areas had more overhead cover than others.  Two participants (both 
computing science researchers) walked around this area with the ColourLogger 
application for ten minutes and were asked to record a button press for anything on 
the ground they encountered.  ColourLogger was run on a Hewlett Packard iPaq 
hx2410 running Microsoft’s PocketPC 2003 framework and using a SysOnChip 
compact flash GPS receiver.  The time of each of the participants’ button presses was 
recorded in a system log.  A second continuous log was maintained recording 
timestamped GPS positions for the participant, along with the number of GPS 
satellites currently available.  The latter value helps to determine the quality of the 
GPS fix.   

Five video cameras were used to record activity in the experiment.  Four cameras 
were set up in fixed locations and the fifth was carried by a camera operator who 
roamed around following the participants.  The fixed cameras were in this case 
mobile phones, capturing video at 176x144 resolution. While this is not particularly 
high quality, it serves to demonstrate that many low cost cameras can be used to add 
to the variety of video streams for a given experiment.    

The roaming camera used was a more traditional CCD-based digital video camera, 
augmented using a Hewlett Packard iPaq 5550 interfaced to the MESH inertial sensing 
platform [10], which logs accelerometer, gyroscope and magnetometer data at 100Hz 
(1Hz for the GPS device).  Onboard hardware filtering is applied to the inertial readings, 
rolling off at around 20Hz.  The device is attached to the base of the camera so that the 
position and orientation of the camera and sensing platform are correctly linked. The 
physical location of the camera is logged via the GPS, while the orientation is obtained 
via the magnetometers and accelerometers. The magnetometers measure the yaw angle, 
and the accelerometer readings are used to estimate the roll and pitch from the effect of 
the Earth's gravitational field.  Knowledge of the roll and pitch is used to correct for 
variations in the magnetic field as the device is tilted, and thus obtain accurate yaw 
estimates.  Standard strapdown inertial sensing techniques [15] are used to perform this 
tilt-compensation.  

To ensure the veracity of the heading magnetometer readings, the camera mount 
shown in Figure 5 was constructed and used in the filming process. This rigidly fixes 
the roaming camera and MESH sensor pack together – maintaining a fixed 
relationship between their orientations – while providing a convenient grip for the 
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operator. Critically, the mount also magnetically isolates the magnetometer from the 
disturbances induced by the battery and other metallic components within the camera, 
which would otherwise have significantly distorted the heading data. The accuracy of 
the heading data was confirmed by cross-checking the magnetometer readings against 
a standard magnetic compass during a calibration phase at the start of the field trials. 
An additional advantage to this mount is the fact that the weight of the PDA, which 
controls and records data from the MESH sensors counterbalances the camera, 
increasing the stability of the footage. The handheld camcorders typically used in 
such trials for their light weight and relative inexpensiveness are notorious for 
producing shaky footage simply because of the manner in which they are held. This 
mount system serves to reduces this, with the trade-off of adding more weight. 

 

Fig. 5. The camera mount used in the trial.  A PDA logging GPS locations, bearings and 
motion is attached to the base of the mount at a sufficient distance from the camera to be 
isolated from its magnetic effects. 

The field-of-view of the roaming camera is a given by a cone extending from the 
measured location of the camera along the yaw angle estimated from the combined 
accelerometer and magnetometer readings. This is used to estimate the potential 
visibility of targets. In order to get locations and bearings for the fixed cameras, the 
augmented camera was positioned next to them and an annotation was made in the 
logs, allowing for post-hoc synchronisation.  The range of each camera was estimated 
to be 20 metres.  Although participants are visible in the footage beyond this distance, 
the intention was to classify the periods where they were sufficiently close to observe 
in reasonable detail. This value may be altered as desired. 

Once complete, the data captured from the experiment consisted of the following: 
five video recordings at a variety of qualities and stored in a variety of codecs; one 
log from the augmented camera showing timestamped locations and bearings; one 
single-line log from each of the stationary cameras showing location and bearing;  
one log from each participant showing location and another showing timestamps of 
button events. These data logs and video files were subsequently read into the 
Replayer toolkit and synchronised using the QCCI [14] technique: an efficient method 
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based on recording video footage of PDA screens that display system times, and using 
this information to calculate offsets for video files.  To verify synchronisation, a 
whistle was blown at the beginning and end of the trial and recorded by all the 
cameras.  Using Replayer’s ‘Play All’ feature to play all the videos simultaneously 
verifies that the whistle is heard in each stream at the same time. 

6.2   Analysing the Data 

Once these logs have been parsed by Replayer, several options for examining the data 
are available.  A number of examples of use are demonstrated below.  The interface 
shown in Figure 6 can be used to filter the data.  The checkboxes at the top allow an 
analyst to show or exclude data captured at times where the selected participants were 
in view.  Similarly, checkboxes on the left allow this filtering process to involve any 
or all of the cameras.  The sliders on the right set the minimum allowed stability for 
each camera, so that periods where there is a lot of camera movement can also be 
filtered out. 

 

Fig. 6. The interface for the filtering controls 

Visualising Which Events have been Captured 
The graph in Figure 7 shows logged events over time.  The x-axis covers the time 
from the beginning until the end of the experiment.  Glyphs are placed on the y-axis 
dependent on event type (in this trial, each of the three button clicks) and are coloured 
by participant.  The analyst can zoom or pan this graph, with the green box in the top 
right corner giving a context of how the current view corresponds to the full graph. 

An analyst may be interested in one type of event.  Existing Replayer functionality 
allows one row of this graph (one type of event) to be selected, which would instruct 
the video component to show only the corresponding time periods.  Of course, there is 
no guarantee that all video recorded at these times have caught the events.  The 
techniques presented in this paper allow the graph to be further filtered, so that events 
uncaptured on video are coloured grey in this view.  Events captured but above the 
threshold for acceptable instability are similarly filtered. This shows the analyst 
exactly which logged data can be enhanced by the context provided by video footage.   
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Fig. 7. An Event Series component showing logged events over time (x-axis), and the named 
events along the y-axis.  Events are coloured by participant ID, and because of the selection 
made in another component the events that were not captured on any cameras are greyed out. 

Spatial Distribution of Captured Events 
Replayer shows spatial information by plotting points in Google Earth 
(http://earth.google.com/).  The screenshot in Figure 8 shows logged GPS trails for 
one participants as he moved around the area in which the experiment took place.  
The locations and fields-of-view of the fixed cameras are also shown.  From this 
view, it is easy to see the participant activity that has been captured, and the distances 
from the cameras. Those at closer range are likely to be more clearly visible than 
those just on the periphery of a given camera’s view.  Such an image would also be 
useful in re-positioning cameras for future experiments to capture more data. 

 

Fig. 8. GPS trail for one participant during the trial. The four static cameras are shown, with the 
portions of activity captured on camera coloured red. 

While this particular form of visualisation is very effective when dealing with fixed 
cameras, it becomes more complex when dealing with roaming cameras. Figure 8 
shows data recorded over time, but when handling a roaming camera, there is not a 
single place to draw the visual field of the camera.  In such cases, an animation can be 
displayed: the Replayer mapping component can be set to ‘replay’ the recorded data, 
displaying only one icon for each participant and camera at a time, and showing how 
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they moved in real-time during the trial.  The roaming camera can then be shown to 
move around the trial area, with the triangle rotating to show the bearing at that time.  
This can be viewed in synchronisation with the video, to show in real time both the 
location of the roaming camera and the video recorded at that time.  

Playback Video of a Single Participant’s Activity 
A third visualisation, shown in Figure 9, displays five streams of video footage and a 
timeline for each.  An analyst has selected to see data from one of the two participants 
and the timelines have been automatically highlighted in green over the periods where 
the participant has been calculated to be in view.  As can be seen, the green areas 
around the playback markers show periods of participant presence in the timelines 
labelled PhoneCamBlue, SonyCam and a short period in RoamingCam.  This matches 
with the footage from the cameras. 

     

Fig. 9. Five video streams playing in synchronisation, with a timeline for each shown under-
neath.  The analyst has selected to view all the video for a specific participant and the green 
highlighting on the timelines shows the periods in each of the videos where the participant is 
judged to appear.  As can be seen, the playback marker is within the green area for three of the 
timelines, indicating that the participant should be in view of three of the cameras at this point. 
Larger images of the five video playback markers are shown on the right for clarity. Video 
playback can be set to skip periods where the participant does not appear in any video streams.   
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In the figure, all the streams are being played together.  The lower part of the 
image shows a timeline for the experiment, which is shown to run from 19:08 until 
19:18.  A separate timeline is shown for each video stream, with the areas of each 
drawn in red showing the periods of the trial for which that camera has footage.  As 
all the cameras were switched on and off at different times, these do not match, but 
Replayer synchronises the streams for concurrent playback.  The thumb markers 
drawn on each timeline show the current position of the footage in each stream and 
the green areas of highlighting show the periods at which the participant was in view.   

On playback, Replayer can be set to play all footage in real time or to show only 
the periods where the participant was recorded.  In the latter mode, the system will 
display only those video streams that contain the participant, hiding the streams where 
no data is being displayed.  Periods where the participant is outwith the view of all the 
cameras will be skipped entirely and multiple streams will be shown concurrently in 
the periods when the participant was captured by more than one camera.   

The playback is also synchronised with other components so that, for example, 
glyphs on event graphs are highlighted as they occur. 

Filter Video by Camera Stability 
The final visualisation, shown in Figure 10, demonstrates the ability to analyse video 
data by camera stability.  Replayer has processed the accelerometers logs from the 
augmented camera and created a graph of camera motion over time, as shown in the 
top of the figure.  The video component at the bottom left shows footage from a static 
camera, whereas the one on the right shows that recorded from the augmented 
roaming camera whose stability has been graphed. 

The analyst has decided to select a period of high instability from this graph. This 
is achieved by dragging the triangular markers at the top of the tool, which highlights 
the selected period in blue.  As a result of this selection, the two video components 
below the graph jump to the beginning of the selected period.  The static camera has 
actually filmed the roaming camera operator at this time, and it can be seen that he is 
filming something to his right, but appears unsteady, perhaps running or losing his 
balance on the slope.  A participant is visible in the footage recorded from the 
roaming camera at this point, but, as suggested by the graph, this is occurring at a 
period of high motion and the video stream is unstable and blurred. 

The discovery of this footage is perhaps not of great benefit to an analyst, but this 
example serves to show how periods of camera instability can be successfully 
detected automatically, so that they may be filtered out of trial playback to leave only 
reliable footage, should that be the analyst’s desire.   

Accuracy of Results 
To assess the accuracy of the system on this trial data a brief evaluation was 
performed.  Video data was filtered to show only those periods where the system had 
judged participants to be in view.  The video was then manually reviewed to verify 
the system’s findings.  Several such comparisons were made for different cameras and 
filtering on different participants, with the system found to have correctly identified 
the periods at which participants were in view with results ranging between 61% and 
82% accuracy. 
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Fig. 10. The graph at the top of the figure shows instability over time of a roaming camera in 
the experiment.  A period of high instability has been selected by an analyst, highlighting it in 
blue and selecting this period to view in the video components.  The video at the bottom right 
shows the footage recorded from the roaming camera, while the video in the bottom left shows 
footage from a static camera that happens to have recorded the roaming cameraman at this 
instant.  While it would be more likely that an analyst would want to filter out such footage, this 
example serves to demonstrate that periods of camera instability can be reliably identified. 

These results are very dependent on the technology being employed. As GPS 
positioning is generally not guaranteed to provide pin-point locations, the results are 
not expected to be perfectly accurate in all cases.  Subjective impressions of position 
accuracy were made by examining GPS trails and logs showing the number of 
satellites a participant’s PDA could see at any given time. Smooth GPS trails 
probably indicate a good representation of a participant’s actual route, whereas a more 
scattered display of points in the trail suggests more noisy data.  From these 
impressions it appeared that one participant’s position had been logged more 
accurately than the others.  Of all the evaluation comparisons, the classification of this 
user’s appearance on static cameras was found to be performed with the greatest 
accuracy.  The example that gave percentage accuracy in only the low 60s was 
analysing the classification with the roaming camera of the participant who had the 
poorer GPS logging.  In this case, inaccurate position logging of either the participant 
or the camera operator could lead to errors. 

This analysis was not performed in a carefully managed lab environment, but has 
demonstrated that the presented techniques can operate with a fair degree of accuracy 
under realistic usage conditions.  For example, the trial area was lined with trees (as 
can be seen in Figure 3), meaning that GPS positioning was more accurate in some 
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areas than others, as would be the case in many real system trials.  Additionally, as 
one would expect, the hardware used in the trial did not all perform to the same 
standard, and the more precise sensors led to better classification of video. It is also 
worth noting that the presented techniques are not dependent on GPS technology;  as 
positioning technologies continue to improve, so will the accuracy of this technique. 

Summary 
In performing qualitative evaluation of a pervasive computing system, an analyst may 
wish to examine many hours of video recorded on several cameras for each of several 
trials.  Such a volume of data is very time consuming to work through looking for 
specific events or well-filmed actions.  Although an analyst may wish to examine all 
the available footage in a thorough evaluation, there is clear benefit in being able to 
quickly find the most interesting periods without resorting to a linear search. 

With the techniques presented here, an analyst can select a particular logged event 
of interest (for example, a specific type of user interaction, or a recorded system event  
such as entering into wireless network range) and be shown every occurrence of these 
on a timeline.  This collection of events can be filtered to leave only those that were 
captured on video and those recorded when the camera was sufficiently steady to 
provide a clear image.  Should the analyst wish, the recorded events can be further 
analysed on a map to see how far they occurred from the camera, and only those that 
occurred close to a camera can be selected.   Having made this selection, the analyst 
can watch the events of interest across several concurrent video streams. 

The simple ColourLogger application demonstrated here was intended to be 
representative of many mobile applications, and to allow for our experimentation and 
development to take place.  Of course, the value of examining the data collected about 
the use of  ColourLogger is minimal, but it has served as a stepping stone towards use 
of the new Replayer extension in the trials of new mobile applications that are now in 
development.  It is anticipated that these techniques will play an integral part in the 
running of system trials involving multiple analysts and multiple participants using 
our systems over a large geographic area and over a significant period of time.  
Evaluation of the system is also still ongoing, and the next step will be to give the 
system to analysts other than ourselves to assess how it assists their work practices 
and to determine whether video can be classified with acceptable accuracy.  Of 
particular interest would be comparing alternative methods of evaluation: judging the 
benefit of the presented techniques by comparing analyses performed with and 
without Replayer.  Other future work is described in the next section. 

7   Future Work 

As we continue to work on Replayer, one particular use we envisage is in the 
orchestration of a system trial. The sort of data described here could be uploaded and 
analysed in real time, something not implausible given the prevalent availability of 
wireless communications in modern devices; indeed all the devices used in our 
example were equipped with 802.11 wi-fi and could have been sending data directly 
to a server. It would then be possible, for example, to show a histogram of the amount 
of activity captured for each participant.  An orchestrator seeing inequality in this 
histogram could direct roaming cameras to concentrate on particular participants as 
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required. Of course this brings up issues of assured continuous connectivity, 
something that [5] points out may not be as simple to achieve as it seems.  

Several possibilities exist for further refining the techniques, with a view to 
increasing accuracy or providing additional filters for unusable video.  The degree to 
which participant and camera positions can be correctly logged is obviously important 
in successfully classifying the video, so it would be interesting to incorporate hybrid 
techniques that combine GPS with wi-fi and other beacon types such as Place Lab 
(http://www.placelab.org) and Navizon (www.navizon.com) to see what benefits 
these could offer to the classification accuracy.  We also aim to examine the issue of 
occlusion. A feature being integrated into Google Earth is a 3D representation of all 
the buildings in a given city; we hope to use this information to limit the modelled 
fields of view from each camera to reflect this occlusion.  Additionally, sensor 
information is available in three axes, so, in the case of roaming cameras, we also 
intend to allow analysts to quickly discard footage where the camera is pointing at the 
ground or sky.  Another approach would be to incorporate computer vision techniques 
to further classify the contents of the video. Properties such as poor lighting or lens 
flare could be identified, and the analyst would be given the opportunity to filter out 
such periods of footage. 

8   Conclusion 

We have presented a system for analysis of data recorded in mobile application 
evaluations.   Specific recorded user activity can be queried, to automatically skip 
irrelevant video footage among the volumes of data recorded by multiple cameras, 
and to focus on that which is salient.  This reduction can include, for example, 
showing only the video in which a particular participant appears, or showing only that 
area of video in which a particular system event has been captured. Additionally we 
demonstrated a technique by which video of an unacceptable image stability can be 
automatically discarded. When performing an evaluation of a larger scale system, 
potentially hundreds of hours of video may be captured. The technique described in 
this paper allows an analyst to quickly locate specific data of interest within that 
footage. We devised, implemented and recorded a representative application to 
demonstrate how this method might be used, and showed some of the capabilities 
provided by this extension to the Replayer toolkit. This extension of Replayer does 
require some additional hardware; however, the hardware used is becoming 
increasingly available in commodity devices. We believe this is a valuable addition to 
the already versatile Replayer toolkit, and suggest that it could be widely applicable in 
the evaluation of mobile computing systems. It serves as another example of the 
benefits arising from combining quantitative and qualitative data, and from combining 
associated analytic approaches in synergistic ways. 
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Abstract. Although the privacy threats and countermeasures associated with 
location data are well known, there has not been a thorough experiment to 
assess the effectiveness of either. We examine location data gathered from 
volunteer subjects to quantify how well four different algorithms can identify 
the subjects’ home locations and then their identities using a freely available, 
programmable Web search engine. Our procedure can identify at least a small 
fraction of the subjects and a larger fraction of their home addresses. We then 
apply three different obscuration countermeasures designed to foil the privacy 
attacks: spatial cloaking, noise, and rounding. We show how much obscuration 
is necessary to maintain the privacy of all the subjects.  

Keywords: location, privacy, inference attack, location tracks. 

1   Introduction 

Location is an important aspect of context in pervasive computing. As location-
sensitive devices pervade, it becomes important to assess privacy threats and 
countermeasures for location data. Privacy advocates worry that location data can be 
used to harm a person economically, invite unwelcome advertisements, enable 
stalking or physical attacks, or infer embarrassing proclivities[7, 28]. Except for 
isolated incidents, these threats have remained largely hypothetical, as have the 
proposed countermeasures. This paper is a first attempt at actually testing and 
quantifying one type of privacy threat using real location data: we try to identify 
individuals based on anonymized GPS tracks. With an attack in place, we are also 
able to quantify the effectiveness of some countermeasures that have been proposed 
in the literature. 

Despite the potential harm, people generally do not place a high value on the 
privacy of their location data. Danezis et al.[6] found that 74 students set a median 
price of £10 (about US$ 18 at the time of publication) to reveal 28 days of personal 
location tracks for research purposes. The median set price doubled if the data was 
going to be used for commercial purposes. In our own GPS survey (described below), 
we easily convinced 219 people from our institution to gives us two weeks of their 
driving data for a 1 in 100 chance to win a US$ 200 MP3 player. A survey of 11 
participants with a mobile, location-sensitive message service found that privacy 
concerns were fairly light[16]. In our GPS study, only 13 of 62 (21%) whom we 
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asked insisted on not sharing their location data outside our institution. In 55 
interviews with subjects in Finland, Kaasinen[17] found that “… the interviewees 
were not worried about privacy issues with location-aware services.” However, he 
adds, “It did not occur to most of the interviewees that they could be located while 
using the service.”  

It may be that the implications of leaked location data will not be adequately 
understood until there is a widely publicized incident of an innocent victim being 
seriously harmed. A recent story[8] in the New York Daily News describes how a 
suspected killer was caught via cell phone tracking, but the tracked person was not 
one of the “good guys”. There have been at least two incidents in the U.S. where a 
man tracked an ex-wife or ex-girlfriend by secretly installing a GPS in her car[25]. 

This paper takes a different approach to exposing the risks of leaked location 
data by quantitatively assessing the threat using real location tracks to infer a 
person’s identity. Tracks such as these can be used benevolently to assess 
traffic[22], train a system about a user’s habits[26], create customized driving 
routes[20], help predict where a user is going[19], or create a travelogue[10]. To 
protect this data from malicious inferences, researchers have proposed 
pseudonymity[27], which attaches a persistent ID to the GPS data but that does not 
link the ID to the identity of the user. Pseudonymity was the same scheme used to 
protect the identities of AOL search users when their search query logs were 
released and subsequently retracted by AOL. The identity of searcher pseudonym 
“4417749” was uncovered from the search logs by a reporter[3]. In this paper, we 
assess the effectiveness of pseudonymity on GPS logs. 

Based on two-week (or longer) GPS tracks from 172 known individuals, we 
developed four heuristic algorithms to identify the latitude and longitude of their 
homes. From these locations, we used a free Web service to do a reverse “white 
pages” lookup, which takes a latitude and longitude coordinate as input and gives an 
address and name. We report the fraction of the individuals we were able to correctly 
identify and the fraction whose home address we found based on our four home-
finding algorithms. We go on to assess the effectiveness of three obscuration 
algorithms that attempt to alter the GPS data in a way to prevent our privacy attacks. 
This is the first paper we know of to assess quantitatively the risk of identifying the 
persons associated with leaked, pseudonymized location tracks. 

Analyzing data in order to illegitimately gain knowledge about a subject is known 
as an “inference attack”. Our tests are intended to mimic what an attacker would do 
with a large volume of location data from several individuals, assuming he or she has 
defeated any encryption or access control on the data. We assume the attacker’s goal 
is to identify the subjects after which he or she would nefariously profit from a 
multitude of associated identities and location tracks. The large volume of data 
necessitates an automated approach of the type we implement. Clearly an attacker 
with a smaller set of potential victims could afford more time-consuming means of 
identifying them by physically staking out their neighborhood or manually inspecting 
their location tracks. Our attacks are limited to computation. 

Our tests are based on GPS data gathered from volunteer drivers, which we 
describe in the next section. 
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2   Multiperson Location Survey 

Our Microsoft Multiperson Location Survey (MSMLS) is an ongoing survey of where 
people drive. We loan subjects a Garmin Geko 201 GPS receiver, capable of 
automatically recording 10,000 time-stamped latitude and longitude coordinates. The 
GPSs are powered from the car’s cigarette lighter, and a simple hardware 
modification ensures that the GPS turns on whenever it detects available power. This 
is necessary for the cars whose cigarette lighter is powered only when the car is on. 
Subjects are instructed to leave the GPS on their car’s dashboard. We set up the GPS 
in an adaptive recording mode so it ceases to record when the car is stopped. This 
prevents the memory from filling up while the car is parked. With this recording 
mode, we found that the median separation between points is 64.4 meters in distance 
and 6 seconds in time. Each subject recorded data for at least two weeks. 

We recruited subjects from our institution and allowed their adult family members 
to participate as well. Subjects are compensated by being entered in a drawing from 
100 subjects to win an MP3 player worth about US$ 200. Before receiving the GPS 
receiver, each subject fills out an online survey, whose questions include the subject’s 
name, home address, and other demographic information. The subject’s name and 
home address data serve as the ground truth for assessing our privacy attacks and 
countermeasures. At the time of the study, we had data from 172 drivers whose 
addresses were recognizable by our reverse geocoder. These are the subjects we used 
for the tests in this paper. From the demographic data, 72% were male, 75% had a 
domestic partner, 37% had children, and the average age of drivers was 37. 

Other location-gathering efforts include Ashbrook & Starner’s[2] two studies of 
subjects with wearable GPS recorders. One had a single subject for 4 months, and the 
second had six users for 7 months. Their GPS recorders could hold 200,000 points, 
compared to our 10,000. Liao et al.[21] gathered GPS data from one person for four 
months and subsequently five people for one week. As of this writing, the 
OpenStreetMap[15] project has 5511 GPS traces contributed by volunteers in an 
effort to produce copyright-free maps. 

3   Inferring Home and Identity 

Given a set of time-stamped latitude and longitude coordinates, the first step in our 
privacy attack is to infer the coordinates of the subject’s home. This section describes 
how we first computed the location of a subject’s home and then the subject’s identity 
from pseudonymous GPS data. 

3.1   Related Efforts 

The general problem of extracting significant places from location data has received 
much attention. Marmasse and Schmandt’s comMotion[24] system designated as 
significant those places where the GPS signal was lost three or more times within a 
given radius, normally due to a building blocking the signal, after which the user was 
prompted for a place name. Marmasse’s subsequent work[23] looked at a combination 
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of dwell time, breaks in time or distance, and periods of low GPS accuracy as 
potentially significant locations. Ashbrook & Starner[2] clustered places where the GPS 
signal was lost and asked users to name such locations. Using locations generated from 
Place Lab, Kang et al. [18] used time-based clustering to identify places that the user 
would likely find important. Hariharan & Toyama[11] created a time- and location-
sensitive clustering technique to hierarchically represent “stays” and “destinations”. 
Liao et al.[21] used this algorithm to find a user’s frequent destinations for higher-level 
machine learning about a user’s habits. Hightower et al.’s BeaconPrint[12] algorithm 
finds repeatable sets of GSM and Wi-Fi base stations where a user dwells. This is 
interesting in that it does not use spatial coordinates as a location indicator, but instead 
sets of consistently heard radio transmitters. Subramanya et al.[30] used a dynamic 
probabilistic model on inputs from GPS and other sensors to classify the user’s motion 
state (e.g. stationary, walking, driving, etc.) as well as the type of location from among 
indoors, outdoors, or vehicle. 

Of the work above, only Liao et al.[21] made an attempt to automatically 
determine which of the important places are the subject’s home. They used machine 
learning on labeled place data to achieve 100% classification accuracy in finding 
locations of their five subjects’ home and work places. 

The work most closely related to ours is from Hoh et al.[13] who used a database 
of week-long GPS traces from 239 drivers in the Detroit, MI, USA area. Examining a 
subset of 65 drivers, their home-finding algorithm was able to find plausible home 
locations of about 85%, although the authors did not know the actual locations of the 
drivers’ homes. Our study is based on drivers’ self-reported home addresses, and we 
also attempt to infer the drivers’ names as well as home locations. 

3.2   Finding Homes in GPS Traces 

Our first challenge is to find the coordinates of each subject’s home based on their 
GPS data. For each subject, we have a list of time-stamped latitude and longitude 
points. We tested four algorithms for picking out the location of the subject’s home, 
two of which depend on segmenting the GPS data into discrete trips. Our 
segmentation is simple: we sort the list of points by time and split it into candidate 
trips at points which are separated by more than five minutes. We then retain only 
those trip segments that meet three criteria: 

1. The trip must have at least ten measured points. 
2. The trip must be at least one kilometer long. 
3. The trip must have at least one pair of points during which the speed was at 

least 25 miles/hour. This helps eliminate walking and bicycle trips which we 
are not trying to analyze. 

The first two criteria tend to eliminate noise trips that result from random data 
gathered from parked vehicles. The final point in each trip segment is the trip’s 
destination, which gives us a list of latitude and longitude points, one for each trip, 
some of which are likely the location of the subject’s home. 

These are our four heuristic algorithms for computing the coordinates of each 
subject’s home: 
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Last Destination – This algorithm is based on the heuristic that the last destination of 
the day is often a subject’s home. For each day of the survey, we found the 
destination closest to, but not later than, 3 a.m. We computed the median latitude and 
longitude of these destinations for our estimate of the home location. 

 
Weighted Median – We assume that the subject spends more time at home than at 
any other location. Each coordinate in the survey (not just the destinations) is 
weighted by the dwell time at that point, i.e. the amount of time until the next point 
was recorded. The weighted median latitude and longitude is taken as the home 
location. The weighted median can be thought of as a regular median of a set of 
values, but values are repeated in the set proportional to a second set of corresponding 
weights. Thus, if a point is recorded at 8 p.m. as the subject parks his car at home, and 
if and nothing else recorded until 8 a.m. when the subject leaves home, the point 
recorded at 8 p.m. will have a much higher weight than points recorded at more 
frequent intervals during travel. This method implicitly accounts for the variable 
recording rate of our GPS receivers and it avoids the need for segmentation into trips. 

 
Largest Cluster – This heuristic assumes that most of a subject’s coordinates will be 
at home. We build a dendrogram of the subject’s destinations, where the merge 
criterion is the distance between the cluster centroids. The dendrogram is a common, 
agglomerative, hierarchical, clustering technique. We stop clustering when the nearest 
two clusters are over 100 meters apart. The home location is taken as the centroid of 
the cluster with the most points. 

 
Best Time – This is the most principled (and worst performing) algorithm for finding 
the subject’s home. It learns a distribution over time giving the probability that the 
subject is home. For each measured location (not just the destinations), we reverse 
geocoded the latitude and longitude coordinates into a street address. Reverse 
geocoding takes a (latitude, longitude) and returns a street address or other symbolic 
representation of the location. We used the MapPoint® Web Service (MPWS) as our 
reverse geocoder. From our survey, we took each subject’s self-reported home 
address and normalized it to the same format used by MPWS. Looking at 30-minute 
intervals in time, we computed the frequency with which the reverse geocoded points 
matched the subject’s actual address. In order to compensate for the GPS’s adaptive 
sampling times, we resampled all the measured location traces at one-minute intervals 
to avoid biasing the distribution away from times when points were recorded 
infrequently. The relative probability of being at home vs. time of day is shown in  
Figure 1. As expected, people are more likely to be home at night than during the day. 
Applying this distribution, we compute the relative probability of being home for each 
measured latitude and longitude for each subject. We extract those coordinates for 
each subject that have the maximum relative probability and take the home location as 
the median of those points. 

The work most similar to ours, Hoh et al.[13], used heuristics similar to ours for 
finding homes based on GPS traces. They first dropped GPS samples recorded at 
speeds greater than one meter/second and then applied agglomerative clustering until 
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the clusters reached an average size of 100 meters. They eliminated clusters with no 
recorded points between 4 p.m. and midnight as well as clusters deemed outside 
residential areas by manual inspection of maps. 

Although our ultimate goal is to infer identities, we can assess the performance of 
our algorithms at an intermediate step by evaluating how well they locate each 
subject’s home. For this evaluation, we used MPWS to geocode the location (i.e. find 
the latitude and longitude coordinates) of each subject’s home based on their reported 
addresses. We then computed the errors between the geocoded locations and the 
inferred locations given by our four algorithms. The best performing algorithm, in 
terms of median error, was “Last Destination”, whose median error was 60.7 meters. 
“Weighted Median” and “Largest Cluster” had nearly the same median errors, at 66.6 
meters. “Best Time” was significantly worse with a median error of 2390.2 meters. 
Figure 2 shows a histogram of home location errors from the best-performing “Last 
Destination” algorithm. Based on these results, we can conclude that an attacker, 
using data like ours, could computationally locate a subject’s home to within about 60 
meters at least half the time. 

The “Best Time” algorithm reveals an interesting characteristic of our reverse 
geocoding solution. Reverse geocoding is an integral part of our privacy attack, 
because it is the link from a raw coordinate to a home address and ultimately to an 
identity via a white pages lookup. In developing the probability distribution for “Best 
Time”, we found only 1.2% of the measured points were reverse geocoded to the 
subjects’ self-reported home addresses. This is after we resampled our data at a 
constant one minute interval to compensate for our GPS’s adaptive recording mode. 
This is why Figure 1 shows only relative probability (normalized to a sum of one), not 
the absolute probability of a subject being at home, because the computed absolute 
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Fig. 1. The relative probability of a subject being at home varies depending on the time of 
day. We used this distribution in our "Best Time" algorithm to help determine the location 
of a subject's home. 
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probabilities are clearly too small. For the purposes of “Best Time”, it is enough to 
know only the relative probabilities. In evaluating our reverse geocoder, it seems 
extremely unlikely that our subjects collectively spend only 1.2% of their time at 
home, which makes us suspicious that our reverse geocoder was usually not giving 
the correct address corresponding to the measured coordinates. This is one weak point 
in the type of attacks we are examining. 

3.3   From Home Coordinates to Identity 

Armed with a likely coordinate of a subject’s home, the final step in our privacy 
attack is to find the subject’s identity. We accomplished this with a Web-based, white 
pages lookup. Windows Live™ Search has a freely downloadable API[14] that allows 
no-cost, programmatic access to its search capabilities. In “phone book” mode, the 
search engine can be set up to return street addresses and associated names within a 
given radius of a given coordinate. There are several paid services available on the 
Web which give the same information.When our search engine returned multiple 
results, we took the one physically nearest the given coordinate based on the search 
engine’s returned latitude and longitude fields. 

3.4   Attacker Summary 

Summarizing our assumptions about the attacker, we assume the following: 

• The attacker has access to about two weeks of time-stamped GPS data recorded 
from 172 unknown drivers. The GPS receivers are in the drivers’ vehicles, not 
carried on the drivers themselves. The GPS data is recorded at a median interval 
of 6 seconds and 64.4 meters. 
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Fig. 2. This is a histogram of the home location errors from the "Last Destination" 
algorithm. The median error was 60.7 meters. 
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• The GPS data points for each driver are tagged with a common pseudonym such 
that all the GPS data for each driver can be easily grouped together and 
distinguished from data for the other drivers. 

• The attack consists of first trying to computationally identify the latitude and 
longitude of each driver’s home based on the GPS data. Then these coordinates 
are used to find the driver’s name using a Web search. 

3.5   Results 

We applied the four algorithms in Section 3.2 to each of the subjects in our study. 
Each algorithm gives a single coordindate as a guess for the subject’s home location. 
We submitted these locations to our search engine and manually compared the 
subject’s name to the name(s) returned. Sometimes the search engine returned the 
names of two people living at the same address. We counted the return as a success if 
it contained at least the subject’s name. We also counted the return as a success if it 
returned just the subject’s first initial and last name, e.g. “G. Washington” was 
considered a valid match for “George Washington”. 

Of the 172 subjects, the four inference algorithms performed as follows: 

Algorithm Number Correct Out of 172 Percent Correct
Last Destination 8 4.7%

Weighted Median 9 5.2%
Largest Cluster 9 5.2%

Best Time 2 1.2%  

This shows that there is a legitimate danger in releasing pseudonymized location 
data to potential attackers. However, the number of successful identifications was not 
high. We speculate that these low rates were caused by three main types of problems: 

• Measurements 
o Inaccurate GPS. GPS may not report a location near enough to a 

subject’s house due to its inherent inaccuracies. 
o Missing GPS. Our adaptive recording mode may not have captured 

points close enough to the subject’s home, especially if a subject, 
upon arriving at home, drove immediately into a parking structure 
that blocks GPS. 

o Inaccurate home location heuristics. As shown above, our best home 
location algorithm has a median error of 60.7 meters. 

• Database 
o Inaccurate reverse geocoding. This is apparent from the reverse 

geocoding we did for the “Best Time” algorithm, in which only 1.2% 
of the measured GPS points were coded to the subject’s self-reported 
home address. Reverse geocoding normally works by linearly 
interpolating to a house number based on addresses at the street 
intersections. The reverse geocoder is generally unaware of different 
sized land lots and house number gaps. 

o Outdated and/or inaccurate white pages data. We performed a white 
pages search for the self-reported addresses of our subjects. As shown 
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in Figure 3, only 33% of the subjects’ names were found listed with 
their addresses. 11% of the address listings had different names 
listed, possibly because the subject had moved. 43% of the addresses 
were not found in the white pages. 

• Subject behavior 
o Parking locations distant from home locations. Some subjects may 

park their cars at a distance from their actual homes. Tracking the 
subjects themselves rather than their vehicles may have compromised 
more identies. 

o Multiunit buildings. The coordinates of a parked vehicle are not a good 
clue to the exact housing unit of subject who lives in an apartment 
building or condominium. Using the analysis from the Figure 3, we 
found that 13% of our subjects lived in multiunit buildings. 

Figure 3 shows that, based on the white pages, 33% of the subjects could have 
been found, while the remainder were masked in one way or another. Despite these 
vagaries, we can say that there is a least a 5% chance that an attacker can infer a 
subject’s identity based on two weeks of GPS data like ours using a fairly simple 
algorithm and free, Web-based lookups. 

Clearly there are countermeasures available, such as encryption and strict privacy 
policies. Our study is intended to highlight the need for such countermeasures by 
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Fig. 3. We used our white pages search to look up the name(s) associated with our subjects' 
self-reported addresses. Of all the addresses, only 33% yielded a set of names that included 
the corresponding subject. The rest were either addresses in a multiunit building giving 
several possible names (for which the subject usually did not appear), a different name 
given for the address, or the address was not found. 
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showing how vulnerable location data is to simple privacy attacks. In the next section 
we test some computational countermeasures that are designed to obscure the location 
of the subject’s home by corrupting the data. 

4   Countermeasures 

Pseudonymity is one countermeasure to protect the identity of people if their location 
history is exposed. In this section, we test three additional countermeasures that have 
been previously proposed in the research literature. These could be applied to 
pseudonymized location data to foil the attack presented in the previous section. In 
addition to regulatory and privacy policy methods, Duckham and Kulik[7] describe a 
variety of computational approaches to protecting location privacy: 

Pseudonymity – This is the technique we examined above, which consists of 
stripping names from location data and replacing them with arbitrary IDs. 

Spatial Cloaking – Gruteser and Grunwald[9] introduce the concept of spatial 
cloaking. A subject is k-anonymous if her reported location is imprecise enough for 
her to be indistinguishable from at least k-1 other subjects. Scott et al. [29] speculate 
that software agents could be used to implement spatial cloaking. Beresford and 
Stajano[4] introduce a related concept called “mix zones”. These are physical regions 
in which subjects’ pseudonyms can be shuffled among themselves to confuse an 
inference attack. 

Noise – If location data is noisy, it will not be useful for inferring the actual location 
of the subject. This technique is called “value distortion” in Agrawal and Srikant’s 
work on privacy-preserving data mining[1]. 

Rounding – If the location data is too coarse, it will not correspond to the subject’s 
actual location. This is called “value-class membership” in [1]. 

Vagueness – Subjects may report a place name (e.g. home, work, school, mall) 
instead of latitude and longitude. In their study on disclosure of location to social 
relations, Consolvo et al.[5] found that vagueness was not popular for mobile users 
communicating their locations to family and friends, although it would likely be more 
acceptable for disclosure to strangers. 

In addition, Hoh et al.[13] describe one other computational technique: 

Dropped Samples – Hoh et al. found that reducing the GPS sampling interval from 
one minute to four minutes reduced the home identification rate from 85% to 40%. 

We have already tested the effectiveness of pseudonymity in the previous section. 
In this section, we measure the effectiveness of noise, rounding, and one type of 
spatial cloaking applied on top of pseudonymity. 

These computational countermeasures contrast with information-preserving 
countermeasures like encryption and access control, which are beyond the scope of 
this paper. While these other techniques may be better, we speculate that drivers 
would be more comfortable releasing corrupted data than they would accepting an 
authority’s promise to be careful with the uncorrupted data. 
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4.1   Countermeasure Specifics 

Our three countermeasures apply to the raw latitude and longitude data. In a real 
setting, they would be applied to the data near the source before it is transmitted 
anywhere an attacker could access it. The specifics of the three methods are: 

 
Spatial Cloaking – Previously described spatial cloaking is applied to groups of people 
in the same region. We implemented an alternative that uses only a single user’s data. It 
simply deletes coordinates near the subject’s home, creating ambiguity about the 
home’s actual location. A simple version of the algorithm would delete all points in a 
circle centered at the subject’s home. However, a geometrically-minded attacker might 
be able to guess the circle’s radius and find the center. Instead, we center the 
“invisibility circle” at a random point inside a smaller circle which is centered on the 
home’s location. Specifically, we have a circle of radius r  centered on the home. We 
pick a uniformly distributed, random latitude and longitude coordinate inside this circle 
as the center of a larger circle of radius R , Rr < . We delete all the measured 
coordinates inside the larger circle. This is illustrated in Figure 4. This process is applied 
to each subject with a different random point for each one. This ensures that points at 
and near the home will be deleted, and the randomness for each subject makes it more 
difficult for the attacker to infer the geometry of the deletions. 

 
Noise – We implement noise by simply adding 2D, Gaussian noise to each measured 
latitude and longitude coordinate. For each point, we generate a noise vector with a 
random uniform direction over )2,0[ π  and a Gaussian-distributed magnitude from 

( )2,0 σN . A negative magnitude reverses the direction of the noise vector. 

r

actual 
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location

R

random 
point in 

small circle

data inside 
large circle 

deleted

 

Fig. 4. We delete data inside the large circle to help conceal the home's location 
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Rounding – We snap each latitude and longitude to the nearest point on a square grid 
with spacing Δ  in meters. 

Figure 5 shows the effect of these three methods on data from one of our survey’s 
subjects. 

 

 

4.2   Countermeasure Results 

We evaluated the effectiveness of our three countermeasures as a function of their 
various parameters. In evaluating pseudonymity above, we considered what fraction 
 

  
Uncorrupted GPS data Spatial Cloaking – Points inside circle 

deleted. 100 meter radius circle was 
centered at a random point near the 
home. 

  
Noise – Added Gaussian noise with 50 
meter standard deviation 

Rounding – Each point snapped to 
nearest point on 50 meter × 50 meter 
grid. 

Fig. 5. This demonstrates the effect of our three methods of corrupting GPS data to 
enhance privacy on a set of data from one of our subjects. The upper left image shows the 
raw, uncorrupted GPS data. The white circle in each image shows the location of the 
subject's house. 
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of names we could correctly identify. However, this is highly dependent on the 
quality of our white pages lookup, which we demonstrated as poor. For evaluating the 
three countermeasures, we instead measured how many correct home addresses we 
could find, which eliminates the uncertainty caused by poor white pages. To find the 
address associated with the inferred coordinates of a home, we used the MapPoint® 
Web Service. As a baseline, when run on unaltered coordinate data, the four inference 
algorithms correctly find these fractions of the subjects’ home addresses: 

Algorithm Number Correct Out of 172 Percent Correct
Last Destination 22 12.8%

Weighted Median 20 11.6%
Largest Cluster 19 11.0%

Best Time 6 3.5%  

We are trying to find how much we have to corrupt the GPS data for the three 
countermeasures to significantly reduce the number of correct address inferences. 

 
Spatial Cloaking – To simplify presentation, we present only the best-performing 
“Last Destination” algorithm for spatial cloaking. The results for varying values of R  
and r  (see Figure 4) are shown in Figure 6. It is not until a deletion radius R  of 2000 
meters that the inference rate for home addresses dropped to zero. Changing the size 
of the smaller circle, radius r , did not have a noticeable effect. 
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Fig. 6. Based on 172 subjects, spatial cloaking was not 100% effective until all data within 
2000 meters of the home was deleted 
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Noise – The number of correct address inferences as a function of σ  is shown in  
Figure 7. As expected, the number of correct addresses found decreases with 
increasing noise, although the amount of noise required for a significant reduction in 
performance is perhaps surprising. Noise with a standard deviation of 5 kilometers 
reduced the number of found addresses to only one out of 172 for three of the 
inference algorithms and to zero for “Largest Cluster”. 

 
Rounding – Coarser discretization reduced the number of correct address inferences, 
which dropped to zero for all algorithms with a Δ  of 5 kilometers, as shown in  
Figure 8. 

None of the home-finding algorithms stood out as uniquely robust at resisting the 
countermeasures. Likewise, none of the countermeasures proved uniquely effective at 
resisting a privacy attack. The exact points at which the countermeasures become 
effective (e.g. noise level, spatial coarseness) likely do not generalize well to other 
types of location data due to variations in the time between measurements, distance 
between measurements, the sensor’s intrinsic accuracy and precision, and the density 
of homes. From a qualitative perspective, however, the level of corruption required to 
completely defeat the best inference algorithms is somewhat high. 

In choosing a countermeasure, it would be important to assess not only its 
effectiveness but the effect on the intended application. For instance, a traffic-
monitoring application may be relatively unaffected by cloaking a few hundred 
meters around drivers’ homes, because the application uses only aggregate statistics 
from multiple drivers, and because road speeds in residential neighborhoods are 
relatively unimportant. On the other hand, noise or rounding could easily overpower 
the map matching techniques that the traffic application would use to match GPS 
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Fig. 7. Adding noise with a standard deviation of five kilometers reduced the effect of 
inference attacks to near zero 
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points to actual roads. Similar arguments apply to the applications of making 
customized driving routes or travelogues, because cloaking the home location would 
have only a minor effect compared to noise or rounding. 

One unanswered question is the point at which a countermeasure becomes 
practically effective. Even if a few addresses or identities can be compromised, the 
attacker may not have any way to determine which inferences are correct. However, 
more sophisticated attacks could estimate their own uncertainty, highlighting which 
inferences are most likely correct. 

5   Summary 

This is the first paper we know of to make a thorough, experimental assessment of 
computational inference attacks on recorded location data, as well as the effectiveness 
of certain countermeasures. We showed that it is possible, using simple algorithms 
and a free Web service, to identify people based on their pseudonymous location 
tracks. Using GPS data from 172 subjects, we can find each person’s home location 
with a median error of about 60 meters. Submitting these locations to a reverse white 
pages lookup, we were able to correctly identify about 5% by name. This number is 
low partly due to our inaccuracy in finding the home locations, but also due to the 
vagaries of Web-based white pages. If we tried to identify only the home addresses, 
our accuracy rose to almost 13% using a commercially available reverse geocoder. 
Both the white pages and the reverse geocoder proved to be weak links in the 
inference attack, but both these technologies will improve as their benevolent 
applications become more important. 

We tested three different countermeasures: spatial cloaking, noise, and rounding. 
We quantified their effectiveness by how well they prevented our inference 
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Fig. 8. Discretizing latitude and longitude to a five-kilometer grid was enough to protect all 
addresses from our inference attacks 
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algorithms from finding the subjects’ home addresses. Our results show how much 
the location data needs to be corrupted to preserve privacy. The best of our home-
finding algorithms proved somewhat robust to these techniques. The high degree of 
corruption required when using noise or rounding means that several location-based 
services could become unusable. 

Future work on this problem should expand the experimental matrix with 
additional attack algorithms and countermeasures. It would be useful to create a 
quantitative assessment of the effect of the countermeasures on benevolent 
applications as well as on the attack algorithms as a guide to privacy policymakers. 
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Abstract. Small, mobile devices without user interfaces, such as Blue-
tooth headsets, often need to communicate securely over wireless net-
works. Active attacks can only be prevented by authenticating wireless
communication, which is problematic when devices do not have any a
priori information about each other. We introduce a new method for
device-to-device authentication by shaking devices together. This paper
describes two protocols for combining cryptographic authentication tech-
niques with known methods of accelerometer data analysis to the effect
of generating authenticated, secret keys. The protocols differ in their de-
sign, one being more conservative from a security point of view, while
the other allows more dynamic interactions. Three experiments are used
to optimize and validate our proposed authentication method.

1 Introduction

Applications envisioned for ubiquitous computing build upon spontaneous inter-
action of devices, such that a device can make serendipitous use of the services
provided by peer devices that may not be known a priori. In many scenarios,
it will be desirable to verify and secure spontaneous interactions in order to as-
certain that devices become paired as intended and protected against attacks
on their wireless link. In a managed network environment, device-to-device au-
thentication would be based on prior knowledge of each other or access to a
trusted third party, but neither can be assumed to be available in wireless ad
hoc networks for ubiquitous computing. As a consequence, secure device pairing
requires the user to be in the loop, for example to enter a shared secret such
as a PIN code into both devices. A challenge is to find mechanisms for users to
pair devices that are not only secure but also scale well for use in ubiquitous
computing. Specific challenges are that devices will, in many cases, be too small
to reasonably include key pads and displays, and that required user attention
must be minimal to be acceptable for spontaneous and short-lived interactions.

Pairing of a mobile phone with a headset for interaction over a wireless chan-
nel is a familiar example: we would like to achieve such interaction in a spon-
taneous manner (i.e. not requiring pre-configuration of phone and headset for
each other) but also ensure that it is secure. The wireless communication chan-
nel between the devices is susceptible to attacks ranging from eavesdropping to
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man-in-the-middle (MITM). If an attacker were successful in establishing them-
selves between, in this case, phone and headset, during the pairing process, then
they would obtain complete control over all phone calls. To safeguard against
such attacks, a so-called out-of-band channel is used during pairing in order to
authenticate communication over the primary channel. The out-of-band channel
must be limited such that it is user-controllable that only the intended devices
can communicate over it for the purposes of authentication. Note that authen-
tication and the subsequent pairing can be anonymous or “ephemeral” [1], i.e.
based on information only shared over the out-of-band-channel rather than ac-
tual device identities.

In this paper we contribute a method for device-to-device authentication that
is based on shared movement patterns which a user can simply generate by
shaking devices together. Using embedded accelerometers, devices can recognize
correlation of their movement and use movement patterns for authentication.
From a user perspective, jointly shaking is a simple technique for associating
devices [2]. In our method, it simultaneously serves as out-of-band mechanism.
Shaking has a number of characteristics on which we can build for our purposes:

– It is intuitive. People are familiar with shaking objects as manual interaction
that does not require learning, for instance from shaking of medicine, or
musical instruments. This means that shaking is unobtrusive in the sense
that it does not require the user’s full attention while being performed.

– It is vigorous. While there are many motion patterns that could be per-
formed with two devices, shaking tends to produce the highest continuous
acceleration values. While bouncing will produce larger accelerations, they
only occur as short spikes. Shaking provides acceleration larger than most
activities – and can thus be detected by simple thresholding – for as long as
necessary to pair devices (and as long as the user will not get tired).

– It is varying. As we will show below in our first experiment (in section 7.1),
the activity of shaking can be surprisingly different for different people. We
do not use shaking patterns as identification, but still benefit from large
differences in acceleration values, because this generates high entropy from
an attacker’s point of view.

It is important to note that users do not have to follow a particular pattern of
shaking but that they can shake as they like; we do not attempt to identify people
by their shaking patterns, but use it as a source of shared device movement.

We contribute two protocols that combine cryptographic primitives with ac-
celerometer data analysis to establish secure wireless channels by creating au-
thenticated secret keys. The two protocols achieve this aim differently: the first
is based on Diffie-Hellman key agreement and authentication of this key, uses a
conservative and better known design, provides better security and allows more
flexibility in comparing accelerometer time series; the second generates crypto-
graphic key material directly out of accelerometer data streams, is computation-
ally less expensive and thus easier to implement on resource limited devices, and
allows more dynamic interactions and group authentication.
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Both protocols use standard techniques of sensor data processing and time
series analysis: sampling, alignment, and feature extraction. After extracting
appropriate features, our cryptographic protocols ensure that authentication is
only possible if both devices have access to the same feature values. Specifi-
cally, they protect against MITM attacks on the wireless communication chan-
nel by using additional information gathered from the extracted features. This
approach is general, so that other sensors than accelerometers can be used with
similar methods, apart from changes in domain-specific heuristics. Sensor-based
authentication offers potential benefits to small, mobile devices that communi-
cate wirelessly and do not have traditional user interfaces. Examples are mobile
phones, smarts cards, key fobs, and generally accessories like headsets, watches,
or glasses.

2 Related Work

First concepts on secure device pairing suggested direct electrical contact [3],
while other suggestions to implement an out-of-band channel include a “physical
interlock” and the “Harmony” protocol [4], ultrasound [5], visual markers and
cameras [6], audio messages [7], the GSM short message service (SMS) [8], key
comparison, distance bounding and integrity codes [9], or manual input [10,1].
The DH-DB protocol proposed in [9] might also be applicable to an interac-
tive challenge-response scheme based on sensor data such as accelerometer data.
These approaches, with the exception of using camera phones, have in common
that they scale poorly from a user point of view. That is, they tend to be ob-
trusive and require the user’s attention. In our approach, we implement a low
bandwidth private channel over similar accelerometer readings, and use it for
authenticating a device pairing.

The idea of shaking two (or multiple) devices together to pair them has first
been described as “Smart-Its Friends” [2]. We use the same interaction technique
but extend it to include secure authentication. Castelluccia and Mutaf presented
a protocol for pairing CPU-constrained wireless devices under the assumption
of anonymous broadcast channels [11]. To achieve this property of source indis-
tinguishability, they argue that devices engaging in this authentication protocol
should be shaken and rotated randomly around each other. This shaking serves
to prevent signal strength analysis, but is, in contrast to our work, not used
directly as input to the authentication protocol. Hinckley presented an imple-
mentation of “synchronous gestures” [12] as a means of user interaction. By
correlating accelerometer time series on devices connected via WLAN, bumping
them together or tilting them can be detected and used as user input. Bumping
is one possible user interaction for starting the pairing process, i.e. a trigger
for our authentication method. Another closely related work was presented by
Lester et al. [13] and describes how to determine if two devices are carried by
the same person.
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3 Design of the Acceleration-Based Pairing Method

Figure 1 shows our architecture for authenticating device pairings with shaking
patterns. Both protocols make use of the same three pre-processing tasks 1 to 3.
They are executed locally on each device and result in “active” time series seg-
ments of equidistant samples. Our two protocols differ in tasks 4 and 5, which
can both be interactive, i.e. communicate with the remote device to which the
pairing is in process.

For protocol 1, tasks 4.1 and 5.1 are actually executed in parallel: after gen-
erating a secret key with standard Diffie-Hellman (DH) key agreement (which is
the first phase of task 5.1), the devices exchange their time series segments via an
interlock protocol. Then they compare their locally generated segment with the
one received from the remote device to check if they are similar enough. If they
pass this check, the second phase of task 5.1 derives the secret session key that
will be used for consecutive secure communication. This design is conservative
from a security point of view and, due to the non-interactive feature extraction
and comparison, allows the devices to use different means of verification. The
disadvantage of splitting task 5.1 into two phases is potentially a larger delay for
authentication, and the disadvantage of using DH is higher computational load.

Protocol 2 executes its tasks 4.2 and 5.2 in order: discrete (in contrast to
the real-valued samples) feature vectors are extracted in task 4.2, which act as
input to the interactive key agreement in task 5.2. This is an iterative process.
In each time step, feature vectors generated by 4.2 are checked for matches in
task 5.2. After sufficient iterations, a secret shared key can be generated out of
the collected matching feature vectors in task 5.2. This design has the advantages
of more dynamic key agreement, with devices being able to “tune into” other
device’s key streams, and of being less computationally expensive. On the other
hand, it does not provide forward secrecy and protection against offline attacks
as protocol 1 does, and is more unconventional and thus less well studied from
a security point of view.

For both protocols, there is a trade-off between usability and security that can
be exploited by applications and users depending on their requirements. Tasks 4
and 5 are described in more detail in sections 5 and 6, respectively.
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4 Pre-processing of Accelerometer Data

The three pre-processing tasks, executed as consecutive steps, are used to sample
and segment the sensor data so that feature extraction can build on normalized
time series.

Task 1: Sensor data acquisition. This first task is conceptually straight forward,
but requires careful implementation. Sensor data is assumed to be available in
the form of time series of acceleration values in all three dimensions, sampled at
equidistant time steps. These must be taken locally and not be communicated
wirelessly — for security purposes, it is critical not to leak any of this raw data,
which can be difficult considering the possibility of powerful side-channel attacks
(see e.g. [14]). Our practical experience shows a sample rate between 100 and
600 Hz to be appropriate.

Task 2: Temporal alignment. As the two devices sample accelerometer time
series independently in task 1, we require temporal synchronization for compar-
ison. We assume that devices are equipped with sufficiently accurate real-time
clocks, so that differences in sampling rates and drift will not be issues. This
reduces temporal alignment from an arbitrarily complex problem to triggering
the authentication procedure and to synchronizing the starting points for time
series comparison.

Triggering can be explicit by direct user input, e.g. pressing an “authenticate
now” button on both devices within a short time frame or bumping both devices
against the table or each other, or implicit, simply by starting to shake both
devices. We prefer the second protocol due to its ease of use, although it is more
difficult to implement. Synchronization can be at a sample level, i.e. within less
than half the sample width, or at an event level, i.e. based on the onset of detected
(explicit or implicit) events with the respective device. We use the latter, because
it does not require time synchronization between the devices — shaking events
can be detected locally at each device without communication, which is beneficial
from a security point of view.

For both triggering and synchronization, we detect motion and align those
parts of the time series where shaking is detected, which we call active segments,
by their start times. Segments are considered active when the variance of a sliding
window exceeds a threshold. Practical experiments show good results at a sample
rate between f = [128; 512] Hz with a sliding window of v = f/2 samples, i.e.
1/2 second, and a variance threshold around Tσ = 750.

Task 3: Spatial alignment. Shaking is inherently a three-dimensional movement.
In addition to the need to capture all three dimensions, the alignment between the
two devices is unknown. This means that the three dimensions recorded by the two
devices will not be aligned, which is a hard problem in itself. Lukowicz et al. de-
scribe how to calibrate three-dimensional accelerometers without user interaction
during stable periods [15]. However, since we are interested in the active phases and
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have to assume that the alignment of the devices changes during the transition,1
we can not directly apply this result. Instead, we reduce the three dimensions to a
single: by taking only the magnitude over all normalized dimensions, i.e. the length
of the vector, we solve the alignment problem. This approach requires considerably
less resources than other methods such as principal component analysis (PCA) or
modeling using domain-specific knowledge.

The result of these steps is that, when shaken together, both devices will
extract active segments of one-dimensional acceleration magnitude vectors. Even
without synchronized clocks, the start times of these independent time series are
typically synchronized within a few samples (on the event level).

5 Feature Extraction for Authentication Purposes

Two devices that are shaken together will experience similar, but not exactly
the same movement patterns. Even assuming noise-free sampling of accelera-
tions, the two accelerometers must have physically separate centers. Whenever
rotation is part of the movement, these separate centers will necessarily experi-
ence different accelerations, thus causing different sensor time series even if the
devices remain fixed in relation to each other. The problem of verifying that two
devices are shaken, or more generally, moved together therefore becomes a classi-
fication problem. Figure 2 shows examples of spatially aligned sensor time series
used as input to feature extraction with detected borders of active segments.
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Fig. 2. Example time series after spatial alignment with detected active segments

In deciding if time series are similar enough for authentication, the aim of the
feature extraction task is twofold: a) to extract feature values that are robust to
small variations in the shaking patterns and to sampling noise and b) to extract
1 When a user picks up the two devices to shake them, they will most probably be aligned

differently in their hand than they were before picking them up.
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a sufficiently large feature vector for use in the authentication protocol. In our
approach, the feature vector will be used to authenticate a key or to directly
generate a key, and thus it needs to be of high entropy from an attacker’s point
of view, i.e. involve a large amount of uncertainty.2 As indicated in section 1, we
argue that shaking is an appropriate movement for creating entropy: it creates
varying sensor readings, because it is one of the human movement patterns that
includes the highest frequency components. Slower movements will intuitively
not generate as much entropy.

There is an extensive body of literature on feature extraction from accelerom-
eter data. Particularly relevant to our problem are the described uses of the co-
herence measure by Lester et al. [13] and cross-covariance by Aylward et al. [16].
Both suggest sliding, windowed variances on each device for activity detection,
as used in our current implementation for task 2. Huynh and Schiele compare
different features for activity recognition and suggest the use of quantized FFT
coefficients [17]. For task 4, we select the most promising of the recently sug-
gested features: coherence and quantized FFT coefficients.

5.1 Coherence

We adopt the approach that was previously used by Lester et al. to distinguish
between two devices worn by the same person (on different parts of the body) and
two devices worn by two people walking in-step. They used coherence averages
and showed that simple, non-calibrated, cheap accelerometers are suitable for
analyzing human motion. Coherence is approximated by the magnitude squared
coherence (MSC) as

Cxy (f) =
Pxy (f)

Pxx (f) · Pyy (f)

with (cross-) power spectra

Pxy (f) =
1
n

n−1∑

k=0

xk (f) · ȳk (f)

computed over FFT coefficients xk (f) = FFT (ak (t) · h (t)) and yk (f) =
FFT (bk (t) · h (t)) using the standard von-Hann window h (t) = 1−cos(2πt/w)

2
That is, it is computed as the power spectrum correlation between two signals
split into n (optionally overlapping) averaged slices ak and bk of the signals a
and b, respectively, normalized by the signal power spectra. Note that, although
the signals a and b in time domain are real, their FFT coefficients x and y are
complex. By using squared magnitudes, Cxy is also real-valued. By x̄ we refer to
the conjugate complex of x. Because the significance of coherence values depends
on the number of averaged slices n – the more slices, the lower the coherence

2 The authentication protocol is said to be computationally secure if an attacker’s
entropy of the key approaches the key length, which is typically 128 bits.
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values are for the same signals –, we reduce longer time series to a maximum
length of 3 seconds. This is a compromise between sufficient variability for robust
classification and quick user interaction. The final value is computed simply by
averaging up to a cut-off frequency fmax

Cxy =
1

fmax

∫ fmax

0
Cxy (f) df

With this heuristic, we threshold Cxy to create a binary decision of similarity for
our authentication protocol. As explained below, our experiments have shown
that, with a sampling rate of r = 256 Hz and windows of w = 256 samples with an
overlap of 7/8 and a cut-off frequency of fmax = 40 Hz, coherence provides good
distinction between two devices being shaken by one person from two devices
being shaken by two people, one each.

5.2 Quantized FFT Coefficients

Coherence is a powerful measure of similarity, but, due to its use of continuous
values, does not lend itself to directly creating cryptographic key material out of
its results. Keys must be bit-for-bit equal, and thus be based on discrete instead
of continuous values. By retaining basic features of the coherence measure and
condensing them into discrete feature vectors, we can use those for a different
way of comparing two accelerometer time series. Coherence is based on FFT
coefficients, so it seems logical to quantize them into discrete values.

Huynh and Schiele compared different features with different window sizes
and found that pairwise adding of neighboring FFT coefficients and grouping
into exponential bands performed best in recognizing activities with moderate
to high intensity levels, while other features like pairwise correlation or spectral
energy were worse [17]. They also reported that the highest FFT peaks could
generally be found up to the tenth coefficient, which backs our own findings that
coefficients above 20 Hz do not contribute significantly.

We compared four variants of FFT-based feature vectors: linearly or exponen-
tially quantized coefficients used either directly of added pairwise. Our experi-
ments have shown that pairwise added, exponentially quantized FFT coefficients
performed best, as also suggested in [17]. When aiming for equivalence of feature
vectors, there is however an additional complication: small differences of values
near the boundaries of quantization bands can lead to different feature values,
although the FFT coefficients are only marginally different. Our solution is to
quantize each FFT vector into multiple candidate feature vectors with differ-
ent offsets. These offsets range from 0 to the value of the smallest quantization
band. The similarity criteria in this case is simply the percentage of matching
candidate feature vectors out of all vectors sent to another device. Thresholding
this percentage produces a binary decision for the authentication protocol. We
achieved best results for distinguishing shaking by one person from shaking by
two people, one device each, with b = 6 exponentially scaled bands for quanti-
zation, k = 4 candidates, and a cut-off frequency of fmax = 20 Hz at a sampling
rate of r = 512 Hz with FFT windows of w = 512 samples, overlapping by 50%.



152 R. Mayrhofer and H. Gellersen

6 Authentication Protocols

The two feature vectors generated in task 4 constitute, if equivalent, a shared
secret password. This shared string is not directly suitable to act as a secret key
for cryptographic primitives, because it is neither of defined length (e.g. 128 bits)
nor distributed uniformly. But it is possible to create a cryptographically secure
secret key via interactive protocols, authenticated by the feature vectors.

The choice of features directly influences requirements on the cryptographic
protocols. To compute the coherence measure, both vectors need to be available
completely to both devices.3 Therefore, the time series must be exchanged during
the interactive protocol — in a way that does not reveal them to an attacker.
Our first authentication protocol uses asymmetric cryptography to achieve this.

Feature vectors composed of quantized FFT coefficients, on the other hand, do
not allow for additional differences — authentication should only proceed if both
vectors are bit-for-bit equal. The advantage is that cryptographic key material
can be created using only symmetric cryptography, which is more suitable for
embedded devices.

For the formal descriptions of our protocols, we use the following notation: c =
E(K, m) describes the encryption of plain text m under key K with a symmetric
cipher, m = D(K, c) the corresponding decryption, H(m) describes the hashing
of message m with some secure hash, and m|n the concatenation of strings m
and n. The notation M [a : b] is used to describe the substring of a message M
starting at bit a and ending at bit b. The symbol ⊕ describes bit-wise XOR and
|S| the number of elements in a set S. If a message M is transmitted over an
insecure channel, we denote the received message M̃ to point out that it may
have been modified in transit, by noise or attack. C refers to some publicly known
constant. We use AES as a block cipher for E and D and SHADBL-256 as a secure
hash for H , which is a double execution of the standard SHA-256 message digest
to safeguard against length extension and partial-message collision attacks [18]
and is defined as SHADBL-256 = SHA-256 ((SHA-256 (m)) |m).

6.1 Protocol 1: Diffie-Hellman and Interlock*

Fig. 3 shows our first authentication protocol, which is based on a standard
Diffie-Hellman (DH) key agreement (introduced in their seminal article [19])
followed by an exchange of the condensed time series and comparison locally at
each device.

Using DH key agreement, devices A and B generate two – supposedly – shared
keys KAuth and KSess, where it is impossible to infer one from the other (under
the assumption that the hash function does not allow to find a pre-image).
Creating two keys, one for authentication, one as session key, provides forward
secrecy. Because DH is susceptible to MITM, the devices need to verify that
their keys are equivalent. The unique key property of DH guarantees with a
3 For security reasons, both devices should independently decide if authentication was

successful, and thus both need to compute the coherence.
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A Message B

Choose DH key

x ∈ {1 . . . q − 1} X := gx y ∈ {1 . . . q − 1}
KSess

a :=
�

KSess
b

:=
H(Y x) Y := gy H(Xy)

KAuth
a :=

�
KAuth

b
:=

H(Y x|C) H(Xy |C)

Split and encrypt signal

(i = 0 : n − 1, j = 1 : n): A1 = c0[0 : 63]| . . . |cn[0 : 63] (i = 0 : m − 1, j = 1 : m):
ai := a[128i : 128i + 127]

�
bi := b[128i : 128i + 127]

c0 ∈ {0, ..., 2128 − 1} B1 = d0[0 : 63]| . . . |dm[0 : 63] d0 ∈ {0, ..., 2128 − 1}
cj := E(KAuth

a , cj−1 ⊕ aj−1)
�

dj := E(KAuth
b

, dj−1 ⊕ bj−1)

Interlock and reassemable

(i = 0 : m − 1): A2 = c0[64 : 127]| . . . |cn[64 : 127] (i = 0 : n − 1):
d̃i := B̃1[128i : 128i + 63]|

�
c̃i := Ã1[128i : 128i + 63]|

B̃2[128i : 128i + 63] B2 = d0[64 : 127]| . . . |dn[64 : 127] Ã2[128i : 128i + 63]
b̃i := D(KAuth

a , d̃i+1) ⊕ d̃i
�

ãi := D(KAuth
b

, c̃i+1) ⊕ c̃i
b̃ := b̃0| . . . |b̃m ã := ã0| . . . |ãn

Compare

if a ∼ b̃ if b ∼ ã

then K := KSess
a then K := KSess

b
else K := null else K := null

Fig. 3. Protocol 1: Diffie-Hellman key agreement followed by exchange of the complete
time series via interlock*

very high probability, that, if KAuth
a = KAuth

b , there can be no attacker E with
KAuth

e1 = KAuth
a and KAuth

e2 = KAuth
b , and subsequently, no KSess

e1 = KSess
a and

KSess
e2 = KSess

b .
This verification is done with an extended interlock protocol. Interlock [20] is

not used widely, but is an efficient (in terms of message length) method to verify
that two parties share the same key. By using this key as an input to a block
cipher and splitting packets in halves, a MITM can only decrypt these packets
after having received both halves. The interlock protocol then demands that A
and B will only send their second halves after they have received the first halves
from the respective other side. This has the effect that both sides must commit
themselves to their values, by sending the first halves of the encrypted blocks,
before they can receive, and subsequently decrypt, the other side’s message.
Thus, interlock can be seen as a commitment scheme (see e.g. [21] for a definition)
based on block ciphers. An attacker E is now left with only two options: either
to forward the original packets, or to create packets on its own. In the former
case, A and B will be unable to decrypt the messages properly, because they
do not share the same key. In the latter case, E must guess the contents of the
messages, and encrypt them with the appropriate keys, before it has access to
the actual messages. When the messages sent by A and B have an entropy of
e bits. this leaves E with a single 2−e chance of remaining undetected.

The original version of interlock is suitable for messages the size of the cipher
block length. Because in our case the vectors of the accelerometer sensor data,
condensed into a time series of magnitudes, have arbitrary length, we introduce
a slightly extended protocol that we call interlock*. In this variant, A and B
encrypt their complete messages, i.e. the (zero-padded) vectors a and b with
lengths of n and m blocks, respectively, with any of the well-known block cipher
modes. For our motion authentication protocol, we simply use the cipher block
chaining (CBC) mode with a random initialization vector (IV). The resulting
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cipher texts c and d with lengths of n + 1 and m + 1 blocks are then split into
two messages by concatenating the first halves of all cipher blocks into the first
messages A1 and B1 and the second halves of all cipher blocks into the second
messages A2 and B2. This ensures that E can not decrypt any of the blocks, and
can therefore not even learn parts of the plain text messages.

After exchanging their messages a and b, A and B verify that a ∼ b, that is,
that they are similar enough under their chosen criteria. We use coherence as
described in section 5, but other suitable features can be used without changes to
the protocol. Because of this possibility, we do not try to minimize the message
lengths as e.g. suggested in [13]. In fact, A and B could use completely different
similarity criteria, and could still authenticate using the same protocol. This is
important for practical implementations, because different generations of devices
will need to be compatible with each other.

The MANA III scheme described in [10] serves a similar purpose as this pro-
tocol, but using different cryptographic primitives. While we employ a block
cipher, the MANA III scheme uses a MAC. Both constructions build on a mu-
tual commitment to an authenticator string before transmitting parts of it.

6.2 Protocol 2: Candidate Key Protocol

In our second protocol, which we call the candidate key protocol (CKP), the
shared secret key is generated from sensor data instead of by DH. As depicted
in Fig. 4, feature vectors v are hashed to generate candidate key parts h. If the
feature extraction task produces multiple “parallel” feature vectors vi for each
time window, as suggested above in section 5, then these yield multiple candidate

A Message B
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s.t. H(s̃
rb
b
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Fig. 4. Protocol 2: candidate key protocol for directly creating a secret key from com-
mon feature vector hashes
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key parts hi. The one-way hashes are a simple way to communicate that a device
has generated a certain feature vector without revealing it. To make dictionary
attacks harder, we use the standard method of prepending random salt values s
before hashing. When B receives such candidate key parts from A, it can check its
own history of recently generated feature vectors LH to check for equals. When
B has generated the same feature vector, it is stored in a list of matching key
parts MC specific to each communication partner. As soon as enough entropy
has been collected in this list, B concatenates all feature vectors, appends C,
hashes the resulting string, and sends a candidate key K to A. If no messages
have been lost in transit, A should be able to generate a key with the same hash,
and thus the same secret key, which it acknowledges to B. If messages have been
lost, A can simply ignore a candidate key and create its own later on.

CKP is again a general protocol and can be used with any feature vectors.
Here we apply it to quantized FFT coefficients, which work well for accelerometer
data. A more thorough analysis of CKP itself will be provided separately.

7 Experimental Evaluation

We conducted three experiments, two to optimize parameters for the feature
extraction tasks described in section 5, and one to validate our assumption of
ease of use. All three experiments used four simple ADXL202JE accelerometers,
two on each device, mounted at an angle of 90◦ so that all three dimensions could
be measured with a maximum acceleration of 2 g. The accelerometers are fixed
with compressed foam inside ping-pong balls (see Fig 5), and sampled at roughly
600 Hz. By choosing balls as “device” shapes and orienting the accelerometers
randomly inside the balls, each data set has different orientations. The subjects
were also asked to pick the devices up at the start of each sample, so that
orientations change between samples. Although the accelerometers were wired
to enable higher sampling rates, the attached cables were lightweight, flexible,
and long enough so as not to disturb movements of subjects.

Fig. 5. Experimental setup: devices with accelerometers and subject during data col-
lection
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7.1 Experiment 1: Single Subjects Data Collection

The first experiment was explorative and aimed to discover how people typically
shake small, lightweight objects. 51 people, 19 female aged between 20 and 55,
32 male aged between 20 and 58, of different professions, including cafeteria staff
and other non-office workers, were asked to shake both ping-pong balls, explicitly
without further instructions. For each subject, 30 samples of roughly 5 seconds
were taken: 5 each with both balls in the left, both in the right hand, one ball in
each hand, and while either standing or sitting. This extensive data set of 1530
samples shows surprisingly large differences in style, frequency, and vigor of the
shaking patterns. Samples with both balls in one hand serve as our “positive”
data set where authentication should be successful. The cases where one ball
was shaken in each hand are “neutral”: because a single person is performing the
motion, authentication could, but does not have to succeed.

7.2 Experiment 2: Pairs Trying to “hack” Authentication

The second experiment served to establish our “negative” data set of cases where
authentication should not be successful. It was organized as a competition with
a small prize to motivate participants to try harder. The goal was for a pair
of subjects to produce shaking patterns as similar as possible to each other.
8 different pairs contributed 8 complete data sets of 20 samples each and 4
incomplete sets with less samples: 5 samples each for both subjects using their
left hands, both their right, one subject left, the other right, and vice versa. Each
sample has roughly 15 seconds, because some time was allowed for starting the
motion and synchronization. For more flexibility in moving together, the pairs
were only standing but not sitting. Immediate feedback after each sample was
provided to the pairs in the form of the similarity values for both protocols, so
that they could adapt their shaking patterns appropriately for highest values.

Data from these two experiments was used to find parameters for detecting
active segments for the temporal alignment task, and to optimize parameter
combinations for the feature extraction task. The parameters for feature extrac-
tion reported in section 5 have been found by a full parameter search using
this extensive data set. For coherence, we use the parameter combination that
generates the maximum difference of coherence averages between all positive
and negative samples. Due to the larger parameter search space with higher
dimensionality, for the second protocol we use the combination that minimizes
4eP + eN . eP is the percentage of false positives, i.e. the number of successful
authentications for pairs, and eN is the percentage of false negatives, i.e. the
number of authentication errors for both balls shaken in one hand. That is, false
positives were weighted higher than false negatives. The values listed above in
the respective sections produced optimal results on this data set. An explorative
analysis of the results depending on these parameters shows that most of them
are robust w.r.t. the difference in coherence averages. This suggests that even
with suboptimal parameter combinations, which may be the case when using
these values with different data sets, results should not deteriorate significantly.
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Fig. 6. Thresholds for coherence and the number of matching FFT slices control the
trade-off between false positives and false negatives w.r.t. all positive/negative samples

Figure 6 shows the trade-off between false positives and false negatives, de-
pending on the thresholds. Unsurprisingly, the percentage of false positives de-
creases with increasing thresholds for both protocols. For protocol 1, shown in
Fig. 6a, false negatives begin to increase noticeably at a threshold of around 0.6,
while for protocol 2, shown in Fig. 6b, they remain nearly constant. The thresh-
old, either for coherence or for the percentage of matching candidate feature
vectors, can be set by the application, or possibly even by the user. From a secu-
rity point of view, we obviously prefer to restrict the number of false positives to
zero. With a coherence threshold of 0.72 and a threshold of 84% matching parts,
we achieve false negatives rates of 10.24% and 11.96%, respectively, with no
false positives. These false negatives are sufficiently low to provide user friendly
interaction, as also shown by our third experiment. The feedback of a failed
authentication is immediate, and users just need to shake the devices again.

There is room for improving the results for our first protocol using coherence.
As explained in section 5, we only use 3 seconds for comparing the time series.
If active segments are longer than this, we can choose freely which parts to
use. Figure 7 shows the average coherence values for our “negative” data sets,
depending on the offset of the compared time series parts. Number 1 corresponds
to the first 3 seconds, number 2 to the time series between 3 and 6 seconds, etc.
The graph shows that two people tend to loose synchronization the longer the
common movement needs to be sustained. We could exploit this fact by skipping
the first few seconds and comparing later parts, at the expense of forcing users
to shake devices longer. The results given above were generated by taking the
beginning of the active segments, and thus with the most difficult parts.

Data from the first experiment was also used to estimate the entropy of fea-
ture vectors used for our second protocol. Using the parameters found with the
first two data sets but 256 Hz instead of 512 Hz sample rate, quantized FFT
coefficient vectors were computed over all 1530 samples. This parameter combi-
nation generates feature vectors of 21 discrete values from 0 to 5. Each subject
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Fig. 7. Average coherence values depending on the segment offset show that people tend
to synchronize their movements better at the beginning of their coordinated motions

generated on average 526.86 different feature vectors, with a minimum of 140 and
a maximum of 1037. Aggregated over all subjects, there were 5595 different vec-
tors for the left hands, 4883 for the right, and 7988 and 7770 for device 1 and 2,
respectively. Overall, 12220 different feature vectors were generated during the
first experiment, corresponding to an entropy of 13.58 bits per feature vector. If
we assume an attacker to know which device, person, and hand are involved in
a protocol run, this entropy decreases to around 7 to 10 bits, depending on the
person. Overlapping feature vectors will have even less entropy, but we can still
assume to generate at least 7 bits entropy per second using our second protocol.

7.3 Experiment 3: Single Subjects Live Usability Validation

The third experiment was run in “live” mode instead of data collection with batch
processing, and used the same parameters. 30 subjects were asked to shake both
devices in their dominant hand, with the aim of achieving successful authen-
tication for both protocols. A simple GUI showed the status of both devices
(active/quiescent) and the similarity values for both protocols, with green back-
ground if it was higher than the respective threshold and red for lower values.
Subjects were asked to read a short list of tips for improving the similarity values
(to align the devices roughly along the movement axis, to keep the wrist stiff,
to shake quickly and vigorously, and to keep the elbow steady) and then to use
interactive trial&error for achieving successful authentication. 8 of the subjects
could immediately and reproducibly achieve this for both protocols starting with
their first try, 8 subjects after at most 5, and 2 subjects after at most 10 tries.
The remaining 12 subjects had more difficulty, but 7 could reproducibly achieve
authentication after being shown once how others did it, and then within at
most 3 further tries. 5 subjects only achieved authentication with either of the
protocols, but not with both at the same time. This experiment shows that,
even though the average rate of false negatives is low for the extensive data set
from the first experiment, some people have more trouble to generate strong
but similar movement patterns than others. Nonetheless, it also shows that the
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method is easy enough to learn within a few minutes from printed instructions
and trial&error, and that it can be used intuitively after this brief learning pe-
riod. The fact that a few subjects performed significantly better after being
shown suggests that the printed instructions need to be improved.

8 Conclusions

We have proposed two protocols for authentication based on accelerometer data
that generate secret keys between two devices when they are shaken together.
Although using similar techniques for accelerometer data analysis, it is evident
that the protocols achieve their aim very differently, from a security as well
as from a protocol point of view. We consider the first protocol more secure,
but the second to be more scalable. That is, if a large number of devices are
in range of the wireless network, a device using protocol 1 may need to run
Diffie-Hellman key agreement with a considerable number of other devices to
find that which it is shaken together with. For the second protocol, it only needs
to broadcast its candidate key parts stream, and the matching device can “tune
in”, i.e. synchronize, to this key stream. On the other hand, the security level of
our CKP-based protocol 2 is limited to the entropy of the feature vectors, and is
susceptible to offline attacks. When (pessimistically) estimating the entropy rate
at around 7 bits per second, 20 seconds of shaking should be sufficient to achieve
a security level of 128 bits. Users or applications may choose lower security levels.

Another potential issue in terms of security of protocol 2 is that secure hash
functions, the cornerstone of our design, have been subjected to considerably
less theoretical analysis than the DH construction or block ciphers which are
used in protocol 1. New attacks on hash functions are being discovered [22],
although the SHA-256 family of hashes, including the even more conservative
SHADBL-256, is still considered secure. Additionally, protocol 1 utilizes these
well-studied cryptographic primitives within a conservative design. An attacker
has a one-off chance for an online attack – to guess the whole time series –
and is thus significantly less likely to be successful than an offline attack on
protocol 2. Although we can not currently quantify the security level against
such unlikely online attacks, the security level of protocol 1 against offline attacks
is 128 bits even after only 3 seconds of shaking (assuming DH to be secure). By
introducing two protocols with different design, application developers can decide
on this well-known trade-off between security and performance according to their
requirements. Protocol 2 offers benefits for devices with limited resources, large
wireless networks, and quick interaction, while we recommend using protocol 1
for higher security demands.

Feature extraction and cryptographic protocols are mostly independent of
each other. Improvements in feature extraction to generate higher entropy and/or
be more robust against off-center rotational effects in the movements can be
used without modifying the cryptographic protocols, with the potential to sig-
nificantly increase the entropy rate and thus decrease shaking time. For proto-
col 1, such improvements can even be distributed independently while remaining
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compatible to older devices. We note that our cryptographic protocols are also
suitable for use with other types of sensors, while pre-processing and feature
extraction tasks would most likely need to be modified.

Potential applications for our pairing protocols are manifold; coupling a mo-
bile phone with a Bluetooth headset, establishing a transient secure connection
between two smart cards for exchanging digital money, or passing access rights
between key chains are prominent examples. 3D accelerometers are now being
embedded into off-the-shelf mobile devices like the “Nokia 5550 Sport” and can
immediately be used for authentication with our protocols. In our experiments
described in section 7, we intentionally used simple, cheap accelerometers that
are suitable for mass deployment.

The user interaction for authenticating devices is limited to just shaking them
together for a few seconds, and is thus unobtrusive. By combining the explicit
user interaction – taking two devices into one hand and shaking them as an
indication that they should pair – with implicit authentication, we limit the
burden placed on users. Connections are secured by default, not only as an
option.

Full source code of our implementation including a demonstration application
as well as our data sets are available as open source at http://www.openuat.org.
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Abstract. As pervasive environments become more commonplace, the privacy
of users is placed at increased risk. The numerous and diverse sensors in these
environments can record users’ contextual information, leading to users unwit-
tingly leaving “digital footprints.” Users must thus be allowed to control how
their digital footprints are reported to third parties. While a significant amount of
prior work has focused on location privacy, location is only one type of footprint,
and we expect most users to be incapable of specifying fine-grained policies for
a multitude of footprints. In this paper we present a policy language based on the
metaphor of physical walls, and posit that users will find this abstraction to be
an intuitive way to control access to their digital footprints. For example, users
understand the privacy implications of meeting in a room enclosed by physical
walls. By allowing users to deploy “virtual walls,” they can control the privacy
of their digital footprints much in the same way they control their privacy in the
physical world. We present a policy framework and model for virtual walls with
three levels of transparency that correspond to intuitive levels of privacy, and the
results of a user study that indicates that our model is easy to understand and use.

1 Introduction

As sensor-rich pervasive environments become more common, users’ privacy will be at
increased risk [16]. Sensors can record a user’s activities and personal information such
as heart rate, body temperature, and even conversations. Users may unwittingly leave
“digital footprints” (information about users derived from sensors) that can threaten
their privacy. These footprints can be disseminated to applications, or stored for later
retrieval, giving rise to useful context-aware applications. For example, applications can
involve direct queries from other users (“What is Bob doing now?”), triggers (“Alert
me when Bob is nearby”), or higher-level actions triggered by notifications (“Create
a virtual meeting when Alice and Bob are free in their offices”). Such applications
may be useful, but without adequate precautions, digital footprints may be accessed by
unwanted parties. While several proposed mechanisms protect location privacy, location
is just one kind of digital footprint, and these mechanisms do not directly apply to all
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types of footprints. As the number and variety of sensors grows, it will be cumbersome
for users to specify fine-grained policies about who can access which footprints.

We address one specific problem: the confidentiality of digital footprints, where we
define a digital footprint as contextual information derived from raw sensor readings. By
confidentiality, we mean that only authorized users should be able to access footprints
as defined by the user’s privacy policy. We believe that the term “digital footprints” is
more intuitive to lay users than “context,” since digital footprints evoke a sense of a
digital trail that a user may leave in the virtual world. We feel that users will be more
motivated to protect the privacy of their “digital footprints” rather than their “context.”1

We propose a policy framework based on the intuitive concept of “virtual walls”
that extends the notion of privacy provided by physical walls into the virtual realm. For
instance, users are aware of their physical privacy in a closed room — outsiders can-
not see or hear them. In a pervasive environment, however, their virtual privacy could
be quite the opposite. Digital footprints from a videocamera and a microphone could
expose their privacy in the virtual world, where other users can see and hear them by
accessing their footprints. Figure 1 shows a meeting room where Alice and Bob have
physical privacy, but sensors are disseminating personal footprints, such as their im-
ages and speech, to unwanted parties. Using virtual walls, users can “bolster” physical
walls by specifying intuitive policies that control access to all their personal footprints
in a way that is consistent with their notion of physical privacy. Virtual walls also re-
lieve the burden of specifying separate policies for several footprints, which would be
cumbersome in sensor-rich environments.

75

Video Sensor

Audio Sensor

Room Temperature

Fig. 1. Alice and Bob are aware of their physical privacy within the meeting room, but sensors
are leaking personal footprints to the pervasive environment

We define three levels of transparency for virtual walls: transparent, translucent, and
opaque, each with semantics that match what a user would expect in the physical world.
For example, Alice’s transparent virtual wall for a room allows users to “see” her per-
sonal digital footprints through the wall. An opaque wall restricts the visibility of all
footprints within the room, including general footprints such as room temperature or

1 The term “digital footprints” is not new. Its increasing use in the legal world [2,24] and the
popular media [23,27] highlights growing attention to the consequences of digital tracking.
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humidity. A translucent virtual wall discloses general digital footprints to outsiders
(people are present, movement, etc.) while keeping the identities and personal foot-
prints of people hidden. This is similar to physical translucence, through which out-
siders cannot identify people, but can see general movement, light, occupancy, and so
on.2 Figure 2 shows a translucent virtual wall that prevents reporting of personal foot-
prints, but keeps general footprints visible. To allow users to better control their privacy,
we extend this metaphor by allowing users to create different virtual walls for different
queriers. For instance, Alice could create a transparent wall around the cafeteria for her
friends, but a translucent wall for her professors. These walls allow her friends to see her
personal footprints, but disallow her professors from doing so. We validate the usability
of our model through a user study and show that users are indeed able to understand
and use our model to express privacy requirements.

This paper makes the following contributions:

A policy abstraction that is easy to understand and use. The metaphor of “virtual
walls,” validated by a user study, allows lay users to specify their privacy pref-
erences in a way that is consistent with their notion of physical privacy.

Addressing privacy in sensor-rich environments. Users control access to their foot-
prints without having to resort to fine-grained policies for each type of footprint.

A usable interface for specifying policies. We developed a prototype system, and
evaluated our graphical user interface (GUI) in a user study. The study validates
the ease of use of the GUI and provides valuable insights for further improvement.

Fig. 2. Alice and Bob deploy a translucent virtual wall to prevent unwanted disclosure of personal
footprints

Next, we outline our system architecture and then describe the virtual walls model in
Section 3. Section 4 describes a user study that tested our model and GUI. In Section 5

2 It is arguably impossible to guarantee complete privacy for users — for example, Alice’s lo-
cation might be hidden while she is in a meeting room, but if Charlie observes Alice enter
the room, then her location privacy is compromised. Our goal, however, is to mirror Alice’s
expectations of privacy in the physical world, where she is already aware of such threats.
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we discuss some challenges that would arise in a real deployment of virtual walls, and
suggest future work. Section 6 discusses related work, and Section 7 concludes.

2 Architecture

Our system consists of a context server, which collects and disseminates digital foot-
prints; clients, who instantiate walls or request footprints; and a sensing infrastructure
that extracts footprints from sensor inputs. Users instantiate virtual walls by contacting
the context server, which then uses the virtual walls to regulate access to footprints.

We use Solar [4] as the sensing infrastructure in our prototype system, but any such
service will do. Solar is an open publish/subscribe framework for processing and dis-
tributing contextual events in a pervasive environment. For example, a footprint regard-
ing Bob’s current activity can be derived from an accelerometer and body-temperature
sensors. Any higher-level inferences (made from raw sensor data) about users’ activi-
ties generated by the Solar framework are delivered to the context server as footprints
containing the activity (e.g., dancing or sleeping), a timestamp, and details about which
sensors were used.3 As we will see, the locations of sensors used to derive the footprint
are used to describe where a footprint “originated,” and footprint access is controlled in
part by their origin. Footprints are treated as soft state, and never recorded to persistent
storage. Users query the context server for the most recent footprints, and the footprints
are returned if allowed by the virtual walls protecting those footprints. Users create vir-
tual walls by using a GUI, which records the walls in a persistent database at the context
server. Figure 3 illustrates the architecture of our system with an example.

CONTEXT
SERVER

S1

(camera)Alice

Quentin
Denied

Query("Is Alice in 123?")

Alice's wall

Room 123

S2

(motion)

Sensor readings

Quincy
Query("Is 123 occupied?")

Footprint: {Yes}

SOLAR
SERVER

Sensor readings

Footprints

Wall r
equest:

 {T
ranslu
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nt}

Wall a
uthoriz
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Fig. 3. Alice sets up a translucent virtual wall for Room 123. Raw sensor data are reported to
the Solar framework, which generates higher-level footprints such as “Room 123 is occupied.”
Access to footprints is regulated by the virtual walls for the room. Quincy is granted access to
general footprints within Room 123, but Quentin is denied access to Alice’s personal footprints.

3 Solar itself does not make any inferences from raw sensor data, but provides an architecture
to do so. We assume that footprints are generated by inferring user activities from raw sensor
readings [18,25].
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Our proposed virtual wall system requires various security assumptions:

Trusted context server: All users trust the context server in terms of the confidential-
ity and integrity of their footprints. Only recent footprints are maintained, and only
in non-persistent storage, which limits the long-term privacy risk.

Secure location claims: Secure location claims, for instance using a location-limited
channel [22], are needed for the creation of opaque virtual walls (Section 3). The
location system thus needs to have a level of granularity that is able to identify
“places” such as rooms and hallways.

Sensor security: We assume that all sensors are approved by the administrators of the
system. We ignore sensors that are deployed by malicious users (e.g., hidden micro-
phones); virtual walls are intended to make pervasive environments more usable by
securing known devices. We also assume that sensors communicate with the system
over a secure channel that provides confidentiality and integrity of sensor data.

3 The Virtual Walls Model

We aim to keep the semantics of virtual walls as intuitive as possible, so that users who
specify virtual walls have a clear understanding of who can access their footprints. In
keeping with the metaphor of privacy afforded by physical walls, transparent virtual
walls allow queriers to access any footprints, even a user’s personal information (such
as their heart rate or whether they are speaking); opaque walls block access to all foot-
prints originating from within the wall; and translucent walls allow queriers to access
only general information such as room temperature and the presence of motion. To add
flexibility, users may create walls of varying transparencies for different queriers. For
example, Alice may create a transparent virtual wall around her dorm room that applies
to her friends and an opaque virtual wall that applies to her professors, thereby allow-
ing finer control over the dissemination of her footprints. In essence, virtual walls are a
means for users to specify discretionary privacy policies for their digital footprints.

3.1 The Model

To define our model we must describe places, footprints, queries and virtual walls.

Places. We refer to physical spaces such as rooms and buildings as places. Places have
symbolic names, or labels, that are readily identifiable by users (e.g., “Room 251, Com-
puter Science Building”), and users may deploy virtual walls around these places. We
assume that physical areas are partitioned into non-overlapping or atomic places (e.g.,
a building is partitioned into distinct rooms), and users can define aggregate places that
map to multiple atomic places. Virtual walls can be defined for any atomic or aggre-
gate place. For example, Alice may specify a virtual wall around the “first floor” place.
Our system maps this request to multiple virtual walls around the set of atomic places
(rooms and hallways) on the “first floor.” We assume a set of predefined places P and
that regions are well-specified, i.e., each has a correct label meaningful to all users. This
labeling allows users to specify virtual walls around recognizable places.
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Footprints originate from places. Digital footprints derived from sensor data taken from
place p are said to originate from place p, or places in set P ⊆ P if they are gener-
ated from sensor data in different places or if an individual sensor covers more than
one place. For example, the footprint that describes Alice’s speech activity, inferred
from raw sensor readings taken in Room 251, is said to “originate in Room 251.” We
categorize footprints into two types: general, i.e., those footprints that do not reveal
identifiable information about people (such as room temperature), and personal, that
contain identifiable information (such as Alice’s heart rate). We assume that footprints
can be classified into one of these two categories, i.e., administrators or programmers
can categorize footprints when new footprint generators are defined in the system. Per-
sonal footprints contain identifying information about a set of one or more people. For
example, “Alice’s heart rate” contains information about Alice, and a camera image of
a room contains information about the people in that room. We call this set of people
the owners of the footprint, and the owners of a footprint decide the visibility of that
footprint. We assume a predefined set of users U to which an owner must belong.

Definition 1. A general footprint is a tuple f = 〈d,P, ts,v〉, where descriptor d is a
textual description of the footprint such as “Room temperature,” P ⊆ P is the set of
places where the footprint originates, ts is the timestamp when the footprint was gener-
ated, and v is an object that represents the value of the footprint. A personal footprint
is defined with the same elements plus a set of owners O ⊆ U . Only an owner of a
personal footprint can regulate access to that footprint.

Definition 1 formalizes general and personal footprints. In these definitions we do not
concern ourselves with implementation details. Sophisticated implementations would
specify d with several attributes (e.g., with an ontology [21]). Our prototype uses a
simpler textual representation of d because efficient representation of footprints is or-
thogonal to the privacy problem that we are addressing. Similarly, the value v of a
footprint can be implemented as different data types. Our implementation in Solar pro-
vides classes for various types of footprints, which are delivered as “events” in the Solar
framework. For simplicity of presentation, we assume that there is only one owner o of
a personal footprint, and explain group ownership of personal footprints in Section 3.2.

Footprints are categorized by their descriptor, origin, and owner if any. We refer to
these categories as “footprint IDs.” The footprint ID for a general footprint 〈d,P, ts,v〉
is the tuple 〈d,P〉. Likewise, the footprint ID for a personal footprint is 〈d,P,o〉. For
example the footprint 〈room temperature,{Room 241},16 : 42 : 01,72〉 has the footprint
ID 〈room temperature,{Room 241}〉. A personal footprint that infers whether Alice is
moving may have the ID 〈Movement,{Room 241},Alice〉. In our implementation, a
more recent footprint replaces an older footprint with the same ID and thus the context
server only maintains the most recent versions of footprints. Personal footprints are
expired from the system after a certain time period so that historical data about users are
not recorded. We note that our model can be extended to record historical information.

Query model. We assume that users can query footprints from the context server us-
ing any combination of the fields defined for a footprint: place, descriptor, timestamp,
owner, and value. For instance, Quentin could ask for a list of all footprints for a place
(such as a conference room), and the context server would return a list of all footprints
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to which he has access that originate within that place. Similarly, Quentin could query
Bob’s footprints, such as “Is Bob speaking?” or “Is Bob moving?” Complex descrip-
tors, as used in ontological databases, could enable more general searches. For exam-
ple, “What is Bob’s current activity?” could be mapped onto all footprints that measure
Bob’s activities such as his motion and speech footprints.

Virtual walls. Virtual walls protect the privacy of users by allowing them to control
the visibility of their personal footprints and general footprints in their vicinity. In our
implementation, users create virtual walls through a GUI. The context server records
walls in a persistent database and uses them to enforce the user’s access control policies.

Definition 2. A virtual wall w = 〈o, p,t,A〉 belongs to owner o and protects foot-
prints that originate in place p. We say that virtual wall w is around place p
(e.g., a virtual wall around Room 251). The virtual wall w has transparency t ∈
{transparent, translucent,opaque}. Based on the transparency t, the wall w controls ac-
cess to footprints originating in p from querying users A ⊆ U where U is the set of
users in the system. We call A the apply-set, since the wall w applies to users in A.

The semantics of transparency are as follows. The transparency t of virtual wall w =
〈o, p,t,A〉 affects the reporting of digital footprints from place p to the set of users in
A. For any personal footprint fo for owner o and general footprint fg originating from
within the virtual wall w, a querier q

1. (if t = transparent) is allowed access to footprint fo only if q is in the apply-set A
(not “if,” because another wall may block access),

2. (if t = translucent) is denied access to footprint fo if q is in the apply-set A, or
3. (if t = opaque) is denied access to fo and fg if q is in the apply-set A.

Access to fg is granted in the absence of an opaque wall. We will discuss the default
behavior for access to fp in the absence of virtual walls further below, but in summary,
access to fp is denied by default, unless the owner (or all the owners) of the footprint
allows access with a transparent wall.

The creator of a virtual wall is the owner of that wall. For example the virtual wall
〈Alice,Room 256, translucent,{John,Andy,Jim}〉 is “Alice’s translucent virtual wall
around Room 256 that applies to her family,” or in other words, Alice’s family can-
not access her personal footprints originating in Room 256. We assume a GUI through
which users can define groups such as “Family,” which are mapped to multiple users,
such as {John, Andy, Jim}, by the system. Our prototype GUI contains this functional-
ity and allows users to define groups, although we did not test this in our user study.

Virtual walls affect access to the owner’s footprints; Alice’s translucent virtual wall
will protect her personal digital footprints, and not Bob’s personal footprints (since Bob
is not the owner of that wall). Our model allows different users to set up personal virtual
walls around the same place to control access to their own footprints, and each user
can create multiple walls for the same place. Section 3.3 discusses interaction between
virtual walls created by different users, and how conflicts between walls are resolved.

Notice (in the above semantics) that transparent and translucent walls do not limit
access to general footprints that originate within the wall; these are freely available
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to all users. This policy is based on our assumption that unidentified data do not usu-
ally threaten an individual’s privacy. For instance, the temperature or occupancy of a
publicly-shared place such as a cafeteria is unlikely to affect the privacy of people in
that place. For “personal spaces” such as one’s home or office, however, general in-
formation can be quite revealing — if Bob’s office is occupied (a general footprint),
then someone is in Bob’s office, most probably Bob. In such cases, users can create
opaque virtual walls around places where general footprints can result in a breach of
privacy. Note that users are already aware of such threats in the physical world (lights
on in an office indicate a user’s presence), and so an opaque virtual wall is an intuitive
countermeasure. Opaque walls may also be useful in public places. For example, if you
are known to be the only person who works in a lab after 2am, general footprints from
the lab may reveal your location. Since general footprints are not tied to any particu-
lar user, the owner of the opaque virtual wall is implicitly claiming ownership of the
general footprints within that wall. As this affects other users within the virtual wall,
we require unanimous consent from these users. In other words, Bob can freely create
opaque walls around a place (even if he is not present in that place), but requires the
consent of users present in that place. Section 3.3 discusses this issue in more detail.

In some cases a query may not have virtual walls controlling it, as it is unrealistic
to expect that users will specify walls for every possible place and querier. To prevent
the accidental release of personal footprints, we block access to personal footprints if
there are no virtual walls that apply to a query. In effect, the semantics defined above
protect such footprints by a ‘default’ translucent virtual wall, and users are informed
as such. Despite this default behavior, we believe users find it more useful to specify
translucent virtual walls explicitly. For instance, Bob may create an opaque wall around
a room that applies to all users in the system. If he decides later to make a translucent
virtual wall for his family, he could either remove “family” from the apply-set of the
opaque wall, and rely on the default behavior, or explicitly create a translucent wall for
his family. We believe that the latter is less confusing, and so we allow Bob to explicitly
create translucent walls. Furthermore, we are exploring the use of more sophisticated
default modes that depend on the type of place or the type of user; e.g., a “free-minded”
user could have a default transparent wall, or a “paranoid” user may desire a default
opaque policy. Our model also supports “mandatory” system policies, i.e., policies set
by administrators that cannot be overridden by users, but we omit discussion for brevity.

3.2 Group Ownership

Some personal footprints in the system record data about a group of people, for instance,
images captured by a camera. We call such footprints with multiple owners, shared
personal footprints. Access to a shared personal footprint thus needs to be protected
by the virtual walls of all the “co-owners,” and access can be granted only if all these
virtual walls permit the access. One could also envision systems in which these co-
owners negotiate a “shared virtual wall” for their shared personal footprints. We leave
the possibility of negotiation of group policies for future work. For now, we assume
that the system has some way of identifying the group of owners for a shared personal
footprint and applies the most restrictive wall of all the owners.
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It is possible that unknown users (e.g., users who are not detected or recognized by
the system) may be present in a shared personal footprint such as an image. Our system
protects the privacy of those users who can be identified in the system; protecting the
privacy of unidentifiable users is outside the scope of this work. Posted signs could
inform such users that “cameras are present and your images may be broadcast over the
network.” In other words, users who are not protected by virtual walls implicitly provide
informed consent by entering places with cameras. Group ownership of footprints is a
powerful concept and Section 5 discusses our thoughts for future work. We now explain
how conflicts arise between different virtual walls and how they are resolved.

3.3 Virtual Wall Interaction

Since multiple virtual walls can be defined for a place, and places themselves may
overlap, we need to define the semantics of “conflicting” virtual walls. Two virtual walls
conflict if there exists a querier for whom two or more different transparencies apply for
access to a particular digital footprint. These conflicts can occur 1) between different
walls owned by the same user (e.g., if Alice creates both a transparent and a translucent
wall for her family), 2) by an opaque wall of one user that contradicts the transparent
or translucent virtual walls of other users, or 3) between different walls for different
owners for a group-owned personal footprint. For the first case, our framework ensures
that conflicts between walls are resolved at creation time, and users are presented with
feedback on the conflict. When creating a new wall that conflicts with an old wall, the
user is required to choose whether the old or new transparency should be maintained for
the affected users in the apply-set, and therefore conflicting walls for the same owner
cannot exist within the system for the same place. For footprints with multiple origins,
however, the most restrictive wall is applied. For the second case, after all users in the
place have agreed to the creation of the opaque walls, the wall is added to the system. If
access to a general footprint is restricted by an opaque wall, then access to that footprint
is denied, overriding the transparent or translucent walls of the consenting users. For
the third case, the most restrictive wall is used. Users are informed of this conflict
(users are required to carry a device for creating walls and other interaction with the
system) so that they are aware of the restriction placed by the wall of a co-owner of the
footprint.

An opaque wall blocks access to the general footprints of all users within a place.
Therefore, we require other users present within the place to collectively agree to the
presence of an opaque wall. There are several possible approaches for such a negotia-
tion based on who should be given priority in the negotiation. The different negotiation
strategies can result in too many, or too few, opaque walls. As such, more work is
needed to identify a reasonable strategy. For now, we assume a simple strategy based on
unanimous consent. Opaque walls around a place can be removed by a new user enter-
ing that place. Entering users are asked whether they agree to the continued existence
of the opaque wall. If not, the owner(s) of the opaque wall is given a small time window
(e.g., 5 minutes) after which the opaque wall is removed from the system.4 Therefore,

4 We note that this “5 minute rule” appears arbitrary, and experimentation is required to identify
a reasonable time window.
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opaque walls are more effective, and reliably maintained, in places for which the owner
has physical control — such as in an office, or in a reserved meeting room with restricted
access. An outsider entering a reserved meeting room can be told to leave the room
before he or she has the opportunity to disable the opaque wall. We are also exploring
the possibility of assigning owners to places (e.g., Alice can be the owner of her personal
office), who can then create opaque walls based on authority.

3.4 Limitations of the Model

Virtual walls control all footprints within the personal and general categories uniformly.
Users may want finer-grained control over some footprints (such as location) and spe-
cialized mechanisms could be used in conjunction with virtual walls. We leave such a
hybrid approach to future work. We have also equated the term “footprints” with con-
text in an effort to make the model simple to understand. Our user study found that users
had more difficulty with general footprints than with personal footprints (although the
absolute performance numbers were high for both types of footprint). Perhaps another
term may be better, but “general footprints” seems workable. Our model does not ad-
dress multiple queries — Alice may want to restrict the rate of queries for her personal
footprints. Lastly, in the physical world, Alice can see observers through a transparent
wall and has a sense of her “exposure.” In contrast, our model does not provide Alice
with information about queriers. Such functionality would need to consider the privacy
of queriers as well, and this is an exciting area for future research. It is unclear, however,
how far one should push this analogy — at night, observers outside Alice’s house can
see her through her transparent window, but she may not be able to see them.

4 Evaluation

We built a prototype of our proposed system, including sensors, a context server and
a GUI for creating virtual walls. We designed a user study to test the usability of both
our model and the GUI; specifically, we tested the ease of understanding of the virtual
walls model, the ease of use of the model, and the ease of use of the user interface.

4.1 Study Description

We recruited participants using flyers posted around campus, and advertisements on
class and departmental e-mail lists, the student-run newspaper, and the popular so-
cial networking website “Facebook.com.” Participation was not restricted to students,
and was open to all adults in the community. In total we had 23 participants. We did
not record any identifying characteristics such as age or gender, but only asked them
whether they had ever taken a programming class, so as to classify the participants by
computing experience: 9 participants had never taken a Computer Science (CS) class.
The study comprised a paper booklet and an interactive component that used our GUI
on a computer. The booklet contained a four-page introduction to pervasive environ-
ments and the virtual-wall system, and three sections of questions as listed below.
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1. Testing the ease of understanding of the virtual walls model. This booklet section de-
scribed three different scenarios, where some walls had already been created. In each
scenario, participants were asked six questions about whether particular individuals
would be able to access different types of data. For example, one scenario included
a transparent wall around a dorm room that applied to family members, and asked if
a parent could determine if the participant was awake in their dorm room.

2. Testing the ease of use of the virtual walls model. This booklet section contained three
different scenarios, each with different privacy requirements. Participants were asked
to construct walls (with checkboxes in the booklet) that satisfied these requirements.
For example, they were asked to set up walls around a lunch room that would allow
their friends to query footprints such as what they are eating.

3. Testing the ease of use of the virtual walls user interface. Participants followed “wiz-
ard” dialogs that introduced our GUI, and then performed tasks to create, modify,
or delete walls, where each wall had a maximum of three elements in its apply-set.
In each task the participant was told exactly what kind of wall was required — thus
these tasks only tested the ability to use the GUI. For instance, participants were
asked to set up a transparent wall around a lunch room that applied to friends.

The GUI was implemented using AJAX (Asynchronous JavaScript and XML) so that
it could run in a web browser. It used a three-column interface. The first column, shown
in Figure 4, contained a list of the participant’s current walls, and a dialog box for cre-
ating, modifying or deleting walls. This dialog box contained an input box for naming
walls, a drop-down box for selecting the room to which the wall applied, and check-
boxes to determine transparency or apply-sets. The second interface column contained
a map of the area where the walls were being created (in our study, this was a floor of
our CS building). Existing walls were displayed on the map using different colors for

Fig. 4. Portion of the virtual walls user interface
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different transparencies, and clicking on particular rooms would allow a participant to
create or modify walls for that room. The third interface column contained a description
of the task that the participant needed to perform.

The participants took an average of 28.3 minutes to complete the entire study.

4.2 Study Results

We now present more detailed results of our study by breaking down the questions in
each section into various categories. For the first two sections, we categorized ques-
tions based on the transparency of the wall in the question’s scenario, and whether the
footprints being accessed were personal or general. For these two sections we define a
“Correct Response” as the case where a participant correctly selects or creates the wall
to which the question refers. The third section of the study only considered the UI, and
so we broke down the questions by the particular UI tasks. For this section a “Correct
Response” is the case where a participant successfully performs the task in question; for
instance, if a participant was asked to create a wall that applied to “Family” but instead
created a wall that applied to “Friends,” this would be an incorrect response.

Table 1 shows the correct responses in the three sections of the study. Unsurprisingly,
participants who had taken a programming class (“CS participants”) performed better
than non-CS participants. All of the successful response rates are high and point towards
a usable model. In the following we break down the results by section.

Table 1. Overall study responses

Correct responses
Section CS participants non-CS participants
1. Ease of understanding the model 99.4% 90.1%
2. Ease of use of the model 96.3% 90.5%
3. Ease of use of the user interface 97.2% 95.5%

Table 2. Successful responses by topic of question

(a) Section 1, understanding the model

Topic Personal Footprints General Footprints
Transparent 95.7% 91.3%
Translucent 93.5% 88.0%
Opaque 100.0% 95.7%

(b) Section 2, use of the model

Topic Correct responses
Transparent 93.5%
Translucent 94.8%
Opaque 86.96%

Section 1: ease of understanding the model. Table 2(a) shows that participants had
more difficulty with the concept of general footprints than personal footprints. Likewise,
participants had the most difficulty with translucent walls. This was to be expected
— transparent walls allow access to all footprints, and opaque walls restrict access to
all footprints, leaving little room for error. Translucent walls, on the other hand, are



174 A. Kapadia et al.

Table 3. Time to complete interface tasks

Average (Standard deviation)
time to complete task (seconds)

Section CS participants non-CS participants non-CS (outlier
removed)

3a. Creating a wall 30.4 (13.7) 31.3 (19.2) 27.7 (11.9)
3b. Modifying a wall 11.6 (5.8) 15.1 (21.3) 10.9 (10.4)
3c. Deleting a wall 11.1 (4.2) 11.3 (9.6) 9.3 (4.7)
3d. Resolving a wall conflict 31.4 (11.2) 37.0 (26.2) 34.6 (23.5)

Table 4. Successful responses for interface tasks

Correct responses
Section CS participants non-CS participants
3a. Creating a wall 94.1% 92.9%
3b. Modifying a wall 100.0% 100.0%
3c. Deleting a wall 100.0% 96.4%
3d. Resolving a wall conflict 100.0% 92.9%

a combination of the two, and showed the highest error rates. In all six categories,
however, the success rates were 88% or more, which point toward a usable model.

Section 2: ease of use of model. With regards to use of the model, it was only practi-
cal to categorize questions by the transparency of the wall that participants were asked
to create (Table 2(b)). While opaque walls were easy to understand when presented to
participants (Table 2(a)), three users did not use opaque walls correctly. A better expla-
nation of opaque walls or a few more training examples might help users avoid such
mistakes. We thus plan to improve our GUI to provide better feedback, e.g., through a
dialog box that says “To block general footprints, you should create an opaque wall.”
After users become familiar with the model, they can choose to suppress such feedback.

Section 3: ease of use of interface. Table 3 shows the time taken to perform various
tasks in the GUI. Resolving conflicts took the longest time, as this requires users to
read a dialog box explaining the conflict, and pick the correct option to resolve the
conflict. Creating a wall took about the same time, as this requires the largest number of
commands: clicking on a room or the “new wall” button, selecting a transparency and
an apply-set (restricted to a maximum of three elements), and clicking the “save wall”
button. Modifying a wall involved changing just one wall element, and thus the times
are similar to those for deleting a wall (which involves just one action to delete). There
is a high variance in the responses for the non-CS participants, most of which can be
explained by one outlier participant who appeared to have trouble with most of the tasks
in the study. We have removed this outlier in the third column of Table 3, but even after
doing so there is a high variance in the times taken to resolve conflicts, as there were two
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participants who took a very long time to do this. Even with these outliers, the longest
task took about half a minute, which we believe makes our current GUI usable (this
was reiterated by the participants’ positive comments as described below). The next
revision of our GUI, however, will concentrate on streamlining the wall-creation and
conflict-resolution processes and incorporating users’ suggestions for improvement.

Overall, participants were able to use the interface successfully (Table 4). There were
two participants that had trouble with creating walls (for example, one user specified
“Family” instead of “Professors” in the apply set), but apart from this the other mistakes
were infrequent and appeared to be random.

User comments. The study offered participants the opportunity to provide feedback
on the system through free-form written comments in the booklet. Many comments
implied that participants would be protective of their personal information in a pervasive
environment. For instance, one noted “Personally, I don’t want people to be able to
search the internet for what I am wearing, eating, etc,” while another said “I’d refuse
to have this kind of software following me.” Within the constraints of our system, one
participant said that “I think the default wall should be opaque in some cases,” while
another generalized by saying that “I think many people would choose ‘opaque’ for
the majority of rooms/situations.” The study helped us recognize that users may want
default opaque walls for personal spaces. Another participant emphasized the need for a
secure system: “[I]n the era of identity theft, there is heightened concern about privacy.
How easy would it be to get someone’s password and reconfigure their Virtual Walls?”

Some comments referenced confusion about the walls concept that was reflected in
participants’ answers to questions in the study. Two users were confused about loca-
tions: one said “I didn’t quite udnerstand (sic) whether one could query about a specific
person without knowing what room they are in” while another was “confused as to lo-
cation and translucent walls — I understand that translucent would mean they could see
people in [the] room but not which people.” This indicates that the query model must
be explained better to users of the system. Comments regarding the GUI itself were
generally positive. Many requested further functionality, such as hotkeys, the ability to
define rooms (for simplicity the GUI used in the study only had predetermined rooms),
or sounds and additional colors to highlight particular events or interface components.

4.3 Limitations of the Study

Our study focused on the usability of the virtual walls model. We note that the GUI used
in the study was designed to fit in a web browser on a desktop computer. We need to
further explore scaling this GUI to smaller displays, such as on a mobile phone or PDA.
We believe that our use of standard AJAX technologies should, however, facilitate the
porting of our interface to such devices. It would also be useful to evaluate our model
against other metaphors for usable privacy policies, but we leave this to future work.

5 Discussion and Future Work

Our user study affirms that the virtual walls model is easy to understand, and users can
effectively translate privacy preferences into policies with virtual walls. For a real-world
deployment, we anticipate the following challenges and opportunities for future work.
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Creating walls: It may be cumbersome for users to constantly think about deploying
virtual walls for every place they visit. A usable system will need to support higher
level rules (in addition to default virtual walls) so that users can create virtual walls for
not only a particular room, but a set of rooms based on certain conditions. For example,
“Transparent wall around all work-related rooms during work hours,” or “Translucent
wall around current room if I am with my spouse.”

Group ownership: A group of users may want to create a shared virtual wall to
control footprints related to the group. For example, a group in a room may negotiate
a shared translucent wall to restrict access to all personal footprints belonging to the
group. Enabling groups to set up walls and negotiate their transparency and apply-set
would require an extension to our model and a usable mechanism for such negotiation.

User disruption: Opaque walls, and possibly group walls in the future, require in-
put from and feedback to users. In places with many users entering and leaving, users
in those places may be disrupted by several messages. To reduce user input, users’ re-
sponses could be automated by using stored preferences.

Data perturbation: It may be desirable to perturb footprints (e.g., changing granu-
larity [9], darkening images [14] or adding “noise” [20]) when using translucent walls.
This approach would be closer to the physical metaphor of translucence.

Mobile places: One can envision mobile places, such as a bus enriched with sensors.
For instance, the bus may be parked inside a building and so be affected by virtual walls
around that building. We would like to explore the semantics of virtual walls for mobile
places, and how they interact with static places.

Deception: User studies in location privacy [15] have identified the need for decep-
tion, where users can lie about their location. Given the broad range of digital footprints
that our framework is targeting, deception may be a challenging task.

6 Related Work

Several context-dissemination systems in pervasive computing support access-control
mechanisms for protecting sensitive context information. Dey [7] built an experimental
mechanism to control access to context in the Context Toolkit. The developer of a wid-
get object can specify the “owner” of the information being sensed by implementing a
function that computes the owner of an event. As mentioned earlier, we assume some
such mechanism to infer the owner of a footprint.

While sensor-derived context information is still an active area of research [18,25],
many applications based on context “sensed” from the user’s computer, and systems to
deal with the privacy of context information, are being studied. IBM’s Grapevine ser-
vice provides a user’s context information to other users. A user’s context is computed
by monitoring her activities on her computer, and other users in the system can check
to see her activity before initiating communication. Christensen et al. [5] report that
while other users found it useful to query a user’s context in certain situations, reveal-
ing context was a sensitive issue for most users and they ended up blocking context to
all queriers. Fine-grained access control mechanisms were rarely used. It appears that
in the absence of a usable policy language, users will be burdened by fine-grained poli-
cies, and end up being loathe to part with their (sensitive) context information. A policy
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language that balances ease of use and the granularity of access control is therefore
needed, and our virtual walls system is an attempt to meet this balance.

A context-privacy system similar to ours is the “Digital Territory” project [3]. This
project proposes “bubbles,” which are “a temporary defined space that can be used to
limit the information coming into and leaving the bubble in the digital domain.” Bub-
bles can be shared between individuals and groups, and the flow of information in and
out of the bubble can be adjusted. The bubble is similar to our virtual wall, although
instead of translucency, bubbles offer a larger number of policies, which we believe
will be unmanageable for complex environments. As far as we know, their system has
yet to be implemented, and our translucency concept may prove useful for making the
system usable. The pawS [17] system is also similar to ours — it sends privacy beacons
to users as they enter pervasive environments to inform them of privacy policies. pawS
concentrates on using machine-readable policies, however, while our focus is on poli-
cies that are easy for users to understand. Wickramasuriya et al. [26] examine context
privacy in media spaces. They use RFID tags for localization, and then start monitor-
ing users (through video sensors) only when policy violations occur (such as movement
into a specific area). We anticipate that virtual walls will be used in environments where
sensors are not just used for policy enforcement, and that users may opt for continuous
monitoring due to the perceived benefits of the resulting context-aware applications.

Location is a primary piece of information for context-aware computing, and so
several systems provide access-control mechanisms for location. Geopriv [6] defines a
framework for securely disseminating location data by distributing location objects that
are coupled with privacy rules. Geopriv, does not, however, address how privacy rules
are defined. Hengartner and Steenkiste [12] support two types of authorization policies
for location information: user policies specify who is allowed to access their location
information, while room policies state who has the privilege to identify people in a par-
ticular room. The room policy is similar to virtual walls in that it is associated with a
certain geographical area. Unlike our system, the owner of a room (not the users in that
room) determines the room policy of that room. Other systems such as Confab [13] and
LocServ [19] allow users to specify fine-grained policies to control their location infor-
mation. For example, LocServ’s authorization language expresses constraints such as
time, location, and quality of service (i.e., the granularity and anonymity of location in-
formation). As mentioned earlier, we provide a policy language for expressing privacy
policies about all kinds of footprints, of which location is only one example.

We believe that virtual walls will make privacy in pervasive environments more us-
able, in particular where large numbers of sensors and users are involved. The idea of
using room or wall-like metaphors has been applied in non-security scenarios, for in-
stance by Henderson and Card [11]. Similarly, the idea of simplifying privacy policies
into easily-understandable levels has been explored elsewhere, for example, Hawkey
and Inkpen’s “privacy gradients” [10]. Usability in sensor-network scenarios, however,
has been little studied. Barkhuus and Dey examine location-tracking services and find
that users are more concerned about privacy if their location is being tracked, rather than
if the device is simply aware of its own position [1]. Iachello et al. [15] develop and trial
a location-aware application, and produce a set of guidelines for application designers,
which we discussed in Section 5. Finally, Elliot et al. [8] conducted interviews to study



178 A. Kapadia et al.

how households handle communication information at home, and find that people do
attach ownership to information according to the ownership of physical spaces.

7 Conclusion

In this paper we outline the need for an intuitive policy abstraction to address the privacy
of users’ digital footprints in sensor-rich pervasive environments. We believe that most
users will be incapable of specifying complex privacy policies for information sensed
about them, and so an abstraction for this purpose must be easy to understand and use.
To meet these goals, we proposed and evaluated a policy framework that extends the
metaphor of physical walls to pervasive environments. Virtual walls control the spread
of personal and general contextual data, or “footprints,” and offer privacy analogous to
that afforded by physical walls. We formalized the semantics of access control using
virtual walls, and evaluated our model through a user study. Our results indicate that
the model is easy to understand (users can correctly identify the behavior of virtual
walls), and easy to use (users can translate privacy requirements into an appropriate set
of virtual walls). Moreover, comments from study participants indicate that privacy in
sensor-rich environments is an important problem that might affect the deployment of
such environments. Based on our results, we believe that virtual walls are a promising
metaphor for specifying usable privacy policies in pervasive environments.
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18. J. Lester, T. Choudhury, and G. Borriello. A practical approach to recognizing physical
activities. In Proceedings of Pervasive 2006, pp 1–16, Dublin, Ireland, May 2006.

19. G. Myles, A. Friday, and N. Davies. Preserving privacy in environments with location-based
applications. IEEE Pervasive Computing, 2(1):56–64, Jan.-Mar. 2003.

20. B. A. Price, K. Adam, and B. Nuseibeh. Keeping ubiquitous computing to yourself: A prac-
tical model for user control of privacy. International Journal of Human-Computer Studies,
63(1-2):228–253, July 2005.

21. A. Ranganathan, J. Al-Muhtadi, and R. H. Campbell. Reasoning about uncertain contexts
in pervasive computing environments. IEEE Pervasive Computing, 3(2):62–70, Apr.-June
2004.

22. N. Sastry, U. Shankar, and D. Wagner. Secure verification of location claims. In Proceedings
of the ACM Workshop on Wireless Security, pp 1–10, San Diego, CA, USA, Sept. 2003.

23. B. Schneier. Your vanishing privacy. The Star Tribune, page 1AA, Mar. 05, 2006.
24. P. Sommer. Digital footprints: Assessing computer evidence. Criminal Law Review, pp

61–78, Dec. 1998.
25. E. M. Tapia, T. Choudhury, and M. Philipose. Building reliable activity models using hierar-

chical shrinkage and mined ontology. In Proceedings of Pervasive 2006, pp 17–32, Dublin,
Ireland, May 2006.

26. J. Wickramasuriya, M. Datt, S. Mehrotra, and N. Venkatasubramanian. Privacy protect-
ing data collection in media spaces. In Proceedings of the 12th Annual ACM International
Conference on Multimedia, pp 48–55, New York, NY, USA, Oct. 2004.

27. E. Wieffering. Protecting your digital footprints. The Star Tribune, page 1D, Nov. 07, 1999.



A. LaMarca et al. (Eds.): Pervasive 2007, LNCS 4480, pp. 180 – 197, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Trust, Privacy and Relationships in ‘Pervasive 
Education’: Families’ Views on Homework and 

Technologies 

Katie Fraser1, Tom Rodden2, and Claire O’Malley1 

1 Learning Sciences Research Institute 
2 Mixed Reality Laboratory, 

University of Nottingham, Jubilee Campus, Wollaton Road, Nottingham 
{kcf, tar}@cs.nott.ac.uk, com@psychology.nottingham.ac.uk 

Abstract. Extensive educational research discusses the potential for information 
and communication technologies in supporting homework, but most has focused 
on providing content. The research in this paper focuses instead on the issues 
around managing homework and balancing home and school through the 
capabilities of ubiquitous technologies. As part of our requirements capture we 
presented three families with demonstrators of ubiquitous computing systems. Our 
technologies provoked reactions to situated and embedded information capture and 
access, and locational information capture through mobile devices. The subtlety 
and complexity of roles and relationships of different family members raised issues 
around trust and privacy in relation to children’s homework practices. We consider 
how these drove acceptance of the technologies, and how the contrasts between 
family and educational relationships produced different requirements for 
technologies managing information transfer inside and outside the home. Overall, 
we highlight how respect for these concerns can inform the design of pervasive 
technologies, particularly within the domestic and educational contexts bridged. 

1   Introduction 

The challenge of integrating pervasive technologies into the domestic environment 
has been the focus of a wide body of research since the late 1990s [1-3]. Issues 
surrounding the adoption of these technologies, their social acceptance, and the 
privacy and security of data collected in the home have both established and echoed 
general concerns in ubiquitous computing [4-6]. This focus on the domestic context 
means the majority of this work concerns technologies that capture information to 
complement and service domestic life – domestic capture for domestic application. 
These applications have included the development of technologies to link distributed 
family members, the development of assistive technologies to support “aging in 
place”, and tools to help with domestic organization and coordination [7-11].  

In this paper we will explore the boundary between the domestic and other aspects 
of life. While many of the existing scenarios of future smart homes have highlighted 
home and work links we wish to consider an educational perspective. In particular, we 
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will focus on the ways in which future pervasive technologies may be exploited to 
support children’s homework, school activities set by the school for children, and 
generally expected to be completed at home, out of school hours. This exploration 
allows us to consider how the lessons of the domestic reach out. How are the 
established social issues surrounding domestic ubiquitous computing [5] affected 
when we consider activities that span beyond the home?  

Our research into technologies in homework has identified the transfer of 
information between home and school as a concern for both families and 
educationalists. The project has involved children ranging from 8-16 in a variety of 
different family arrangements – in the current paper we focus on a core study with 
three families with children aged 12-16. Current rhetoric within the educational world 
claims an ideal use of mobile ICT technologies is to support home-school links [12] 
and so this is an obvious area where the uptake of pervasive technologies could be 
imminent, making this a critical time for the pervasive community to examine such 
claims. Could such ideas actually happen in practice? Are families interested in 
blurring the boundary between home and school and do they feel ubiquitous 
computing techniques are an appropriate way to support homework? This research 
will attempt to address this agenda, by studying pervasive computing within the home 
and children’s homework, and families’ reactions to it.  

2   Ubiquitous Computing and Education 

While there has been little direct research into ubiquitous computing and education, 
the technical properties of pervasive technologies [6] are complementary to current 
drives in education to produce richer, personalized learning experiences. Many 
authors within the area of educational technologies have called for the use of 
ubiquitous devices in the future of learning [12-14] suggesting that these can allow 
the seamless integration of both computing, and the education it supports, into 
everyday life [15-19]. Mobile technologies, with their ability to run context-aware 
applications, allow the delivery of personalized learning experiences away from 
school [20]. In both mobile and embedded technologies, the automated capture and 
access of information about location and activity allow further context-sensitive 
delivery of learning materials, and the information collected offers both teachers and 
students the chance to reflect upon learning experiences [14]. 

In terms of intentional learning at least (as opposed to informal or incidental 
learning), the majority of children’s out-of-school educational activity currently takes 
place within the home. Homework is interesting from a research perspective because 
it offers a different lens through which to see (and capture) domestic activity 
compared with previous studies. What is more, the application of UbiComp in 
educational domains is still little explored. 

In addition to capitalizing on the benefits of ubiquitous computing, education will 
also need to grapple with the challenges it faces. With the sharing of domestic 
information outside the home (i.e., in school), the obvious technical issues facing 
ubiquitous computing include privacy and security of information [21]. We are most 
interested in the social implications and negotiations needed around capturing and 
sharing information about the domestic with the outside world. Technology for 
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capturing contextual information about children in the domestic – monitoring their 
activities and location – is generally used by parents of quite young children – e.g., 
using technologies such as baby monitors to check safety. From the school end, 
although teachers have been traditionally viewed as in loco parentis1, we are 
interested in investigating whether teachers are seen as having the same rights of 
access to contextual information as parents. This contrast between home and school 
use will be a driving concern in this paper. 

Researchers in education seem content that the benefits of educational improvement 
will be sufficient for family members to accept and adopt technologies in the home, with 
most concerns surrounding families’ finances and the socioeconomic drivers of uptake 
[22, 23]. This study will follow from a tradition of work looking at both domestic and 
educational uses of technology [5, 24-27] inspiring critical consideration of the effects of 
technologies on such domains of application. We will attempt to bridge the gap between 
the theoretically focused work of proponents of such technologies, and the more practical 
studies that do exist, but tend to focus on the academic success of the implementation of 
a specific device [28, 29]. However, we also wish to identify when and where privacy 
issues might occur, when sharing information is seen as mutually beneficial [30], and 
what technological solutions might aid or exacerbate this. In the following section we 
will therefore report on the reactions of families to a range of ubiquitous computing 
technologies. 

3   The Study 

This study reported in this paper was informed by several other elements of a three-
year research project into technologies in homework, consulting multiple stakeholders 
from the school and home contexts. Our focus on introducing pervasive technologies 
into the home-school relationship and the technologies explored within the study 
arose as a result of a survey of Heads of ICT at 34 local schools and interviews 
conducted with 6 Heads of ICT from this pool. These interviews identified networks 
linking home and school as the future of homework activity. In order to assess how 
this trend might impact homework we looked at the use of traditional homework 
technologies through video diaries with 8 families and discussion groups with 180 
children. Our findings suggested that negotiation of parental access to homework 
activities with and through homework technologies was often necessary for children, 
and we wished to see whether negotiation of access would be necessary and 
manageable in future pervasive computing contexts. 

In order to investigate the negotiation of access in more depth, we returned to a 
school from our study of Heads of ICT, where use of technology to link home and 
school had already begun. We asked them for feedback on the systems they used, and 
for general details of their use of technologies in the home-school area. Ten families 
agreed to speak to us initially and they identified three areas in which technologies 
were currently used. These were accessing information through the Internet and 
school intranet, transferring information between home and school, and coordinating 

                                                           
1 In loco parentis allows the school to deal with children in its care as a parent or guardian 

would.  
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home and school trips. The potential links between these issues and pervasive 
homework technologies drove the selection of three demonstrators of future 
homework technology use. In order to explore potential use of pervasive technologies 
to support homework we set up in a tour of our research laboratory for three families, 
and asked them for feedback and comments on the systems, the ways they might 
affect home-school links and how these technologies might fit within their homes. 

4   The Key Demonstrators 

Given our concern with integrating future technologies into the home, we sought to 
make the demos provocative, emphasizing the range and degree of information that 
could be gathered about families’ lives using pervasive technologies to explore their 
acceptability. Each demonstrator is described below with short usage examples, the 
educational motivators and pervasive technologies involved. 

Demonstrator 1 - Situated Information Access 
Our interviews with the families showed that their primary use of digital technology 
in homework was to access information, mostly through search engines, but that they 
were unable to efficiently judge the quality of this information. One major benefit of 
pervasive technologies mentioned by educationalists is its ability to connect users to a 
variety of specialists. We therefore took ways of improving situated information 
access through specialist knowledge as the theme for our first demo. 

Mixed Reality Boundary. A situated display allows children to navigate around a 
bazaar of teachers, each offering subject specialties, and clustered together so that the 
answer of Geography teacher 1 can be compared to that of Geography teacher 2. As 
seen in Figure 1, the Mixed Reality Boundary is a situated display that allows the 
child (pictured top left) to chat face to face with teachers, and navigate around a 
virtual area, exploring multiple viewpoints and learning from teachers with a variety 
of expertise. The technology presents a view of an “always on” communication future 
that allowed us to explore families’ reactions to a two-way exchange of information.  
 

 

Fig. 1. The Mixed Reality Boundary. This video conferencing system could be placed on the 
wall of a home, and used to select and communicate with experts. 
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Table 1 summarizes the key educational motivations and the key pervasive computing 
technologies within this arrangement. 

Table 1. Educational motivation behind the situated information access demonstrator 

Demonstrator Educational motivator Pervasive technology 
Mixed Reality 
Boundary (MRB) 

Provides easy access to teachers, who 
would necessarily provide higher quality 
material than search engines, and allows 
children to easily compare multiple 
viewpoints. 

Situated display 
technologies with video 
conferencing links. 

Demonstrator 2 - Embedded Information Capture and Access  
Our interviews identified families’ discontent with the current school system linking 
home and school through technology. In particular they felt this was awkward and 
slow. Another major benefit of pervasive computing expounded upon in the 
educational literature is its ability to seamlessly transfer contextual information 
between different settings. We therefore took the transfer of information through 
pervasive technologies in a ‘lounge’ within our lab space as our second demonstrator, 
which illustrated a number of pervasive computing arrangements and use scenarios. 

Intelligent Text Books. A child opens his schoolbag and places a copy of Macbeth 
on the table. This opens a webpage on his television displaying additional study 
resources, which end in a quiz for the teacher to assess. The text books were set up to 
display webpages with appropriate educational content when placed on the table, as 
seen in Figure 2. 

Seat Photo Capture. A child sits down to do their homework, and a camera records 
the information. The picture is sent to the teacher with details of when and where the  
 

 

Fig. 2. The Lounge area with screen, pressure sensor and tagged homework resources on table 
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homework task began, so she can check work is being completed promptly. Here, a 
pressure sensitive pad was placed on the chair, so it registered when a family member 
sat down and took a photograph of them, as seen in Figure 2. 

The Homework Cupboard. A child comes home after a day at school, and opens the 
cupboard where his textbooks are stored. The display screen on the adjacent cupboard 
lights up with his homework task. A light-reactive sensor was placed on the cupboard 
seen in Figure 3 so it triggered a homework diary on a display on the next cupboard it 
was opened.  

 

Fig. 3. The Lounge area homework cupboard and cupboard display 

These demonstrators allowed us to investigate how children and parents felt about 
essentially ‘negotiation-free’ transfer of information built into their domestic 
environments. We wished to establish which, if any, information was deemed suitable 
for handling automatically in this way. Table 2 summarizes the key educational 
motivations and the key pervasive computing technologies within this arrangement. 

Table 2. Educational motivation behind the embedded pervasive technologies 

Demonstrator Educational motivator 
 

Pervasive 
technology 

Intelligent text 
books 

Pervasive technologies offer the ability to 
receive record and deliver information based 
on the child’s actions. RFID tags can 
exchange information at the trigger of an 
everyday activity, such as placing 
homework books on a table. Uses might 
include sending reminders or recording 
children’s progress. 

RFID tags and sensor 
embedded within 
physical artefacts to 
access digital 
information.  
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Table 2. (Continued) 

Seat photo capture As with the textbooks, here information 
exchange could be triggered by a child 
sitting down to their desk. The camera 
shows how information can also be recorded 
for later. 

Pressure sensor and 
cameras used to 
support activity 
based triggering. 

The homework 
cupboard 

As with the previous two examples, opening 
a cupboard or a bag to start a homework 
task might trigger events. 

Light sensor used to 
track and record 
activity 

Output screens The output screens offer the opportunity to 
use children’s actions as a cue to display 
information, such relevant webpages. 

Appropriation of 
screens in domestic 
settings 

Demonstrator 3 - Locational Information Capture Through Mobile Devices  
Our final demo took inspiration from the families’ use of mobile phones to 
communicate and coordinate the journey home from school. It linked together this 
parental wish to track information with the educational literature’s ideas on the use of 
mobile devices for learning, which have include tracking devices which alert the child 
(or teacher) to educational opportunities around them. 

Locational Tracking. A child carries their mobile phone with them, and a tracking 
system sends reminders and alerts dependent on their location. Their parent notices 
they are on their way home early, which will allow a change of plans for the evening, 
making it possible for the child to get their homework done and visit their aunt. The 
child sees a piece of litter that needs to be recorded for a project, and takes a 
photograph, with the locational information available to map litter locations at school. 
 

 

Fig. 4. The Location-based service 
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This demonstrator showed systems for tracking children and recording information 
about their location at specific times through a mobile network, with results such as 
that seen in Figure 4. 

Table 3 summarizes the key educational motivations and the key pervasive computing 
technologies within this arrangement. 

Table 3. Educational motivation behind the locational capture demonstrator 

Demonstrator Educational motivator Pervasive 
technology 

Mobile phone 
tracking 

When children can be located through a 
mobile system it allows them to be notified 
when near a library, or for location-related 
school projects. 

Mobile tracking 
devices. 

5   The Families 

The families involved in this study were recruited from an independently funded 
boy’s high school, where use of technologies was high in the school and in families’ 
lives in general. We chose this group to ensure a good background in technology use 
between home and school, and familiarity with the basic concepts behind the 
demonstrator technologies. The families represent a range of family arrangements and 
children in different stages of their high school education. This set of families 
demonstrated diversity in terms of stages of schooling but also the relationships 
within the different families. 

Family A consists of a mother, father and only son, aged 12. The father works full 
time and the mother part time. They own a single computer, placed in a peripheral 
conservatory, which is used mainly for accessing the Internet and playing games. 
Technology does not appear to play a central role in the family’s life, and television 
and mobile phones are the only other technologies that are used as routine. The PC 
was assembled by a close family member, and the father stated it was purchased for 
the son’s education, although he uses it often and the mother occasionally. 

Family B consists of a mother and father, a son, aged 14, and a daughter, aged 12. 
Both parents work full time. Family B has integrated technology more fully into their 
everyday lives. The main family PC is set up in a central position in the lounge. The 
son has an extensive work and entertainment centre in his bedroom, with PC, digital 
television and Playstation2. He has been particularly been encouraged by his parents 
to use technologies to overcome difficulties in writing stemming from dyslexia. 
Again, family members all have mobile phones. 

Family C is a single mother, a son, aged 14, and a daughter, aged 16. The mother 
works full time. The family has a television, and a PC, which is well equipped with 
printer and scanner, but shared within the family, and slow to load. The PC is used 
extensively and creatively by all the family members, for a variety of home and 
school projects. It is set up in a corner of the mother’s bedroom, and used 
individually. Each family member has his or her own mobile phone. 
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6   Lessons Learned 

Each of the three families started the technology tour at a different demo, and then 
rotated around each demonstration area in turn. Each family was debriefed after their 
tour, using a semi-structured interview encouraging them to discuss how they could 
see these technologies being used generally within a domestic context, and 
specifically within homework. We also wanted to contrast how these information 
types were seen for home use and school use, so asked families to discuss how both 
parents and teachers might benefit from them. In this section we wish to present the 
key lessons to emerge in terms of three key themes 

− The link between the pervasive information capture and interpersonal relationships.  
− The impact of emerging rights and responsibilities within family structures.  
− Managing access to those outside the family. 

Key comments from the families are presented within this paper as verbatim quotes 
from interview logs, contextualized within conversations, in order to illustrate these 
themes in depth. Initial reactions to the technology were positive. Families welcomed 
the use of new technologies, particularly within an educational context, as can be seen 
in their attitude to the embedded sensor technologies: 

 
“Good, because the book’s there and then you don’t get in detentions or whatever, 
because you know, you know that you’ve brought the right books in and 
everything” [son, Family A]. 
 
We also noted that the mobile location technologies were received with slightly 

more scepticism than others, but families still acknowledged their practicality: 
 
[father] “It’s good, but, er, they can turn the phone off, so then you can’t find 
where they are, so if they go somewhere where they’re not meant to be then they 
can just turn the phone off and then it won’t be finding them” 
[interviewer] “Yeah, so you can trick your parents into not finding you” 
[father] “You wouldn’t do that, would you? No, we thought it was a good idea, 
didn’t we?” [Family A]. 
 
These reactions suggest that the face value of such technologies is clear to families, 

and ties in with the educational rhetoric that practical applications of pervasive 
computing technologies will avoid concerns. Further conversation, however, elicited 
deeper concerns. Our analysis drew out the three themes we use to consider how 
families felt pervasive technologies might influence relationships and negotiation. 
The first two explicitly examine family relationships between individuals and as a 
whole. The last looks at relationships between the family and the outside world. 

6.1   Information Capture and Interpersonal Relationships 

Situated information capture involving seamless and non-negotiated capture of 
information was seen as acceptable within the context of certain relationships in the 
home. Ubiquitous devices could monitor the ‘vulnerable’, in the context of 
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relationships established to ensure safety. In keeping with previous research, the very 
old or the very young were seen as candidates for this kind of care: 

“any person that you feel might be vulnerable, you know, living on your own” 
[father, Family A]  

Within the families, we focused on the relationships between our parents and 
children. The acceptability of capturing information about day-to-day life, particularly 
within homework, seemed linked to the emerging roles of children as independent 
adults as they grew up within the family settings. As we look across our families a 
pattern of acceptance, resistance, and finally rejection of parental access to children’s 
lives seemed evident as children grew older. The only son in Family A, at age 12, 
seemed to be quite accepting of information capture in his day-to-day life: 

 [father] “I think it’s getting used to doing that instead of just picking up the phone 
and dialling… punching his number in” 
[interviewer] “Would you take long to get used to it? How would you find it?” 
[son] “I wouldn’t feel like I was being tracked [on] really” [Family A]. 

In Family B the elder son, aged 14 talked about resisting information capture: 

 [mother] “they’ll not be able to say to you ‘well, no, I did loads’ when they 
didn’t.” 
[interviewer] “And how would you feel about that kind of thing then?” 
[son] “I like being able to lie about it!” [Family B].  

In Family C, however, where the eldest child was a 16-year-old daughter, both 
daughter and mother rejected the capture of information about her life, suggesting that 
pervasive technologies would not only be useless, but also inappropriate: 

 “you know if she was out on a Saturday night, it probably is better that I don’t 
know!” [mother, Family C]. 

These differences suggested that the parent-child dynamic changed as time went 
by, something that was also explicitly mentioned in our interviews: 

 “obviously when he gets older, when he’s out with his girlfriend and stuff, he 
doesn’t want dad: ‘where are you?’” [father, Family A]. 

Relationships and Trust Change Privacy of Information. The definition of 
personal or private information differs according to relationships, as has been shown 
in other research into social networks [31]. We found that carers had the strongest 
right to capture information, whether caring for the generally vulnerable, or for their 
own children. This suggests that the parent-child relationship, where parents are seen 
as the ultimate ‘carer’, should support the automatic transmission of information more 
readily than the teacher-child relationship. However, even within-family monitoring is 
not a simple concept. As children became older, the role of a parent as carer becomes 
more blurred, and more information is viewed as personal, private, or generally 
inappropriate for capture. The relationship has to be constantly renegotiated and 
evolves. The effect of this emerging role of teenagers is enhanced in a context like the 
management of homework, which is notoriously sensitive [32]. The changing roles of 
children as they become teenagers are well established. Here, however, the elements 
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of trust implicit in carer relationships are applied to the capture of information where 
inflexible technologies might make it difficult to allow this relationship to grow with 
the children. 

6.2   Rights, Responsibilities and Family 

Within the family, rights [33] and responsibilities [34] create a complex social 
environment for sharing information. Trust between parent and child facilitates the 
sharing of such information. For example, families saw the potential of tracking, as 
with current mobile use, for coordination – two-way sharing of locational data, rather 
than one-way monitoring. This is contrary to previous research which suggested that 
mobiles are primarily a one-way monitoring, even if a two-way negotiation tool [35]: 

 “it would probably minimise the phone calls of ‘where are you? how long are you 
gonna be?’ them sort of things, erm, and like for us, to know when we’ve left work, 
or I’m still at work” [mother, Family B]. 

However, these were non-homework related examples. Although the trust 
relationship could lead to families trading information freely, demanding information 
about a child’s homework activities could suggest a lack of trust. Both parents and 
children were concerned that use of captured data might violate the rights of children, 
and felt that reliance on information capture subverted the idea that a child should and 
could take responsibilities for their actions, especially in a homework context: 

 “I think it’s really mostly the child’s responsibility, that they have to take 
responsibility really, and it shouldn’t always be up to the parents to make them do 
it, and they should accept the consequences” [son, Family C]. 

Reactions to such a violation differed from family to family. For example, the 14-
year-old boy in Family B protested far more than the 14-year-old boy in Family C, 
with conversation in Family B focusing on the boy wishing to maintain privacy, and 
in Family C more on the boy’s responsibilities. What is more, rights were not always 
earned by a display of increased maturity, as the daughter from Family C shows: 

 “isn’t it breaking a bond of trust, if you can’t trust them to do that, and… I think 
it’s, it’s just part of growing up that you don’t, you don’t do it [homework]... I just 
hate the fact that it would be completely controlled” [daughter, Family C]. 

Trust Works in Mysterious Ways. While trust levels in the family were higher than 
those outside, this did not always lead to acceptance of ubiquitous information capture 
and disclosure. With children coming into adolescence, as with our group, both 
locational and activity recording technologies were seen as the right to privacy and 
the need for the child to take responsibility for their actions. Similarly, the adoption of 
responsibility by the child could be compromised by implying a lack of trust in this 
way. The interviews certainly suggested that information capture and disclosure 
between parent and child generally needed to decrease as time went by, and mobile 
and personalized technologies do offer the ability to configure information capture 
and disclosure in this way. However, we must ask how such configuration would be 
implemented, with the effect of age overshadowed by individual family relationships. 
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Technologies Make Relationships Explicit. Familial trust around information access 
and capture is certainly heavily situated. Trust is necessary for the sharing of 
information, but demanding the sharing of information can violate trust. There is an 
arrangement between parent and child that demands responsibility, and conveys 
rights, but when children avoid responsibility or parents ignore rights, the 
arrangement is flexible and seems to acknowledge that children are still in training as 
adults. Homework is cited as a core example of this training, where children were 
learning to take responsibility for their own actions. The complexities of 
responsibility have been explored in sociological literature [36], but what do they 
mean for technological design? Such complexities were presented to our interviewers 
as unproblematic facts of everyday life. Trust is not just negotiated in a highly 
complex and situated manner within the family but rights and responsibilities are also 
more intimate, and may be instinctively rather than explicitly negotiated. 

However, introducing configurable tools to manage information sharing requires 
explicit rules, so here designers face a large challenge. Suchman [37, 38] has argued 
that technological attempts to make interactions explicit – accepting or denying access 
to information being such an example – can highlight both the tool and the natural 
social process, causing breakdowns in relationships and actions. Making technologies 
configurable may make these interactions even more explicit. For the transmission of 
homework information within the family, this might be addressed by allowing space 
within the design for social solutions to the problem, allowing the signal sent through 
the technology to be ambiguous, giving the user the space to create socially 
acceptable stories around these signals [31, 39, 40]. On top of this, the constantly 
evolving nature of relationships can be accommodated in such processes by the 
constant renegotiation of relationships. 

6.3   Managing Access to Outside the Family 

We have discussed the complexity of information sharing within the family. Lastly 
families considered the exchange of information with the outside world. Here trust 
was lower. Families were sceptical that information gathered by environmental 
sensors or mobile devices would remain under their control, and even though the 
demos we showed them were mostly configured to transfer information into rather 
than out of the home they felt that the information was inevitably vulnerable: 

 “you’ve got a database so people can watch what you’re doing” [son, Family B]. 

However, it was not just the dangers of unnamed malicious parties families had 
privacy concerns about. Reactions to the Mixed Reality Boundary (MRB) showed 
that even when teachers were involved, allowing access to the home put a completely 
different slant on the acceptability of technology: 

 [daughter] “Erm, it didn’t feel intrusive, because it was just… if it was in homes or 
something, I think it would” 

[interviewer] “Yeah, so we’re talking about this TV screen being able to do the 
same sort of thing, so we could actually go…” 
[daughter] “In your home?!” 
[interviewer] “In your home, or, or in your classroom, or…” 
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[daughter] “I think it’s a fun concept” 
[interviewer] “Right” 
[daughter] “But I wouldn’t like it in my own home!” [Family C]. 

The only way in which domestic information would be shared was with strong 
family control of disclosure, as with this response to sharing homework tasks: 

 “I think the essential thing is switching it on and off” [mother, Family C]. 

Lastly, from the families’ discussion of sensors it seemed that educational uses 
were only acceptable when providing strong incentives, i.e. diagnosing difficulties: 

 [mother] “if there’s a record of what textbooks have you looked at … if you’ve 
then got a poor mark in a test that you’ve got proof that you’ve really revised hard 
for, then you know that there’s some underlying problem.” [Family B]. 

The contrast between views on information sharing within and outside the family 
was particularly strong with mobile devices. As discussed before, families saw 
coordination as important for parents and children’s social interactions, but were 
reluctant to draw this into homework. What is more, no family was open to sharing 
this information with schools, as with previous media coverage [41]. 

 
The Importance of Information Type. Negative reactions to sharing domestic 
information increased as this information became more personal and situated. What 
made some information more sensitive than others? Currently available search 
technologies were viewed positively – these tend to collect aggregated, low-fidelity 
information about activities. However, in our more provocative demos, we exposed 
families to domestically located, detailed, temporally stamped information, and strong 
negative reactions were seen. This viewing of some high-fidelity data within the 
domestic as highly personal replicates findings in other studies of information capture 
in the domestic environment [11]. The Mixed Reality Boundary, which transmitted 
visual, temporal, and some locational information was seen as our most controversial 
technology, a common theme for video media spaces [42]. However, its use within a 
library or classroom was totally accepted, confirming that privacy is not just about the 
type information sent, but the place of the home. Similarly, sharing of personal 
locational information was not even considered outside the family. We suggest that 
the particularly strong reaction against the use of this technology outside the home is 
because locational information is always considered personal and private, based on 
extreme reactions to locational information even in locations like schools [41].  
 
Situated Control of Personal Information is a Necessity. A database was seen as a 
threatening record, with fear about the ability to control captured information high. 
Even strong educational scenarios in the sensor and information finding demos, while 
acknowledged as useful, did not overcome these concerns. The family was the only 
group who were trusted to both receive and use personal information without filtering. 
However, this was in a limited range of circumstances – such as with children trusted 
to track parents as much as vice versa. The model transfers poorly into more one-
sided homework sharing. When it came to controlling the sharing of homework 
information through technologies, only the family was trusted to control disclosure of 
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domestically situated information. Technologically based solutions to disclosure we 
discussed with families such as security filters were rejected. Simple controls were 
demanded, and seemed to be the best ways to assure families of safety. To achieve 
this, designers need to ensure visibility of processes – for example, using awareness 
tools to show families how the information gathered in their home is transmitted and 
to allow them to manipulate a good working model of the network and its devices. 

7   Conclusions 

This study has explored the acceptability of ubiquitous computing technologies to 
support homework within a group of families, and has been undertaken as part of a 
long-term engagement with a range of families. Within this paper we have presented 
reactions to three distinct technological scenarios. These highlight a number of 
distinct conclusions of broad interest to the pervasive computing community and 
those interested in the application of advanced technologies within education.  

The Domestic and ‘Ubiquitous’ Education 
In seeking to deploy pervasive technology in domestic settings to establish stronger 
links between the home and educational settings of our children we are infiltrating an 
environment in which a complex series of values are already present. One of the core 
challenges that has already been identified in this move to domestic settings is 
understanding the social implications of pervasive technologies [5]. We have 
described how the sharing of information gathered inside this environment with 
external agents such as teachers provides an expanded set of issues surrounding 
privacy and relationships, be they interpersonal, or within and without the family. 
Alongside calls for an increased use of ubiquitous technologies in education, this has 
established the transfer of educational information within and outside the domestic as 
an important area for research. 

The differences between domestic and educational contexts and the effect this has 
on the reception of ubiquitous computing have been clear. We have shown that trust is 
constantly expected between parent and child in the family: such implicit trust 
arrangements are unlikely to exist in schools, where it is usual for children to be 
monitored through assessment and attendance records. Although we do not mean to 
suggest that trust is absent between teacher and child in school, it is often negotiated 
at the interpersonal level, rather than accepted school-wide. These core differences 
suggest that domestic and educational contexts will clash in the messages they send to 
children, and designing pervasive technologies to adapt to this difference is a complex 
challenge.  

Ubiquitous Computing and Education 
References to roles, rights and responsibilities in this article have emphasised that 
there are many social restraints on the immediate adoption of ubiquitous computing in 
education. Some of the difficulties in using technologies that share information about 
domestic contexts with educationalists might be tempered by including social norms 
in the process that mirrors those seen in the home.  



194 K. Fraser, T. Rodden, and C. O’Malley 

For example, trust and coordination seemed to be the basis on which family 
members shared information. By framing ubiquitous computing technologies as 
coordinating between teacher and child, trust might be established on a more equal 
footing, and the acceptability of such devices in home-school relations increased. 
There is a choice to be made here between replicating the relationship between 
children and parents – allowing a great deal of information to be shared, but 
demanding some degree of reciprocity – and settling for highly controlled information 
exchange, which current models of schooling support. 

Children’s increased control of education is the principle behind introducing 
ubiquitous technologies into education. However, increasing the autonomy of children 
may not be always about allowing them to choose the learning content and support 
they access, but also about allowing them to negotiate when and how to access 
learning resources. When using technologies as a way of making education more 
ubiquitous, we need to consider both the control of information sharing, and the 
control of educational infiltration. This is particularly true in domestic contexts, where 
research has become more focused on the ludic [43] and the difficulties of transferring 
work (and presumably educational) principles and technologies into the home. 

Guidelines for Design 
Basic guidelines for ubiquitous computing design can also be gathered from this 
work. Although much of our work has taken a cautionary tone we believe these 
represent a positive contribution to the development of technologies in this area. 

We have discussed that information sharing within the family is a highly sensitive 
issue, and when insufficiently negotiated between relevant parties, it can undermine 
trust, responsibilities and rights. However, we wish to establish that in the family, 
privacy and trust go beyond simple information control. While configurable devices 
are one way to address this problem, they rely solely on controlling the information 
captured, and not on supporting established relationships. The complicated 
interactions of family members appear impossible to model or support with 
technological controls, making technological solutions to privacy and control an 
inadequate solution to the problem. Allowing families to negotiate their own solutions 
while children adjust to new rights and responsibilities – as they have, unaided, for 
many years, may avoid situations where making such interactions explicit could cause 
issues. As designers our best strategy for transmitting homework information seems 
to be to allow within-family signals to be ambiguous and interpretable. 

The contrast comes when homework information is shared with the school. 
Visibility and control of technologies were core demands of families when sharing 
information with the outside world. Families were apprehensive about the recording 
of data about their everyday lives, with an obvious solution to this being explicit 
highlighting of the channels through which this data travels and mechanisms for 
controlling this. We have discussed that this reflects current models of trust between 
child and teacher, rather than a necessary condition of their future relationship. 

Our last comment must be on the importance of context in framing the sensitivity 
of and manipulation of information. Avoiding sensitive types of information is a way 
to sidestep issues, with our findings suggesting that the capture of temporal, visual 
and locational information might best be avoided where possible. However, we can 
also repurpose, rather than reduce this information, with the positive effects of trust in 
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the family suggesting wider opportunities for increasing the acceptability of pervasive 
technologies. Social steps such as these, or more local workarounds where we are 
limited in our technical solutions, such as increased control of devices or the space for 
social negotiation of device use, are applicable across domestic, educational, and 
many more contexts. The challenge for pervasive computing is the design of 
technologies that allow flexible social negotiation and are able to span the more fluid 
world of the home and the structured setting inherent within our educational 
environments. 
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Abstract. Mobile phones are increasingly becoming ubiquitous compu-
tational devices that are almost always available, individually adaptable,
and nearly universally connectable (using both wide area and short range
communication capabilities). Until Star Trek-like speech interfaces are
fully developed, mobile phones seem thus poised to become our main
devices for interacting with intelligent spaces and smart appliances, such
as buying train passes, operating vending machines, or controlling smart
homes (e.g., TVs, stereos, and dishwashers, as well as heating and light).
But how much can a mobile phone simplify our everyday interactions,
before it itself becomes a usability burden? What are the capabilities
and limitations of using mobile phones to control smart appliances, i.e.,
operating things like ATMs or coffee makers that typically do not benefit
from remote control? This paper presents a user study investigating the
use of a prototypical, mobile phone based interaction system to operate
a range of appliances in a number of different task settings. Our results
show that mobile devices can greatly simplify appliance operation in ex-
ceptional situations, but that the idea of a universal interaction device
is less suited for general, everyday appliance control.

1 Introduction

Personal mobile devices, such as mobile phones and PDAs, represent an im-
portant building block in many ubicomp systems discussed in the community
[1,2,3,4]. Their widespread use and their characteristics as a general purpose
computing platform make them appear as ideal devices for implementing many
interactive services in intelligent environments. Scenarios involving personal mo-
bile devices range from attaching digital annotations to physical objects [5,6,7],
sharing public displays [8,9], and interacting with appliances of all sorts [10,11].

Using mobile phones and PDAs to query and control smart environments and
artifacts is attractive due to four main aspects of today’s devices:

– Wireless Communication: Apart from the continuously expanding wide area
coverage, mobile operators are also increasingly offering digital (i.e., packet
switched) communication services such as GPRS, EDGE, or UMTS, which
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can provide fast, reliable, and economic device communication from almost
anywhere in the world, both indoors and outdoors. Moreover, short range
communication protocols, such as infrared (IR) and Bluetooth, allow local
ad-hoc communication between similar devices.

– Tag Detection: The recent addition of Near Field Communication (NFC)
technology not only improves intra-phone communication (i.e., simplifying
the often complicated Bluetooth setup process) but also allows mobile de-
vices to detect and read out passive (NFC-compatible) RFID-Tags. More-
over, camera phones can use 2D barcodes to allow even printed paper to
“send” information to a mobile device.

– Computational Resources: Mobile phones and PDAs have become powerful
computing devices, often featuring processors with hundreds of megahertz
and considerable RAM and Flash memory. Given their energy demands for
sustained wide area communication provision, their powerful batteries can
often easily support substantial calculations and short range communica-
tions without significantly affecting the primary usage (e.g., telephone or
organizer) of the device. Users are also accustomed to recharging their de-
vices periodically, thus providing a virtually unlimited energy supply for
locally installed applications.

– Programmable Screen and Keyboard: Many devices already feature large
color displays and programmable soft keys, 5-way navigation buttons, click
wheels, or even touchscreens, allowing system designers to quickly build a
wide range of attractive and versatile interfaces. Built-in microphones and
speakers, together with dedicated MP3 processors, can additionally support
the use of speech commands and audio cues.

Together, these four aspects can provide two important novel provisions to
the control of appliances, namely

– Information Provision: The mobile device can provide additional informa-
tion regarding the state of the appliance, either by providing a display to
an otherwise displayless appliance, or by extending an already existing, but
smaller embedded display.

– User Interface Provision: The mobile device’s programmable screen and key-
board can be used to extend or even personalize the appliance’s user inter-
face, especially in situations where space on the appliance is limited.

The use of handheld devices for controlling the environment has already a
long tradition, based on the (usually infrared-based) remote controls that pro-
vide access from afar to audio/video equipment such as TVs and stereos, but
also lights, shades, garage doors, or even cars. Given the many remotely control-
lable appliances found in today’s households, however, it is becoming less and
less practical to have a separate remote control for each of them. Also, users
increasingly need to carry out tasks that involve more than a single appliance,
e.g., switching on the DVD player while also turning on the TV at the same
time. Last but not least, many of today’s remote controls are overloaded with
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functionality that users hardly ever need, resulting in large, unwieldy devices
and hard-to-use interfaces.

A number of research projects (e.g., [12,13,14]), as well as commercial prod-
ucts (e.g., Philips Pronto1), have grown out of these needs. They often use a
PDA to dynamically download a user interface from the appliance. Nichols et
al. and Zimmermann et al. developed these ideas further and proposed to use
a PDA as a personal universal controller [15], or universal remote console [16],
respectively, which in turn led to the standardization of the universal remote
console framework within the INCITS V2 technical committee [17]. Among the
appliances that are typically considered controllable by such universal remote
controllers are video recorders, DVD players, TVs, video projectors, stereos, an-
swering machines, light switches, home security systems, ATMs, elevators, copy
machines, cars, vending machines, heating control systems, microwaves, ovens,
and washing machines.

Researchers have recently begun to look at the suitability of different pos-
sible interaction techniques (such as scanning a barcode, pointing with a laser
beam, or touching an RFID tag) for such scenarios [18,19]. However, there is
surprisingly little work addressing the question of which appliances are actually
suitable for this new paradigm of interaction, and under which circumstances
they are so. Koskela et al. [20] have studied the use of mobile phones, PCs, and
media terminals in a household over six months. However, the handheld device
could only be used to control lights and curtains in their setting. Rode et al. [21]
conducted an ethnographic study to find out which household appliances users
choose to program. Their research gives, however, no indication for which appli-
ances a personal mobile device may be an appropriate interaction tool. Moreover,
they do not consider spontaneous interaction with an appliance, but focus on the
programming of actions for the future and the creation of macros to facilitate
repeated tasks.

User studies investigating the performance of personal mobile devices for the
spontaneous interaction with appliances were carried out by Nichols et al. [11,22]
as part of the evaluation of their personal universal controller [15]. They studied
the use of a PocketPC to control a stereo and a telephone/digital answering
machine. In particular, they compared the performance of 12 subjects when
accessing the appliance either using the PDA interfaces, or the interface on the
actual appliance. The authors found that, compared to the user interface on the
PocketPC, interaction based on the physical appliance interface took twice as
long, entailed twice as many errors, and required five times more external help.

While these results seem very encouraging to the vision of using mobile phones
as universal interaction devices in the future, they might strike one as somewhat
counterintuitive: Why would a softkey-based interface of a generic PDA be more
efficient for playing back voice messages of a real answering machine than the
machine’s own buttons? Why wouldn’t the direct interaction with the physical
machine help users with understanding and operating the device, by making use
of the machine’s perceived affordances [23]?

1 See www.pronto.philips.com

www.pronto.philips.com
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Obviously, using a PDA or mobile phone as an interaction device will be
greatly beneficial when this presents the only way to access an otherwise invisible
device, e.g., for information services such as voicemail systems or online media
libraries. Similarly, a universal interaction device might be the only means for
users to discover the invisible information services available in a smart room
or attached to a smart object. And obviously, as the success of the TV remote
control has shown, handhelds should be well suited to control appliances where
interaction at a distance is desirable, such as a heating control system. However,
it is less clear whether personal mobile devices are beneficial for interacting with
physical appliances that require the user’s presence to operate, such as ATMs,
elevators, or microwave ovens.

With this in mind, we set out to conduct a user study exploring the benefits
and limits of using a mobile phone to operate physical appliances, i.e., devices
that would typically not benefit from being remotely controllable. Our aim was
to identify in particular the conditions under which devices like coffee makers,
printers, or microwave ovens would benefit from being operated not directly, but
through a mobile phone, or, conversely, when it would be a hindrance, rather
than an advantage, to have such a separate interaction device.

The remainder of this paper presents our user study in detail (Section 2),
starting with the experimental design and participants, describing our apparatus
and materials, and outlining our procedure. Section 3 contains the results of
our study, both analytically and anecdotically. We close with a discussion and
conclusions.

2 User Study

Our study tried to assess the benefits and limits of handheld devices in appliance
operations by asking study participants to use a range of appliances in a variety
of situations, both traditionally using the appliances’ physical interface, and with
a specifically developed universal interaction device. We then obtained quanti-
tative data by measuring the time it took a test subject to complete a specific
task, as well as qualitative data by observing and recording the users’ actions,
thoughts (through think-aloud techniques [24]) and opinions (through a post-
test questionnaire). This section presents the hypotheses, tasks, and procedure
of our study, including a description of our prototypical universal interaction
device, the AID (short for “Appliance Interaction Device”).

2.1 Hypotheses

We began our project with a set of three hypotheses, which together would
either support or weaken our intuitive notion that the use of universal interaction
devices has limits. Specifically, we hypothesized as follows:

– For controlling an appliance in exceptional situations, interaction based on a
mobile phone would be faster than interaction based on the traditional user
interface.
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Table 1. Appliance tasks in the user study. Participants were asked to complete 18
tasks distributed among the four available appliances. Not all appliances had suitable
tasks in all four categories.

Control Problem solving Everyday Repeated control

Dishwasher adjust water hardness,
activate child safety lock

fix error “F2”,
white film on dishes

start program —

Coffee maker adjust water hardness,
set switch-on time

— brew coffee adj. water hardness

Printer change paper type,
print cleaning page

fix faded print cancel print job change paper type

Radio set clock,
store preset station

— change channel set clock

– Looking up context-dependent information on the handling of an appliance
would be faster using a mobile phone than using traditional means (e.g., user
manuals).

– To carry out everyday tasks, the use of an appliance’s traditional user inter-
face would be faster than mobile phone-based interaction.

2.2 Appliances and Tasks

We used four typical appliances for which we found a number of use cases where
mobile phone based interaction might be beneficial: a dishwasher (V-ZUG Adora
S 55), a coffee maker (Jura Impressa S70), a printer (HP LaserJet 4050tn) and a
radio (Sangean ATS-505). For each appliance, we defined a number of tasks for
participants to work through – once using the appliance’s native controls, once
using our AID device. We grouped these tasks (18 in total, listed in Table 1) into
the following four categories:

– Control tasks involve the adjustment of a special device setting (e.g., setting
the water hardness for the coffee maker) or the invocation of an unusual
operation (e.g., create a printer cleaning page). Theses tasks reflect the use
of a mobile phone for user interface provision.

– Problem solving tasks confront users with an abnormal situation (e.g., a mal-
functioning dishwasher displaying an error code) that must be dealt with.
These tasks correspond to the use of a mobile phone for information provi-
sion.2

– Everyday tasks are control tasks that are most typical for an appliance (e.g.,
brewing a coffee) and are performed very often.

– Repeated control tasks are control tasks that a user has performed very re-
cently and is still very familiar with.

Using our prototype presented in [25], a small pilot study was run in advance
to identify tasks suitable for comparison. For example, the coffee maker’s manual

2 See Section 1, page 199.
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contained instructions on how to brew a latte macchiato, which required the user
to adjust various settings in no less than 10 steps. Obviously, brewing a latte
macchiato could simply be offered on the mobile device as a single menu item.
As this would have drastically favored the AID device, we took care to select
only tasks that would require a comparable degree of interaction when executed
directly on the appliance and on the mobile interaction device. Similarly, we
omitted tasks that were so poorly supported by the appliance manufacturer
that they proved very difficult and lengthy when tested in our pilot study, e.g.,
changing the coffee maker’s water filter. As these tasks could be improved easily
(e.g., through better documentation), we did not consider them for our main
study.

2.3 Participants

We tested a total of 23 participants,3 10 (43%) of which were male and 13
(57%) of which were female. Most of them were undergraduate or graduate
students recruited through mailing lists from different universities. There were
10 participants with a background in sciences or engineering, 10 participants
from the humanities or social sciences, and 3 participants with no academic
background. All of them spoke German as their native language and owned a
mobile phone. Except for two subjects, all participants used their mobile on a
daily basis. The average age of participants was 29.8 years, ranging from 21 to
50 (SD=6.1) years. None of them had any relevant previous experience with the
appliances used in our experiment. Participants were compensated for their time
with a USB memory drive or a cinema voucher, according to their preferences.

2.4 Apparatus

In order to evaluate the usefulness of a universal interaction device, we had to
provide our test subjects with a corresponding mobile unit that would let them
properly experience the use of such a remote control unit. Our AID prototype
system supports mobile phone based interaction for all of the tasks outlined
above. Our system is implemented as a Java MIDlet that we deployed on a
Nokia 6630 mobile phone. This mobile phone features a color display with a
resolution of 176 x 208 pixel. Unlike the devices used in other evaluations (see
Section 1 above), the Nokia 6630 does not offer pen-based input capabilities, but
features only a simple keypad.

Instead of actually coupling the AID with our four appliances, we simulated
both appliance identification, as well as the transmission of appliance status, by
having the user press the phone’s main navigation button. As users performed
the tasks in separate steps, the experimenter had time to use an undocumented
button combination on our AID to quickly select the proper context-dependant

3 Our pilot study included 9 participants, none of which participated in our main
study later.
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reactions for the upcoming task, thus giving users the illusion of having our
AID actually detect and read out the appliance.4 Obviously, this setup made
it impossible to really control the appliance in any way through the AID – a
shortcoming that we pointed out to participants, indicating that we were only
interested in seeing the right buttons being pressed, not an actual appliance
being controlled.

Fig. 1. AID prototype implementation. The screenshots show examples of the AID user
interface for each of the four appliances used in the study. Appliance functions could
either be selected by traversing the main menu (a) or by having the AID automatically
(i.e., simulated, see Section 2.4) detect the appliance’s state (d).

Figure 1 shows four example screenshots of the AID during the study, one for
each of the four appliances. Invoking our AID device on an idle appliance brings
up the appliance’s main menu, as shown in Figure 1(a). For each appliance,
this main menu would offer all tasks that are available through the appliance’s
physical interface (in a hierarchical menu). The user interface for a typical task is
shown in Figure 1(b). We also included a “troubleshooting” menu entry for each
task, which would contain the contents found in the corresponding section of
the appliance’s user manual. Figure 1(c) shows such a list of common problems
that might occur at the dishwasher. Finally, we provided several step-by-step
assistants that help users with physical appliance manipulations. The assistant
supporting the task of clearing a paper jam at the laser printer is illustrated
in Figure 1(d). For each step, the system highlights the part of the printer the
user must operate next. When the user pushes the right arrow on the phone’s
keypad, the assistant advances to the next step. Assistants and troubleshooting

4 The device used in our pilot study [25] was an NFC-enabled Nokia 3220 that ac-
tually performed a true wireless identification of each appliance. However, as both
the computational resources and the screen estate of the Nokia 3220 were limited in
comparison with the Nokia 6630, and because no discernable difference was notice-
able between the real and simulated NFC action, we decided on the setup described
above.
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Fig. 2. Participants interacting with appliances. The images above show three of our
participants carrying out tasks: using the AID device to operate the coffee maker;
troubleshooting the printer using the printed manual; and using the AID device to
operate the radio.

tips can either be accessed manually through the menu, or they are displayed
automatically when the appliance is in a state where such help is needed.5

2.5 Procedure

The experiment began for each participant with a brief introduction to the con-
cept of the AID, our user study, and its goals. Participants were then asked to
fill out a profile questionnaire that allowed us to gather information on their
background (age, education, previous experience with devices used in the exper-
iment, etc.). We explained the basic concepts of the AID (i.e., the user interface
provision and the information provision) and demonstrated it interactively us-
ing example tasks that did not reoccur in the course of the study. We also told
participants explicitly not to think of the AID as a remote control, and that they
would only be able to use it on an appliance after they had touched it, followed
by pressing the phone’s main navigation button. We finally handed them the
AID device and guided them through a number of simple preparation tasks in
order to familiarize them with the phone’s controls and user interface.

The beginning of the study was conducted in a semi-public lounge in our
university, as it offered a dishwasher that we could use. There were only few
distractions here, and for the rest of the study we moved to a quiet office where
we had set-up the coffee maker, the laser printer, and the radio. The introduction
and initial explanations described above were also conducted in this office. All
devices where ready to use and equipped with the appropriate handbook in
German language.

For each of the four appliances, we handed the test subjects small cards with
their assignment printed on. They were asked to work through each task twice.

5 As pointed out previously, this appliance state detection would be setup secretly by
the experimenter prior to giving out a particular task to the user (as no communi-
cation between the appliance and our AID device takes place).
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Fig. 3. Example of traditional task solving. At one point, study participants were asked
to change the level of water hardness in the coffee maker. The above pictured steps
usually required an extensive study of the printed manual.

One time, users should use the traditional method to solve the task, i.e., they
should interact directly with the device using the physical interface. The other
time, they should use the AID device. Users were explicitly told that they could,
but would not have to use the user manual when completing a task in the tradi-
tional way. In order to minimize potential learning effects, we used counterbal-
ancing, i.e., participants were divided into two subgroups that worked through
the cards in different orders. Group A was asked to complete every task first
with the traditional method, and then again with help of our AID device. Group
B was asked to begin with the AID device and then use the traditional interface
afterwards. To get comparable results, the order of the tasks was the same for all
participants.6 Learning effects were compensated for by letting the users perform
the first task of each appliance again at the end of the study.7 We measured the
time needed for each task and then asked users whether it was easy or difficult
for them to solve the task, as well as which method they liked better. For tasks
that required users to find a solution to a problem and telling us about it, time
stopped with their first utterance. Figure 2 shows some of our participants car-
rying out tasks, Figures 3 and 4 show an example of an entire task (adjusting
the water hardness in the coffee maker) being done using the traditional method
and using the AID device, respectively.

The final part of our study asked our participants to complete seven different
tasks in a row (see Figure 6 on page 210 for a list), which they had to perform
as fast as possible. They were, however, free to chose any method to operate
the appliances, i.e., they could pick up the AID, consult the printed manual, or
directly operate the physical appliance interface to accomplish the assignment.
We then recorded their individual choices for each of the seven tasks. In order to

6 The actual task order can be found in Table 1: for each device, the control, problem
solving, and everyday tasks were performed. Finally, the column “repeated control”
was tested from top to bottom.

7 For practical reasons, we did not move back to the lounge area again to test the
dishwasher a second time.
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Fig. 4. Example of task solving using the AID. The water hardness can be changed
more easily using the hierarchical menu of the AID, typically without consulting any
manual.

get participants to truthfully choose the methods they thought would be most
effective, we offered a portable MP3-player to the user with the fastest time.

The study ended for each participant with a final questionnaire that collected
their opinion and suggestions on the AID device. A single session typically lasted
about 80-120 minutes.

3 Results

We collected both qualitative and quantitative results. Qualitative results used
both the explicit answers from a post-test questionnaire administered after all
tasks were completed (reported in Section 3.2), as well as notes and recordings
taken during the tasks that captured the participants’ thoughts through a think-
aloud technique, which they were instructed to employ (see Section 3.3). The
quantitative results simply measured the time between the begin and end of
a task, though for tasks involving an answer rather than asking the user to
operate an appliance (i.e., the problem solving tasks, see Table 1 on page 202),
the time until the user started to reply was measured. This data is reported in
the following section.

3.1 Quantitative Results

Figure 5 and Table 2 show the average task completion times we measured in
each condition. As predicted, the mean time of task completion decreased for
control tasks and problem solving tasks, whereas it increased for everyday tasks.

We further examined the collected data using analysis of variance (ANOVA).
We ran a two-way ANOVA with factors interaction method and task type, which
confirmed a significant main effect of interaction method (p < .001, F1,736 =
100.23). Also, a significant main effect of task type (p < .001, F3,736 = 661.18) and
a significant interaction effect between task type and interactionmethod (p < .001,
F3,736 = 218.68) was found. Focusing on this interaction effect, we continued by
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Fig. 5. Mean time of task completion. While the use of the AID device significantly cut
down the execution time for exceptional control and problem solving tasks, it was two
to four times slower for everyday tasks.

analyzing the effects of interaction method for each of the four task types. For each
task type, an ANOVA showed that there was a significant difference between in-
teraction method (control tasks: p < .001, F1,366 = 600.1; problem solving tasks:
p < .001, F1,64 = 34.823; everyday tasks: p < .001, F1,182 = 198.302; repeated
control tasks: p < .001, F1,124 = 44.851). We therefore find our hypotheses con-
firmed that mobile phone based interaction significantly reduces completion times
for control and problem solving tasks, while significantly slowing down everyday
tasks. Interestingly, controlling an appliance with the mobile phone was signifi-
cantly faster even after participants had familiarized themselves with the task and
could be considered experienced users of the respective appliance.

We also studied the effects of other factors, namely age, gender, and experi-
ence with advanced phone features. We did not find an interaction effect with
interaction method for any of these factors. We therefore conclude that, for the
23 participants in our study, the use of the AID was beneficial irrespective of
their gender, age, or previous mobile phone experience.

An individual analysis of our 18 tasks showed a consistent pattern. For each of
the everyday tasks, traditional interaction proved faster, while users were faster
using the AID in all other cases. However, there was a single exception from
this picture, namely the repeated control tasks performed on the printer. While
interaction with the AID took slightly less time (MAID = 16.9s, Mtrad = 21.6s),
this difference fell short of significance at the .05 level (p = .177, F1,40 = 1.885).
We presume that this is due to the the well-designed user interface of the printer
used in our study. Several users made the informal comment that they liked the
layout of the printer’s control panel and that it was relatively easy to navigate
in its menu because buttons were labeled in a helpful and familiar way.

Apart from the repeated control tasks, we found the results of the problem
solving tasks particularly interesting. While in one task the appliance supplied
context (i.e., an error code) that the AID used to automatically show the relevant
instructions, it did not do so in the two other repeated control tasks. We merely
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Table 2. Mean time (in seconds) and standard deviation. See Figure 5 for a graphical
representation of this data.

Control Problem solving Everyday Repeated control
Traditional 162 (112) 121 (131) 2 (4) 28 (24)
AID 24 (21) 27 (16) 8 (12) 12 (6)

gave participants some unspecific information about a problem that they had to
find manually using either the printed user guide or the AID. Even though we
made sure the AID covered all the topics we had found in the printed documen-
tation, participants were significantly faster when they used the AID (printer:
Mtrad = 253s, MAID = 25s; dishwasher: Mtrad = 91s, MAID = 29s). This is
surprising especially for the dishwasher as its user manual is very compact and,
as we find, well made. However, the mobile phone’s menu hierarchies that allow
for the structuring of content seem to prove beneficial for this task.

3.2 Qualitative Results

Figure 6 summarizes the results of the final contest, in which participants had to
solve a list of tasks in the shortest possible time, but for which they could freely
choose the interaction method. Overall, the AID was used in 69% of the control
and problem solving tasks, even when participants had previously used the tra-
ditional user interface in similar situations just as effectively as the AID. Most
of the participants stated that already slightly different tasks would make them
insecure, fearing that they would not know where to find it in the appliance’s
menu structure. They would therefore opt for the AID as it “gives me a better
overview than the printer’s two-line display and allows me to complete the task
faster”, as one participant explained. On the other hand, participants hardly
used the AID to store or select a station in the radio’s preset memory, stating
that they didn’t even think of using the AID as it was “just more natural” to
interact with the radio directly.

In the post-test questionnaire, we asked users to rate a number of statements
on a five-point Likert scale. The statements and participant responses are shown
in Figure 7. We also asked users to rate the value of the AID in some given
situations. The results of this question are depicted in Figure 8.

Finally, every participant was asked to answer three concluding questions. At
the outset, we asked them: “Do you use appliances for which you would like to
have the AID? If so, please name these appliances.” 22 participants (96%) replied
positively and listed both devices from our study, as well as microwave ovens,
TVs, DVD players, car radios, heating systems, and “appliances that you change
often, such as rental cars”. Only 1 participant (4%) would not want our AID. We
also asked: “If you owned an AID for an appliance, would it be ok if you could
access rarely used functions only through the AID? Why / why not?” 18 (78%)
of our users agreed, 4 (17%) disagreed, and 1 participant was not sure. Some
participants expressed concern that they would no longer be able to interact
with their appliances in case their mobile phone or PDA was unavailable.
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0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Printer: Clear paper jam

Radio: Store preset station

Printer: Cancel print job

Coffee maker: Adjust water hardness

Printer: Fix error 64

Radio: Select preset station

Printer: Activate EconoMode

AID
Traditional
Both
Neither

Fig. 6. Interaction method usage during contest. For the final contest, participants were
free to use any method that they felt most comfortable with for each taks. Out of the
seven tasks, four were previously completed tasks, while three (“Activate EconoMode”,
“Fix error 64”, “Clear paper jam”) were new tasks.

We ended our questionnaire with the following question: “Could you imag-
ine accessing all functions offered by an appliance only through the AID? Why
/ why not?” While some participants could imagine giving up the traditional
interface (4 users, i.e., 17%), most replied that a software-only user interface was
not an option for them (17 participants, i.e., 74%). 2 participants were unsure.
Most users answered that they would rather not use the AID for simple tasks.
However, two respondents stated that they might be willing to accept an appli-
ance without a traditional user interface if its price were lowered in turn. Two
participants added that they could think of appliances that would benefit from
a full replacement of the user interface, as this would make ugly control panels
redundant and improve visual appearance.

3.3 User Feedback

In the course of the study, there were a number of issues that were brought up
by the participants. In this section, we review these informal comments.

The biggest concern that users expressed was that of increasing dependence on
technology, and in particular the mobile phone, through the use of an AID device.
Most often, participants wondered how they would use their appliances if their
phone was misplaced, lost, stolen, malfunctioning, without network coverage, or
had simply run out of battery. Two participants also mentioned that they did
not want to always carry their phone with them, just to be ready to use their
appliances. Other concerns were more diffuse: “I don’t fully trust the mobile
phone and would like to have the buttons on the device. Just in case...” Someone
else perceived the AID as yet another burden in everyday life: “We’ve got so
many devices around us already, so I don’t think we need another one just for
rarely used functions.”

What most participants pointed out as the AID’s biggest advantage over tra-
ditional interfaces was its menu structure. It was described as “easy to use”,
“well structured”, “clearly laid out” and “intuitive”. Many participants felt that
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"Better user manuals 
would render the AID 

unnecessary."

"If I had an AID for my 
appliances, I'd use 

functions that I find too 
complicated today."

"The AID made me feel 
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"I liked using the AID."
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Fig. 7. Subjective Likert scale responses. Participants rated the usefulness of the AID
device after they finished all tasks (0 = strongly disagree, 4 = strongly agree) – Error
bars: +/- 1 SD.

this was mainly due to the larger display size, especially when compared to a
small appliance LCD. Several participants explained that they would hardly get
lost in the menu, thus enabling them to easily find even previously unknown
functions. One participant said: “If I had an AID, I could forget about how I did
something and still be able to do it a few months later without any problems.”
Another participant explained how the AID’s menu system allowed her to inter-
actively explore the full range of functions: “I always like to gain an overview of
all available functions of my appliances. The AID would be ideal for that.”

While they liked our prototype implementation of an AID, some participants
expressed doubt if an actual appliance manufacturer would be able to come up
with an equally user-friendly piece of software for their own products. One par-
ticipant suggested that “every manufacturer should include a menu item called
‘troubleshooting’, just like all Windows applications have a ‘Help’ menu.” Many
users especially liked the immediate reaction of the AID to special situations,
e.g., by displaying helpful instructions instead of just a status code. As one par-
ticipant put it: “It is also extremely convenient that I’m immediately told what
the cause of an error is.” However, there were also cases where context-sensitive
behavior confused people more than it helped, as they expected the normal menu
to show up.

Most participants expressed their frustration with user manuals. As one user
said: “[Most handbooks contain] too much information that I don’t actually want
to read.” They therefore found it very helpful to have the essential problem-
or task-oriented information available on the AID and were not bothered by its
relatively small display size. We asked some participants if a well-made quick-
reference guide could make this content obsolete on the AID. Most of them
agreed that this was not the case: “I don’t want to go find a manual that I
anyway may have thrown away.” Two participants also said that the AID could be
improved by adding search capabilities, because “then I can search for keywords
with CTRL+F just like when I read a manual in PDF format.”
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Fig. 8. Concluding questions. Participants were asked to rate the perceived value of the
AID device in various situations (0 = no value, 3 = great value) – Error bars: +/- 1 SD.

Overall, while having some concerns on the ever-increasing dependence on
technology, participants generally liked the AID and gave very positive feedback
on its use. In one participant’s words: ”In the beginning I was sceptical, but now
I’m very excited.”

4 Discussion

At first sight, our measurements seem to disagree with the results of the user
study by Nichols et al. [22], which showed that their participants took twice
as long interacting with the actual physical interface even for those everyday
tasks that required only “one or two button presses on the actual appliance”.
Nichols et al. attribute this superiority of the handheld approach to the “poor
labeling, insufficient feedback, and overloading of some buttons with multiple
functions” of the appliances under test. With respect to the AT&T phone they
used for some of their experiments, Nichols et al. mention that “this phone has
several buttons that can be pressed and held to activate another function. There
is no text on the telephone to indicate this”. Nichols et al. specifically addressed
these drawbacks of the physical interface in the handheld implementation by
providing an intuitive virtual interface, which explains the superiority of the
handheld approach. In our experiments, the physical user interface on the four
appliances is very intuitive and convenient for all four different everyday tasks.
In the paper by Nichols et al. there is also little information on the actual tasks
that were performed. The result is that we cannot compare the “one or two
button”-tasks mentioned by Nichols et al. with the everyday “one button”-tasks
we studied.

In our opinion, the value of the mobile phone to complete exceptional tasks
stems from the shortcomings of the physical user interfaces and the correspond-
ing manuals. User interface designers commonly have to deal with the conflicting
constraints of cost, size, and usability. On the one hand, expensive high-resolution
displays with many buttons help to build a user interface that is convenient and
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intuitive even for uncommon tasks. On the other hand, the cost and size restric-
tions typically limit the number of buttons available and the size and resolution of
the displays. For most appliances, the result is that interface designers are forced
to realize uncommon tasks by a combination of buttons. The corresponding in-
structions are then listed in a complementary manual. This requires a significant
effort from the user, however. The manual might not even be close-by, there is
no direct link to the corresponding section in the manual, and the limited expres-
siveness of a manual makes the association of the printed instructions with the ac-
tual physical interface of the appliance non-trivial. The AID addresses all of these
shortcomings, since it represents a cost-effective way to equip any appliance with
a high-resolution display and a multitude of buttons. It thus enables user interface
designers to address the conflicting constraints of usability, cost, and size associ-
ated with user interface design by leveraging the external mobile phone with its
significant display and input capabilities.

The AID provides not only a high resolution display and input capabilities, it
also permits the personalization of the user interface due to the personal nature
of the mobile phone. While designers usually have to develop an interface for
the average user, the AID concept allows them to build a software interface that
automatically adapts the language, adjusts the features available according to
the capabilities of the user, and lists the history of recently performed tasks. The
user interface designer would also benefit from the availability of well-supported
software development platforms, such as J2ME or Symbian. The long range
communication capabilities of the mobile phone might also facilitate software
maintenance, since the user interfaces can be updated remotely.

In our study, the appropriate mobile phone software was preloaded on the mo-
bile phone and we simulated the appliance identification with a mobile phone.
The rationale for simulating the identification was the limited display and com-
puting capabilities of today’s NFC-enabled mobile phones and the fact that
our pilot study indicated that there was no discernable difference between real
and simulated NFC action. As the NFC technology becomes available in mobile
phones with high-resolution displays, future user studies could incorporate the
appliance identification and possibly also the downloading of the software. While
we do not believe that this will impact the findings of our study, it would make
the overall application scenario even more realistic.

5 Conclusion and Outlook

The goal of our study was to assess the benefits and limits of using mobile de-
vices, such as PDAs or mobile phones, for appliance control. While the idea of a
universal remote control is an appealing one, given the technical capabilities and
prevalence of such devices, we questioned the sheer limitless uses that today’s
designers and researchers often envision for them. Hypothesizing that universal
appliance controllers might be superior to traditional, physical appliance inter-
faces in exceptional situations only, but not for carrying out everyday tasks, we
had our 23 test subjects perform a series of 18 tasks distributed among four
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appliances. By collecting quantitative measurements, we could confirm that our
users were significantly faster when having to solve exceptional tasks with our
AID (our prototypical universal appliance controller), but slower when perform-
ing everyday tasks. Our qualitative methods further confirmed that users would
often prefer using the AID, but still liked the “natural interaction” with a device
if a simple, straightforward task was to be solved and the tasks required them
to be in the vicinity of the appliance anyway.

These findings seem to suggest that hybrid approaches that combine tradi-
tional, haptic user interfaces with extended user interfaces on a mobile device,
offer the best of both worlds. Users could continue to directly interact with ap-
pliances, which is both faster and more convenient in most everyday situations.
However, in special situations where users would have to remember complex and
clumsy sequences of pushing buttons or manipulating the appliance, it is much
more intuitive to use a mobile device with its powerful and versatile user in-
terface for interaction. The results thus suggest that the proliferation of mobile
phones with high resolution displays and short range communication capabili-
ties will enable appliance manufacturers to overcome the conflicting constraints
on cost, size, and usability of the user interface, by leveraging the user’s mobile
phone.
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Abstract. We report a qualitative study of the use of physical space and wire-
less laptops by ten United States households.  Although wireless laptops pur-
portedly offer the opportunity and affordances to go “anywhere in the home,” 
laptops were generally used in a small set of particular places rather than mov-
ing fluidly through the home: wireless laptops were portable, but not mobile per 
se We present factors that influence laptop movement in the home. We also 
present a model of people’s use of space in the home, identifying a small set of 
favored places of long-term use and a larger set of kinetic places used for spe-
cific tasks. We discuss how the factors we have identified generally promote 
use of laptops in favored places and generally discourage use of laptops in ki-
netic places. We discuss how our findings are relevant to the design of tech-
nologies for the home. 

1   Introduction 

A number of significant studies have examined the use of personal computers in the 
home [9,10,14,17,28,29].  Two increasingly popular technologies have the potential 
to dramatically change patterns that have been reported previously, particularly when 
taken in combination: wireless home networks and laptops.  Forrester estimates that 
3.8 million United States homes had both home networks and laptops as of December 
2004, forecasting 30 million such homes by 2010 [25], and Strategy Analytics esti-
mates that 19 million United States and European homes have wireless networks as of 
2006 [19]. 

The wireless laptop offers continuous connectivity in a portable device, and while 
it certainly falls short of the original ubicomp vision [30], it is an important step to-
wards it.  The wireless laptop is touted as having great potential to change the nature 
of computing in the home.  Rhetoric suggesting that people can compute “on a whim 
at any time and in any room” is extremely common [25].  Nonetheless, little is known 
about specific day-to-day practices with wireless laptops. 
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The much vaunted opportunities for the wireless laptop (and more broadly for mo-
bile, ubiquitous, and pervasive computing) are strongly tied to its potential to be used 
in a variety of physical contexts.  Physical space plays a large role in people’s day-to-
day lives, influencing for example sensory, ergonomic, cognitive, and social experi-
ence. We are therefore interested in examining the physical contexts in which people 
choose to spend time and use technology in the home.  We believe that by studying 
current practices around choice of physical context, we can gain insights (1) for the 
design of future technologies and (2) for the design of physical environments (from 
furniture to architecture) amenable to emergent behaviors and technology use. 

More specifically, we are interested in questions such as: Where specifically do 
people spend time in the home, and why? What are the properties of different places 
in the home?  In which of these places do people use computing technology, and 
why? Through this investigation, we hope to learn more about which characteristics 
of space and devices are or are not favorable to computing technology in the home. 

Households with wireless laptops are an excellent population to inform such ques-
tions, as household members have the opportunity to compute “anywhere” in the 
home and have well-established practices that can be examined (in contrast with par-
ticipants in short-term interventions or laboratory studies).  In this paper, we report a 
qualitative study of the use of physical space and wireless laptops by ten United 
States households.  To our knowledge, this is the first study of the day-to-day use of 
wireless laptops in the home.  Specifically, we discuss factors that influence where 
wireless laptops are and are not used in the home.  We characterize participants’ use 
of space in the home and discuss the settings in which laptop use is and is not preva-
lent in the home.  Wireless laptops are not generally used anytime, anywhere, but are 
instead used mainly in four kinds of favored places in the home.  We present a taxon-
omy of these primary sites of laptop use in the home.  We believe our findings can be 
used to reason about how future devices may be used in the home. 

The remainder of the paper is organized as follows.  We first review related work 
and then discuss our method.  We then turn to findings, followed by discussion of the 
findings and design implications.  Finally, we conclude and discuss future work. 

2   Related Work 

The home has long been considered a compelling domain for ubiquitous computing, 
and many exciting technologies have been proposed for this venue [13].  The home is 
however plainly a complex domain for which it is difficult to design, and the promise 
of many technologies is as yet unfulfilled. Even when domestic technologies succeed, 
the reasons for their success are not always well understood.  While important initial 
work has been done in the domestic arena, researchers have lamented the  
paucity of research on the home environment as compared to the extensive body of 
literature on the work environment, and have called for more research to deepen our 
understanding of home life and the use of technology in the home, e.g., [4,6]. 

One of the main areas of inquiry has been the use of desktop computers and the In-
ternet in the home [9,10,14,17,28,29]. These studies have tended to focus on the so-
cial context of computing [10]; Venkatesh and his colleagues explicitly model the 
home as two main components – the social space and the technological space [28,29]. 
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However, some work has also considered physical space, typically at the level of 
rooms or general areas. Mateas et al. conducted a study of the use of desktop com-
puters in the home, explicitly considering not only social context, but spatial and 
temporal context as well [17]. They identified general areas (although not specific 
places) that represented “behavioral clusters” in the home, such as “Work Space” and 
“Private Space.” Frohlich et al. also investigated the location of desktop computers in 
the home [9]. In all these studies, the desktop computer was statically positioned, 
frequently in the home office if the family had one.  Frohlich and Kraut [10] observe 
that placement of the computer has complex social implications and can create social 
tension, and they raise the possibility of portable machines that can be carried be-
tween different rooms. 

The suggestion of portable devices resonates with O’Brien et al.’s study of home 
life and the use of audio-visual technology and a prototype set-top box [21]. This 
work focuses primarily on the social context for the use of technology, although this 
naturally leads to discussion of issues such as coordination and ownership of space, 
particularly the way in which noise-emitting technologies such as the television can 
mark out space. They discuss the importance of the portability of devices such as 
small televisions and stereos to distributing functionality throughout the home. 

McClard and Somers present a rare study of the use of portable tablets [18], report-
ing a seven-week intervention in which they provided wireless networks and tablet 
computers to 13 families. Their work strongly emphasizes that the tablet can be used 
“anywhere.” (On a related note, Forrester reports survey data indicating that laptops 
are used to some degree in every room in the home, although most often in the office 
[25].) Although participants did not consider the tablet to have equivalent functionality 
to the PC, they liked the fact that it was portable and could be used in “comfortable” 
positions and locations such as a couch or bed.  Despite the significance of issues such 
as fatigue and comfort in the home, and their impact on the use of technology, seating 
position and posture are rarely considered elsewhere in the literature. In one of the only 
other studies of wireless computing, Grinter et al. [11] explored the collaborative ad-
ministration of home networks, some of which were wireless. Patel et al. [23] studied 
the use of a different wireless technology, cell phones, examining the proximity of the 
phone to its owner, both in and out of the home. 

Issues such as communication, coordination, and organizing systems have also 
been explored in the home [5,7,27].  Crabtree et al. [5] present a study of domestic 
routines for managing communications such as physical and electronic mail coming 
in and out of the home.  Their study shares our interest in a fine-grained analysis of 
locations in the home, but focuses on locations of communication media and the role 
they play in issues such as the coordination of action among household members. For 
example, Crabtree et al. introduce a notion of ecological habitats to describe where 
communication media dwell; we have a complementary focus on the locations in 
which people spend time in the home. 

To evaluate the use of technology in the home, we need to understand not only 
where technology is used in the home, but more broadly how people use space in the 
home. The existing literature from the social sciences is surprisingly sparse regarding 
daily use of space, particularly regarding specific patterns of use of places and ob-
jects; generally researchers have focused on broader issues such as identity, territori-
ality, gender, and power, and discussions are often at the level of rooms rather than 
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specific places within the room (see e.g., [12,16]).  In a notable exception, Oswald 
reports favored places for elders [22]. These favored places are motivated by a ten-
dency towards environmental centralization, particularly when people suffer from a 
loss of mobility. Oswald however does not discuss in detail the characteristics of 
these places, and the population he is studying appears to use them somewhat differ-
ently than the more general population in our study. 

Other relevant work explores the use of space and technology in the workplace  
environment. For example, Becker and Steele [1] discuss the concept of an organiza-
tional ecology that views space layout, technology infrastructure, and business proc-
esses as a unified whole. They use this concept to present arguments for non-territorial 
offices that support collaboration and dynamic allocation of space. Similarly, Brown 
and O’Hara [3] discuss how mobile workers dynamically make use of space. They 
explore how “place changes work” (e.g., availability of power or network connectivity 
dictating the tasks undertaken) and how “work changes place” (e.g., places like cafes 
or homes being turned into work places).  While this work considers the use of port-
able technology in work-from-home settings, it does not explore technology and space 
use in the home in general.  Luff and Heath [15] focus on the use of portable artifacts 
in workplace collaboration.  In particular, they suggest that the micro-mobility of ob-
jects, such as the way in which multiple people orient to a paper medical record or 
circulate a paper work log, can be as important to the success of mobile technologies as 
the simple fact that they are portable.  We return to this point later. 

In this paper, we present what is to our knowledge the first study of the day-to-day 
use of wireless laptops in the home. Further, we present what is to our knowledge the 
first study to contextualize findings about technology use in a specific discussion of 
how participants’ occupy space in the home. 

3   Method 

Data was collected as part of two related studies within a broader project on the use of 
space and technology (in particular wireless laptops) in the home. The lead author 
visited all homes in both studies and there was high overlap in interview content and 
procedure. 

3.1   Participants 

Participants consisted of the 28 occupants of ten households, as well as the six occu-
pants of two pilot households. Two households were recruited from a local university 
community and the remaining eight were recruited via an online classified service. 
Participants were compensated. All households had wireless networks and at least one 
laptop computer. Households had a range of laptop and desktop computers (both PCs 
and Macs), with an average of slightly more than one computer per person. 

Households were chosen to represent a diverse range of household composition 
and life stage. All households had multiple inhabitants; some households had children 
of various ages, while other households consisted entirely of adults, e.g., married 
couples who did not have children or “empty nesters” whose children had grown up 
and left home. Participants were from a range of ethnic and cultural backgrounds and 
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had varying occupations, such as kindergarten teacher, health care analyst, tech sup-
port person, furniture salesperson, or student.  Although technical knowledge varied, 
participants tended to be somewhat technically oriented, which is not surprising given 
that they were in households that were leading adopters of wireless home networks. 

Eight of the households were located in the San Francisco metropolitan area, and 
two of the households were located in the Portland metropolitan area.  The homes 
were in a range of neighborhoods, including for example an ethnic residential neigh-
borhood and a quickly developing urban district.  The homes in the study consisted of 
a range of housing types, from large “McMansions” to one-bedroom apartments. Our 
recruiting favored various types of open plan layouts because we were particularly 
interested in the use and coordination of more “flexible” and shared space, although 
some of the houses had traditional layouts. 

3.2   Procedure and Analysis 

Data was collected during 2005 and 2006.  Each household was studied in some depth 
through multiple home visits, which included home tours, semi-structured interviews, 
and a variety of mapping activities (e.g., annotating floor plans, using felt maps to do 
“walk-throughs” of recent days [17], and interpreting visualizations of location data 
collected by sensors installed in some homes). While we covered a wide range of 
topics, our interactions with the participants particularly emphasized their use of 
space and technology.  In all but one home, all household members were present at all 
interviews. The primary interviews (usually two interviews per family, for a total of 
approximately three to four hours per family) were typically video-taped and tran-
scribed. We had a number of additional informal interactions with several of the fami-
lies, and we typically took notes on these. Additionally, in some households, textual 
and photo diaries were kept by participants, while in other households ultra-wideband 
sensors were used to track the locations of the participants and laptops and application 
use was logged on laptop and desktop PCs.  In this paper we focus on qualitative 
findings, although we have begun to explore quantitative findings as well [1]. Time-
lapse photography was also collected in some of the public areas in some of the 
homes. Households typically participated for approximately one to three weeks, al-
though one household participated for approximately four months, and we conducted 
brief follow-ups with some households after several months had elapsed. 

We reviewed the transcripts, notes, videotapes, and visual artifacts (annotated floor 
plans, photos, visualizations, etc.), triangulating across the different sources. Through 
this process, we identified themes [24] that we judged as representative of the partici-
pating households. In the next section, we report the results of our analysis. 

4   Findings 

In this section, we present the findings that emerged most strongly from our analysis. 
Specifically, in Section 4.1, we present factors that shape habits regarding location of 
laptop use. In Section 4.2, we discuss the places people spend time in the home, intro-
ducing the notion of favored and kinetic places. We discuss how the places in which 
people spend time interact with the factors described in Section 4.1, resulting in  
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particular patterns of laptop use in the home. Favored places were of particular inter-
est because they were the primary site of laptop use. Accordingly, in Section 4.3, we 
describe favored places in more depth and present a taxonomy of them. 

4.1   Factors Influencing Location of Laptop Use 

In our analysis, we identified several factors that seemed to most powerfully affect 
location of laptop use in the homes we studied. The factors represent attracting or 
repelling forces that impacted laptop movement and use.  Naturally there was individ-
ual variation, so while these were the major themes,1 not all of these issues pertained 
to all participants in all homes. 

The laptop functions as part of an assemblage.  Laptops are drawn to established 
locations with appropriate infrastructure. 

Laptops typically required infrastructure and space to enable general and sustained 
use. One manifestation of this was a general aversion to having the laptop unplugged, 
e.g., because of poor battery life or because participants wanted to make sure the 
battery would be charged “when needed.”  Needs varied somewhat by person and 
circumstance, but laptop assemblages frequently included some subset of the follow-
ing items: a mouse; a horizontal surface on which to spread papers or books, use a 
mouse, and place the laptop itself; a power adapter; peripheral devices such as print-
ers, monitors, keyboards, or speakers, and wires and other attachments to these de-
vices; pens and pencils; and/or a phone.  Jack describes actually entwining himself in 
such an assemblage. He says he sometimes sits on the couch with the laptop on his 
lap, a power cord running to his left, and wires to speakers running to his right; this 
means he can not get up from the couch without moving the laptop and disconnecting 
wires or trying to lift them over his head.  In practice, a laptop is not simply a device, 
but is indeed a configuration of devices or infrastructure to support laptop use. 

Jack2: So we have a laptop and wireless but we’re definitely wired too. 

The laptop is more likely to be used when it is at hand.  The laptop is not always con-
veniently situated or booted. 

A number of situations arise in the home in which the laptop would be useful for 
quick tasks.  For example, one may wish to “google” for the answer to a question that 
arises in conversation or “fill time” by briefly checking email.  However, the laptop 
may not be at hand in those situations, and the costs of retrieving and/or booting it 
often dominate the benefits it would provide.  Therefore, opportunities for lightweight 
or even longer-term computing tasks may go unfulfilled. 

                                                           
1 Note that while we had considered that varying signal strength of the wireless network might 

play a role in where laptops were used on a day-to-day basis, this did not emerge as a signifi-
cant theme, largely because laptops were routinely used in a relatively small number of places 
due to other factors.  In the rare cases where signal strength was mentioned as an issue, par-
ticipants reported that it was possible to modify their home networks (e.g., by adding a wire-
less repeater) to accommodate specific places if necessary. 

2 Participants’ names have been changed to protect anonymity. 



222 A. Woodruff et al. 

Laptops are in some senses surprisingly inconvenient to move from room to room 
or even from place to place within a room.  A difference of just a few feet can make 
the difference in whether the laptop is used or not, and weight and wires are both 
inertial forces. Laptops often need to be detached from power or peripherals or closed 
before being moved – and closing them may automatically put them in standby mode 
or shut them down, which can lead to further delays.  Further, laptops are moderately 
heavy and difficult to carry in one hand, and they are even more difficult to carry 
when one wants to bring along dangling infrastructure such as the mouse, mouse pad, 
or the power adapter.  Additionally, if one is sitting (or lying) down and is tired, get-
ting up to go get a laptop can be an unappealing notion indeed.  Even when laptops 
are conveniently located, an additional obstacle is that they may not be booted and the 
boot cycles are not short.  Participants told stories about walking to other rooms to use 
a computer that was already booted elsewhere in the home, rather than using the un-
booted laptop right next to them. 

The laptop is “fragile.”  People tend to avoid putting laptops in “dangerous” loca-
tions like the kitchen or the bathroom. 

Many participants expressed concern that their laptop could be damaged by hazards 
such as cooking spatters, young children, or hard knocks.  In practice, this meant they 
were concerned about putting their laptops in dangerous locations such as the kitchen, 
the bathroom, or other locations where they might be bumped, dropped, or spilled 
upon.  Tom expressed some of these concerns, and discussed his perception that a 
consumer electronics device is more appropriate than a laptop for “unsafe” venues: 

Tom: The thing that bugs me sometimes is either [my teenage son] took it [the laptop] 
or [my teenage daughter] took it.  They’re in the kitchen with it, they got it open, it’s 
sitting on there, and they’re listening to their iTune collection… and I’m going, 
‘Don’t you guys have iPods?  Didn’t I get you iPods with your own music on it?’ 
You know.  I don’t really want this laptop sitting here because I said, cracked screen, 
knocking it, stuff like that…  giving them $150 thing to walk around I… feel a lot 
more comfortable than letting them run around with a $1,000 thing. 

In some cases, participants overcame their reservations and used their laptops in these 
more unsafe locations or situations.  The important thing to note is that there is a cost-
benefit tradeoff between the risk to the laptop and the value of using it in a given 
situation.  Anne, the only participant who reported using the laptop in the bathroom, 
recognized that it was not always “safe” to use it in there, but she appeared to derive 
benefit from it and was careful to position the laptop “dead center in the middle of the 
counter.” Different household members sometimes had different perceptions of the 
risk to a laptop, or at least different cost-benefit analyses.  Anne’s boyfriend Mark 
revealed that he borrowed her laptop for a friend to use while they were outside play-
ing basketball. 

Mark: I was going to say, I didn’t tell you that John came over and we were playing 
basketball.  We had the garage open and I brought the laptop in the garage just be-
cause he wanted to check something.  So I was like, “No problem.” 

Molly: Of course you would leave that out, so she wouldn’t kill you. 

Anne: We’ll discuss matters later. 
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Mark: So there’s a little counter in the garage and I just put it on there for my friend 
to use the Internet.  

Molly: He shares that now, so she won’t kill him.  Last thing we need is the basket-
ball to hit the laptop. 

Mark: We were just outside playing basketball and he was like, “I’ve got to check 
something for my school.”  And I was like, “Okay.”  Then I just brought the laptop 
outside so we didn’t have to go back in.  I wanted to keep playing and he wanted to 
check it really fast.  So it does come in handy to have the wireless laptop…  I left it 
there until we were done.  The basketball wasn’t anywhere near it so it wasn’t going 
to break it. 

This is exactly the kind of opportunistic use of the laptop that seems ideal, but such 
events appear to be the exception rather than the rule, even when one considers that 
sometimes they may not be discussed with interviewers because this might reveal 
them to other members of the household. The fact that sharing this particular event 
was so problematic reveals the importance of the issue to the participants, as well as 
the fact that such opportunistic use is not routine. 

People sometimes want a “break” from the laptop.  People sometimes put mental or 
physical distance between themselves and their laptop. 

Participants had a range of strategies for dealing with work/home boundaries [20] and 
online/offline boundaries.  Participants often said that it was “sad,” “sick,” or “pa-
thetic” how much they worked or how much time they spent online.  Some partici-
pants had few boundaries and would, for example, keep a BlackBerry on the night 
stand and check it in the middle of the night.  Other participants would establish rules 
about times or spaces in which laptops or laptop use were permitted.  Some areas 
were treated as technology-free sanctuaries, peaceful shelters in the home. 

Katherine [on her husband Sam’s use of email late at night]: I just can’t understand 
why anyone would be emailing or responding to email at 11:00...  it’s hard to imagine 
that someone’s expectations are you’re going to be online, reading an email that late. 

Anne: [F]or some reason I don’t feel comfortable using [the laptop in my bedroom]. I 
need to be usually down here [in the living room] or somewhere else but not really in 
my room, because you know I kind of spend a lot of time there, my personal time, it’s 
like my personal haven, so the last thing I want to do is work in there.  So phone calls 
and things like that it’s usually down here or outside on location…  I usually like to 
keep my work separate from my personal life. 

Another strategy for respite from online stimulation was to have the laptop in a 
clearly inactive state or put away. The act of closing the laptop or shutting it down 
was significant.  Similarly, a laptop might remain in a bag when someone returned 
home, to allow them time to “unwind” before facing more email. 

The laptop is drawn to activity.  Laptops are sometimes positioned (or repositioned) 
so they can be interleaved with and integrated in ongoing activity in the home. 

While many factors tend to limit the movement of laptops, they are in fact sometimes 
moved (or are strategically kept) near activity or other people in the home. Brad and 
Jacqueline talk about Brad using his laptop in bed at night so he can be near her: 
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Brad:  It’s pretty easy work, so I do it in bed.  At night.  It’s like, oh, I wanna do a bit 
more… 

Jacqueline:  Yeah, as I’ve gone to sleep…  I can’t sleep by myself, so Brad has to go 
to bed and use his laptop in bed. 

Participants reported interleaving computing with a wide range of other activities 
from relaxing to socializing, e.g., surfing the Internet while supervising a napping 
child. Participants also made it clear that computing can be fully integrated in some 
activities.  For example, computing can play an important role in socializing – people 
can look at photos or choose music together, online news can prompt conversation, or 
people can chat online about a TV show as they watch it. 

4.2   Where People and Laptops Spend Time in the Home 

In the previous subsection we described factors influencing laptop use. Next, we dis-
cuss the locations in which people spent time in the home.  We also discuss patterns 
of laptop use in these locations, and how the factors help explain the patterns we saw. 

From the rhetoric associated with wireless and laptops, one might assume that the 
primary benefit of wireless laptops is that they let people compute anywhere in the home. 
3 In practice, laptops appear to be in common use in a relatively small number of places 
in the home; specifically they are commonly used in the four types of favored places we 
describe below.  Their use in other parts of the home is much rarer, although provocative 
and informative when it does occur.  Laptops appear to be portable (physically able to 
move around), but not mobile (able to transition quickly and smoothly between a variety 
of contexts). As suggested by the factors influencing laptop use described above, the 
micro-mobility [15] of laptops is limited. In particular, laptops go far fewer places than 
paper-based information artifacts in the home [5,7], similar to findings about the mobility 
of paper versus electronic artifacts in the workplace [15]. 

4.2.1   Framework of Spatial Occupation of the Home 
In the households we studied, each household member typically had two or three 
favored places where they spent the majority of their time during waking hours (this 
offers an interesting comparison to the more numerous and diverse places for com-
munication media reported in [5,7]).  Examples ranged from a particular spot on the 
sofa to a seat at the desk in a home office.  Note that these places are quite specific – 
they are not simply general areas or parts of rooms.  One might imagine that people 
living in larger houses would have a significantly larger number of favored places, but 
our findings suggest that the number of favored places per person remains relatively 
constant.  While larger houses may afford more choice of location for favored places, 
apparently people still establish a relatively low number, due to factors such as habit 

                                                           
3 One question that arises is the distinction between laptops with and without wireless capabili-

ties. For example, how many of these behaviors are enabled simply by having a laptop, as 
opposed to a laptop on a wireless network?  While it is difficult to say without making a di-
rect comparison, we do observe that many of the participants’ tasks required Internet access 
(e.g., web surfing and searching, email, IM, online bulletin boards), and Internet-related tasks 
were often interleaved with stand-alone tasks such as word-processing.  Accordingly, we be-
lieve wireless is indeed a key enabler of laptop movement in the home. 
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and the work required to develop and maintain them. Participants spent extended 
periods of time in their favored places, conducting activities such as television watch-
ing, computing, socializing, or reading.  Favored places naturally develop over time 
into habitats – places with resources conveniently arranged at hand.  Objects such as 
drinks, books, remotes, and power adapters for laptops tend to accumulate in favored 
places. Placement of items can be ritualized and the environment can evolve over 
time to support convenient use – the spot for coffee, the cushion broken in, or the 
laptop adapter wedged in the sofa cushion. 

In addition to favored places, participants naturally used other places in the home 
during waking hours.  These places were generally associated with shorter duration, 
focused activities that involved physical manipulations, e.g., a mirror in the corner of 
the bedroom for doing one’s hair, a door that a participant tucked her feet under to do 
sit-ups, or a kitchen counter that a married couple used to make sandwiches for lunch 
or to prepare the evening meal.  Because these places were typically characterized by 
motion and physical manipulation, we refer to them as kinetic places. 

4.2.2   Laptop Use in Kinetic Places 
There were a number of resourceful uses of laptops in kinetic places in the home. We 
discussed above how Mark took the laptop outside for his friend to check email when 
they were playing basketball.  Laptops were on occasion used for recipes in the kitch-
en or to check email in the bathroom.  A particularly creative use was by Mareesa and 
Carlo – if their baby daughter had fallen asleep in the car on the way home, Carlo 
sometimes brought the laptop out to Mareesa so she could sit in the car in the drive-
way and use the Internet while supervising the child’s nap.  Mareesa sometimes also 
brought the laptop to the child’s bedroom so she could be with her while she napped. 

While we could emphasize the sensational and resourceful nature of these events, 
on the whole we felt they were much rarer than we would have expected, and that 
fewer participants took advantages of these opportunities than we would have  
expected. Further, location logging, application logging and detailed discussion re-
vealed these events to be even more uncommon than initial discussions with partici-
pants might lead one to believe.  We believe that these events are marked and tend to 
be disproportionately emphasized by participants because they are creative and 
memorable.  For example, one family that talked enthusiastically about using the 
laptop for recipes in the kitchen turned out to use it for that purpose only once during 
the multiple-week study period, while another family that reported such use did not 
use it for that purpose at all during the study period. 

These events are informative not only because participants are highly interested in 
them but also because stories about them tend to be accompanied by revealing de-
scriptions of why using the laptop in a given location is troublesome.  In fact, most of 
the factors described in Section 4.1 seem to discourage the use of laptop in kinetic 
places in the home. Although laptops may require less infrastructure for short-term 
tasks than for long-term tasks, lack of items in the assemblage was still often an issue. 
Participants were often reluctant to use laptops without power or a mouse. Further, 
lack of an adequate place to put a laptop was a barrier – laptops are plainly difficult to 
use while standing up and are even more difficult to operate while walking or doing 
other physical activities. Kinetic places in the home are many and varied, so laptops 
were often not at hand, and it was rarely worth the trouble to detach from power and 
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peripherals and move the laptop. Concerns about breakage also made it less likely that 
the laptop would be brought to more active areas in the home. Desire for a “break” 
from the laptop also sometimes limited its movement in the home. 

4.2.3   Laptop Use in Favored Places 
In general, participants had a small number of favored places where they spent ex-
tended periods of time during waking hours in the home, and laptops were used in 
most of these places. In fact, we can see that most of the factors described in Section 
4.1 presage the use of laptops in these favored places. We discuss the relevance of 
these factors in turn. First, laptops are part of an assemblage and they require a place 
for that assemblage. Favored places include habitats that have horizontal surfaces for 
books, projects, or food and often other desirable infrastructure such as power outlets 
to facilitate the use of other objects such as lamps. It is natural to extend these loca-
tions to incorporate items such as speakers, mice, or power adapters, and in fact the 
assemblage is often visible even when the laptop is not currently there. 

Second, laptops are more likely to be used when they are at hand. The laptop is 
more likely to be at hand in favored places, simply because people spend a large 
amount of time in a small number of favored places and the laptop tends to be in one 
of those places (which is of course a self-reinforcing phenomenon). Further, visits to 
favored places tend to be longer than visits to kinetic places, and costs associated with 
settling in with a laptop, such as connecting the power supply and organizing support-
ing materials, are more acceptable in longer-stay than in shorter-stay spots. Addition-
ally, laptops may be kept at hand but not used continuously, particularly in the  
comfortable places described below.  For example, a laptop may be set aside and then 
picked up during commercials or when conversation prompts use.  This type of inter-
mittent use matches well with the use of other objects in favored places – many ob-
jects in favored places are kept at hand but not used continuously.  Laptops fit well 
with the scale and treatment of these other objects: laptops can be stacked and tidied 
with magazines or papers, remotes can be put on top of them, or laptops can be re-
moved entirely if the room is cleared of clutter in anticipation of visitors. 

Third, laptops are perceived as “fragile.” Favored places tend to be in “safe” loca-
tions in the home – locations where objects like books, furniture, and the human body 
itself are less likely to be damaged. Laptops fit comfortably into these environments. 
In fact, the laptop has some relationship to the human body in terms of nurturance 
needs. The laptop needs some of the same things as the human body on a somewhat 
similar time scale: it needs fuel on a multi-hour time cycle; it does not perform well in 
direct sunlight (the laptop screen is not very usable in bright light, and people have an 
aversion to sitting in direct sunlight, for example moving out of their favored places 
or adjusting the blinds if direct sunlight hits); and the body and the laptop both seem 
attracted to soft seating – given concerns about bumping the laptop, it is in some 
senses easier to place it rather carelessly on a soft surface than to place it carefully on 
a hard surface so that it does not bump, and we saw many laptops “sitting” on a couch 
or an ottoman rather than a coffee table. Therefore, it is somewhat natural that the 
laptop would be compatible with existing places for sitting. 

Fourth, recall that people sometimes wanted a “break” from their laptops. In some 
senses, putting laptops in favored places seems to work against this, since for example 
they enable people to frequently check email from the couch. Laptops do however 
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have some nice affordances for boundaries, e.g., it is highly significant that laptops 
can be closed, turned off, or put in their bag by the front door. 

Fifth, recall that laptops are drawn to activity. As we discussed above, some of the 
situations in which laptops can be useful do not occur in favored places – but many 
do. Additionally, the habitat in favored places often includes a television, books, and 
other resources compatible with laptop activity. 

4.2.4   Change on a Multi-week and Multi-month Time Scale 
Although the number of places in which participants routinely used laptops was fairly 
limited, we would like to emphasize that the participants’ ability to choose these plac-
es was significant. This choice was exercised with some frequency. There was natu-
rally some variation from day to day. But even more importantly, we learned that the 
use of space and laptops within space was highly contingent on routines that change 
on a multiple-week or even multi-month time scale. Use of favored places and laptops 
was highly sensitive to current routines and projects. Seemingly small changes such 
as a difference in a child’s nap schedule, a change in the weather, or a new project 
assignment at work could greatly perturb the system, meaning for example that laptop 
use ceased entirely in one location and began in another. 

4.3   Types of Favored Places 

In the previous subsections, we presented factors that influenced location of laptop 
use, and we discussed how these factors interacted with where people spent time and 
used laptops in the home. In this subsection, we focus in more detail on the primary 
sites of laptop use in our participants’ homes: favored places. (While space constraints 
prevent a more detailed discussion of kinetic places, we note that the kinetic places 
were significantly more variable and idiosyncratic than the favored places.) Specifi-
cally, we discuss the characteristics and affordances of favored places.  While stereo-
typical notions such as “dad’s favorite chair” do appear to have some basis in reality, 
we learned that there are not simply favored places, but importantly, there are differ-
ent types of favored places. We did a clustering exercise of the favored places of our 
participants that revealed four major clusters. These four clusters can be usefully 
organized into a two-by-two matrix (see Figure 1), whose axes emerged as themes in 
our analysis. The first axis is comfortable versus ergonomic, and the second axis is 
open versus closed (in United States homes, this axis is strongly correlated with pub-
lic and private spaces in the home). We discuss each axis in turn. 

Comfortable places are (not surprisingly) most strongly characterized by comfort-
able seating – usually a sofa, but sometimes a soft chair or even a bed.  Comfortable 
places generally support a wide range of seating positions and minor variations in 
location. Laptops are useful in these places, since (unlike desktops) laptops can easily 
be used in multiple positions. Posture can be chosen based on fatigue and task, and 
variation in physical position can be refreshing. Comfortable places typically have a 
low or small table nearby which contains resources such as a drink, a book, or a lap-
top computer. Comfortable places are often associated with unstructured time and 
support a wide range of (often interleaved) activities such as television watching, 
talking on the phone, socializing, reading, or computing. Computing in these locations 
is likely to involve more “relaxed” tasks such as web surfing, IM, or email (note that a 
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recent Pew Internet Report discusses a dramatic increase in the number of people 
using the internet “for fun,” going online “for no particular reason” [8]).4  Most com-
fortable places were associated with use of a laptop, although a small number were 
associated with only a television. 
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Fig. 1. The four types of favored places. These are the locations in which laptops were most 
commonly used in the home, arranged as to whether they are Comfortable or Ergonomic and 
are in the Open or Closed areas of the home. Comfortable-Open: Sam likes to watch TV and 
work on his laptop. His wife Katherine works on her laptop at the dining table nearby. Com-
fortable-Closed: Gaby finds a comfortable position to use the laptop on the bed. Ergonomic-
Open: Jack and Margaret’s dining table doubles as a desk. While Margaret works at the desk, 
Jack works at the couch nearby. Sometimes they switch places. Ergonomic-Closed: Kumar 
likes to work in the home office for privacy while his young children play elsewhere. 

By contrast with comfortable places, ergonomic places are characterized by upright 
chairs positioned in front of tables or desks. The positions of both people and laptops 
are more static in ergonomic places than in comfortable places. Ergonomic places are 
often associated with focused computing tasks and/or tasks that involve using a mouse 
or spreading out papers or books on a horizontal surface. Ergonomic places seemed to 
be associated with a higher level of mental activation or alertness for some participants. 
All the ergonomic places we observed were associated with the use of either a laptop 
or a desktop (and all the desktop computers we saw were in ergonomic places). 

                                                           
4 One might expect clear patterns would emerge overall regarding which tasks occur in which 

locations, for example, that task would dictate location. However, numerous confounding fac-
tors such as fatigue influenced the location at which a given task would occur, and partici-
pants often appeared to move fluidly among tasks while in a given location. As a result, the 
relationship between task and location appears to be less straightforward than one might 
imagine. We believe this complex interaction is a rich area for further investigation. 
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Table 1. The four types of favored places used during waking hours 

Type Comfortable- 
Open 

Comfortable- 
Closed  

Ergonomic- 
Open 

Ergonomic- 
Closed 

Canonical 
example 

Family room 
couch 

Bed with view 
of TV 

Informal dining 
table 

Desk in home 
office 

Occurrence Very common Less common Common Common 
Seating Couch / soft chair Bed / soft chair Upright chair Upright chair 
Seating positions Multiple  Multiple  Single  Single  
Horizontal  
surfaces 

Coffee / side table Nightstand Table at desk 
height 

Desk 

Task Focused or  
not focused 

Focused or  
not focused 

Somewhat  
focused, primarily 
computing 

Focused,  
primarily  
computing 

Location in home Central Not central Central Not central 
Openness Open, spacious Confined Open, spacious Confined 
Visual properties Good view and 

light 
Lesser view or 
light 

Good view and 
light 

Lesser view or 
light 

Media View and control 
of entertainment 
center  

Smaller TV Often has view of 
entertainment 
center 

Usually no TV 

Facing Outward facing Outward facing Outward facing Facing wall 
Clutter Useful to tidy Useful to tidy Useful to tidy May stay  

cluttered 
Computing Device Laptop Laptop Laptop Laptop / destop 

Open places are centrally located in the public, central spaces in the home, such as 
the family room or the dining room in an open plan home, or even the occasional spot 
outside. They often take advantage of the best views and light the home has to offer. 
Open places offer proximity to social activity in the home, and seating in these areas 
generally faces the room and/or other people. These places typically have a good view 
of the entertainment center (including items such as the TV, gaming station, and ste-
reo). Laptops are useful in these areas because, unlike desktops, laptops lend them-
selves naturally to positions facing outward – toward the room, companions, the view, 
or the TV.  Further, these areas are usually in the “front-stage” of the home, so it is 
often desirable to tidy them. Laptops are particularly desirable in these areas relative 
to desktops, because laptops can be easily tidied or removed entirely. For example, 
laptops can be taken out of the living room and hidden away in another room during a 
party, or they can be cleared off the table for dinner. 

By contrast with open places, closed places are in less central areas of the home – 
typically home offices or bedrooms. These areas are more confined and offer more 
privacy than the open areas.  Here privacy often means audio isolation – one might go 
to one’s room to watch TV or talk on the phone without disturbing others, or con-
versely one might go to one’s room to read or compute without being disturbed by TV 
watching or social activity taking place in the open areas of the home. Additionally, 
because they were more confined, ergonomic-closed places offered the advantage that 
projects in them could be left spread out, while configurations of objects often needed 
to be tidied up in ergonomic-open places. 
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Table 1 summarizes the characteristics of the four types of favored places. While 
the patterns are strong, naturally there is some variation so the table captures canoni-
cal types rather than exact rules. Figure 1 shows examples of each type of place. 

Unlike Oswald, who observed that elders had a single favored place [22], we found 
that individuals have an ecology of favored places suited to different needs – each of 
our participants typically had a set of favored places of different types. For example, 
one common pattern was to have a comfortable-open place paired with an ergonomic-
open place, while another was to have a comfortable-open place paired with an ergo-
nomic-closed place.  Some participants also mentioned moving to different places 
because they found it “refreshing” or because it helped keep them awake. 

Anne: Yeah, I’ll use my laptop in here [at the kitchen table] sometimes if I want to be 
like sitting up or just kind of have a change of scenery.  I’ll sit in here, kind of face 
out if it’s a nice day. 

Favored places had clear owners, although use was of course coordinated and 
sometimes even shared.  More common than sharing was complementary use of fa-
vored places, for example a husband’s place on the couch and a wife’s place at a table 
nearby, both used together in the evening. 

5   Discussion 

Participants had a set of favored places where they spent time at home – places that 
offered different physical, social, and sensory experiences, and the laptop was ac-
commodated in all of these.  Laptops moved with some regularity among favored 
places, and also occasionally to other locations in the home, or to external locations 
such as work.  Because of this flexibility, the laptop (especially when wireless) brings 
computing into the home in a way the desktop does not.  Laptops are positioned and 
re-positioned in key locations, from the most public to the most private, interleaved 
and integrated with ongoing activity – in a given day, a laptop may be used in the 
living room at the hub of social activity and then in bed before falling asleep.  

In some senses one could argue that the wireless laptop is a triumph – successfully 
used in a variety of situations in the home.  However, we believe this would be an 
overly simple characterization.  There are significant frustrations and lost opportuni-
ties, both at favored places and at kinetic places in the home.  Accordingly, we now 
turn to a discussion of design opportunities in these places, highlighting how the con-
sideration of different classes of place in the home could inform the design of new 
objects more tightly integrated with different aspects of the domestic ecology.  

While laptops were satisfactory in all four types of favored places, they were nota-
bly optimal for none of them.  In its current form, the laptop is a compromise object. 
For example, it is not an ideal object for comfortable places, and frustrations often 
arose regarding body and laptop position.  Keyboards can be awkward to use when 
lying on one’s side, the screen can be difficult to see from an oblique angle, and lap-
tops emit heat and can be too hot to place in one’s lap. 

Accordingly, we believe that it is an important challenge to develop technology 
and infrastructure that is customizable to each of the different types of favored places.  
We believe that our findings about the nature of favored places and the way in which 
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they are used can serve as useful constraints for evaluating different models that 
might be proposed for such customization (and that they have more general applica-
tion in the ongoing debate between device convergence and appliance design). Some 
of the key observations are: (1) people typically had a set of two or three favored 
places; (2) favored places offer different experiences and have different characteris-
tics; (3) comfortable places involve varied posture; (4) a given place may be used for 
a wide range of tasks from lightweight surfing to “serious” work; and (5) the location 
or use of favored places may vary due to changes in routine. 

As an example of how the constraints can be used to reason about different classes 
of design solutions, our finding about changes in routine suggests that it is unrealistic 
to build-in technology or carefully instrument the home at a set of pre-designated 
places. Portable technologies seem more appropriate than built-in technology for 
favored places. Further, we would suggest that the most compelling designs involve 
objects that are not simply portable but are reconfigurable as well. For example, de-
vices with keyboards and screens that expand from a smaller object would fit well 
with people’s existing patterns. Note that design of reconfigurable objects in the sur-
rounding habitat is also important. Figure 2 shows two examples of participants who 
creatively and dynamically reconfigure their comfortable places to add ergonomic 
elements. Many effective design solutions may lie not only in the design of the tech-
nology itself, but also in the design of furniture to better support the technology. 

Although the laptop is becoming part of the fabric of daily life in favored places, 
barriers frequently prevent the laptop from being used in compelling circumstances in 
kinetic places.  Kinetic places have very different characteristics than favored places – 
they lend themselves well to robust devices that are free of attachments and possibly 
include hands-free or single-handed interfaces. For example, built-in displays, voice 
UIs, or smaller appliance devices may be appropriate in these locations. 

As a final observation, our findings in some senses argue against the notion of fully 
ubiquitous access in the home.  People sometimes wanted distance between them-
selves and technology, for example creating technology-free zones or lamenting the 
intrusion of technology into certain spaces.  It is an interesting design challenge to try 
to resolve the apparent paradox between the notion of having computing “every-
where” and maintaining boundaries. 

      

Fig. 2. Left: Part of Tony’s coffee table “pops up” to become a tray for the laptop. Right: Gaby 
works at nesting ottomans. She puts the laptop and mouse on top of one ottoman, pushes out a 
second with her feet, and props her legs on a third. 
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6   Conclusions and Future Work 

We have presented the results of a study of people’s use of space and wireless laptops 
in the home. We have examined the relationship between where people spend time 
and their use of computing devices. Participants each had a small set of favored places 
in the home. Wireless laptops were routinely used in almost all of those places, and 
we have identified factors that promote their use in these locations. Wireless laptops 
were used much less routinely in other areas of the home, and we have identified 
barriers to their use in these places. We have discussed the relevance of these findings 
to new technologies and form factors. 

There are many excellent opportunities for future work, including issues such as 
the complex interaction between task and location, moment-by-moment analysis of 
what occasions relocation from one place to another, the impact of fatigue on the use 
of space and devices, collaborative versus individual use of devices, the use of en-
sembles of devices [26] with different form factors (e.g., cell phones, BlackBerries, 
iPods, laptops) in different locations in the home, and extending the findings to en-
compass multi-cultural issues. 
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Abstract. Wireless phones and text messaging are tremendously popular in 
many areas of society. However, they are still relatively unused in hospitals 
where pagers are a pervasive communication device that is notoriously difficult 
to replace. This paper studies pager and wireless phone use at the oncology de-
partment at University Hospital of North Norway. Participatory observation and 
interviews with physicians are used to provide qualitative analysis about the 
use, drawbacks and benefits of both technologies. A number of important issues 
are addressed that should aid designers of next generation mobile communica-
tion systems for hospitals. In particular, the data points towards specific features 
that will be crucial for the overall usability and acceptance of an integrated de-
vice that supports paging, voice and text services. Of particular importance will 
be features that allow users to manage their communication availability and 
avoid interruptions. 

1   Introduction 

Hospitals are complex organizations that are increasingly pressured to provide their 
services as efficiently as possible. Coordination and collaboration are key ingredients 
in the work of nurses and physicians in hospital environments. Healthcare is also a 
knowledge intensive activity where consulting colleagues is often a necessity [6]. 
This amounts to numerous interruptions for persons in key roles or who are knowl-
edgeable. The balance between getting immediate access to resources (such as senior 
physicians) and overloading or causing interruptions in moments where this does not 
fit in with the activities of the resource has similarities with classical problems regard-
ing collaboration and sharing of resources, such as of disparity in work and benefit, 
“prisoner’s dilemma” and “the tragedy of the commons” [13]. 

Knowledge, experience and the power to make decisions (with possible conse-
quences to a patient following a decision on treatment) is a limited resource in many 
enterprises. Access to such human resources is necessary but at the same time there is 
a real danger of overloading such resources. If these resources are themselves part of 
processes involving activities that require concentration or unavailability, we can see 
the outline of potential conflicts of interest. Like the commons, the knowledgeable 
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and experienced are resources that may be shared. If overused however, they will not 
be able to keep updated and remain a resource to their colleagues.  

In hospitals this has contributed to a workplace that suffers from a poor set of 
communication infrastructure and practices [8]. One suggested strategy for improving 
hospital communication is the adoption of mobile technology [8]. Some initial studies 
have shown a variety of potential benefits for mobile technology such as wireless 
phones and text messaging when deployed in a hospital setting [10], [17], [25]. How-
ever, despite seeing pervasive use in many other areas of society these technologies 
see limited use in many hospital environments.   

A mobile communication device that is pervasively deployed in hospitals is pagers. 
Pagers offer a cheap and reliable way of contacting staff but suffer from a variety of 
limitations due to their simplicity. The most obvious limitation is that they require 
staff to locate a telephone in order to respond to a page. They also create a large 
amount of unnecessary interruptions [5], [14] and communication overhead since for 
example, the person that has placed a page is not always near the telephone when the 
page is returned [25]. 

This paper focuses on socio-technical aspects of mobile communication in hospi-
tals. A workplace study is presented that includes participatory observation sessions 
and interviews with physicians at the Oncology department at University Hospital of 
North Norway (UNN). The study was conducted to serve as input to the design proc-
ess by revealing the current situation regarding communication on mobile devices in 
the department. The next phase of the project will focus on the design and implemen-
tation of tailored communication devices for the department based on the study and 
other information. 

Qualitative data regarding the current state of communication using pagers and 
phones is presented in the paper, as well as some relevant attitudes by staff members 
towards the introduction of new communication technology such as text messaging.  
These are critical issues because even when technically sound, over half of medical 
informatics systems fail because of user and staff resistance [2].  While giving each 
staff member an integrated device that supports paging, text messaging and phones 
seems to be a straight forward solution, the data presented in this paper suggests that 
systems based on such a device will need to have specific features that help users 
control their communication availability in order to avoid overloading the individual 
physician with too many interruptions. 

The rest of this paper is organized as follows. In the next section we present back-
ground studies. This is followed the participant observation and interviews at the 
Oncology department in section 3. Section 4 gives a discussion of implications on 
design and also presents future work. 

2   Background Studies 

Coiera and Tombs [8] identified a number of problems with communication in hospi-
tals. A key observation was a tendency of hospital staff to prefer interruptive commu-
nication methods. Other studies have also reported unnecessary interruptions to be a 
specific problem related to hospital paging systems [5], [14]. On a cognitive level this 
“selfish” interruptive behavior has been attributed to a highly pressured work  
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environment that leaves workers operating with working memory at full capacity 
[20]. This results in a prioritization of tasks that will reduce mental burden. Interrup-
tive communication methods are then preferred since common asynchronous methods 
of communication such as voicemail and e-mail do not routinely offer explicit  
acknowledgement that a message has been received. A variety of approaches were 
recommended by Coiera and Tombs [8] for improving communication. These in-
cluded support, asynchronous communication with acknowledgement, and mobility. 

A variety of strategies have been explored for supporting mobile hospital workers. 
Mobile information systems are expected to be widely deployed in the future and 
may impact communication practices by bypassing the need for human-human 
communication in certain situations. For example, sending informative alerts directly 
to pagers [21], [23] may cut out the need for human-human interaction regarding the 
availability of lab data. However, since information systems cannot entirely replace 
human-to-human communication [7] pervasive mobile communication tools will also 
be important for supporting mobile hospital work. 

2.1   Mobile Communication in Hospitals 

The most intuitive approach for mobile communication is to provide users with wire-
less phones. Several barriers however make the pervasive use of standard cellular 
phones impractical in hospitals. One technical barrier is interference with medical 
equipment. Recent studies however have recommended that the potential benefits of 
the technology in some situations may outweigh the risk created by interference with 
medical equipment [15], [19]. Other potential problems include increased noise lev-
els, and interruptions during consultations if the public are allowed to access cellular 
networks in hospitals [19]. 

Wireless phones designed specifically for in-hospital use should be able to avoid 
these problems. However, pervasive socio-technical barriers may still be an issue 
limiting their adoption. Since wireless phones make people more available, they may 
result in interruptions because of conversations that would not occur otherwise [20]. 
This issue cannot be ignored in light of the “selfish” communication behavior attrib-
uted to hospital workers. 

A limited number of studies however have reported positive results when providing 
nurses with wireless voice services using various technologies [17], [24], [25]. Spurck 
et al. [25] reported general satisfaction by nurses and doctors as well as efficiency 
gains and fewer interruptions to patient care when providing a surgical nursing team 
with wireless phones. Minnick et al. [17] provided nurses with wearable radio trans-
ceivers connected to a base station. Hospital staff reported a variety of benefits from 
the system including quicker updates to patient information, easier location of nursing 
staff, and a perceived reduction of noise levels. However, concerns were also ex-
pressed for the potential to make nurses “fatally available”, with the authors suggesting 
for “…continued work in designing practice patterns that minimize nurse interrup-
tions.” A more recent study has also reported generally positive results when providing 
nurses with wireless headsets as a hands-free interface to the phone system [24]. 

Asynchronous mobile communication has been explored in hospitals using tech-
nologies such as mobile text messaging (2-way paging, email etc.) and virtual white-
boards. Mobile text messaging for hospitals has been investigated with generally 
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positive results, [1], [10] and was shown to be preferred over other asynchronous 
media such as email [10]. Some limits have been reported however including prob-
lems related to character limits from small displays, and reservations from physicians 
about being forced to carry an additional device. This can lead to doctors routinely 
forgetting or refusing to carry the device with them [1]. 

Mendonça et al. [16] describe a strategy for mobile information and communica-
tion based on PDAs. Their system combines access to patient data with a virtual 
whiteboard. The whiteboard allows team members assigned to specific patients to 
identify each other, and also post and track the progress of routine tasks. 

Some additional studies have also examined applying context-awareness to mobile 
communication in hospitals [18], [3]. These include an architecture for routing messages 
and data to people based on their location, role, time, and artifact location and state [18], 
and also a system that supports messaging, voice services, and contextual information 
about users such as location and user configured status  (busy, available etc.) [3]. 

3   The Study 

Medical informatics research usually focuses on measuring the end results of systems 
on factors such as mortality rates and cost of care. This is critical for guaranteeing that 
systems help fulfill the principle goal of medical research, which is to improve patient 
care. This methodology however does not generally provide information on why par-
ticular systems fail to live up to expectations or how they can be improved.  Pratt et al. 
[22] suggest an improved approach for medical informatics would be to adopt tech-
niques such as observation, participatory observation, semi-structured interviews, and 
analysis using grounded theory from CSCW.  These techniques are used in order to 
gain a deep socio-technical understanding of how systems affect users and how they 
can be improved. 

The fact that wireless phones and text messaging have reached near pervasive use 
in many areas of society but still have difficulty replacing hospital pagers suggests 
that this sort of analysis would prove useful for providing better understanding of 
mobile communication systems in hospitals. The goal of this study was to identify 
work practices and attitudes that may affect the adoption and overall usability of these 
systems. 

3.1   Methodology 

The study was carried out in three stages, about 1.5 years apart, at the Oncology de-
partment at UNN. UNN is a university hospital, making it the hospital with the high-
est level of specialists in its region of the country.  The hospital serves a population of 
approximately 460000 people in wide geographic area that contains around 420 Gen-
eral Practitioners (GP), and 10 other somatic hospitals. In this respect the physicians 
at the department are responsible for medical advice to colleagues at other hospitals in 
the region as well as GPs in the primary health care system.  The patients of the de-
partment are long term patients that receive some of their treatment at the regional 
hospital, and also at their local hospital or at home through the local GP. The special-
ists at this department therefore serve, not only the patients that are at the inpatient 
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ward, but also patients who are receiving treatment at other locations.  In addition, the 
specialists provide medical advice and guidelines for cancer treatment to the medical 
staff in the other hospitals as well as being part of the oncology community nationally 
and internationally. 

The methodology for the study was selected in order to get an understanding of ac-
tual activities and use of communication devices without having the interviews and 
observations biased by technologies we had introduced at the department. The first 
stage consisted of participatory observations including open interviews and informal 
discussions. The stage was intended to provide an overall picture of the work practice 
and communication situation in the department for a separate project investigating the 
introduction of Instant Messaging for inter-hospital communication. Thus, it uncov-
ered a number of issues related to mobile communication that could be used in the 
study. The second stage was semi-structured interviews of a selected group of physi-
cians at various levels of the hierarchy within the department. The third stage  
consisted of a second round of participatory observation sessions.  This stage was 
conducted in order to gain further insight on issues uncovered during the first two 
stages and also to verify that the situation at the department had not changed signifi-
cantly since the first stage of the study was conducted.  This was necessary because 
the study was conducted over a 1.5 year period due to difficulty coordinating with the 
department. 

The participatory observation sessions also included open, unstructured, and 
mostly ad-hoc interviews related to a specific situation or observation of activities 
involving decisions and judgment not immediately understood by the observers. 
These were not recorded due to the constant change of location and who would be co-
present. This made it impractical to inform passers by that we were recording, and 
would have created a risk that patient-identifiable information inadvertently got into 
the tapes. Instead notes relevant to the study were taken.  

The observers took the role of apprentices [4] and participated in actual work ac-
tivities as performed by the physicians and nurses they followed.  This was agreed 
upon before the observations and issues of privacy and how to conduct in certain 
situations were discussed with the head of the department as well as in the research 
group.  Experience from similar observations in previous projects was utilized in 
order to keep this within ethically accepted behavior.  The observers for example, had 
previously signed contracts regarding the privacy of patient information. 

Participatory Observation. Four observers followed the work in the oncology de-
partment during half day sessions on four separate days for a total of 43 man hours of 
observations. Whenever the situation would allow it, the observers asked questions to 
the physicians and nurses related to the situation or context they were in, and to clar-
ify aspects of the use of communication devices they were observed to be using. The 
observations were set up by the head of the department. The day-shift (from 08:00 to 
15:30) was selected for the observation sessions since other shifts are staffed by a 
limited number of people in order to handle emergencies. As such, the day shift in-
volves more far intensive communication in terms of complexity and volume. 

Interviews with Medical Staff. At the beginning of the first day of stage one an open 
interview was conducted with the head of the department in order to gain insight into 
his use of current communication technology. The interview took place in his office 
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and lasted for 30 minutes. Notes were taken during the interview but it was not re-
corded. Additional interviews were recorded at a later date with four other members 
of the department. Two of them were residents and two were attending physicians 
including one that was serving as the head of the department while the department 
head that was interviewed previously (during the participatory observation sessions) 
was on leave. These interviews were conducted with one person at a time in a break 
room at the hospital and lasted for 30 minutes each. The initial focus of the interviews 
was the current use of phones and pagers and this was this followed by additional 
questions regarding attitudes towards the introduction of text messaging. The inter-
views were conducted in a mixture of Norwegian and English. Quotes have been 
translated from Norwegian to English when necessary. Each quote is labeled to iden-
tify the individual source of the quote and their work role. 

3.2   The Work Practice at the Oncology Department 

This section provides a description of the routine and mobile communication devices 
used at the oncology department in order to provide the reader with a basis for context 
of usage for many of the issues discussed in the next subsection. 

Description of routine. On the first day the observers met early with the department 
head and were briefed about routines and some of the main activities at the 
department.  They then conducted the interview with Department Head – A, and 
afterwards joined the rest of the physicians at a briefing at the Radiology Department. 
This is where the physicians (and the head nurse) usually begin their working day. 
During this meeting the physicians get a report on the CT-scans (and other radiology 
methods) for all patients examined the previous day.After this meeting the physicians 
and some of the head nurses have a short meeting. This can consist of lectures and/or 
discussions related to administrative work and assignments. 

The department has three sections: The Outpatient Ward, The Inpatient Ward, and 
the Physics or Radiation Section (both terminologies are used by the staff).  The phy-
sician(s) with responsibilities at the outpatient post and the radiation section leave to 
get started. The remaining physicians have a briefing of what has taken place in the 
evening and night; new submissions, emergency cases, changes to patient’s condi-
tions, and other issues related to the status at the inpatient ward are presented and 
discussed if necessary. The physicians for inpatient ward are then divided into two 
teams whom each have responsibility for a section of the department. The observers 
split up and followed the rounds of these two teams at the inpatient ward. 

Each team starts with a pre-visiting rounds meeting at the inpatient ward. At the 
meeting each patient belonging to the team is discussed in detail. The meeting is led 
by a nurse who is a team leader and attended by a nurse assigned to that patient, a 
resident, and a physician. Each patient is discussed individually and a plan is laid 
down for each patient. This plan contains medication, variables that needs to be ob-
served, messages and procedures the patient needs to go through, etc. This is also an 
opportunity for the nurses to interact with the physicians and communicate observa-
tions and evaluations related to each patient. 
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Visiting rounds follow this meeting. Each patient in the inpatient ward is visited by 
a physician and a nurse. The team visited approximately 10 patients. The rounds took 
one to four hours. After this the physician would get back to the office and go through 
email, mail and other messages. After lunch the physicians disperse to various tasks 
sometimes in their offices or in any of the specialties rooms. 

On the second day the observers went to the physics section of the Oncology De-
partment and saw how the physicists conducted the radiation treatment of the cancer 
patents after they had been through the simulator. The third day was similar to day 
one, while day four started as the other days, but instead of visiting rounds, observa-
tions were made of the physicians working at the radiation section. Two physicians 
from the department are assigned to the radiation section daily and are responsible for 
helping to plan out and simulate radiation treatment for patients from all departments 
in the hospital. The physics section acts as a self-contained unit and, besides the logis-
tics of schedules for patients receiving treatment, there is little communication di-
rectly between the inpatient ward and the physics section. 

Mobile Communication Devices. A variety of mobile devices made by the vendors 
Ascom and Ericsson are used by the staff. Pagers are the dominant mobile device but 
a few senior physicians also carry a wireless phone with them. A brief description of 
these devices and their intended use is given below. 

Pagers. Pagers are the dominant mobile communication device used at the depart-
ment with the vast majority of physicians not being reachable by wireless phone on a 
given day. Each doctor is assigned one individual pager, and occasionally one or more 
role-based pagers. The use of role-based pagers is interesting because it demonstrates 
a simple solution at the system level for supporting communication similar to role-
based context-awareness as described by Munoz et al. [18]. Some roles that are as-
signed a pager, such as head of the department, are fairly static, while others are dy-
namically assigned on a shift-to-shift basis. One physician is always in charge of any 
emergency calls for example and at least one is in charge of the out-patient ward. 

Pagers have unique numbers in the internal phone and pager system, listed in the 
hospital directory. Pagers are activated by placing a call to the number and allowing it 
to ring at least three times. The pager’s display will then show the number of the 
caller. The pagers are charged in a special rack located in the nurse headquarters. 
Usually the same pagers are used for each role daily and the list of who is in which 
role is printed and hung next to the rack.  This allows the rack to serve as a presence 
awareness mechanism by informing who is assigned to each role on a particular day 
and who is at work on each shift. 

Using role-based devices frees staff members from needing to figure out who they 
need to locate in order to accomplish certain tasks.  One interview participant ex-
plained … “It is a problem that you never know if that person is available at the hos-
pital or is on leave; on a three weeks holiday.  All messages of any importance – they 
cannot just be sent somewhere to a pager that is not used for a week.  That is the 
problem of connecting a message with a person and not a role.”  [Department Head -
B]. Dedicated role-based devices also make it easy for staff members to switch roles 
when necessary by handing their pager to a willing colleague. 
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DECT wireless phones. Some more senior physicians have a personal wireless phone 
available to them that is kept in their office when they are not using it. The physician 
can provide the number to the phone to anyone inside and outside the hospital and can 
also request that the number be listed in the internal hospital directories, or limit inter-
ruptions by keeping the number “unlisted” if they choose. 

There are also some roles for which a wireless phone is assigned instead of a pager. 
This is done for roles associated with being “on-call”, implying that the staff member 
must be immediately contactable at all times. There are two such on-call roles at the 
department, one for the inpatient ward and one for the radiation section.  The resi-
dents interviewed in stage 2 both mentioned having a role-based wireless phone about 
one day per week.  Role-based wireless phones were used at least occasionally by all 
of the physicians interviewed except for Department Head - B. When asked why she 
used a pager instead of a wireless phone in relation to her role as department head 
(Department Head - A used a role-based phone) she replied “Because I haven’t asked 
and no one has offered me [a phone].”  [Department Head - B]. This suggests that in 
her case a phone was not viewed as large enough of an improvement to warrant  
asking for one. 

3.3   Balancing Interruptions and Communication Availability 

Interview participants were asked about their use and opinion regarding pagers and 
wireless phones. As expected some users reported phones to have clear advantages.  
One of the attending physicians explained “I have a pager, personal, and I have a 
wireless phone, as well.  I got this [the phone] mainly because I have an office where 
there was no phone installed. So this is the phone I have in my office. It is this one 
that I use, always, and I find it incredibly neat to have a wireless phone. It eases – it 
is a considerable ease in my working day. Simply because there are many places 
where there are no available phones, so you save a lot of time by having your own 
phone, I think. Because, if you are on your way to the Radiology department and you 
need to call someone, or get paged, then you may talk while you are walking through 
the hallways. You don’t have to search for a phone. For example, when you are at the 
radiology demonstration it is far to get to the nearest phone, so it eases the work to 
have your own phone and you can do the work directly – or just outside the door.” 
[Attending - A] 

The physician explained however that some other physicians did not share this 
view. “There are several at the department who … use the phone only to phone out; 
where their number is not registered [in the directory]. Who do not want – who wants 
to get paged - and use the phone to call back. It is the switchboard who prepares the 
directory and in this case it only lists the pager and the office number and not the 
wireless phone number.” [Attending - A] This provides for a great deal of flexibility 
on controlling interruptions. Some of the physicians had an even stronger view 
against carrying a phone and refused to carry one even when it was available to 
them… “There are some of the attending physicians that absolutely don’t want a 
private [portable] phone, because they feel they never get to be undisturbed. So there 
are always advantages and disadvantages with availability.” [Attending - A] 

One of these physicians was Department Head - A. He was adamant about not be-
ing forced to carry a phone with him. He expressed concerns that this would lead to a 
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loss of control regarding his availability, and an environment where he would need to 
constantly explain why he refused to answer certain calls. 

Thus, although he uses a role-based phone as head of the department he rarely 
takes the phone outside of his office. Instead, he forwards calls from the phone to his 
individual pager so that calls to the phone will result in a page that he can choose to 
answer or ignore. He commented…“I can imagine that it can be a problem to be 
accessible at all times. Sometimes it is necessary to have quiet and not get disturbed 
by phone calls. I do have a DECT-phone, but I don’t bring it to the [inpatient] ward 
because it would disturb and I always have the pager.”  [Department Head - A] 

Although attending physicians at the oncology department were able to avoid car-
rying phones in order to control their availability, this was not always the case with 
other personnel. The most dramatic documented example of phones leading to over-
availability occurred in relation to the use of the “on-call” phone used in the radiation 
section. The work-practice in the radiation section is run in a highly efficient and 
assembly line manor with the nurses and radiation technicians having a larger role in 
planning the overall work practice than in the inpatient and outpatient ward. 

As such, they have assigned a DECT-phone to the physicians from oncology that 
work there to make sure that one of them is always easily reachable to answer general 
patient questions. One of the residents commented on this phone while being inter-
viewed and stated … “when I am down there [radiation section], as I said, there I 
have the [portable role-based] phone; I get called a lot – we are talking about more 
than 20 times a day when I get a call on the phone...” [Resident - B]. Observations 
conducted in the radiation section that were completed after the interview revealed the 
phone to be something that is viewed as extremely interruptive by the physicians 
working there. This has resulted in a policy where the least senior of the physicians 
assigned to the radiation section is always assigned this phone. 

A resident (that was not interviewed) observed to be carrying the phone during ob-
servation sessions even referred to it as “the interrupter” phone when asked about it.  
She commented that she felt the phone was unnecessary and that it resulted in her 
constantly being “nagged” about small things related to patients such as a headache 
etc. that could easily be handled without contacting a physician. She explained that 
these interruptions often significantly increased the amount of time needed to plan out 
radiation treatment because of the high degree of concentration needed to complete 
this task, in combination with the frequency of interruptions. The other physician 
assigned to the radiation section during the observation session was in general agree-
ment with these statements.  

Such a negative view was not associated with the on-call phone used at the inpa-
tient ward however. This phone was used specifically for handling medical emergen-
cies, and for calls related to external relations with GPs and physicians from other 
hospitals. These calls are viewed as something that necessary must be handled by a 
physician. The problem of being “nagged” had been avoided at the inpatient ward 
because the doctors had a larger control over the work situation there, and as such had 
made it clear to the nurses that they should only contact them with the on-call number 
in the case of an emergency. This illustrates how physicians will accept a loss of con-
trol over their communication availability as long as the associated interruptions are 
limited to those that are justified by medical necessity. 
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Interruptions from Calls. An issue further exasperating this problem is that 
individual calls are deemed to cause a greater interruption than a page. This opinion 
was shared by all of the participants, including those that prefer a phone over a pager 
in many situations. There were several reasons given for the higher level of 
interruptibility associated with a call. One issue was design differences between 
pagers and the DECT-phones used by the department. A pager has a screen and 
button located on the top of the device so that a user can easily interact with it without 
removing it from their coat pocket. A phone on the other hand requires a user to pick 
up the device in order to view who is calling them, and to locate the button used in 
order to reject a call. Another issue is that DECT-phones made for hospitals are 
relatively simple in comparison to standard cellular phones. The phones used by the 
department for example do not contain a “meeting mode” feature that allows users to 
limit calls to one ring. One user explained this by using hand gestures to illustrate 
how much easier it is to deal with a page while saying … “the pager I can with 
pressing a key once turn off the calling sound, while the phone rings and rings” 
[Resident - A]. 

Issues that are not be so easily attributed to specific design differences between 
phones and pagers used at the department also seem to be an issue. Department Head 
-A explained that his preference for a pager instead of a phone is based on the belief 
that individual calls result in a more severe interruption than a page. He forwards 
phone calls to his pager instead of carrying his phone with him while in the inpatient 
ward because he feels that each call forces him to immediately make an active deci-
sion about whether or not to answer it. This creates more stress and greater mental 
interruption for him than a page because he can still wait to finish what he is doing 
before deciding if he will answer the page promptly or not. Another physician made a 
similar comment and explained …“with a phone it is easier to take the call and ex-
plain that you will call back later.  I think I would do so, if I have a phone.  So, that 
could be a disadvantage with the phone; that you may get interrupted and allow your-
self to get interrupted.  You get more easily interrupted by a phone than a pager.”  
[Resident - B]. 

Another problem associated with phones was that callers tend to call back repeat-
edly in a short period when a call is not answered, even if it is not for an important 
matter, whereas this behavior was not typical with pagers unless the page was for a 
serious problem that needed to be dealt with immediately. This suggests that carrying 
a phone can automatically imply to others that you should answer, at least in order to 
tell them you are busy and will call back later. It also shows how one advantage of 
pagers is that they make it easier for a person to keep a certain communication dis-
tance by delaying or refusing response to certain pages. 

Refusing or Delaying Response to a Page. Selective response to pages based on 
their origin and frequency has been noted previously as a screening procedure used to 
limit interruptions [8]. During the interviews participants were asked about situations 
where they may choose delaying or refusing response to a page or call. The 
participants explained that this behavior was most common when meeting with 
patients because this was a situation where being contacted was considered to be 
particularly interruptive. One participant explained … “If, for example, you are in an 
important consultation with a patient, talking with the patient about serious issues, 
then it would be wrong to interrupt that conversation to answer a pager that may not 
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be important.” [Resident - B]. An important clarification is that this behavior only 
occurred when contacted on devices assigned to them as an individual, or for certain 
roles such as department head where being immediately contactable at all times is not 
viewed as an aspect of the role. This was considered unacceptable however for 
devices attached to a role which required them to be “on-call” as explained by one of 
the attending physicians… “In general you can say that if you are on call or have the 
secondary on call duty, you are obliged to respond immediately.  Otherwise, I don’t 
think there are any special [rules].” [Attending - A]. This suggests that this behavior 
will be much less common in departments where emergencies are more common than 
the oncology department. 

Selective response was not generally viewed as negative by the participants as 
there was a clear understanding of the need for others to ignore some pages in order to 
control their availability. The participants were asked if they knew of any hospital 
policy requiring them to answer pagers within a certain time frame. No such policy 
was known to any of the participants and they often took a defensive tone when re-
sponding to the question. One of the participants explained … “I don’t think any 
would invent such a rule. It can’t be like that. … there are no such rules that you need 
to obey. I hope not, and I have never heard of such, and it is not reasonable to have 
them.” [Resident - B]. This further emphasizes that clear need of the staff members to 
manage their own communication availability. 

Prioritization of pages received on a dedicated role-based device illustrates that one 
advantage of using multiple devices is that it enhances the ability of users to discern 
the importance of certain pages and calls in order to manage interruptions. It also 
suggests that a mechanism allowing users to quickly identify which number has been 
called in order to contact them (i.e. a role-based number or their individual number) 
will be a critical feature of any pervasive device that integrates role and individual 
based contact. 

The “Tragedy of the Commons”. One important trend that showed up in the 
interviews was the perception that, as a physician gained more responsibility, 
interruptions from calls would become a larger problem. The two residents both 
commented that while they would prefer to have an individual phone now, they are 
unsure if they would still want one once they have more responsibilities. When asked if 
he would prefer a phone one resident explained… “It is easier with a phone.  I think I 
would have selected the phone, but I think one may change one’s opinion when you 
have been here, in ‘the game’, a while, perhaps as you rise in position and get more 
responsibility and more people are interested in getting hold of you to consult with 
you, then it may – I think there may be a lot of bothersome requests.” [Resident - B] 

The other resident stated … “I see that the attending physicians that carry a phone 
get an extreme amount of calls. Whether this is because they are more easily avail-
able to others, to other physicians, or to other people in the hospital who know that 
you just need to punch in the number and then you get hold of them immediately and 
you don’t have to wait for the person to reply on the pager. It is good to be available, 
but if it is too easy I think you would get a few requests that are not necessary to deal 
with then and there.” [Resident - A], and when asked if she thought that she would be 
interrupted more if she had a phone she jokingly stated… “No, as a resident I 
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wouldn’t mind having a phone. Then I could give it away when I become an attend-
ing. No, I wouldn’t do that.” [Resident - A] 

This may further explain why Department Head - A was so against carrying a 
phone with him at all times.  

Text Messaging. As stated earlier Department Head - B was the only person we 
interviewed that never had a wireless phone available to her. When asked about the 
possibility of being provided a phone her initial response was “I think I would prefer 
a phone or a pager with possibility to have more messages.” [Department Head - B] 
She continued by stating that she would prefer to have a phone instead of a pager if 
she were forced to choose, but her response clearly showed that mobile text-
messaging was a technology she was more interested in being provided than wireless 
phones. Text messaging is an interesting technology to explore because it may serve 
as a nice “middle ground”, allowing for a wider variety of communication than a 
simple page without creating interruptions similar to that from a call. 

After discussing the use of phones and pagers the interview participants were en-
gaged in a discussion about the introduction of mobile text messaging.  Many of the 
staff interviewed viewed the idea positively although a few had reservations.  Interest-
ingly the participants that were positive about text messaging expressed that its main 
advantage would be that it could help them manage availability and more effectively 
deal with pages and calls. One participant explained … “...if you could give a mes-
sage that you are occupied for a quarter of an hour, or let them know what you are 
doing – I think that could be useful.  It seems to be of some help.  Absolutely!  Then 
you would know what the situation is and when you can reach that person, and how 
long that person is unavailable.  That would have been progress, if you had managed 
to something like that.” [Resident - B]. 

Another comment was …“Yes, that could be useful.  You could use this [a messag-
ing device] if you are in the outpatient ward and dismiss any calls or send a message 
to say you will call back later.” [Attending - A] 

Other comments suggested that this could be accomplished by using the messaging 
system in order to provide meta-information about the origin and urgency of pages. 
One comment was …“Today we only get a number.  If you don’t know that number it 
is not possible to know where the page comes from.  If you could get a more of – at 
least what department it comes from or which room the call is made from, then you 
would, often, get a notion of what this is about.” [Resident - B] and another was ”One 
thing I have thought of is that it would be nice if I could get some more information 
[when paged] to understand the urgency of the call: If this must be replied to immedi-
ately, or can wait 10 minutes or needs a reply today. … to have some priority – do 
you understand what I mean?” [Resident - A] 

Some participants were skeptical of the idea but this seemed more because they 
were worried about being bothered by messages from patients or with having to carry 
an additional device.  One respondent stated “It is our experience that new systems 
that come as an addition to existing systems are not going to be used.  We don’t want 
it to be so that we get a solution in parallel with the existing systems, it must be inte-
grated in what we already have.  Let me take an example: We participated in testing  
[an experimental service] where we got an additional email client [for secure email] 
– and it was never used.” [Department Head - A] 
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Another explained “It depends on who sends the messages.  Should that be the 
switchboard or the administrative personnel?  I think that it is important that it is 
filtered as we don’t want the patients to be able to send us messages directly.  We are 
in general opposed to the idea that the patients should be able to send us email di-
rectly.  It would be very much to reply to.  Then they would expect an availability – 
then you are committed to reply.  I think that some would consider this useful and 
some who definitely don’t want it, just as with the phone.” [Attending - A] 

The association with being contacted by patients is understandable since text mes-
saging is an increasingly pervasive way of communicating and interacting in private 
situations but does not see much professional use in hospitals. Using technologies that 
are internal to the hospital and not directly compatible with popular personal devices 
should create a clear distinction between professional and private devices, and thus 
avoid this problem. 

An additional topic covered related to text messaging was if participants thought 
that menus of short predefined messages would be a useful feature.  Previous studies 
have estimated that standard messages would be sufficient 90% of the time for hospi-
tal workers [3]. While the quotes above suggest that standardized messages for coor-
dinating communication and controlling availability would be useful the people we 
interviewed were skeptical that they would be able to fulfill other communication 
needs. One participant explained …“To be able to send a text message could be nice.  
But I think it should be so that you type the message each time.  There are so many 
situations... “ [Resident - B]. Another comment was “I don’t think we could answer 
by predefined messages. If I don’t get hold of a person, then: ‘Call me back’.  I don’t 
think we can reply these kinds of requests by two or three words.” [Attending - A] 

4   Discussion 

Previous studies of wireless phone use in hospitals have focused on settings where the 
technology is introduced to nurses [17],[25], [24]. These studies reported generally 
positive results but did mention the possibility of making nurses “fatally available” 
when deploying the technology in practice [17]. This study has used participatory 
observations and semi-structured interviews of physicians at an oncology department 
that have independently started to adopt the technology in their work practice. This has 
allowed for a more in-depth study of the problem in a naturalistic setting in order to 
identify effects on physicians, which are a hospital’s most valuable information source. 

The interviews and observations conducted at the oncology department revealed a 
general concern among the physicians about wireless phones leading to more frequent 
and more severe interruptions than pagers. This suggests that if not carefully de-
ployed, they may have negative overall effects on the work practice for at least some 
physicians. One specific instance of over-availability was documented for example, 
where physicians had been assigned a phone by the team of nurses and technicians at 
the radiation section of the department in order to make it easier to access them for 
general questions. This “interrupter phone” was viewed in an extremely negative way 
by the physicians assigned it.  They stated that it was not justified in terms of improv-
ing patient care, and that it constantly interrupted work that requires a high level of 
concentration.  
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Whenever possible the physicians at the department adopted various strategies for 
obtaining benefits from wireless phones while avoiding interruptions. This included 
limited phones to use for outgoing calls by refusing to provide other staff members 
with their wireless phone number. Some physicians also showed a general preference 
for pagers by avoiding carrying a wireless phone altogether.   

This suggests that, while wireless phones do provide certain advantages, further 
study is needed on how hospitals can use them most effectively. For example, it is 
becoming increasingly common for workplaces to switch completely over to wireless 
phones, since the cost of deploying and maintaining wireless networks can now com-
pete with landline phones in many situations. Our data suggests that abandoning of-
fice phones in favor of a “pervasively wireless” hospital could have risks, and that this 
should not be recommended without further study. In particular this may create prob-
lems with over-availability, especially for more senior physicians. 

The limited functionality of the paging system does suggest however that the staff 
would benefit from increased use of messaging and phones. This could provide a 
number of benefits including improving the ability to discern information about the 
urgency and origin of pages, making it possible to contact other staff members di-
rectly without needing to locate landline phones, and making it easier to quickly in-
form others about their communication availability by sending messages such as “Call 
you back in 15 minutes.” 

Clear resistance to non-integrated solutions requiring users to carry additional de-
vices however suggests that a single device integrating text, voice and paging services 
would be advantageous. The critical nature of hospital work however will require that 
such a device have a high quality of service reputation if it is going to replace pagers. 
This limits the choice of hardware to vendors that create specialized equipment that 
has a reputation for reliability when deployed in hospitals. One example of such a 
device that does support voice, text and paging is the “Ascom 9d24” wireless phone. 

The data suggests however, that some specific technical and organizational features 
will need to be considered when deploying such a device. A critical component of 
such a system will be mechanisms that allow users to manage their communication 
availability. Without such mechanisms devices that support voice services will be 
resisted by many staff members, and if widely deployed may have negative conse-
quences on work practice.  

In addition, the study also revealed some surprisingly rich elements of the existing 
paging infrastructure including the use of role-based devices that provide functional-
ity similar to role-based context-awareness, and a public charging rack that provides 
basic presence information about who is assigned to each role. These features will 
also need to be considered in any future system.  

4.1   Design Issues 

From the perspective of pervasive computing it is interesting to discuss potential 
design features for a single integrated device for paging, voice and text services that 
would be pervasively deployed in the place of the current system based on office 
phones, and multiple mobile devices for each user. This would free users from having 
to keep track of multiple devices, and reduce the total number of devices that need to 
be purchased by a hospital. This could bring significant cost savings until the cost of 
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more complex mobile devices drops to a level similar to that of pagers today. A sys-
tem based on such a device would need to retain features of the current system while 
allowing users to effectively manage their communication availability and interrup-
tions.  Some features that may help reach this design goal are:  

• The ability to configure the ringer separately for individual and role-based com-
munication.  This will allow users to continue screening calls and pages in a simi-
lar way to the behavior noted with multiple devices.  

• The ability to configure the ringers separately for voice, paging and text messag-
ing.  This will allow users to control their availability by for example, turning the 
ringer off for voice services while still being reachable via the paging system.     

• The ability for users to control the distribution of their individual number for voice 
services. This will require the use of a separate number for voice services than 
pages or messages so that the person can still be contacted by those that do not 
have access to their voice number.   

• A presence awareness mechanism that allows users to easily identify who is as-
signed to each role on a daily basis.  This functionality would be similar to that of 
the charging rack that is currently used at the department. 

• An easy way for users to transfer role and have communication requests for the 
role re-routed to the new person. Today this is possible by simply handing off a 
role-based pager. One possible way of accomplishing this with a system based on 
a single device for each user would be to create wearable role-associated 
“badges”.  Using this method the system would automatically route calls to a per-
son’s device once they clip the badge on their clothing, allowing staff members to 
hand off a role by giving the person the role-associated badge. If desired this also 
could serve as a presence indicator since the badges could give a visual indication 
of the roles each person is assigned to. Electronic methods for role transfer that 
do not require handing off of a physical device may also be interesting to explore. 
This may introduce a number of new issues such as handling of electronic con-
firmation of delivery, and acceptance of responsibility. 

• Predefined short messages for managing availability and coordinating communica-
tion. This would include messages such as “Call you back in X minutes” and 
messages that improve the ability to identify the origin and urgency of pages. 

• Support for at least some limited interaction without removing the device from a 
coat pocket. 

An additional strategy that may prove useful for managing interruptions and coor-
dinating communication is to augment the system with context-awareness. Context-
awareness is closely associated with ubiquitous and pervasive computing [9] and can 
be applied to communication systems in a number of ways. The data from our study 
suggests that one of the most useful applications of context-awareness in mobile 
communication for hospitals would be to apply it in order to limit interruptions from 
calls. Previous work suggests however, that users tend to use contextual information 
regarding the availability of others as a presence awareness tool instead of to reduce 
interruptions [12]. This suggests that in order to manage interruptions effectively 
context will need to be applied in a way that automatically configures devices, for 
example by turning the call ringer on/off when appropriate. 
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Statistical models based on sensor systems that collect information such as posi-
tion, time of day, the number of occupants in a room and the existence of speech have 
shown to be as effective as people at estimating interruptibility in office environments 
[11]. These metrics have not been investigated in a hospital setting however, and 
further studies are needed in order to measure how effective they will be for manag-
ing interruptions during real use. 

Automatic detection of communication availability may also be advantageous 
when used in combination with the messaging system in order to send status messages 
such as “Busy. Call back in 20 minutes” when blocking calls. This would provide 
presence and among other things discourage multiple call back attempts and/or pages 
for non critical matters. 

4.2   Future Work 

Our eventual goal is to design a communication system based on a single pervasive 
device for voice, paging and text that can be deployed hospital wide at University 
Hospital of North Norway. This will require consideration of technical, social and 
organizational aspects of the system. The data collected in this study points to a num-
ber of interesting directions for future work in this regard. 

As a first step we plan on deploying and studying the use of text messaging ser-
vices. This is viewed as a first step since a basic implementation without advance 
features controlling interruptions would not introduce as many risks as wireless 
phones. Many of the design issues described above can also be viewed as future work 
and will need to be investigated before recommendations about their affect on usabil-
ity can be made. For example, a wearable badge system for switching roles may  
create problems if users end up forgetting badges more often than they forget com-
munication devices. Another interesting problem worth investigating is the necessary 
level of accuracy needed when detecting the appropriate moment for interruptions.   

In addition, we will need to expand this study to include the input of other staff 
members at the hospital including nurses, technicians and individuals from other 
departments. Another aspect of mobile communication in hospitals that is not exam-
ined in this paper is the impact that the introduction of wireless phones may have on 
the privacy of patient data. Allowing doctors to communicate via wireless phones 
walking down the hallway for example increases the possibility that someone may 
overhear a discussion that would interfere with doctor patient confidentiality. 
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Abstract. Ground reaction forces generated during normal walking have 
recently been used to identify and/or classify individuals based upon the pattern 
of the forces observed over time.  One feature that can be extracted from 
vertical ground reaction forces is body mass.  This single feature has identifying 
power comparable to other studies that use multiple and more complex features.  
This study contributes to understanding the role of body mass in identification 
by (1) quantifying the accuracy and precision with which body mass can be 
obtained using vertical ground reaction forces, (2) quantifying the distribution 
of body mass across a population larger than has previously been studied  
in relation to gait analysis, and (3) quantifying the expected identification 
capabilities of systems using body mass as a weak biometric.  Our results show 
that body mass can be measured in a fraction of a second with less than a  
1 kilogram standard deviation of error.  

Keywords: body mass, biometric, ground reaction forces, gait. 

1   Introduction 

Body mass is one of several weakly identifying biometrics used for classification.  
For example, descriptions of wanted criminals almost always include their height and 
build, both of which contribute to the helping rule in or rule out suspects.  When 
applying for a driver’s license, most states require the applicant to give information 
such as weight, height, and other physically identifying characteristics.  In each of 
these cases, the body mass biometric is used less to identify the person individually 
and more to rule out other individuals.  How would the weakly identifying ability of 
body mass change if it could be measured accurately to the kilogram, within a fraction 
of a second, and without requiring the active participation of the person being 
measured? 
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This study addresses just how this measurement can be taken and explores the 
expected identification capabilities of using such a measure.  Results indicate that the 
standard deviation of measuring body mass while the person is walking is less than  
1 kg.  Moreover, this measure can be taken in a fraction of a second and over a small 
footprint (two 0.5 x 0.5 meter force plates).  Two methods are developed for obtaining 
this body mass.  The gait cycle method is restricted to acting on the ground reaction 
forces experienced during normal gait.  The steady state method can be applied more 
generally to other patterns of forces experienced such as those generated by people 
passing over the force plates in wheelchairs. 

The remainder of this paper will be organized as follows.  Section 2 will describe 
the related work which uses ground reaction forces during gait for identification.  
Section 3 will describe some of the benefits and drawbacks of using body mass as a 
biometric.  Section 4 will describe two methods which can be applied to actual ground 
reaction force data to extract the body mass feature.  Section 5 evaluates these 
methods to determine the level of precision and accuracy obtained on a set of clinical 
walking trials.  Section 6 will quantify the expected identification power on three 
different populations.  Section 7 will describe potential future work and section 8 will 
conclude. 

2   Related Work 

Gait analysis is emerging as a promising biometric identification technique [8].  A 
wide range of media and techniques have been developed to classify gait sequences.  
The two categories of gait analysis most directly related to the work presented in this 
study are those which are based at least in part body size and/or shape, and those 
which analyze ground reaction force patterns. 

In the system by Bobick and Johnson [10], three body measures are obtained from 
video: overall height, leg length, and torso length (including head).  These measures 
are combined with a stride length parameter to create a feature vector.  In the system 
by BenAbdelkader et al [11], stride length, cadence, and height are used as the 
features extracted from video sequences. 

Ground reaction forces measured using force plates have also been used in a 
variety of gait recognition systems.  The   ORL Active Floor [1], the Georgia Tech 
Smart Floor [2], and the floor developed by Middleton et al at the University of 
Southampton all use only the impact of footsteps for identification purposes.  In the 
biometric identification system developed by Cattin [12], data collected from force 
plates is combined with video recordings in order to improve the recognition rate over 
using ground reaction forces alone. 

The Active Floor uses hidden Markov models to identify individuals.  This system 
was able to achieve a 91% identification rate on 15 individuals.  In later experiments 
the ground reaction forces were scaled by the inverse of the average force experienced 
during one footstep.  This normalizing procedure was aimed at removing the 
influence of body mass on the identification rate.  With the scaled data, the 
identification accuracy dropped below 50%.  The Active Floor paper suggests that 
using different segments of the gait cycle may produce more accurate identifications. 
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The Smart Floor extended this work in many ways.  The testing using the Smart 
Floor was much more extensive because the experiments involved the same people 
wearing different shoes in order to evaluate the effect of footwear on the recognition 
rate.  Their results indicated that different footwear had a negligible effect on the 
identification rate.  Nearest neighbor applied to ten different features of ground 
reaction forces for a single footstep was able to achieve a 93% identification rate on 
15 individuals. 

In the floor developed by Middleton et al, three gait features unrelated to body 
mass were examined for their identifying capabilities [3].  This system used 1536 
pressure switches arranged on a 3-meter long by 0.5-meter wide floor mat.  Fifteen 
people walked up and down the mat 12 times each.  The features extracted from these 
trials were the stride length, stride cadence, and time on toe to time on heel ratio.  The 
third feature alone, the toe to heel ratio, was able to achieve 60% identification 
accuracy on 15 individuals using four footsteps.  When all three features were 
combined, the identification accuracy rose to 80%. 

Cattin improves upon the ground reaction force only systems by capturing video 
simultaneously with the force plate data.  This approach is more robust than other 
approaches which synthetically combine different biometrics by assuming they are 
independent.  The model used by Cattin does not need to make such a claim because 
any correlation between the video sequence identification and the force plate 
identification will be present in his identification algorithm.  Through fusing three 
video sequences with force plate data, a recognition rate of 99.74% is achieved when 
using 6 walking sequences as the training set and 4 walking sequences in the test set 
from 17 individuals.  The force plate recognition rate alone (not fused with the video 
sequences) was 93.4%. 

All four of these ground reaction force studies confirm that gait has some degree of 
identification information when measured by floor sensors.  What is not clear from 
the above studies is how much influence body mass has on the level of identification.  
The Active Floor makes very clear that body mass is indeed a significant part of their 
identification scheme, but it does not fully characterize the amount of identifying 
information  that remains after the body mass factor has been removed, nor does it 
address how accurately the body mass biometric can be measured.  The Smart Floor 
incorporates features related to body mass, but it does not evaluate the degree to 
which these features contribute to the identification rate.  The system by Cattin et al 
attempts to avoid using body mass as a biometric by focusing instead on the dynamic 
aspects of gait present within the force plate signatures.   

Our work focuses on characterizing the contribution that body mass can provide 
for identification purposes.  We neither promote nor dissuade from using body mass 
as a biometric.  Instead, we provide a detailed analysis of how body mass can be 
obtained from ground reaction forces, how accurate and precise this extracted body 
mass feature is, and how accurately the body mass feature identifies over larger 
populations than are typically examined with respect to gait recognition.  This 
analysis may be independently evaluated to examine the potential gains of using body 
mass as a biometric within different systems with different needs. 
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3   Benefits and Drawbacks of Using Body Mass as a Biometric 

While body mass does not share the strongly identifying characteristic with other 
biometrics such as fingerprints and iris scans, the body mass biometric does have 
characteristics that make it an attractive feature to obtain within the context of a 
biometric fusion system. One of the strongest benefits of measuring body mass as 
opposed to other more identifying features is that body mass can be measured without 
the active participation of the person being measured.  Simply walking over the force 
plates registers the person’s body mass.  While some methods of measuring this body 
mass require that the person be walking normally over the plates, other methods exist 
which can measure the body mass regardless of the manner of traversing the plates 
(these methods will be described in the next section.) 

One of the greatest disadvantages of using body mass as a biometric is that the 
person can easily alter his or her body mass to some degree by carrying or depositing 
objects.  If the typical mass of objects carried (or deposited) is much less than the 
typical differences in body mass, then a reduced identifying power remains even 
when using the altered body mass.  Such changes in body mass by carrying or 
depositing objects are difficult to characterize generally and tend to be more domain 
specific.  For example, people entering and exiting a classroom will likely carry in 
about the same load as they carry out but people entering a grocery store are likely to 
be carrying larger loads upon exiting than they were upon entering.  Section 6 will 
describe how these differences in the expected load people will carry can affect the 
expected accuracy of the body mass biometric. 

Finally, actual body mass has the property that it can gradually change over time.  
The amount of time between readings is a good indicator as to the amount of expected 
change that can occur.  For example, over the course of 12 hours, it is very unlikely 
that a person will be able to gain or lose 5 kg, but this amount of change becomes 
more and more feasible when the time is extended to weeks or months.  For this 
reason, the body mass measure must be regularly taken in order to remain accurate.  
Including body mass as a static biometric on documents such as passports will have a 
weaker ability to identify because of the long duration these documents remain valid.  
If however the passport were to contain a chip which could be regularly and securely 
updated, body mass could prove a useful biometric. 

4   Methods for Extracting Body Mass 

This study examines two basic methods for extracting body mass from the forces 
produced while walking.  The gait cycle method assumes that walking is a periodic 
motion in which the forces produced are roughly identical for each period.  One 
period of the cycle is observed and the average force over this period is divided by the 
acceleration of gravity in order to calculate the mass.  The steady state method 
assumes that over a long enough duration of time, the average force generated by any 
object with any behavior will come to a steady state.  This steady state force is then 
divided by the acceleration of gravity to again yield the mass.  The steady state 
method has the advantage of being able to calculate mass over a broader set of 
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scenarios such as people traversing the force plates in wheelchairs or people using 
crutches while passing over the force plates.  The gait cycle motion method would 
have to incorporate more complex patterns in order to identify these patterns and 
appropriate periods. 

In order to evaluate the accuracy and precision of these two methods, ground 
reaction force data were acquired from clinical gait trials [4].  This data contains 
anthropometric, kinematic and force plate data from 62 children walking normally 
across two consecutive force plates.  Three trials are available per child and the mass 
of each child is reported directly.  To the authors knowledge this database is the 
largest publicly available collection of ground reaction forces with corresponding 
body mass measurements. 

The force plates used to collect the data for this study are OR6-7 Force Platforms 
manufactured by Advanced Mechanical Technology, Inc [13].  These force plates are 
specially designed for use in a clinical gait analysis setting and retail for 
approximately $10,000 each [14].  Much more appropriate and less expensive force 
plate designs are described in the Active Floor and Smart Floor papers.  Data 
collected using these custom plates is not readily available, but the complete ground 
reaction force and body mass data used in this study are well documented [4]. 

4.1   Gait Cycle Method 

The pattern of ground reaction forces during the gait cycle is shown in Figure 1.  The 
first part of this cycle is called double support.  This is when the vertical force is split 
between the feet.  At the start of the recorded forces one foot is on the force plate and 
the other is off the force plate.  When the weight is transferred onto the heel, this is 
called the load response.  Sometimes before the weight is entirely transferred, there is 
a transient force experienced just before the load response.  The force during the load 
response is typically a force exerted which exceeds the normal standing force.  
Between the heel coming down and the toe pushing off is what is called the 
midstance.  Typically the vertical ground reaction forces experienced during the 
midstance are below that of normal standing force.  When the toe pushes off, this is 
called the terminal stance because this is the last part of the gait cycle where the 
person’s weight is entirely on one foot.  Following the terminal stance is another 
period of double support and the cycle repeats itself. 

Ideally, each gait cycle would generate identical ground reaction forces when 
walking on level ground at a constant pace [4].  If this were the case, then two 
complete footsteps would be sufficient for characterizing the walking pattern 
(assuming the period of time of double stance is symmetric).  In addition, the average 
of the left and right foot ground reaction forces over each period would be the same.  
Since there is no net rise or fall over time during normal walking, this average ground 
reaction force is the same as the force which would be experienced if the individual 
were standing still.  The gait cycle mean in Figure 1 and 2 would be computed using 
the forces from time a to d.  By dividing this force by the acceleration of gravity, the 
body mass can be determined.  Figure 2 shows this force over 1.5 gait cycles  
(3 steps). 
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Ground Reaction Forces for a 28.6 kg 10 year old
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Fig. 1. The ground reaction forces represent two steps from dataset aa_10_01 in [4].  The first 
step fell directly on the first force plate and the second step fell directly on the second force 
plate. 

Ground Reaction Forces for a 13.2 kg 2 year old

-50

0

50

100

150

200

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

1.
1

1.
2

1.
3

1.
4

1.
5

Time (seconds)

F
o

rc
e 

(N
)

Standing Force Force Plate Sum

Force Plate 1 Force Plate 2

Mid- 
stance 

Mid- 
stance

Mid- 
stance

Term. 
Stance 

Load 
Resp.

Double 
Support 

Double 
Support 

Load
Resp.

Term.
Stance

Double
Support

Load
Resp Term. 

Stance

Double 
Support 

a b c d

 

Fig. 2. The ground reaction forces represent three steps from dataset am_02_01 in [4]. The first 
step fell directly on the first force plate and the second two steps fell directly on the second 
force plate. 
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4.2   Steady State Method 

During the gait cycle, the sum of the left foot and right foot ground reaction forces 
vary above and below the force that would be experienced if the person were standing 
still.  Typically, the load response, the terminal stance, and double support experience 
forces above average standing force and the midstance experiences forces below 
average standing force.  However over time, the average force must tend toward the 
average standing force regardless of the pattern of forces unless there is a net vertical 
change in the center of gravity. 

When the person steps onto the plate and off of the plate, he or she is transferring 
forces which may not be measured because they are off the measuring area.  This can 
be seen in Figure 1 where the sum of the forces for the first and last double support is 
much lower than the middle double support when the person is entirely over the force 
plates.  For the period of time the forces exerted by the person are entirely over the 
measurement area, average force experienced should be the same as the average 
standing force if there is no net vertical change in the center of gravity.   

There are two competing potential sources of error when using this method to 
calculate the average force.  The first potential error is to start taking measurements 
before the person is entirely over the measurement area.  This would lead to 
measuring an average force below the standing force.  In order to avoid this potential 
error, as many of the measurements when transitioning onto and off of the force plates 
should be discarded.  The second potential error can occur if there is asymmetry with 
respect to the gait cycle when the measurements begin and end.  Because there is 
normal rise and fall during walking, if the measurements begin and end at different 
phases of the gait cycle, then there may be a net vertical change in the center of 
gravity.  This error can be minimized by making the reading range as large as possible 
so as to make insignificant the contribution of this error to the mean force 
experienced.  Thus the minimizations of the two errors compete.  The minimization of 
the first error requires as many of the start and end of the measurements to be 
discarded while the second potential error requires as large of a read area as possible.  
For this reason a balance must be reached between how many of the beginning and 
ending measurements to discard and how many to retain.  As the area of the force 
plates increases, each source of error becomes easier to minimize.  For Figure 1 and 
Figure 2, the steady state mean would be computed by discarding the first and last 
quarters of the measurements (time a to b and c to d) and retaining the middle half of 
the measurements (time b to c).  

4.3   Implementing the Methods 

The gait cycle method requires the segmenting of the force signals into footsteps.  If 
every step were to directly fall onto the center of each plate then segmentation of the 
footsteps would be a simple task.  However, there are many occurrences of 
individuals stepping more than twice (such as in Figure 2), stepping partially on a 
force plate, and stepping between force plates.  While this complicates the 
segmentation, this type of activity must be handled if the force plates were to actually 
be deployed in a commercial application.   
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The two consecutive periods of activity in the force plates are considered an 
integral number of footsteps with no footstep falling between the force plates.  For 
example, in Figure 2, the first force plate receives one footstep while the second force 
plate receives 2 footsteps.  The period of time when both the first and second force 
plates have active readings is considered the double stance phase.  The beginning and 
end of the signal are also considered part of the double stance phase in which one foot 
is on the force plate and the other is off the measurement area.  Therefore, if the gait 
cycle is symmetric, then the sum of the beginning and ending of the signal would 
correspond to a single double stance phase while the other parts of the measure are 
directly over the force plate.  In this way, the sum of all forces over both plates 
includes one less double stance phase than actually occurred.  Therefore, to compute 
the gait cycle mean, the sum of the forces is divided by the period of activity less the 
period of time both force plates are active. 

The problem of segmenting the forces into footsteps does not exist in the steady 
state method because there is no assumption about the pattern of signals experienced.  
The only requirement is that the forces begin and end measurements when the vertical 
center of gravity is the same upon starting to measure and finishing the measures.  
Determining this duration of the beginning and ending to discard and how much of 
the center to keep must be found experimentally.  For the purposes of this study, the 
first and last 27.5% of the active measures were discarded for all individuals.  This 
amount to discard reached a balance between discarding the forces when they are 
being transferred onto the plates and retaining an amount which makes changes in the 
vertical center of gravity insignificant with respect to the duration of measures taken. 

5   Accuracy and Precision of the Methods 

In order to evaluate the ability of using body mass to identify, the accuracy and 
precision of the different measurements need to be characterized.  The accuracy will 
determine how close to the true value the measures are, and the precision will 
determine how close consecutive measures are to each other.  Both the accuracy and 
precision are important to evaluate independently.  Because the true measure of body 
mass may be unavailable, the consistency of the body mass estimate determines in 
part how the measure may be used to classify individuals into groups.  If the measure 
were for example, always 10 kg less than the true measure, it would have perfect 
precision but poor accuracy.  This precision and a predictable accuracy though would 
be sufficient for classifying individuals.  Of course, precision alone is not sufficient.  
Measuring all body masses as 1 kg would give perfect precision, but the accuracy of 
the measure is so far from the true value that it could not be used.  In this way, it is 
also necessary to measure the accuracy of the body mass measure. 

5.1   Accuracy of the Gait Cycle and Steady State Methods 

To the author’s knowledge, no previous study identifying individuals by the ground 
reaction forces has reported the body masses of the individuals.  Because the true 
body mass is known for all of the 62 children from whom the ground reaction forces 
were recorded, the accuracy of the body mass measure for the two methods can be 
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evaluated.  Each of the children made three passes over two consecutive 0.5 meter by 
0.5 meter force plates.  The mass measures were computed for both the gait cycle and 
steady state methods.  The actual mass was then subtracted from the measured mass 
in order to determine the errors experienced. 

For the gait cycle method, the mean error was -1.18 kg with a standard deviation of 
1.78 kg.  The maximum absolute error experienced was 11.32 kg below the actual 
mass and all measures were within a 14.45 kg range (from 3.13 kg above actual mass 
to 11.32 kg below actual mass).  For the steady state method, the mean error was -
0.67 kg with a standard deviation of 0.96 kg.  The maximum absolute error 
experienced as 5.66 kg below the actual mass and all measures were within a 7.00 kg 
range (from 1.33 kg above the actual mass to 5.66 kg below the actual mass).  
Because the steady state mean experienced far better accuracy and would function 
across a wider range of force plate signal patterns (such as if a wheelchair would roll 
across the force plates), only the steady state method will be examined from this point 
forward. 

In order to characterize more fully the errors experienced using the steady state 
method, the errors were examined to determine if the distribution of error is close to 
normally distributed.  In order to do this, the Kolmogorov-Smirnov statistic was 
evaluated [5].  This statistic evaluates the maximum deviation from the expected 
order statistics for any fully specified distribution.  For the statistic to be valid, the 
distribution parameters must not be drawn from the sample being tested itself.  For 
this reason, the first two trials were used to compute the mean and variance 
parameters for the normal distribution, and the third trial was evaluated to see if there 
is evidence of deviation from this normal distribution.  This experiment was repeated 
using the first and third trials to compute the parameters and test with the second trial, 
and finally with the second and third computing the parameters and the first being 
evaluated.  The 90%, 95% and 99% confidence levels for this statistic are 0.155, 
0.173, and 0.207 respectively when examined on a set of 62 samples.  Values below 
these numbers indicate there is no strong evidence of deviation from the tested 
distribution while values above indicate there is evidence of deviation.  The three 
Kolmogorov-Smirnov statistics computed for the errors of the steady state method 
were 0.124, 0.189, and 0.204.  These results indicate that the distribution of error 
shows slight deviation from what would be expected from a normal distribution.  
Qualitatively, the errors tend to have a longer tail in the underestimating direction. 

In order to evaluate the effect of body mass on the error, correlations between the 
actual body mass and the error were computed over each of the three trials.  These 
correlations are -0.71, -0.65 and -0.47.  They indicate there is a trend toward 
underestimating the mass more as the body mass increases.  In addition, the 
correlation was computed between the actual body mass and the absolute error.  
These correlations are 0.67, 0.60, and 0.45.  These positive correlations indicate there 
is a trend of increasing magnitude of error as the body mass increases.  These 
correlations are important to heed because they indicate that the accuracy with which 
body mass can be measured may be slightly less in adults than it can be in children 
because of the increased average body mass.  The correlations imply that further 
testing should be done in order to evaluate if this correlation is indeed causation. 
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5.2   Precision of the Steady State Method 

While the accuracy of the steady state method evaluates to some degree the level of 
identification that measured body mass can provide, the precision of the measures 
also can also influence the identification level.  For example, it is possible to 
achieve the level of accuracy described in section 5.1 with every body mass 
measure coming out exactly the same per individual or vastly different per 
individual (constrained to achieve overall identical mean, standard deviation, max 
and min over the population). 

For each individual, the range of the three values was computed (maximum 
measure minus minimum measure).  The average range of body mass measures over 
the 62 children was 0.91 kg and the standard deviation of this range was 1.00 kg.  The 
maximum range experienced was 5.05 kg.  In addition, the correlation of errors 
between trials was computed.  The correlation of first and second, first and third, and 
second and third respectively are 0.58, 0.38 and 0.38.  This seems to indicate that 
there is some level of clustering of the errors which will make the measures more 
precise than the standard deviation of the overall accuracy indicates. 

6   Identifying with Body Mass 

There are two primary factors that influence the ability to identify using body mass – 
the distribution of body mass within the population, and the combination of precision 
and accuracy with which this measure can be obtained.  The distribution of body mass 
in the population will not only affect the overall identification performance, but this 
distribution will also affect how identifiable each individual is.  For example, 
uniformly distributed body masses provide the greatest overall level of identification 
due to the maximal dispersion and every individual is equally identifiable (with the 
exclusion of those at the extremes).  If the body masses were instead normally 
distributed, then the individuals with masses in the tails will be the most identifiable 
and there would be a lesser overall identification accuracy when compared to 
uniformly distributed masses.  This overall and individual identification level needs to 
be exposed in order to understand fully the amount of identification information 
provided by body mass. 

The precision and accuracy achieved in clinical trials was explored in Section 5.  
The actual experience in the field may be quite different.  People may carry more or 
less load on their person causing the body mass measure to experience greater 
magnitudes of error.  Moreover, behavior outside of controlled trials may introduce 
other unexpected errors.  For this reason, the identification power of body mass must 
be explored in a manner which addresses these domain specific sources of error apart 
from the measurement error. 

These interactions of the distribution of body mass in the population and the model 
of error are explored in Figures 3-6.  Figures 3-5 describe the level of identification 
on individuals with a given mass while Figure 6 describes the overall expected 
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identification power given a continuous range of error models.  Figure 3 shows the 
percentage of other children in the clinical trials who have an actual body mass within 
a given range.  For example, the solid black line shows that there are about 5% of the 
children between 19 and 21 kg (a 2 kg range centered at 20 kg).  If children being 
identified were rejected when the measured mass was more than 1 kg different from 
what is expected, then there would be a 5% false accept rate for a 20 kg child.  
However the false accept rate under the same scenario but for a 50 kg child would be 
near 0%.  In both cases, if the body mass measures were within +/- 1 kg 90% of the 
time, then the false reject rate for all children would be 10%.  Figure 4 explores this 
same interaction, but over a larger population of children the same age as those in the 
[4].  Figure 5 explores this interaction over about 4000 adults [6]. 

Figure 6 explores the overall expected identification power for a continuous set of 
ranges for the three populations in Figures 3-5.  This graph can be used to describe the 
percentage of the population that would be expected to be in the given range if a 
person were selected randomly from the population.  Stated another way, this is a 
mapping of the expected false accept rate for a given false reject rate and given a 
measurement error model.  For example, if 90% of the masses measures are +/- 5 kg 
from the true body mass (a 10 kg diameter of range), then approximately 30% in the 
child population would be accepted in this range.  This roughly translates into 
mapping a 10% false rejection rate to a 30% false acceptance rate for the population 
described.  Figures 3-6 are all functions of the distribution of body mass within the 
population, but they can be used to estimate the expected false rejection and false 
acceptance rates under general measurement error models so long as the error is 
symmetrically distributed around the true measure. 

For the purposes of directly evaluating the identification power of the ground 
reaction forces in the child database in particular [4], the following experiment was 
performed.  For each of the three trials, the steady state mass was computed.  The 
body mass measures for the first two trials per child were averaged to create a 
baseline mapping of body mass to child.  The body mass computed in the third trial 
was then ranked as to how close to the baseline measure it was.  A rank of 1 would 
mean the baseline measure for the child who generated the ground reaction forces was 
the closest to the measured mass in the third trial.  A rank of 2 would mean the 
baseline mass was second closest to the measured mass of the child.  The procedure 
was repeated for the remaining pairs of trials generating the baseline measure and 
testing against the measure left out. 

The results from this experiment are shown in Figure 7.  Of the 62 children, 39% 
of the time, the correct child was the one with the baseline body mass closest to the 
measured mass.  85% of the time, the correct child was within the 4 closest baseline 
body masses.  The Active Floor and Smart Floor studies have shown approximately 
90% identification accuracy on 15 individuals.  The identification accuracy is defined 
as when the person who generates the footstep is the rank 1 individual.  The trials in 
the Active Floor and Smart Floor studies clearly segmented individual footsteps by 
requiring the participants to place each step directly onto the center of the force plates. 
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19 of the 62 participants in the trials examined in this study had at least one trial 
where at least one footstep did not fall directly on a single force plate.  The remaining 
43 participants had footsteps that could be clearly segmented in the same way the 
footsteps were segmented in the Active Floor and Smart Floor studies. 
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Fig. 3. This graph covers the population for which ground reaction forces were available.  The 
horizontal axis represents the center of the range and different lines represent the range 
magnitudes.  
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Fig. 4. This graph shows the distribution of body mass over 2924 children the same age as 
those in Figure 3.  The data is drawn from a publicly available anthropometric database [7].   
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Fig. 5. This graph covers a 1988 anthropometric survey of 3982 men and women in the United 
States Army [6].  To the author’s knowledge, this is the largest public domain database of adult 
anthropometric data.  
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Fig. 6. This graph represents the expected percent of the population whose body mass 
would fall in the given range. The three populations shown are the same as the ones used in 
Figure 3, 4, and 5 respectively.  Given a distribution of the error in determining a person’s 
body mass, this graph can be used to approximate the interaction between the false accept 
and false reject rates. 
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The identification algorithm used in the Smart Floor was applied to the data from 
the 43 participants who had clearly segmented footsteps.  The steady state method for 
measuring the body mass was also evaluated on these same 43 individuals.  The 
Smart Floor recognizes individuals using a single footstep whereas the steady state 
method uses a single pass over the two force places.  For this reason, the distance 
measures for each footstep described in the Smart Floor algorithm were combined in 
four different ways in order to match a pair of footsteps to an individual.  The 
measures were combined by taking the minimum of the two measures, maximum of 
the two measures, sum of the two measures, and product of the two measures.  The 
identification accuracy reported is the best performing combination of the steps per 
trial.  The Smart Floor algorithm was also tested when the forces were scaled by the 
inverse of the average standing force in order to remove the effect of differences in 
body masses between individuals. 

Figure 8 shows the cumulative match curve for the steady state body mass method 
and the Smart Floor algorithm.  The steady state body mass method outperforms the 
Smart Floor algorithm at all ranks.  In addition to computing the ranks, the correlation 
between the Smart Floor feature distance and the difference between body masses is 
0.93.  This seems to indicate that the majority of the identification in the Smart Floor 
algorithm is due to differences in body mass.  The correlation between the measured 
mass via the steady state method and the actual mass is nearly 1.  
 

Fig. 7. This shows the identification rank of the 62 children when identified by body mass 
only.  The cumulative rank is how much of the population was ranked at that level or less.  No 
person was ever ranked higher than 15.  
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Fig. 8. The figure shows the identification rank of the 43 children when identified by body 
mass or the features used in the Smart Floor.  The normalized curve is the 1-Step Smart Floor 
algorithm applied to forces scaled by the inverse of the average standing force of the children. 

7   Future Work 

While this study does establish the accuracy with which body mass can be measured 
using ground reaction forces on a population of children in a clinical setting, it is 
unclear exactly what precision and accuracy can be obtained on a population of adults 
in a normal environment.  While the results from the study on children seem to 
indicate this precision and accuracy will be well within the range necessary to retain 
identification power, the degree of the identification power will remain uncertain until 
tested on a population of adults using a more economically designed force plate.  
Researchers at the Duke University Home Depot Smart Home have constructed a 
custom force plate and are designing studies to determine how effectively the adult 
body masses can be measured. 

Beyond indicating a person’s body mass, the pattern of ground reaction forces may 
contain other information that can be used to classify and identify individuals.  This 
identifying information could be combined with body mass information to improve 
identification accuracy.  Simply scaling the forces experienced by the inverse of the 
standing force should be sufficient for removing part of the influence of body mass on 
the ground reaction force patterns.  The Active Floor indicated that this was done and 
the identification rates fell below 50%, but exactly how much identification power 
remained was not described in detail.  Future work on identifying using ground 
reaction forces should separate out the influence of body mass before identifying 
further patterns.  If the identification algorithms for using ground reaction forces 
include a feature distance measure between individuals, one simple measure which 
could quantify the influence of body mass in the identification algorithm is the 
correlation between the feature distances and the differences in body mass.  The 
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closer this correlation is to 1, the more likely the body mass may be exerting a greater 
influence in the identification algorithm. 

Extracting these patterns from the footstep ground reaction forces requires the 
segmentation of footsteps from the forces recorded.  Previous studies have either 
required users to step directly onto separate force plates or have selected from a larger 
pool of footsteps those which are easily segmented from each other.  Moreover, 
previous studies have tended to test only one person at a time.  When multiple people 
are present, the ground reaction forces must be assigned to a particular individual.  
These segmentation tasks are non-trivial and depend on the granularity of 
measurement.  The larger the force plates are, the more likely ground reaction forces 
will come from different individuals, but the smaller the plates, the less likely a single 
footstep will fall on a single force plate.  Designs and methods need to be developed 
for assigning the ground reaction force to a particular person with a group. 

Finally, the inclusion of body mass into biometric fusion systems based at least 
partially on anthropometric measures should be explored.  Large anthropometric 
databases exist for both children and adults.  These body measures may be combined 
in such a way as to provide a relatively strong level of identification.  Once the 
methods for measuring these body parameters have been developed and the 
measurement error has been characterized, the databases can be used to predict the 
possible identification power of the system on large populations. 

8   Conclusion 

The results from this study indicate that ground reaction forces during normal walking 
are sufficient for measuring body mass in a fraction of a second and with a standard 
deviation of less than 1 kg.  This result is based upon the analysis of data obtained 
during clinical gait trials on children.  If this level of accuracy can be obtained within 
the general population, then body mass has sufficient discriminating power to be 
included in biometric fusion systems.  The difference in body mass has been shown to 
be highly correlated with the feature distance of another gait recognition system.  
Improved performance was achieved by measuring body mass directly and using that 
feature alone for recognition.  Because both the application domain and the selection 
of force plate hardware impact on the degree of accuracy and precision realized in a 
given system, this study quantifies the level of recognition possible under more 
generalized error models. 
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Abstract. The retail industry, which is characterized by highly complex supply 
chain processes, still faces stockout rates of 5-10%. This results in sales losses 
of up to 4% which corresponds to hundreds of millions of dollars for large 
retailers. The most significant cause for stockout situations is inefficiencies in 
in-store logistics due to the lack of inventory visibility. In this paper, we present 
a product availability monitoring system, which anticipates stockouts before 
they occur and triggers the personnel to replenish the shelf. Our monitoring 
system is based on inexpensive polyolefin foam, which serves as mount for 
capacitive sensing elements. Our sensor system is designed for roll-to-roll based 
manufacturing, which suggests low production costs. Preliminary tests suggest 
that the system offers sufficient sensitivity to accurately and reliably detect low 
quantities of stocks. This will not only reduce losses of sales but also increase 
customer satisfaction. 

Keywords: Retail logistics, shelf replenishment, product availability 
monitoring, capacitive sensors, pervasive computing. 

1   Introduction 

Providing high product availability at minimal operating costs is a major factor for 
economical success in the retail industry. Even though retailers have invested in the 
improvement of their supply chain management processes, recent studies show that 
unsatisfactory product availability on retail shelves remains a large problem. An 
ordinary retail store faces stockout rates of 5-10%, which results in a loss of sales of 
up to 4% [5]. This accounts for a diminution in revenue of hundreds of millions of 
dollars per year for large retailers such as Wal-Mart, Target or Metro. Customer 
dissatisfaction and dwindling customer loyalty may further leverage the loss.  

In Europe, the two most significant causes for “Out-Of-Stock (OOS)” situations 
are due to ordering problems and replenishing problems. Situations in which products 
are in the store but not on the shelf (e.g. in the backroom) cause 38% of all stockouts. 
Incorrect forecasting and ordering practices account for 32% of OOS situations [5]. 
Other reasons for stockouts are found in planning-related causes and manufacturing 
capacity constraints.  
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While demand forecasting will always remain subject to uncertainty, sufficient 
stocks on retail shelves can be achieved through precise product availability 
monitoring and timely replenishment. Even though most stores are already equipped 
with electronic point of sales (EPS) systems and take record of deliveries made to the 
store, retailers still fail to separate backroom inventory from sales floor inventory in 
their information systems [19], [15]. Therefore, in-store practices such as stock-taking 
are still carried out manually. Employees visually inspect retail shelves and take 
written notes on ordering quantities, which are later entered into an electronic 
ordering system. However, performing manual inspection is both, slow and 
expensive; and the process is highly susceptible to human error [19].  

A study on the duration of OOS shows that only 20% of the products that become 
OOS are replenished within 8 hours. 61% are replenished within 8 hours to 3 days, 
while 19% are replenished in more than 3 days [5]. The duration of OOS is the 
measure that is most meaningful from the perspective of the customer and correlates 
with the amount of loss. An automatic monitoring system that seamlessly updates the 
stocks on a retail shelf and informs the personnel before an OOS situation occurs, 
allows considerably reducing the time span for replenishments. Furthermore, the 
ability of guiding the personnel directly to the shelf that needs to be replenished saves 
expensive labor time of visually inspecting the quantity of stocks on shelves. 

The retail industry represents a large market with potential to benefit from enabling 
technologies to reduce losses of sales. However, this industry is hesitant to make 
larger investments in technology, and therefore mainly economical factors will decide 
on the successful adoption of pervasive computing technology for product availability 
monitoring. Another critical factor is unobtrusive integration – customers’ purchasing 
behavior should not be affected by the presence of monitoring technology. 

Sophisticated solutions that detect the presence of objects by measuring their 
weights are already available. Most of these systems are designed and developed with 
a limited number of highly sensitive sensors to meet the needs of specific applications 
(e.g. seating and bedding assessments). The retail industry has different requirements 
- moderate sensitivity at very low cost for wide-area adaptation. In order to keep 
manufacturing costs low, the design of such sensors must account for large-scale 
manufacturing processes. Further, the sensor mounting must be flexible for roll-to-roll 
manufacturing and the sensors need to be mounted at high speed during a continuous 
casting process. 

This paper is structured as follows: In the next section, we review and summarize 
existing approaches. In Section 3, we describe foam that serves as mount for sensing 
elements and present a design for capacitive sensors that allows for low-cost 
manufacturing. Before we conclude in Section 5, we evaluate and discuss the 
limitations of our design and suggest further improvements.  

2   Related Work 

Only a limited number of commercially available products address the problem of 
out-of-shelf situations (e.g. Sainsbury’s SAM and the e-Replenishment by IBM). 
These systems aim at making better use of existing data (e.g. EPS) to track the flow of 
goods and to estimate on-shelf product availability. However, these solutions rely on 
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accurate sales-floor inventory information, which requires the additional recording of 
goods that are moved onto the sales floor. This data gathering is expensive because it 
requires significant manual interaction (e.g. bar code scanning of each product) [19]. 
Furthermore, this approach disregards inaccurate inventory due to shrinkage (e.g. 
theft) and the time span between taking a product from the shelf and having it scanned 
at the check-out. 

Currently, leading retailers introduce radio frequency identification (RFID) into 
their supply chains at case and pallet levels for automatic product identification and 
tracking. In-store practices such as product availability monitoring, stock-keeping, 
detection of shrinkage (e.g. theft, dead stock, and misplacements) and fast check-out 
could also significantly benefit from RFID provided that all items are equipped with 
tags [6]. However, due to very small margins in the consumer goods industry, tag 
costs would devour a significant portion of the sales returns and therefore, a high 
market penetration of RFID item-level tagging is not to be expected within the near 
future [21], [4]. 

There are several other technologies, which can provide product availability 
monitoring on retail shelves. Research on computer vision has developed powerful 
algorithms for pattern recognition, but these algorithms still require considerable 
processing power and the technology shows high susceptibility to strong illumination 
or blocking of view. Infrared sensors can be manufactured at low-cost but 
photoelectric barriers, which may be arranged in a matrix around the shelf, only 
provide limited resolution. This approach provides information on whether a specific 
row is empty but fails to estimate the remaining stocks. Furthermore, bars that would 
serve as mount for the photoelectric elements require a robust installation on the 
shelves which increases integration costs. Ultrasound transceivers may offer some 
degree of information about stock quantities due to multiple reflections from objects. 
However, these transceivers are expensive and come in large form factors. By 
contrast, pressure sensitivity suggests high potential due to low manufacturing costs, 
sufficient resolution, low data processing, and simple integration. Additionally, 
capacitive sensors offer the ability to be attached to flexible mounts, which allows for 
inexpensive roll-to-roll manufacturing. Pressure sensitivity is a well-established 
technology in a wide range of applications, and sophisticated measurement devices 
are available [2], [7], [14]. However, the commercially available systems are designed 
for specific applications such as biomedical applications where high sensitivity and 
high resolution on a limited area are required (system providers are e.g.: Novel, 
XSensors, Measurement Specialities, and TekScan). These systems are optimized for 
best performance, which lowers scalability and increases manufacturing costs e.g. 
Novel’s AT-25A pressure-sensitive mat at the dimensions of 70cm x 30cm x 2cm and 
2 sensors/cm2 costs approximately $7,500 [11].  

Academic research has developed weight-sensitive floors based on load sensors to 
identify and track people [1], [12], [3]. However, these applications require large, 
robust, and inflexible sensors. The “Magic Carpet” by [13] uses piezoelectric wires, 
which offer some degree of flexibility, but only generate outputs when there is a 
variation in the applied force. Hence, objects that remain still cannot be detected. 
Schmidt et al [16] propose the use of load cells in table-legs for context acquisition in an 
everyday environment. They demonstrate that the position of an object on a surface can 
be accurately and reliably determined. However, the flexibility of their approach is 
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limited to determining the static position of a single new object, and the integration of 
robust and therefore expensive load cells requires significant modifications to the 
environment such as tables, furniture, or floors. Research on capacitive sensitivity for 
flexible mounts has developed smart textiles where conductive fibers are weaved into 
the fabrics or electrodes are stitched onto textiles [18], [10], [8]. However, even though 
these textiles offer high flexibility, this approach comes at significant manufacturing 
costs. Furthermore, textiles provide instable stands to products with a high center of 
gravity due to the fabric’s compressibility.  

3   A Pressure-Based Product Availability Monitoring System 

Our design for a monitoring system consists of two parts – the weight-sensitive foam 
and the measurement hardware. The electronics are separated from the foam so that 
the same hardware can be connected to multiple foams that are attached to different 
shelves. In this section, we present the characteristics of the capacitive sensors and the 
design for low-cost manufacturing, before we describe the specifications of the 
measurement electronics. 

3.1   Weight-Sensitive Sensor 

Products on a retail shelf are usually arranged in rows. If the quantity of items in a 
single row is low, a product is likely to be low on stocks and should be replenished. In 
order to detect low quantities, we install polyolefin foam on the display area of the 
shelf and place the products on top. Electrodes on the foam provide capacitive 
pressure sensitivity to detect the presence of items.  

We use capacitive sensors because they provide higher accuracy than resistive 
sensors, in which particles are often not uniformly distributed [20]. Capacitive sensors 
also show better linearity, less affection to the number of pressure cycles and history, 
and lower dependence on temperature and humidity than resistive sensors. 
Additionally, capacitive foil sensors may be fabricated with off-the-shelf materials in 
a simple manufacturing process while resistive sensors require special materials and 
more complex manufacturing. 

Electrode leads that run in parallel across the foam on both sides but with perpen-
dicular directions form the capacitive elements at their crossover points (Figure 1)  
[18], [9]. The weights of the products lead to local deflections of the foam. Such a 
compression reduces the gap between electrodes on opposite sides and results in an 
increase in capacitance. Accordingly, the number of products on a shelf is determined 
through the detection of diverging capacitances.  

 

Fig. 1. The leads run in parallel across the foam and form capacitors at their crossover points 
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We use ALVEO-Soft polyolefin foam as mount for the electrodes. This foam 
features moderate compressibility and shape recovery for stable stands. Test results for 
tensile strength (ISO-1926), breaking elongation (ISO-1926), compression load 
deflection (ISO3386-1), compression set (ISO-1856-C), and shore strength (868-1985, 
ASTM D2240) suggest good durability [17]. In contrast to non-generic foam such as 
PVC, PUR or EPDM, it is stable in its web direction, which is an advantage during 
conversion (e.g. coating, lamination). Polyolefin foam is manufactured as continuous 
roll foam in very large quantities for the automotive and construction industry. The 
large-scale production leads to low prices per square meter. 

The foam’s thickness and compressibility significantly influences the degree of 
derivations in capacitance, which is inverse-proportional to the gap between two 
electrodes. We tested numerous polyolefin foams to determine the most suitable 
foam. While moderate thickness and high compressibility are desirable to achieve 
high sensitivity for light products, these parameters lead to low resilience and unstable 
stands for heavy products (Figure 2). 

The graph on the upper left of Figure 2 shows the deviation in capacitance when a 
weight of 11g is placed on a 10mm x 10mm electrode that is mounted on 250µm-
thick TEE0300. The weight leads to a steep edge representing a change of about 25fF. 
When the weight is removed, the capacitance immediately returns to a value, which is 
2.5fF higher than its original value. On the lower left of Figure 2, the experiment is 
repeated with 200µm-thick TEE0400. It shows a slower rising edge, which reaches a 
change of 15fF. When the weight is removed, the capacitance drops quickly but 
returns to a value, which is 4fF higher than the original value. We assume that the 
weight leads to a permanent deformation of the foam. The same effect was observed 
to be more severely with softer and thicker foams. On the right, we measured the 
capacitance of 5mm x 5mm electrodes, which are mounted on 200µm-thick TEE0300 
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Fig. 2. The graphs on the left show the deviation in capacitance for 250µm-thick ALVEO 
TEE300.25 and 200µm-thick TEE400.2 with a load of 11g on 10mm x 10mm electrode pads. 
The graph on the right shows the deviation in capacitance according to a linear change in 
weight from 0-100g/cm2 for 200µm-thick ALVEO TEE0300.2 with 5mm x 5mm electrode 
pads. 
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foam, according to varying weight. We steadily increased and decreased the weight 
from 0g/cm2 to 100g/cm2 which results in a maximal deviation in capacitance of 50fF. 
Our measurement hardware can resolve up to 4fF, which corresponds to a weight 
resolution of 8g/cm2. However, the noise level limits the actual resolution to about 
5fF, which corresponds to 10g/cm2. Additionally, the graph for 200µm-thick TEE300 
shows high resilience (variations remain below the noise level) and sufficient 
sensitivity. In addition, crosstalk and creep do not exceed the noise level for this 
design where two neighboring electrodes are separated by 20mm. Therefore, this 
combination of 200µm-thick TEE300 foam with a sensor grid of 20mm and electrode 
pads of 25mm2 suggests meeting the requirements of the retail application.  

This design, where the leads not only form the capacitors but also connect several 
electrodes, reduces the required amount of connection lines (Figure 3) [18]. 
Therefore, the maximum resolution, which corresponds to the minimal gap between 
two parallel input leads, is not limited by connection lines that have to be routed in 
between. Our leads are hand-painted with conductive silver that show a resistance of 
approx. 2Ohm/meter. However, during manufacturing, a simple continuous casting 
process would superimpose the leads on the foam. 

 

Fig. 3. Conductive silver leads run in parallel across the flexible polyolefin foam to form the 96 
sensors. When multiplexed, the leads on different sides of the foam form the capacitive 
elements. 

3.2   Sensor Measurement System and Data Processing 

We built a demonstrator that is 30cm x 20cm in size with 96 capacitive sensors in 12 
columns and 8 rows. Each electrode is 5mm wide and separated by 20mm from the 
next electrode (Figure 3).  The electronics contain an AD7745 Sigma-Delta converter 
from Analog Devices, which measures the capacitances. This converter offers high 
accuracy of 4fF with an update rate of 90Hz by direct conversion of the capacitance to 
a digital signal. A multiplexer circuit switches sequentially row by row through all the 
leads. While the capacitance between two leads is measured, all other leads are 
grounded to minimize crosstalk and to keep the stray capacitances at a stable value. 
Parasitic capacitances are compensated directly in the converter. 

The system is initialized by measuring each sensor in an unloaded state to 
compensate for variations in capacitances due to inaccuracies in manufacturing and 
due to different lengths of the connection lines. These individual values are stored to 
serve as reference values. Further measurements are compared to the individual 
reference values, and if a measured sensor exceeds its reference value by a certain 
threshold value, the system assumes the presence of an object. Once an entire 
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measurement cycle is completed, all loaded and unloaded sensors are displayed.  For 
our demo application, the color of loaded pads changes. To determine the quantity of 
stocks on a shelf, the loaded sensors per row are summed up. Products are not 
necessarily displayed in a consecutive order but may be arbitrarily distributed. If the 
number of loaded sensors per row is small, the shelf needs to be replenished. Our 
application uses a graphical interface to inform the staff of low stocks (Figure 4). 
Other ways to alert the personnel such as turning on a light above the shelf or sending 
a text message to the cellular phone of the sales floor manager may also be applicable.  

 
Fig. 4. On the left: Products with highest out-of-stock rate are placed on weight-sensitive foam. 
On the right: The graphical representation of loaded and unloaded capacitive elements that 
allow concluding the relative quantity of products on a shelf. 

3.3   Cost Considerations of Manufacturing Processes 

Economical considerations of system costs are one of the most critical factors for 
successful adoption of monitoring technologies in the retail industry. In order to 
estimate the costs of our monitoring system, we accumulate estimated individual 
costs. These costs contain material cost for polyolefin foam, conductive silver, and 
protective layers, set-up costs for the manufacturing machines, and costs for the 
electronics and power supply (note, integration costs significantly depend on the 
backend inventory system and are not considered here). Manufacturers give prices for 
polyolefin foam of about $20/kg. This results in $0.1/running meter for foam with a 
density of 25kg/m3 and the dimensions of 1m x 0.6m x 200e-6m. Conductive silver 
comes in containers of 60ml (90g) at $90. If leads are printed according to the grid we 
suggested above, 40 leads on each side of the foam with widths of 5mm and lengths 
of 0.6m (depth of a retail shelf) are required. Manufacturers suggest that current 
casting processes can achieve lead thicknesses as thin as 4µm-20µm for carrier 
materials with a thickness of 200µm. This results in a volume of 9.6e-7m3 to 4.8e-7m3 
of conductive silver per running meter or costs of $1.4-$7.2. Prices for protective 
layers of PE foils are about $0.1/running meter. The manufacturing of the sensors 
requires about 4 different processes, and each process comes at set-up costs of about 
$10. However, we assume that at least 100m of foam are processed at once in roll-to-
roll based manufacturing. Therefore, we can conclude total set-up costs of $0.4 per 
running meter. Chip manufacturers quote prices for chips that contain measurement 
electronics and WLAN modules of $5. It is important to note that a single chip can 



 Weight-Sensitive Foam to Monitor Product Availability on Retail Shelves 275 

cover an area of at least two square meters, and thus, the electronics contribute to the 
total costs with about $2.5. Two AAA batteries for about $1.5 are expected to be 
sufficient to power the system for years. The total of these individual costs results in 
system costs of $6.1-$121 per running meter. However, it can be expected that prices 
will drop due to large-scale production. 

We believe that our design bears the potential to meet the economical requirements 
by the retail industry because the costs of the proposed system are significantly lower 
than the ones for manual data collection and are also lower than RFID item-level 
tagging where each product is equipped with a disposable 20-cent-tag. 

4   Evaluation and Future Work 

Most retail stores offer an enormous variety of products. In order to test our design, 
we restricted the evaluation to products that show significant stockout rates. 
According to [5], hair care products show highest OOS rates with an average of 9.8%. 
These products also account for the largest share of estimated retail loss of 4.5%. Out-
of-stock rates for hair care products are followed by laundry products (7.7%), diapers 
(7.0%), feminine hygiene products (6.8%), toilet tissues (6.6%), and salty snacks 
(5.3%). From these categories, we picked those products that seem to be 
representative for a specific category and those that suggest the highest challenges for 
detection. Therefore, we tested our design with products that show significant weights 
on small footprints on the one hand and light weights on large footprints on the other 
hand. The characteristics of these products are listed in Table 1. 

Table 1. The table shows the weight of the products, the covered area on the foam, the footprint 
as seen by the sensors (actual pressure area), and the weight per area  

Product Absolute Weight [g] Covered Area [cm2] Footprint [cm2] Weight [g/cm2] 

Shower gel 260 2.5 x 6.5 4.8 54 

Laundry 2200 8 x 17.5 54 41 

Diapers 3000 10 x 22 140 21 

Tissues 220 7 x 11 28 8 

Peanuts 240 4.5 x 6.5 5.5 44 

Our product availability monitoring system does not aim at determining the 
explicit number of products on the display area, but instead, the personnel is informed 
when only a small number of sensors per row are loaded because this corresponds to 
an almost empty shelf (Figure 4). Therefore, it is critical that the system accurately 
detects and displays the sensors that are exposed to the weights of products. Errors 

                                                           
1 $6.1-$12 (total costs) = $1.44-$7.2 (conductive silver) + $0.1 (foam) + $0.2 (PE foil) + $0.4 

(set-up) + $1.5 (batteries) + $2.5 (electronics). 
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occur when completely or partly covered sensors do not report a load (false negatives) 
or when sensors show the detection of a product even though they are not loaded 
(false positives). We determined the error rate for false negatives and false positives 
by first arranging the previously selected products on the display area and then 
removing individual items in three different ways – front-to-back, back-to-front, and 
randomly. After each removal, we visually determine which sensors are covered and 
compare the result to the actual output of the system. We performed 10 test runs for 
each product and each different way of removing items (results are listed in Table 2). 
The tests for shower gel show that 1.1% of all covered sensors do not show a load 
(false negatives) and 0% of the sensors report a weight detection even thought they 
are not exposed to any weight of a product (false positives). For laundry bags, the 
same test shows 2.8% false negatives and 0% false positives, and for diapers, the 
results are 7.0% false negatives and 1.2% false positives. Peanuts (salty snacks) show 
the highest error rates with 9.7% of false negatives and 4.1% of false positives. The 
declared weight per area for tissues is around the minimal resolution of the system, 
which leads to inaccurate detection. However, in retail stores tissue boxes are usually 
stockpiled. A minimum of two stacked boxes can be reliably detected by our 
hardware with an error rate of 2.5% of false negatives and 3.3% of false positives. 
Note that customers usually take products from the front so that the products in the 
back of the shelf remain piled. We also tested the sensors’ resilience by first loading 
each sensor and then measuring the false negatives and false positives after the 
complete removal of all loads. The design shows high robustness with an error rate of 
0% for both. This evaluation of the detection of selected product suggests error ranges 
of 1.1%-9.7% for false negatives and 0%-4.1% for false positives. 

Table 2. The table shows the false negatives and false positives for the tested products 

Product 
 

False Negatives False Positives 

Shower gel 
 

1.1% 0% 

Laundry 
 

2.8% 0% 

Diapers 
 

7.0% 1.2% 

Tissues 
 

9.7% 4.1% 

Peanuts 
 

2.5% 3.3% 

False negatives result in early triggering of the replenishment process. They are 
mainly the result of uneven footprints where the covered area is not equal to the area 
to which pressure is applied. Especially peanuts, which come in small bags, show 
uneven footprints. This explains the significant number of false negatives that 
occurred. All other products show moderate error rates of false negatives. However, 
the more significant measure for the evaluation of the system is the error rate of false 
positives. False positives lead to higher accounted stocks than actual stocks. 
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Therefore, the system risks to not anticipating out-of-shelf situations because it 
records a stock quantity that is too high. Nevertheless, our preliminary tests show 
moderate error rates for false positives. In addition, we can account for these 
inaccuracies by increasing the threshold value at which the system concludes an 
almost empty shelf. Therefore, the results of this evaluation suggest that the system 
can accurately anticipate out-of-shelf situations and inform the personnel before an 
OOS situation occurs. 

The reduction of out-of-shelf situations in retail stores is a multi-tier problem. Our 
system only provides visibility to the quantity of stocks on retail shelves but cannot 
account for slow replenishment by the personnel. However, in order to compensate 
for slow response time the threshold value at which the system displays the 
replenishment notification can be increased. Since the threshold value is hardware 
independent, it can be adjusted after installation at the retail store. We plan on 
equipping a complete shelf at a retail store to determine the optimal threshold value 
on the one hand and to exactly determine the reduction of out-of-shelf situation on the 
other hand. The in-store shelf testing is also necessary to prove the durability of the 
system. 

Our design offers potential to increase the resolution by narrowing the gaps 
between leads. A higher number of weight sensors on a smaller area not only allows 
concluding the exact weight of a product but also allows deriving its footprint. 
Therefore, we plan on incorporating pressure pattern analysis to determine individual 
footprints. This will allow deriving the exact number of products on a shelf.  

Misplacements account for sales losses of approximately 2% [6]. A system that 
detects weight and footprint of individual products can locate misplaced items if their 
weights and footprints differ from those of the other products on the shelf. However, 
the detection granularity is often limited to product categories because many products 
are sold in standardized packaging (e.g. cans). Thus, a system based on weight and 
footprint sensing will not significantly reduce the number of misplacements. 

5   Conclusion 

Retailers rank among the leaders when it comes to supply chain management. 
However, this industry still faces significant stockout rates of 5-10%, which result in 
sales losses of up to 4%. In Europe, the most significant cause of out-of-stock 
situations is due to unsatisfactory shelf replenishment. Early detection of low stocks 
combined with timely replenishment by the store’s personnel could significantly 
reduce out-of-stock situations. In this paper, we presented a pervasive product 
availability monitoring system for retail shelves that increases the visibility of stocks, 
anticipates out-of-shelf situations, and informs the personnel when a particular shelf 
needs to be replenished. This monitoring system is based on weight-sensitive foam 
which allows inexpensive roll-to-roll based manufacturing. The electrodes of the 
capacitive sensors are formed by parallel leads, which are printed on 200µm-thick 
polyolefin foam. Our system differs from existing solutions by integrating low-cost 
manufacturing techniques into the design, and our cost considerations indicate low 
system costs of about $9/running meter. Preliminary tests suggest that the system 
offers sufficient sensitivity of 10g/cm2 to reliably detect low stocks of products. The 
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error rates of false negatives and false positives are moderate and we account for 
those errors by increasing the threshold value at which the personnel is informed. 
Anticipating out-of-shelf situations through continuous automatic monitoring suggests 
shortening the duration of OOS situations. This will not only reduce losses of sales 
but also increase customer satisfaction.  
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Abstract. Radio frequency identification (RFID) may be used to automatically 
detect, locate and/or identify objects, making it an ideal candidate for many 
pervasive computing applications. As RFID technology improves in terms of 
cost and performance, it is increasingly being explored in a variety of applica-
tions, ranging from eldercare through to the smart supply chain. However, 
while passive UHF RFID has many benefits over other RFID variants, reliable 
operation as the tag moves in the environment is inherently difficult to predict 
and can represent a significant challenge. In this paper, we present a novel and 
practical experimental method called attenuation-thresholding which may be 
used to characterize the operating range of such RFID systems. The results  
presented demonstrate the advantages of our method over the conventional 
read-rate approach. We also demonstrate a novel approach to collecting the 
measurements in range characterization experiments using robotic automation. 
Finally, we show how the application of attenuation-thresholding in combina-
tion with robotic automation can be used to optimize tag placement on an ob-
ject. In addition to the clear relevance of this work to the many RFID-based 
pervasive computing applications reported in the literature and currently under 
development, it also has broad applicability in other RFID application domains. 
We conclude with a number of ideas for future extensions to this work. 

1   Introduction 

Radio-frequency identification (RFID) provides a relatively simple and cheap way to 
associate an electronic identity with a physical object. An RFID tag is attached to the 
object to be identified, and an associated RFID reader can then detect the presence of 
that object and determine its identity. This ability to augment objects (and even peo-
ple) in a relatively light-weight manner and then use RFID readers in the operating 
environment to detect, identify and to some extent locate them, means that RFID 
technology is increasingly used in a number of pervasive computing application  
scenarios.  
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One of the most significant applications for RFID is supply chain automation 
through the replacement of barcode technology. The potential benefits of RFID tag-
ging individual items and logistical units (boxes and pallets) in the consumer goods 
supply chain are huge [10], because the identity, location and authenticity of those 
items can be much more easily monitored [14, 30]. In turn, this creates the potential 
for increased efficiencies and cost savings [6, 19]. Whilst supply chain automation 
may be the largest single application for RFID, a huge number of other pervasive 
computing applications are made possible through the technology; examples include 
smart shelves, desktops and medicine cabinets [31, 8, 32], “Reminder Services” [4] 
and location monitoring of elders [25]. 

While passive RFID technology has many benefits over other technologies that 
might be used to detect, locate and/or identify objects [12, 15], reliability of operation 
as the tag moves in the environment is inherently difficult to predict and can represent 
a significant challenge. Although there are techniques for predicting the range of an 
RFID system which would in theory help designers to build systems with predictable 
operating performance, many of these are limited in practice. Instead, a typical UHF 
RFID system is designed very conservatively so that during use the tag will always be 
close enough to the RFID reader to ensure consistent operation.  

In this paper, we present a novel and practical experimental method called attenua-
tion-thresholding which may be used to characterize the operating range of UHF 
RFID systems. The results presented demonstrate the advantages of our method over 
the conventional read-rate approach. We also demonstrate a novel approach for the 
automation of measurements in range characterization. Finally, we show how the 
application of attenuation-thresholding in combination with robotic automation can be 
used to optimize tag placement on an object. In addition to the clear relevance of this 
work to the many RFID-based pervasive computing applications reported in the litera-
ture and currently under development, it also has broad applicability in other RFID 
application domains. 

2   The Difficulties of Deploying UHF RFID Systems 

In this paper we define the ‘range’ of an RFID system as being the volume of space 
in front of an RFID reader antenna in which an RFID tag can be reliably detected 
and identified. We do not want to formally define ‘reliable’, but we understand it to 
mean that a typical pervasive computing application will operate as envisaged by 
the designer whenever the tag(s) in the system are within ‘range of the RFID 
reader’. More specifically, we actually refer to the range of the reader antenna – the 
antenna may be built into the same enclosure as the reader electronics, but with the 
UHF systems under consideration here, is often a separate unit connected to the 
reader with a cable.  

The difficulties associated with determining the range of an RFID system stem from 
the complex nature of the RF field generated by the reader antenna. This field must 
power the RFID tag in order for the system to operate, and this is only possible if it is 
sufficiently powerful at a given location and if enough of the power available is trans-
ferred to the tag. Once the tag is powered, it must then transmit a signal back to the 
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RFID reader. It has been demonstrated that the limiting factor in this two-step process is 
typically delivering power to the tag [26], i.e. if the tag can be powered then the return 
path will be largely error-free. So modeling or measuring the strength of the RF field 
generated by an RFID reader is in essence the key to understanding its range. 

At the simplest level, the strength of an RF field drops off as you move away from 
the antenna that is generating it according to the Friis Transmission Equation: 

                                         
 (1)

 
This says that the ratio of power received by the tag antenna (Ptag) to power input to 

the reader antenna (Preader) is proportional to the gain of both the tag and reader anten-
nas, (Gtag and Greader respectively) and to the square of the wavelength (λ), and in-
versely proportional to the square of the distance between reader and tag (R). If you 
double the distance between reader and tag, the power available becomes one quarter 
of its previous level. However, the above equation applies only under ideal condi-
tions. Whilst these ideal conditions can be artificially created in a purpose-built an-
echoic chamber1, in reality a number of factors combine to change the actual field 
strength in a complex, non-intuitive, and hard to predict manner. These factors are: 

Absorption: Any material between tag and reader will reduce the power available 
to the tag; the amount of degradation depends on the amount and nature of that 
material. 

Multipath fading: Even if there is line-of-sight between reader antenna and tag, 
so-called fading effects can sometimes decrease, and sometimes increase, the 
read range. Fading is caused by interference between two or more versions of 
the transmitted signal, which travel along multiple (different) paths and combine 
at the receiver to result in a signal with widely varying strength. A localized area 
of particularly low signal strength within a region of generally higher strength is 
called a null; and in this paper we refer to the opposite condition as an outlier. 

Polarization losses: The ability to power a tag is further significantly reduced by 
polarization losses, which occur when the RF energy from the reader is not po-
larized in the optimal orientation for the tag. 

Impedance mismatch: Similarly, any impedance mismatch at the tag antenna will 
reduce the power available. Typically tags are designed to be impedance 
matched when operating in free space, and the proximity of the object to be 
tagged (no matter what it is made from) will have a de-tuning effect. Different 
materials will exhibit different effects. 

As will be appreciated, the nature of the object to be tagged can have a dramatic ef-
fect on the range of a UHF RFID system – not only when that object comes between 
the tag and the reader, but also when the tag is in line-of-sight of the reader antenna, 
due to antenna de-tuning. Similarly, the orientation of the tag may change its ability to 
pick up RF energy at a certain location. However, the most insidious effect is multi-
path fading, where other objects in the environment, possibly items many metres 
away from both the tag and the reader, cause reflected signals that conspire to create 

                                                           
1 This is a special isolated environment, typically the size of a small room, which is designed to 

be free from sources of interference in order to simplify the analysis of RF devices. 
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nulls and outliers, resulting in very unexpected results. This is particularly relevant for 
pervasive computing applications, where the environment is often uncontrolled. 

It is possible to extend the Friis Transmission Equation to account for the addi-
tional factors listed above, and this approach is sometimes used to address specific 
issues (such as the de-tuning effects of the object to be tagged). However, it is often 
impractical to do this due to the complexity of the resulting model, the complexity of 
the data needed for the calculation, and the complexity of the calculation itself. 

The simplest approach to deploying a reliable RFID system is to be conservative in 
the system design. However, it is nearly always desirable to maximize operating 
range because that usually leads to a less constrained user experience. This is espe-
cially true when using the more sophisticated tags that are being developed for some 
pervasive computing applications (such as [29]), due to the increased tag power con-
sumption which acts to reduce range. Unfortunately, not many tools to accurately 
characterize or improve the range of an RFID system are available. Typically, the 
system designer will simply try out a specific configuration, and if it appears to work 
reliably, tweak it for optimal performance. A better approach to understanding and 
optimizing the range of RFID systems would be very valuable. 

3   Previous Work Related to Assessing RFID Range  

3.1   Building More Sophisticated Models 

The obvious way to improve on the basic model presented in the previous section 
(Equation 1) is to analyze one or more additional factors from first principles and 
extend the model appropriately. One example is the use of a technique known as radar 
cross section (RCS) analysis to examine the performance of the RFID tag antenna 
[18, 24]. An RCS model can not only model the ability of a particular antenna design 
to communicate back to the reader, but may also account for impedance matching 
effects [24]. However, these factors are not typically dominant in determining the 
range of an RFID system.  

Another common approach to extending the basic Friis Transmission Model is to run 
a number of experiments to characterize certain factors that influence RFID range and 
then incorporate additional terms in the model to reflect the effects that have been ob-
served. For example, the reader and tag antennas will rarely have constant gain in all 
directions (as assumed in the Equation 1). Instead, they will frequently be directional, 
and the easiest way to characterize this is by measurement in an RF anechoic chamber. 
The resulting data (see Figure 2(b) later in the paper for an example) may be used to 
extend the Friis Equation. Since there are no external reflections or noise sources during 
the evaluation of the antenna, the readings can be assumed to be free from errors [17]. 

Another extension based on data collected in a series of experiments has been pro-
posed in a recent study [13]. Here, the RF energy received by an RFID tag antenna in 
free space was measured, and this experiment was then repeated with the antenna at-
tached to a number of different materials. For ease of testing, this was done using RF 
test equipment, rather than an RFID reader and tag. The authors not only present the 
measured data, which shows to what extent different materials reduce a tag’s ability to 
receive RF energy, but they also demonstrate how their experimental results may be 
generalized to give different ‘gain penalty’ figures for those different materials. In this 
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way, they suggest that the effect of tagging objects made from these materials may be 
predicted without the need for further measurements. However, it would appear that the 
experimental approach reported does not (sufficiently) model the de-tuning effect be-
cause the authors used a tunable impedance transformation network to reduce the effect 
of impedance mismatch. Also, the technique require that new experiments are run for 
additional materials (not previously analysed) or for complex objects. This cannot be 
done in the field at the time of RFID deployment without access to suitable RF test 
equipment. 

More sophisticated models of RFID range are not reported in the literature, pre-
sumably due to the difficulties of generating and using them. Even the simple models 
presented above are largely in their infancy and have not been widely adopted.  

3.2   Measuring the Strength of the RF Field  

Since the delivery of power from the reader antenna to the tag is typically the limiting 
factor in an RFID system [26], the strength of the RF field itself is a useful metric for 
predicting range. This may be measured relatively simply using a field probe in con-
junction with the appropriate RF test equipment. It also has the advantage that it be-
comes straightforward to introduce objects into the environment, such as the object 
that the tag is attached to, and to monitor the associated effect on field strength and 
therefore range. However, there are also a number of drawbacks. It is complicated to 
set up: the field probes may not have the same performance as the tags themselves; 
and ultimately only part of the RFID system is being evaluated. 

A number of pieces of previous experimental work to measure RF field strength are 
reported in the literature. In [22] field probes are used to sense the RF energy available 
to an RFID tag when the tag and field probe are attached to a case of medical ampoules. 
To overcome inaccuracies due to the difference between the field probe antenna design 
and the RFID tag antenna, anechoic chamber antenna characterization is carried out. 
However, some difference between the performance of the probe and that of the tag will 
always remain. A different approach is used in [28] – here the field probe is essentially 
incorporated into a custom-built high performance RFID ‘tag’ which communicates to 
the RFID reader in the same way as a standard tag, but records RF field strength at the 
same time. This technique again introduces inaccuracies through the use of a custom 
antenna design which will differ from the chosen tag antenna. 

3.3   Measuring the Extent of the Reader Field Using Read-Rate 

The techniques reviewed so far are only of practical use for evaluating performance of 
parts of the RFID system. An ideal measure would take all factors affecting range in a 
real operating environment into account. There is actually one very simple way to 
assess RFID operating range, using a measure known as read-rate – the rate at which 
a reader can identify a tag [1, 16]. The essential idea is that the reader is put in a mode 
where it continually scans for the presence of an RFID tag. If a tag is detected, its 
identity is determined and recorded by the reader, whereupon the scan operation im-
mediately repeats. Any error during the detection and identification stages will result 
in failure for that particular scan operation. When the tag is sufficiently powered, the 
number of errors will be (very close to) zero. However, as the tag-reader separation is 
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increased, the chances of a communications error increase, and scan cycles will start 
to fail. Eventually the number of errors becomes so great that the reader will consis-
tently fail to identify the tag.  

The exact definition of ‘read-rate’ varies; typical approaches are to measure the 
number of successful reads per second or the ratio of successful cycles to the total 
number of cycles. The latter is more formally defined by: 

r = Nr / N                                                              (2) 

where N represents the number of cycles, Nr is the number of successful cycles, and r 
is the read-rate (a dimensionless scalar between the values of 0 and 1) [16]. 

The advantage of read-rate is that it is very easy to measure – it is natively sup-
ported by (nearly) all RFID readers2. As a result, read-rate is by far the most wide-
spread method used in practice in the authors’ experience, across a wide variety of 
different application areas. It may also be used with tagged objects, and hence pro-
vides a straightforward way to incorporate any effects introduced by the object, which 
may of course be very significant. Indeed, [16] concludes that read-rate is a useful 
metric for determining reader-to-tag distance. However, as we show later in this pa-
per, read-rate does not always correlate with distance between the reader and the tag 
as might be expected, and can therefore sometimes be quite misleading. 

4   Evaluating Existing Approaches to RFID Range 
     Characterization 

4.1   Basic Theoretical Modeling for RFID Range Characterization 

As a baseline for the experiments which follow in this paper, we used the Friis 
Transmission Equation in conjunction with a model of the reader antenna based on its 
measured radiation pattern to calculate the strength of the field generated by the 
reader. By making an assumption about the level of power required to operate a tag in 
the field, it is possible to predict the extent of the operating range across a simulated 
3D space. Figure 4 (which occurs later in the paper to facilitate comparison with other 
figures) depicts this simulated data, based on the radiation pattern of a Cushcraft 
S9028PC antenna (see Figure 2 and [7]) and a fixed operating frequency of 915MHz.3 
Note the position of the reader antenna, also shown in the plot. 

4.2   Experiment to Characterize RFID Range Using Read-Rate  

As described in Section 3.3, read-rate has been used as an indicator of field-strength 
and/or range of an RFID system. However, we have not seen a systematic measurement 
of read-rate across the entire operating space of a UHF RFID system, which would 
result in a plot similar to the one in Figure 4. Perhaps one reason for this is simply the 
scale of such an experiment – previous experiments which have characterized RFID 
 

                                                           
2 Generating read-rate data is very straightforward with all UHF readers that the authors have 

experience with. 
3 In practice the RFID reader will actually frequency-hop across a number of channels in the 

902-928MHz band; we simplified calculations by approximating to the centre frequency. 
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Fig. 1. The frame which supported the grid of tags was constructed of wood, with plastic over-
laid for rigidity, and a sheet of thin plastic to which the tags were attached. The wooden chairs 
behind the frame in the photo were assumed to have negligible effect on RFID operation. 

read fields [1, 9, 13, 16] have tested one tag position at a time. In particular, [1] used a 
grid marked out on the floor at set intervals, and a height-adjustable stand to which the 
tag was attached. The stand is manually placed at a certain location on the grid, a read-
ing is taken; the stand is then moved and the next reading is taken. This has to be re-
peated for all of the grid locations and for all the tag heights under consideration, and is 
therefore considerably time-consuming. To minimize effects that may be introduced by 
the presence of a human body, it is important that the area under test is vacated by the 
operator(s) for each test, further increasing the testing time. 

In the experiment reported here, read-rate was recorded for every point on a 20cm 
grid throughout a 6m x 3m x 3m volume in front of the reader antenna, for a total of 
7,932 points. The measurements were carried out in a large, open room on the top 
floor of a two-storey building of steel-reinforced concrete construction. In order to 
reduce the time required to characterize the entire field, a 14x14 array of tags which 
could be tested in one operation was used. This array was supported by a 3m x 3m 
wooden frame with semi-rigid plastic netting attached to it to provide stability and 
with thin plastic sheeting stretched over the front to form a smooth surface for attach-
ing the tags. The frame is depicted in Figure 1. No metal was used in its construction 
to minimize any effect of the frame on the RF field. All tags were at least 10cm from 
any of the wood in the frame, to minimize adverse de-tuning effects the proximity of 
wood might have on them.  

An ALR-9750 915MHz RFID reader and a circularly polarized antenna supplied by 
Alien Technology were used. This reader runs the EPC class 1, generation 1 air inter-
face protocol [2]. The circularly-polarized antenna, which is used for transmission and 
reception, results in consistent performance independent of the orientation of the tag 
(with respect to the reader antenna) in the plane parallel to the reader antenna, and so is 
a popular choice for many application scenarios4. Although an Alien part number or 
 

                                                           
4 Despite the flexibility afforded by the circularly polarized antenna, all the data presented in 

this report was collected with the tag in a consistent orientation, namely vertical. 
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Fig. 2. Cushcraft S9028PC 
circularly polarized antenna. 
(a) photo and (b) H-plane 
radiation pattern. This an-
tenna has a +7.5dBic gain, a 
VSWR of 1.5:1 and a -3dB 
cut-off at 65° for both H-
plane and E-plane. 

(a) (b) 
 

 

 

Fig. 3. Alien ALL-
9340 ‘squiggle’ tag 

datasheet was not available for the antenna, it believed to be very similar to the 
Cushcraft S9028PC antenna [7] depicted in Figure 2. The tags were Alien ALL-9340, 
98.2 x 12.3 mm ‘squiggle’ tags, using their Omega revision silicon (Figure 3). Since 
the experiments were carried out in Europe before the availability of UHF RFID read-
ers operating in the 868MHz band, a 915MHz test license was obtained. 

The results of this extensive experiment are shown in Figure 5. 

4.3   Discussion 

The two approaches to characterizing the range of an RFID system presented in this 
section give quite different results. The Friis Transmission model leads to a well-defined 
prediction of read range – the sort of envelope that is often assumed in the literature. Of 
course, effects such as multipath fading, impedance mismatching and polarization 
changes are not taken into consideration in the model. On the other hand, the read-rate 
data naturally incorporates all these various factors, because it is collected from an op-
erational RFID system. In particular, nulls and outliers are clearly present, presumably 
due to constructive and destructive interference from reflections; these are accentuated 
by the non-linear nature of read-rate data [26]. Whilst this data must be an accurate 
indication of which tags could and could not be read at different locations in the envi-
ronment during the course of the experiment, it is not a realistic indicator of the extent 
of the operating range. Experience with real RFID deployments shows that outliers such 
as those shown in Fig. 5 are hard to replicate reliably and can in no way be predicted or 
relied upon. Similarly, whilst there may be nulls close to the reader antenna, small rela-
tive movements between the tag and the reader antenna (as would be expected in most 
real-world applications) will likely eliminate these.  

We conclude that neither of the approaches outlined here are good candidates for 
predicting RFID range, for quite different reasons. It is possible that an approach 
based on field probes would be more successful, but this would have disadvantages 
such as the need for specialized test equipment and/or instrumented tags. The next 
section introduces a new technique developed to overcome weakness of read-rate 
testing but without requiring expensive test equipment or instrumented tags. 
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Fig. 4. The RF field strength as predicted using the Friis Transmission Equation. The cut-away 
view clearly shows the field strength variation and depicts the reader antenna location. 

 

 

 

 

 

Fig. 5. Read-rate data, 3D view and a 2D view of a horizontal slice through the data 

 

 
 

 

Fig. 6. Attenuator-thresholding gives a much more realistic indication of operating range 
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5   Introducing Attenuation-Thresholding: A New Approach to 
     RFID Range Measurement 

5.1   Experimental Setup for Attenuator-Thresholding  

We have developed a new approach for measuring the performance of an RFID system, 
which we believe is nearly as easy to use as the read-rate metric, but is a much better 
indicator of RFID system range. We use a programmable attenuator to selectively de-
grade the signal that passes between a standard RFID reader and its antenna. By increas-
ing the attenuation automatically (under computer control) until the tag read-rate drops 
below a chosen threshold, it is possible to determine and record the RF margin (i.e. how 
much power is available in excess of the minimum required to operate the tag) for each 
location tested. We call this technique attenuation-thresholding. 

For the attenuation-thresholding experiments reported here, we used the same 
RFID equipment as outlined in Section 4.2, in conjunction with a Pasternack PE7011-
6A programmable attenuator [23]. This was connected between the RFID reader’s 
single antenna port and the reader antenna. It has a DC to 1GHz operating range, a 
maximum VSWR of 1.4:1, an insertion loss of 2dB and can be digitally controlled to 
insert up to 63dB in 1dB steps (±0.3dB). The power rating of the attenuator is 0.5W 
average, 50W peak, which is compatible with the EPC Class 1 Generation 1 specifica-
tions [2]. The total level of attenuation introduced is controlled via six separate stages 
which are connected in series inside the unit. There are six inputs to the device; apply-
ing 12V to an input enables the corresponding attenuation stage. A microcontroller-
based custom interface was constructed to allow the attenuator to be controlled from a 
PC via a serial port. We used a threshold read-rate of zero for these experiments. 

5.2   Results 

We ran an antenna-thresholding experiment using the tag array of Section 4.2 in order 
to compare the technique directly with the read-rate analysis presented in the previous 
section. The results are shown in Figure 6. As can be seen, even though it intrinsically 
captures factors such as multipath fading and polarization losses, the data is much less 
noisy than for the read-rate testing. 

5.3   Discussion 

The comparison of the read-rate measurements with the attenuation-thresholding 
approach shows that the data captured with the latter technique is much less noisy, 
even though it intrinsically captures factors such as multipath fading and polarization 
losses. We believe that this is at least partly caused by the fact that attenuator intro-
duces an additional loss of 2dB. This will simply remove some of the outliers due to 
the overall reduction in field strength. However, much more importantly, attenuation-
thresholding much more effectively shows the reduction in power margin as the tag is 
moved away from the antenna. The read-rate approach is not suitable for determining 
the power distribution in the vicinity of the reader, since read-rate vs. power at the tag 
is a highly non-linear function [26]. The true power distribution inherently measured 
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with attenuation-thresholding is essential for predicting the operating range under 
different conditions, e.g., in the presence of interference from other transmitters, or 
tag detuning. Attenuator-thresholding is thus an easy-to-use technique, which requires 
little additional hardware beyond a standard RFID system set-up and yet produces 
much more useful information about the operating range of an RFID system than 
read-rate analysis, which is commonly used today. 

5.4   Limitations of Evaluating a Large Workspace 

The experiments presented so far use an array of 196 tags to map out the size and 
shape of the usable workspace for an RFID system. However, there are some limita-
tions to this approach and we have subsequently developed an experimental technique 
which completely automates RFID system range testing using robotic automation. An 
RFID tag is attached to the end-effector of a robot using a non-conductive mount (to 
reduce the influence of the robot itself on tag operation) and the robot is controlled so 
as to move that tag sequentially between each of the positions to be evaluated.  At 
each position, a read-rate or attenuation-thresholding test may be performed. In this 
way, the entire range characterization may be carried out without any manual inter-
vention no matter how many different test positions are required. By using the same 
tag at each location, there are no discrepancies due to variations between tags (which 
is likely the case with the array of tags used in Sections 4.2 and 5.1). Since the robot 
can move at speeds of over 1ms-1, the method is fast even though data is collected one 
point at a time. The programmed locations for the end-effector of the robot (and hence 
the tag under test) will be very accurate, typically within 1mm. 

In order to evaluate this technique, 
we attached a tag to the end-effector of 
a Fanuc M6i industrial robot [11]. This 
is an anthropomorphic style robot arm 
with ±0.1mm end-effector positioning 
repeatability and 6kg lifting capacity, 
designed for general purpose factory 
automation tasks such as arc welding 
and loading/unloading parts. Under 
computer control, we instructed the 
robot controller to move to each test 
position in turn, running a read-rate  
test (in this case) at each location. A 
fixed 10dB attenuator was inserted 
inline between the reader and the reader 
antenna in order to artificially limit  
the range of the RFID system without 
altering the shape of the field. This 
technique, which has been previously 
reported in the literature, limits the 
extent of the field to within the reachable workspace of the M6i robot. Figure 7 shows 
a dataset gathered using this technique.  

 

 

 

Fig. 7. Read-rate testing using robotic automa-
tion to move a tag sequentially between each 
test position. The reader antenna location is 
shown at the back of the plot. 
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Robotic range testing overcomes another major limitation common to much RFID 
system analysis, namely the labour-intensive and time-consuming nature of testing. 
The RFID evaluation system based on the use of robotic automation presented here 
alleviates these issues, and therefore provides a versatile platform for extensive char-
acterization of RFID operation in new ways that have previously been impractical. In 
the next section, we demonstrate the use of attenuation-thresholding in combination 
with robotic automation to find the best place to put a tag on an object. 

6   Using Robotic Attenuation-Thresholding to Determine Where to 
     Tag an Object 

6.1   The Importance of the Object to Be Tagged 

In the analyses presented so far, the range of an RFID system has been character-
ized for a tag in free space i.e. not affixed to an object. Of course, in real applica-
tions the tag will be attached to an object of some description – and the introduction 
of such an object will in many cases have a significant impact on the performance 
of the RFID system. Whilst the theoretical model of the reader field strength cannot 
be trivially extended to incorporate all the effects the object to be tagged may intro-
duce, the experimental techniques reported in this paper do support this obvious 
enhancement. 

However, before assessing the usable workspace over which a tagged object may be 
reliably detected, it is important to choose the best location for the tag on that object. If 
the object is of non-uniform composition, the location of the tag on the object may be 
significant – some locations would lead to much more degradation in performance than 
others. Due to the complex nature of the interaction between the tag and the object, 
predicting the best location is not straightforward. In this section we present a new ex-
perimental technique to methodically determine the optimal tag position. 

6.2   Assessing Different Tag Locations on an Object Using Tag Mapping 

In order to support the choice of tag location, we have extended the robotic automa-
tion technique described in Section 5.4 to allow the position of the tag on the object to 
be varied automatically. In this case, the tag is not actually stuck down to the object as 
would normally be the case, but is instead held against the surface of the object using 
two thin, flexible plastic fingers, see Figure 8 for details. Note that this tag positioning 
arrangement has no measurable effect on the RFID system performance. The tag is 
held flat against the face of the product, even along curved faces or around edges. We 
call this technique tag mapping. 

To demonstrate the ability to measure the performance of different tag positions 
on an object, we applied this technique to a case containing six bottles of wine, 
which was purchased from a local supermarket. This object was chosen due to in-
terest in tag mapping from colleagues working on pervasive computing supply 
chain applications.  
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Fig. 8. The custom tag holder allows the RFID 
tag to be pressed against an object as if it were 
actually stuck down. Two compliant ‘fingers’ 
are made from loops of 9x.75mm polyethylene 
(to the left and right of the tag) and are attached 
to the robot end-effector using a fairly RF-
transparent material. An RFID reader antenna 
can be seen in the background. 

 

 

Fig. 9. The results of testing one face of the case of wine. The raw ‘pixel’ data is shown (left) 
along with averaged ‘contour’ data (centre) which more clearly shows how the shape of the 
wine bottles effects the performance of the tag. The same contour plot is superimposed on a 3D 
model of the wine bottles to demonstrate the close correlation. 

The detrimental effect of proximity to water on the operation of an RFID tag is 
well established. We would therefore expect the tag to perform badly when placed 
towards the bottom of the case, where it is in closest proximity to the wine bottles, 
and to perform much better right at the top of the case, where the bottles narrow and 
there is much more free space inside the case. The generated tag map should reflect 
this. 

The M6i robot was used, but in this experiment the tag was fixed in space and the 
case of wine was moved relative to it in order to simulate the different possible tag 
positions. A total of 374 candidate locations were evaluated across a single face of the 
case. The tag orientation was fixed throughout the experiments.  

6.3   Tag Mapping Results 

The tag map produced from the case of wine is shown in Figure 9. The raw ‘pixel’ 
data shown on the left represents the degradation introduced by the presence of  
the object when the tag is placed so that its centre is positioned at each pixel in 
turn. 
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6.4   Comparing the Performance of Different Tag Locations as an Object Moves 
        Away from the RFID Reader Antenna 

The final experimental results presented here show how robotic attenuation-
thresholding can be used to determine any changes in the tag placement map as the 
 

Fig. 10. Fanuc M6i and 
M16i/T robots (left and 
right respectively). The 
M16i/T used in this 
work had a 12m gantry 
that allowed 11.2m of 
movement. The M6i was 
fixed at a height of 1m 
from the ground. 

 
  
tagged object is moved relative to the RFID reader antenna. For this type of experi-
ment, a second robot is required – we used a Fanuc M16/iT robot arm mounted on a 
gantry, allowing robot arm itself to move through 11.2m (along the length of the gan-
try). Instead of moving the object to different locations in front of the reader antenna, 
we actually attached the reader antenna to the M16 end-effector. The M6i and M16i/T 
robots are shown in Figure 10. 

Modified control software was used to synchronize the movement of the two ro-
bots so that for each candidate object location, a separate tag placement map was 
measured. For this experiment, a different (although similar) object was tested, 
namely a case of twelve 50cl bottles of Vittel spring water. Figure 11 shows an exter-
nal view of the case, as mounted on the robot end-effector, and a photograph of the 
contents of the case (as viewed from above). 

6.5   Results of Tag Map Comparison Experiments 

Two particular scenarios are reported here. The first of these investigates how the tag 
placement map varies as the tagged object moves away from the reader antenna, by 
 

Fig. 11. A photo 
of one of the 
50cl Vittel bottles 
(left), the inside 
of the box of 
Vittel under test, 
and robot end-
effector mount-
ing details for the 
box 
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Fig. 12. Tag maps for the 
case of Vittel spring water for 
a number of different dis-
tances from the reader an-
tenna. Key as Figure 13. 

  
 

   

 

Fig. 13. The tag maps for the case of Vittel spring water when the tagged surface is facing to-
wards the reader (left) and away from the reader (centre). Also shown is the ‘worst-case’ com-
bination of these two tag maps (right), which demonstrates the minimum performance that 
could be expected if either case orientation is possible (and not known in advance). 

recording a tag map at a series of distances from the reader antenna, each 100mm 
more than the previous. The results of this test are shown in Figure 12. 

In many pervasive computing applications it is not possible to constrain a tagged 
object so that the tag is always facing the RFID reader antenna. The second test inves-
tigates what happens if the tagged object is rotated through 180° so that the tagged 
surface is facing away from the reader antenna, usually the worst-case scenario in 
terms of RFID operating range. As Figure 13 shows, the map of good and bad tag 
locations is very different when the tag is on the reverse side of the case. If the orien-
tation of the case with respect to the reader is not known in advance, i.e. if the tag 
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could be facing the reader or on the opposite side, then the map depicted on the right 
of Figure 13, which takes the worst-case elements of the two different conditions, 
should be used. 

7   Conclusions and Future Work 

We have presented two novel and practical experimental methods, namely attenua-
tion-thresholding and the use of robotic automation. These may be used to assess and 
optimize the operating range of UHF RFID systems much more effectively than con-
ventional approaches. Although we used custom-built hardware, we observe that the 
ability to programmatically control output power is increasingly being incorporated in 
off-the-shelf RFID readers. As a result, in many instances it is now possible to im-
plement attenuation-thresholding using a simple script to control a reader remotely. 
We strongly encourage those deploying RFID in real-world applications to use this 
approach instead of using read-rate. The use of a robot to automate testing means that 
the effort required to measure RFID operating range is significantly reduced and the 
precision of the data collected is increased. Whilst the robot-assisted approach will be 
inaccessible to many researchers deploying RFID-based pervasive computing sys-
tems, we hope in time to characterize the performance of a range of different types of 
object, creating a kind of reference database which would be of direct relevance to 
practitioners. It may also be possible to create a third-party service of some kind (such 
as a test centre) to evaluate specific scenarios.  

Additionally, our work on finding the best place to put a tag on a given object can 
deliver a significant improvement in RFID performance by systematically evaluating 
every possible tag position. This technique could be readily extended to compare the 
performance of different RFID readers or different tags, and in particular of different 
tag antenna designs. Variation in tag orientation could also be considered. 

The limitations to our work are highlighted in the discussion section. While we can 
accurately assess the operating range of an RFID system in a given environment, it 
will not always be appropriate to assume the same operating range will apply in a 
different environment, due to the small-scale fading effects observed in the UHF 
frequency band. However, the data captured across different environments might help 
to parameterize statistical fading models, such as Rayleigh and Rician fading [27]. In 
this way, it would be possible to build extensions to the Friis Transmission Equation 
in order to model certain common scenarios faced during the design of RFID-based 
pervasive computing applications. We are currently actively working on this. We are 
also interested in the possibility of extending work in the literature (such as [20]) to 
build more accurate location systems built on RFID with attenuation-thresholding. 

References 

1. Alien Technology, “RFID training course materials,” 2003. 
2. Auto-ID Center, “860MHz-930MHz Class 1 Radio Frequency (RF) Identification tag ra-

dio frequency & logical communication interface specification”, EPCGlobal Inc, 
http://www.epcglobalinc.com/standards_technology/Secure/v1.0/UHF-class1.pdf, 2002. 



296 S. Hodges et al. 

3. T. Balch, A. Feldman, and W. P. Wilson, “Assessment of an RFID system for animal 
tracking,” Tech. Rep. GIT-CC-04-10, Georgia Institute of Technology, 2004. 

4. G. Borriello, W. Brunette, M. Hall, C. Hartung and C. Tangney, Reminding about Tagged 
Objects using Passive RFIDs, Ubicomp 2004. 

5. L. V. Blake, Radar Range-Performance Analysis. Lexington Books, 1980. 
6. G. Chappell, D. Durdan, G. Gilbert, L. Ginsberg, J. Smith and J. Tobolski, Auto-ID on De-

livery: The Value of Auto-ID Technology in the Retail Supply Chain, Auto-ID Center 
whitepaper, ACN-AUTOID-BC-004, 2002. 

7. Cushcraft, “S9028PC12NF product datasheet,” Cushcraft, Inc, http://www.cushcraft.com/ 
comm/support/pdf/S9028PC12NF.pdf  

8. C. Decker, U. Kubach and M. Beigl, Revealing the Retail Black Box by Interaction Sens-
ing, Proceedings of the ICDCS 2003, Providence, Rhode Island, 2003. 

9. D. M. Dobkin and S. W. Weigand, “Environmental Effects on RFID Tag Antennas”, Mi-
crowave Symposium Digest, 2005 IEEE MTT-S International Microwave Symposium, 
2005. 

10. The Economist, “The best thing since the barcode”, February 2003. 
11. Fanuc Robotics, Fanuc M6 and M16 series product overview, http://www.fanuc.co.jp/ 

ja/product/catalog/pdf/m6ib-je03.pdf  
12. K. Finkenzeller, RFID Handbook: Fundamentals and Applications in Contactless Smart 

Cards and Identification. John Wiley & Sons, May 2003. 
13. J. D. Griffin, G. D. Durgin, A. Haldi and B. Kippelen, “RF Tag Antenna Performance on 

Various Materials Using Radio Link Budgets”, IEEE Antennas and Wireless Propagation 
Letters, Volume 5, 2006. 

14. J. Hightower and G. Borriello, Location systems for ubiquitous computing, IEEE Com-
puter volume 34, 2001. 

15. S. Hodges and D. McFarlane, “RFID: The concept and the impact”, pp 55-75, “The Secu-
rity Economy”, Organisation for Economic Cooperation and Development, 2004. ISBN 
92-64-10772-X. Available at http://www1.oecd.org/publications/e-book/0304031E.PDF  

16. B. Jiang, K. P. Fishkin, S. Roy and M. Philipose. “Unobtrusive Long-Range Detection of 
Passive RFID Tag Motion”, IEEE Transactions on Instrumentation and Measurement, Vol. 
55, No. 1, Ferurary 2006 

17. J. D. Kraus, Antennas. McGraw-Hill Education, second edition, May 1988. 
18. H. Kwon and B. Lee, “Evaluation of RFID Tag Antenna Performance Using Radar Cross 

Sections”, The European Conference on Wireless Technology, pp 491-493, 2005.  
19. H. Lee, B. Peleg, P. Rajwat, S. Sarma and B. Subirana, Assessing the Value of RFID 

Technology and the EPC Standard for Manufacturers, EPCGlobal Whitepaper, 2005. 
20. X. Liu, M. Corner and P. Shenoy, Ferret: RFID Localization for Pervasive Multimedia, 

Proceedings of the 8th International Conference on Ubiquitous Computing, September 
2006. 

21. H. Mallinson, S. Hodges and A. Thorne. Determining a Better Metric for RFID Perform-
ance in Environments with Varying Noise Levels, 12th IEEE International Conference on 
Methods and Models in Automation and Robotics, 2006. 

22. J. Mitsugi and H. Hada, “Experimental Study on UHF passive RFID Readability Degrada-
tion”, Proceedings of the International Symposium on Applicatoins and the Internet Work-
shops, 2005 

23. P7011-6A programmable attenuator DC to 1,000MHz datasheet, Pasternack Enterprises 
LLC, http://www.pasternack.com/Pdf/PE7011-6A.pdf  



 Assessing and Optimizing the Range of UHF RFID 297 

24. K. Penttilä, M. Keskilammi, L. Sydänheimo and M. Kivikoski, “Radar cross-section 
analysis for passive RFID systems”, IEE Proceedings of Microwave Antenna and Propa-
gation, Volume 153, Number 1, February 2006. 

25. M. Philipose, K.P. Fishkin, M. Perkowitz, D.J. Patterson, D. Fox, H. Kautz, D. Hahnel, 
“Inferring activities from interactions with objects” IEEE Pervasive Computing, Volume 
3,  Issue 4,  Oct-Dec 2004 pp. 50 – 57. 

26. K. M. Ramakrishnan and D. D. Deavours. “Performance Benchmarks for Passive UHF 
RFID Tags”, Proceedings of the 13th GI/ITG Conference on Measurement, Modeling, and 
Evaluation of Computer and Communication Systems, 2006, pp. 137-154. 

27. T. S. Rappaport, “Wireless communications”, 2nd edition, Prentice Hall, 2002. 
28. R. Redemske and R. Fletcher, “Design of UHF RFID Emulators with Applications to 

RFID Testing and Data Transport”, Proceedings of 4th IEEE Conference on Automatic 
Identification Technologies, October 2005. 

29. J. R. Smith, A. Sample, P. Powledge, A. Mamishev, S. Roy. “A wirelessly powered plat-
form for sensing and computation” Proceedings of Ubicomp 2006: 8th International Con-
ference on Ubiquitous Computing. Orange Country, CA, USA, September 17-21 2006, pp. 
495-506. 

30. T. Staake, F. Thiesse and E. Fleisch, Extending the EPC network: the potential of RFID in 
anti-counterfeiting, SAC '05: Proceedings of the 2005 ACM Symposium on Applied Com-
puting, pp 1607-1612, 2005. 

31. D. Wan, Magic Medicine Cabinet: A Situated Portal for Consumer Healthcare, Proceed-
ings of the International Symposium on Handheld and Ubiquitous Computing, Karlsruhe, 
Germany, 1999. 

32. R. Want, K.O. Fishkin, A. Gujar and B.L. Harrison, Bridging Physical and Virtual Worlds 
with Electronic Tags, Proc. of ACM SIGCHI, pp 370-377, 1999. 



Movement-Based Group Awareness

with Wireless Sensor Networks

Raluca Marin-Perianu, Mihai Marin-Perianu, Paul Havinga, and Hans Scholten

University of Twente, Enschede, The Netherlands
{r.s.marinperianu, m.marinperianu, p.j.m.havinga, j.scholten}@utwente.nl

Abstract. We propose a method through which dynamic sensor nodes
determine that they move together by communicating and correlating
their movement information. We describe two possible solutions, one
using inexpensive tilt switches, and another one using low-cost MEMS
accelerometers. We implement a fast, incremental correlation algorithm,
which can run on resource constrained devices. The tests with the im-
plementation on real sensor nodes show that the method distinguishes
between joint and separate movements. In addition, we analyse the scal-
ability from four different perspectives: communication, energy, memory
and execution speed. The solution using tilt switches proves to be sim-
pler, cheaper and more energy efficient, while the accelerometer-based
solution is more accurate and more robust to sensor alignment problems.

1 Introduction

Emerging applications of wireless sensor networks (WSNs) demand an increas-
ing degree of dynamics. The sensor nodes are expected to take decisions au-
tonomously, by using context-aware reasoning, and to provide an overall solution
that is more reliable, accurate and responsive than traditional approaches. Ex-
amples of recent application domains include industrial processes, transport and
logistics, user guidance in emergency situations [10]. In all these scenarios, we
notice a growing interest in having many small, cheap devices that self-organize
and cooperate, in order to supervise and actively support the actual processes.
The challenges shift, accordingly, from small-scale user-to-device interaction to-
wards large-scale device-with-device collaboration. In parallel, the design choices
migrate from complex, centralized approaches towards simple, distributed tech-
niques, that can be implemented on resource constrained devices.

We propose to construct dynamic groups based on nodes sharing a common
context. We argue that such a method opens perspectives for a large variety of
applications, ranging from user entertainment (people hiking or skiing together)
and healthcare (body area networks), to smart vehicles carrying smart goods (in
the field of transport and logistics, as we describe in Section 2). In this paper,
the common context is the movement information. More specifically, we consider
two nodes being together if their movement correlates for a certain amount of
time. Nevertheless, constructing groups based on the correlation of the movement
information raises a number of questions:

A. LaMarca et al. (Eds.): Pervasive 2007, LNCS 4480, pp. 298–315, 2007.
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1. How to extract and communicate the movement information?
2. How to compute the correlation, taking into account the resource limitations

of the sensor nodes?
3. How does the method scale with the number of nodes?
4. How accurate is the solution and which are the benefits and limitations?

The contribution of this paper is a lightweight, fast and cheap method for
correlating the movement data among sensor nodes, for the purpose of clustering
nodes moving together. Each node correlates the movement data generated by
the local movement sensor with the movement data broadcast periodically by
its neighbours. The result of the correlation is a measure of the confidence that
one node shares the same context with its neighbours, for example that they
are placed in the same car. We focus in this paper on correlating sensor nodes
carried by vehicles on wheels.

We describe two possible practical solutions, one using tilt switches, and an-
other one using MEMS accelerometers. In order to answer the aforementioned
questions in detail, we analyse the scalability from several different perspectives
(communication, energy, memory and execution speed), and discuss the most
relevant advantages and limitations. The analysis is based on the experimental
results obtained from testing with real sensor nodes. We use the Ambient μNode
2.0 platform [1] with the low-power MSP430 micro-controller produced by Texas
Instruments, which offers 48kB of Flash memory and 10kB of RAM. The radio
transceiver has a maximum data rate of 100kbps. Figure 1 shows the sensors
used for extracting the movement information and the sensor node platform.

Fig. 1. Movement sensors and sensor node platform

In the following section we describe a concrete application setting in the field
of transport and logistics, which best illustrates the idea of movement-based
group awareness. Section 3 overviews the relevant related work. The general
correlation method is described in Section 4. In Sections 5 and 6 we present the
two practical solutions for autonomous group formation. Section 7 covers the
analysis, advantages and limitations of both solutions, giving also comparative
details whenever relevant. Finally, Section 8 formulates the conclusions.
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2 Application Setting

Transport and logistics represent large-scale processes that ensure the delivery of
goods from producers to shops. The distribution process starts at a warehouse,
where an order picker gets an order list, assembles a rolling container (Return-
able Transport Item - RTI), picks the requested products from the warehouse
shelves, and loads them in the RTI. Next, the order picker moves the RTI to
the expedition floor, a large area used for temporary storage (see Figure 2). The
expedition floor is seen as a grid, where each cell of the grid is associated with a
certain shop. At loading time, the loading operators place the RTIs into trailers,
according to a loading list, derived from the delivery orders. Eventually, a truck
pulls the trailer and delivers the goods to the shops.

Due to the large scale of the process, the transport company personnel (e.g.
order pickers, loading operators) is prone to errors. It often happens that the
order pickers make mistakes when filling the RTIs with goods, or that the RTIs
are loaded in the wrong trailer. In addition, the products are sometimes stored in
improper climate conditions, which is a serious problem in the case of perishable
goods. WSN technology can be a solution to these problems, as sensor nodes offer
precise control over the status (e.g. location, storage temperature) and history of
the goods. Consequently, the RTIs and the products carried in them, equipped
with sensor nodes, can check for errors and trigger alerts at the point of action.
Movement-based group awareness is an essential component for achieving this
vision of smart RTIs and goods.

Fig. 2. Transport and logistics process diagram

The solution that we propose targets two specific problems. First, the goods
from an RTI correlate their movement as the RTI is pushed, and report as a group
to the device carried by the order picker. In this way, a missing or wrong item
can be detected before arriving on the expedition floor. Second, any RTI placed
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in the wrong trailer should be signaled as the truck approaches the exit gate (see
Figure 2). Since the distance between two RTIs or two trucks is quite short, the
localization of the goods inside the RTI, or of the RTIs inside the truck cannot
be done reliably with radio signal strength proximity techniques. We consider,
however, highly probable that two different vehicles move differently in a certain
time interval. Therefore, we propose to group the nodes based on the similarities
and differences in the data generated by the movement sensors.

3 Related Work

Grouping of devices into clusters is a topic of interest in the field of wireless net-
works [11]. The clusterhead node is usually chosen based on different properties,
such as the node capability, degree of dynamics, connectivity, etc. The main
goal is to achieve energy efficiency at the networking layer, and therefore the
application-level attributes are usually not of concern. Nevertheless, grouping
based on application-specific attributes is studied in the field of service discov-
ery [5]. Nodes organize into groups, in order to efficiently search for services.
However, the grouping criteria is usually based on statically-assigned semantic
descriptions, while we are interested in context-dependent, dynamic attributes.

Lam et al. [8] propose an algorithm for dynamic grouping based on the position
and speed of mobile devices equipped with GPS sensors. Nodes within a certain
area that move together (similar speed and direction) form a group. However,
equipping each node with a GPS sensor is not a viable solution for WSNs,
because of price and power consumption considerations.

In the project Smart-Its, Gellersen et al. [6] formulate the notion of context
sharing. The idea is to associate two smart objects by shaking them together.
As a result, the user can establish an application-level connection between two
devices by imposing a brief, similar movement. In our work, we are interested
in extending the idea of “moving together” at the group level, within large-scale
industrial and business scenarios. Therefore, we propose a fast algorithm that
correlates the movement over a larger time history, and analyse the accuracy,
scalability, performance and limitation factors.

Lester et al. [9] use accelerometer data to determine if two devices are carried
by the same person. Human locomotions represent a repeated activity that makes
an analysis in the frequency domain possible. The authors use a coherence func-
tion to derive whether the two signals are correlated at a particular frequency.
Our application domain poses, however, quite different challenges. There is no
regularity in the movement of the RTIs that can facilitate an analysis in the fre-
quency domain. Moreover, the computations involved in the frequency analysis
can easily overcome the resources available on sensor nodes.

The Sensemble system [4] is meant to capture the expressive motion of a dance
ensemble. Sensor nodes equipped with 6-axis inertial measurement units are worn
at the wrists and ankles of dancers. The movement data is transfered at high
speeds (1Mbps) towards a central computer, where a cross-covariance analysis
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is performed, in order to express the similarity of gestures and generate a musical
feedback. Our solution is different, in the sense that sensor nodes compute the
correlation online, autonomously. In addition, due to price limitations, we utilize
low data rate radios and just one movement sensor per node.

4 General Method

The algorithm correlates the movement data generated by the movement sensors
attached to different sensor nodes. Regardless of the movement sensor type, we
use the same general method.

4.1 Computing the Correlation

Let x be one of the sensor nodes, which receives the sampled movement data
from another sensor node y. Node x stores the latest sample values produced
by the local movement sensor in a circular buffer XC of size k. The buffer
XC is periodically transmitted to the neighbours at intervals kΔt, where Δt
is the sampling interval. At step i ≥ 1, x receives from y the buffer Yi =
{y(i−1)k+1, y(i−1)k+2, ..., yik}. Node x then copies the buffer XC into a working
copy Xi = {x(i−1)k+1, x(i−1)k+2, ..., xik} and calculates the correlation coefficient
over the last n sequences of data Xi and Yi. More precisely, at each step i, the
correlation coefficient is calculated over a sliding window of size N = nk, with the
data X = (x(i−n)k+1, x(i−n)k+2, ..., xik) and Y = (y(i−n)k+1, y(i−n)k+2, ..., yik).
Note that for j ≤ 0, xj = yj = 0. If we denote the means of X and Y as X̄ and
Ȳ , respectively, the correlation coefficient is computed as follows:

ρ(X, Y )=
cov(X, Y )√

var(X) var(Y )
=

∑ik
j=(i−n)k+1 (xj − X̄)(yj − Ȳ )

√∑ik
j=(i−n)k+1 (xj − X̄)2

∑ik
j=(i−n)k+1 (yj − Ȳ )2

(1)
Table 1 shows the execution time for computing the correlation coefficient on

one sensor node, with two sets of samples of size N = 128. We conclude that
using the direct computation from Eq. 1 generates slow execution times, so it
is not feasible for implementation on resource-constraint devices. Therefore, we
propose a fast algorithm that updates the correlation coefficient at each step.
For large data sequences (large k), the memory consumption is also reduced by
storing only intermediate values (see Section 7.2 for an evaluation of the memory
consumption).

The algorithm is the following. At step i, node x receives the buffer Yi from
node y. Node x then calculates the following sums:

1. Sx
i =

∑ik
j=(i−1)k+1 xj and Sy

i =
∑ik

j=(i−1)k+1 yj

2. σx
i =

∑ik
j=(i−1)k+1 x2

j and σy
i =

∑ik
j=(i−1)k+1 y2

j

3. Sxy
i =

∑ik
j=(i−1)k+1 xjyj
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Table 1. Execution times on MSP430 microcontroller, for N=128, k=16

Method Operation Time [ms]

Direct computation Average 68.91

Variance, covariance and 275.65
correlation coefficient
Total 344.56

Incremental algorithm Auxiliary sums 0.81
Average, variance, covariance 5.47
and correlation coefficient
Total 6.28

Afterward, node x computes the following values:

X̄i = X̄i−1 +
Sx

i − Sx
i−n

N
(2)

Ȳi = Ȳi−1 +
Sy

i − Sy
i−n

N

vari(X) = vari−1(X) +
σx

i − σx
i−n

N
− (X̄2

i − X̄2
i−1) (3)

vari(Y ) = vari−1(Y ) +
σy

i − σy
i−n

N
− (Ȳ 2

i − Ȳ 2
i−1)

covi(X, Y ) = covi−1(X, Y ) +
Sxy

i − Sxy
i−n

N
− (X̄iȲi − X̄i−1Ȳi−1) (4)

Finally, node x computes the new value of the correlation coefficient:

ρi(X, Y ) =
covi(X, Y )√

vari(X) vari(Y )
(5)

The proofs of Eq. 3 and 4 are given in Appendix A. We make the following
observations:

– For all j ≤ 0, Sx
j , Sy

j , σx
j , σy

j , Sxy
j , varj(X), varj(Y ) and covj(X, Y ) are 0.

– If vari(X) = 0 and vari(Y ) = 0, we take ρi(X, Y ) = ρi−1(X, Y ).
If vari(X) = 0 and vari(Y ) �= 0 or the other way around, we decrease
ρi(X, Y ) with a value proportional to the positive variance.

The algorithm proves to be much faster (by a factor of about 55) than the
direct computation of Eq. 1, as shown in Table 1. This result makes the imple-
mentation of the online correlation on sensor nodes possible.
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4.2 Experimental Setting

We perform two types of experiments, in which we test the proposed method:

1. The first type of experiment is intended to reproduce the movement pattern
of the smart goods, in which items equipped with sensor nodes are placed
in RTIs maneuvered by people. Throughout the tests, we use two RTIs on
wheels, which we push on a flat surface. For detecting joint movement, two
sensor nodes are placed on the same RTI, while for separate movement, each
sensor node is placed on a different RTI.

2. The second type of experiment maps to the setting where RTIs are loaded
into and carried by trucks. We use instead two regular cars. Our experi-
ments include the following types of movement: normal driving, accelerating
and breaking, forward and backward maneuvers, curves, driving on even and
uneven surfaces. Two sensor nodes are placed in the same car for joint move-
ment, while for separate movement nodes are placed inside different cars.

Each experiment lasts approximately 10 minutes. The sensor nodes broadcast
the movement data together with the correlation coefficient calculated locally.
A gateway node logs the coefficients and the samples from both sensor nodes to
a computer through a serial interface.

4.3 Parameters

Table 2 lists the values of the parameters used in the experiments, which are
chosen considering the platform constraints (sampling interval Δt and data size
k) and the scenario particularities (time history T ).

Table 2. Experimental parameters for correlating the movement data

Parameter Explanation Value

k Size of current data sequence 16 (2s)

n No. of data sequences in data queue 8
N = nk Size of queue 128
Δt Time unit (sampling interval) 125ms
T = NΔt Time history 16s

4.4 Synchronization

The synchronization between two sets of data to be correlated is very important
for accurately calculating the correlation coefficient. We assume that the commu-
nication delay, plus the time for processing the incoming and outgoing buffers is
<< Δt = 125ms. Therefore, we ignore the time spent on communication, and we
make sure that each node copies its last k samples in the local working buffer, at
the moment it receives the samples from the neighbouring nodes. If a transmis-
sion error occurs, the next message contains again the latest k samples. Using this
method, we can achieve implicit synchronization between the two sensors.



Movement-Based Group Awareness with Wireless Sensor Networks 305

5 Solution I - Tilt Switches

A ball-contact tilt switch (also referred to as ball switch or tilt switch) is a simple
and cheap sensor, used in a large range of applications for coarse movement
detection. Usually, the sensor is expected to provide binary information on the
status of the device it is attached to (e.g. stationary/moving).

5.1 Extracting the Movement Information

In our experiments, we are using the ASSEMTECH CW1300-1 tilt switch [2].
The price is below 2 EUR and the power consumption is approximately 2μW.
Our solution is based on counting the number of contacts made by the switch
ball per time unit, as the object is moved. We make the following observations:

1. It is possible to distinguish the starting and stopping states (acceleration
and deceleration) from the constant movement.

2. The sensitivity depends on the position of the ball switch.
3. The results are reproducible with other switches of the same type. Although

the actual values vary due to the inherent sensitivity differences and imper-
fect alignment of the sensitive axis, the movement pattern remains similar.

5.2 Experimental Results

Figure 3 shows the typical behaviour of the algorithm for joint and separate
movements, over a period of 20 seconds. The plots at the top of the figures show
the correlation coefficients calculated by the sensor nodes over the time history
T , while the two bottom plots show the sampled data from the tilt switches. We
make the following observations:

– The sampled data from Figure 3(a) show a pattern, corresponding to the
alternate stationary and movement periods.

– There is a clear distinction between the moving and stationary cases: when
the sensor nodes are static, the number of ball contacts is 0. Therefore, in
a static situation, nodes may not need to send the whole movement buffer,
but just a short indication of their state, saving thus energy.

– The method is successful in distinguishing between correlated and uncorre-
lated movements, during both types of experiments. A high correlation co-
efficient indicates that the sensor nodes move together (Figure 3(a)), while
a low correlation coefficient shows a separate movement (Figure 3(b)).

We represent the histograms of the correlation coefficients obtained on the
entire duration of the experiments (≈10 minutes) in Figure 5 left side, nor-
malized to a percentage scale. We notice the difference between the correlation
coefficients computed when sensors move together (Figures 5(a) and 5(c)) and
separately (Figures 5(e) and 5(g)). A more detailed analysis of the results is
given in Section 7.1.
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(a) Two nodes with tilt switches moving together.
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(b) Two nodes with tilt switches moving separately.

Fig. 3. A typical behaviour of the algorithm for joint and separate movements, using
tilt switches

6 Solution II - Accelerometers

MEMS accelerometers have become increasingly popular recently, due to their
relatively low price compared with the performance offered. The range of
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applications is quite broad, from movement or free-fall detection to gaming or vir-
tual reality, and inertial navigation systems (INS) [12]. The operating principle is
based on measuring the displacement of a proof mass when an acceleration is ap-
plied. The accelerometer measures, therefore, the applied acceleration (including
gravitation), and outputs the values of the projections along its sensitive axis.

6.1 Extracting the Movement Information

By using accelerometers, it is possible to extract elaborate information about
the movement, such as the speed and distance. However, to calculate the speed
and position accurately, information provided by gyroscopes has to be used for
maintaining an absolute positional reference. In this way, the overall complexity
and price of the system increase significantly. Moreover, the accumulation of
errors require elaborated filtering and prediction techniques.

From these considerations, it appears that the resource-constraint sensor nodes
are not yet capable of extracting and correlating speed or distance information.
Therefore, we propose a simplified solution, which considers the magnitude of the
acceleration vector ‖ a ‖=

√
a2

x + a2
y + a2

z. The reason is that the magnitude of
the sensed acceleration is the same in any frame of reference. Consequently, the
alignment and orientation of the sensors are no longer important.

In our experiments, we are using the LIS3LV02DQ three-axis accelerometer
from STMicroelectronics [3]. The price is around 15 USD and the typical power
consumption is 2mW. The list of features include user selectable full scale of
±2g, ±6g, I2C/SPI digital interface, programmable threshold for wake-up/free-
fall and various sample rates up to 2.56kHz.

6.2 Experimental Results

Figure 4 shows the typical behaviour of the algorithm for joint and separate
movements, over a period of 20 seconds. The plots at the top of the figures show
the correlation coefficients calculated by the sensor nodes over the time history
T , while the two bottom plots show the magnitude of the acceleration calculated
by the sensors, relative to 1g (the constant gravitational component). We make
the following observations:

– A node can deduce that it is static by calculating the standard deviation over
the current data sequence k: a relatively small standard deviation implies
that the node is static. Therefore, similar to the tilt switch case, in the static
situations nodes may just send a short indication of their state.

– The method is successful in distinguishing between correlated and uncorre-
lated movements, for both types of experiments. A high correlation coeffi-
cient indicates that the sensor nodes move together (Figure 4(a)), while a
low correlation coefficient shows a separate movement (Figure 4(b)).

We represent the histograms of the correlation coefficients in Figure 5 right
side, normalized to a percentage scale. We notice the difference between the
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(a) Two nodes with accelerometers moving together
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(b) Two nodes with accelerometers moving separately

Fig. 4. A typical behaviour of the algorithm for joint and separate movements, using
accelerometers

correlation coefficients computed when sensors move together (Figures 5(b) and
5(d)) and separately (Figures 5(f) and 5(h)). A more detailed analysis of the
results is given in Section 7.1.
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(a) Tilt switches on RTIs, moving
together.
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(b) Accelerometers on RTIs, moving
together.
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(c) Tilt switches in cars, moving
together.
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(d) Accelerometers in cars, moving
together.
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(e) Tilt switches on RTIs, moving
separately.
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(f) Accelerometers on RTIs, moving
separately.
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(g) Tilt switches in cars, moving
separately.
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(h) Accelerometers in cars, moving
separately.

Fig. 5. Histograms of correlation coefficients for tilts switches and accelerometers
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7 Analysis

In this section, we discuss the two proposed solutions, and analyse the accuracy
and scalability problems, pointing out the advantages and limitations.

7.1 Accuracy

One of the major questions is how accurate are the proposed methods. Thorough
tests within large scale settings as described in Section 2 are subject to future work
(see also Section 8). In Table 3, we present a brief statistical analysis of the results
obtained from our initial experiments with RTIs and cars, as explained in Sec-
tion 4.2. The mean values indicate a constant difference of more than 0.6 between
joint and separate movement, in any of the listed settings. The standard deviation
values suggest that the accelerometers provide more precise results, fact confirmed
by the histograms from Figure 5. The accuracy column shows the percentage of
the correct decisions, where we consider a simple decision threshold ThC = 0.5
(i.e. a correlation coefficient larger than 0.5 means joint movement and the other
way around). The accelerometer-based solution proves more accurate, with 3.4%
on average and a maximum of 5.2%. In addition, due to their better sensitivity,
the accelerometers can identify reliably the separate movement situation.

Table 3. Statistical values

Sensor Setting Movement Mean Stdev Accuracy
type [%]

Tilt switch RTI joint 0.641 0.087 95.89
Tilt switch RTI separate -0.017 0.249 99.45
Tilt switch car joint 0.700 0.121 93.77
Tilt switch car separate 0.086 0.208 95.50
Accelerometer RTI joint 0.817 0.106 99.31
Accelerometer RTI separate 0.009 0.124 100
Accelerometer car joint 0.796 0.102 98.93
Accelerometer car separate -0.003 0.127 100

7.2 Scalability

We present the factors that influence the maximum number of nodes supported
by our proposed correlation methods. We denote the maximum number neigh-
bouring nodes as M . It follows that a node has maximum M −1 neighbours, for
which it computes the correlation coefficients.

Communication (Medium Access). We estimate the maximum number of
neighbouring nodes M as follows. Each node transmits a data sequence every
kΔt. If a TDMA-based MAC protocol is used, then the frame length Tf has to
be at most kΔt, so that each node has a chance to transmit the data. The slot
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time Ts of a node is therefore bounded by MTs = Tf ≤ kΔt. Depending on the
radio chip used, the slot time for sending a data packet can be computed. In our
experiments, Ts = 20ms, which leads to M = 100.

Memory. The available memory (RAM and FLASH) is usually a critical re-
source on sensor nodes. The FLASH usage is not a problem, since the code
memory footprint of our implementation on the sensor node platform amounts
to 2.1kB out of 48kB available. Considering the RAM, Table 4 shows the data
structures required by the correlation method, and the associated sizes. In the
case of recent low-power controllers equipped with 10kB RAM, the maximum
number of nodes is M = 106.

Table 4. Memory requirements

Data structure Size [bytes]

Data sequence to send (Xi) 16
Received data sequence (Yi) 16
Sx

i , Sy
i 2

σx
i , σy

i , Sxy
i 4

X̄i, Ȳi, vari(X), vari(Y ), covi(X, Y ), ρi(X, Y ) 4
Auxiliary sums n × M × 10
Correlation data (Eq. 3-5) M × 16 − 8

Execution Time. Since the correlation algorithm runs online, the nodes must
have enough time within one slot to receive and process the incoming data. It
follows that the execution time Te must be much smaller than the slot time:
Te << Ts = Tf/M ⇒ M << Tf/Te. For the values used in our experiments,
we get M << 318. This shows that the speed of the algorithm is not a limiting
factor from the scalability point of view.

Energy. Estimating the energy consumption is always important for the bat-
tery powered sensor nodes. We consider the radio communication and sensor
operation as the most costly functions in terms of energy. For communicating
the sampled data, a node performs M −1 receptions and one transmission every
frame Tf . Typical radio current consumption on Ambient μNodes is 12.8mA for
reception and 11mA for transmission. In addition, the current consumed with
operating the sensors is 0.64μA for tilt switches and 0.65mA for accelerometers.
Figure 6 shows the operating time for a node with a typical 1000mAh battery.
The running time is represented depending on the number of neighbouring nodes
M . The maximum values for M are deduced from the previous analysis, as being
M = 100. As an example, for M = 50, the system can operate for approxima-
tively 156 hours of continuous movement when using tilt switches and 142 hours
when using accelerometers. However, the overall lifetime of a node increases if
the movement intervals are short: during stationary periods, a node needs to
send only an indication of its status, not the whole movement buffer.
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7.3 Discussion

In what follows, we comment on the most important advantages and limitations
of both solutions, giving also comparative details whenever relevant.

Advantages

1. Autonomous group awareness. The proposed methods aim at establishing
groups autonomously, based on common dynamic properties of the group
members. No infrastructure support is needed.

2. Simplicity. The overall system (hardware and software) is kept very simple.
This implies both a low price range and the feasibility of the implementation
on resource constrained devices.

3. Robustness to constructive differences of sensors. The correlation coefficient
gives an indication on the degree of similitude of two signals. It is known that
the result is neither affected by scaling the signals with a certain factor, nor
by adding/subtracting a constant value. This makes our method inherently
robust to constructive differences of sensors, such as: calibration factors,
zero-offset values, differences in sensitivity.

4. Distinction between ensemble and separate movements. Figure 5 indicates a
good behaviour, with separable thresholds for distinguishing between ensem-
ble and disjoint movement. However, the solution employing accelerometers
proves more accurate in all tested situations.

5. Implicit synchronization. There is one important factor that can adversely
affect the correctness of the correlation result, and that is time synchroniza-
tion. It is therefore essential that the data sequences Xi, Yi are synchronized
when computing the correlation coefficient. For this reason, XC is imple-
mented as a circular buffer, so that the incoming data from neighbours is
correlated with the latest values sampled on the current node. Moreover,
it is preferable not to use any retransmission mechanisms, since occasional
packet losses do not affect the synchronization.
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6. Saving power while stationary. In static situations, nodes can save energy by
transmitting just a short indication of their status.

7. Extended features. More accurate results may be obtained by correlating
extended movement features, such as direction or heading, speed, distance.
In this sense, the accelerometer-based solution is much richer in possibilities.

Limitations

1. Alignment and orientation. Because movement is always relative to a frame
of reference, different alignment or orientation of the sensors may produce
misleading results. In the case of tilt switches, a similar alignment is neces-
sary for obtaining a correct behaviour, such as in Figure 3(a). In contrast,
for the accelerometer-based solution, no alignment is needed, since we are
correlating the magnitude of the acceleration vector. This approach might
also yield better results in the case of tilt switches, if a system such as Porcu-
pine [7] is used, where each node is equipped with several switches oriented
along different axis.

2. Unpredictable delays. Networking stack and sensor sampling delays can ad-
versely affect the time synchronization of data sequences Xi, Yi, eventually
leading to errors in the correlation estimation. Timestamping the incoming
Yi at the receiver node x, and choosing the corresponding Xi to correlate
with, can alleviate the problem of networking stack delays.

3. Placement on loose frames. Throughout our tests, the sensor nodes are placed
on the same rigid frame. We expect that the movement data becomes less
correlated if the sensors are attached to loosely-coupled frames, such as the
wagons of a train.

4. Rounding errors. In our incremental algorithm, rounding errors due to op-
erations on floats may accumulate and affect the results in time. However,
since the sampled data is bounded, the calculations can be done on integers
and thus the accumulation of errors is prevented.

5. Multihop networks. Our solution is valid only for one-hop networks. A mul-
tihop network would impose a transitive correlation relation, implemented
by border nodes or by a dominating set of nodes. This is subject of future
work, see also Section 8.

8 Conclusions

This paper proposes a method for constructing dynamic groups based on move-
ment information. Nodes are considered part of the same group if their movement
correlate for a certain amount of time. For extracting the movement informa-
tion we investigate two solutions, one using tilt switches, the other one using
accelerometers. On the one hand, the solution using tilt switches proves to be
cheaper, simpler and less energy consuming. On the other hand, the solution
using accelerometers is more reliable in distinguishing between ensemble and
separate movements and it does not need any sensor alignment. Nevertheless,
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the solution is more complex, as the magnitude of the acceleration has to be cal-
culated from the three samples corresponding to the three axes. The scalability
analysis shows a maximal network density of 100 nodes for both solutions.

For future work, a large-scale experiment is required, in order to obtain a
thorough estimation of the accuracy and scalability of our method. Since such
an experiment may imply a multi-hop network, and because it is not feasible to
propagate the movement data over multiple hops, we plan to test a transitive
correlation relation implemented by border nodes or by a dominating set. Having
only a subset of nodes recompute the correlation, to check whether the group is
still moving in unison, would also improve the energy and communication perfor-
mance of our solution. We further intend to experiment with fusing information
from multiple types of sensors, in order to improve the overall accuracy.
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A Appendix

The proofs of Eq. 3 and 4 are the following:
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= (
(i−1)k∑

j=(i−n−1)k+1

xjyj

N
− X̄i−1Ȳi−1) +
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Abstract. In typical location fingerprinting systems a tracked termi-
nal reports sampled Received Signal Strength (RSS) values to a location
server, which estimates its position based on a database of pre-recorded
RSS fingerprints. So far, poll-based and periodic RSS reporting has
been proposed. However, for supporting proactive Location-based Ser-
vices (LBSs), triggered by pre-defined spatial events, the periodic proto-
col is inefficient. Hence, this paper introduces zone-based RSS reporting:
the location server translates geographical zones defined by the LBS into
RSS-based representations, which are dynamically configured with the
terminal. The terminal, in turn, reports its measurements only when
they match with the configured RSS patterns. As a result, the number
of messages exchanged between terminal and server is strongly reduced,
saving battery power, bandwidth and also monetary costs spent for mo-
bile bearer services. The paper explores several methods for realizing
zone-based RSS reporting and evaluates them simulatively and analyti-
cally. An adaption of classical Bayes estimation turns out to be the best
suited method.

1 Introduction

Location-based Services (LBSs) compile information for their users based on the
position of one or several target persons. LBSs can be initiated on request by
the user, e.g., for being informed about nearby Points of Interest (PoIs), or they
can be initiated on the arrival of certain spatial events, such as the target person
entering or leaving a pre-defined geographic zone. Services of the first type are
called reactive, while the latter ones are proactive.

Another distinction of fundamental technical concern is whether an LBS is
used indoors or outdoors. So far, there is no single positioning system that sup-
ports both environments in an acceptable quality. While high-quality receivers
for the Global Positioning System (GPS) are meanwhile integrated in mass mar-
ket cellular phones, GPS only works outdoors and not inside buildings. The most
popular indoor localization technique to-date is Location Fingerprinting (LF),
having the major advantage to exploit already existing network infrastructures,

A. LaMarca et al. (Eds.): Pervasive 2007, LNCS 4480, pp. 316–333, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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like IEEE 802.11 or GSM, which avoids extra deployment costs and effort. Based
on a database of pre-recorded measurements of Received Signal Strength (RSS)
values sampled from different locations within a building, denoted as finger-
prints, a mobile terminal’s location is estimated by inspecting the RSS values it
currently measures.

Resource-constrained terminals which are unable to store the fingerprinting
database, such as mobile phones or active badges, are supported by a central
location server. The server accesses the database and estimates their location
based on RSS measurements conducted at the terminal. So far, measured RSS
values are either transmitted on request, or the terminal updates them period-
ically with the location server, according to a pre-defined update interval. The
associated problem is that periodic updating generates an excessive number of
messages, if the target person changes her location only sporadically.

The periodic protocol performs especially badly if it only needs to be observed
when the target enters or leaves certain pre-defined update zones, which is the
case for proactive LBSs: As it turns out, by automatically detecting update
zones, not only proactive single-target LBSs can be realized, e.g., for notifying
the LBS user as soon as she is near a PoI. Also proactive community services,
which consider the positions of multiple targets, are possible. An example is
proximity detection [1], which automatically detects when two mobile targets
have entered below a pre-defined proximity distance. In this case the update
zones for each target are dynamically configured based on the current distance
to the other.

This paper explores a novel, more efficient approach for realizing zone detec-
tion based on LF: The location server dynamically configures the terminal with
update zones defined in terms of RSS patterns. Only when the terminal detects
a match between its current measurements and these patterns, that is, when it
enters or leaves the zone, it notifies the server about the fact. The associated
challenge is the adequate definition of RSS patterns, for which the paper pro-
poses several methods and compares them with respect to message efficiency,
computational overhead, and detection accuracy. Also, the methods’ support for
different shapes and sizes of the zones are evaluated. As it turns out, the ap-
proach strongly reduces the message exchange at the air-interface, which has the
following advantages:

First, by avoiding excessive messages exchanged with the location server, the
power consumption of the tracked terminals is significantly lowered. Second,
valuable bandwidth is saved and monetary costs the targets have to spend for
mobile data services are reduced. The latter aspect is of special importance for
cross-organizational scenarios, when the update messages can not be directed
over the network that yields the RSS measurements, but, e.g., only by using
public bearer services like GPRS or UMTS packetswitched. Third, the approach
avoids that the terminals need to continuously switch back and forth between
communication mode for sending messages and scanning mode for observing RSS
values, which is an actual problem for many 802.11 adapters. Finally, by reducing
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the general amount of location information collected about the terminal, privacy
of the target person is enhanced.

The paper is structured as follows. The next section discusses alternatives
ways of organizing LF systems and motivates and explains the chosen architec-
ture and protocol for zone-based RSS reporting. Several methods for representing
geographical zones in terms of RSS patterns are devised in Section 3 and com-
pared analytically and by simulation in Section 4. Section 5 overviews related
work. A conclusion and a discussion of further work is given in Section 6.

2 Architecture and Protocol

This work assumes LF systems to be organized in a terminal-assisted fashion, i.e.,
the terminal conducts the RSS measurements and the location server estimates
its location based on the fingerprinting database. Alternatively, LF could also be
done in a network-based as well as a terminal-based way, see [2] for a classification
of positioning methods. This section first discusses the pros and cons of these two
alternatives. Then, an overview about efficient position update methods devised
for terminal-based positioning like GPS, which motivated this work, is given.
Finally, the novel protocol proposed for terminal-assisted LF is presented.

2.1 Alternative LF Architectures

In network-based LF systems the base stations measure the RSS values of their
clients and forward them to the server, which, in turn, estimates the terminal’s
location. Thus, the whole procedure, including measuring as well as location
estimation, takes place in the network. Network-based LF, however, comes with
several pitfalls. First, the base stations need to be especially configured and
attached to the location server, which hinders cross-organizational operation.
Second, the target person’s privacy control is very limited, because all of her
movements are observed at the location server. Third, there is no obvious way
for saving the energy of the terminal, which continuously has to emit radio
beacons for being tracked.

In terminal-based LF the RSS measurements and the location estimation takes
place at the mobile terminal, which caches the fingerprinting database. The ap-
proach enhances the privacy of the target person, because less data is collected
about her than in the network-based scenario. Also, terminal-based LF enables
cross-organizational operation ”in the wild” [3], i.e., base stations not controlled
by the location server can be included. Finally, terminal-based LF can be com-
bined with the existing position update methods described below, where the
position is determined at the device and reported to the LBS only when needed.
From an architectural viewpoint this is similar to using GPS. A drawback of
terminal-based LF not present with GPS, however, is that the fingerprinting
database has to be stored at the device, which is not an option for resource-
constrained terminals like mobile phones and active badges. Also, sophisticated
location estimation algorithms conducted at the device may overstrain its com-
putational capacities. Finally, every time the fingerprinting database is changed
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the terminals have to be re-synchronized, which creates severe scalability prob-
lems, independent of the terminal type.

2.2 Existing Position Update Methods

For supporting proactive LBSs as well as services which continuously track the
position of a target, different position update methods have been proposed and
compared. The goal is to provide for an efficient transmission of position data be-
tween a location server in the Internet and a mobile device using terminal-based
positioning like GPS [4,5,6]. The methods are motivated by periodic reporting,
according to a pre-defined update interval, being inefficient. As it turns out, long
update intervals increase the server’s uncertainty about the mobile’s position,
which negatively affects the quality of the LBS. On the other hand, short inter-
vals generate an excessive number of messages in case the target person changes
her location only sporadically. Messages are also wasted when the target never
approaches the locations that are relevant for interaction with the LBS.

A more efficient technique is distance-based position reporting: The terminal
is dynamically configured with a certain update distance, which prescribes the
line-of-sight distance between two consecutive position reports. A way to further
reduce messages is dead reckoning: Based on observed movement parameters like
speed and direction, the location server estimates the mobile’s current position.
The most flexible method is zone-based reporting: Position updates are only
reported when the terminal enters or leaves a pre-defined geographical update
zone.

2.3 Zone-Based Updating for Terminal-Assisted LF

This paper explores zone-based updating for terminal-assisted LF, enabling the
efficient realization of proactive LF-based LBSs.

Figure 1 illustrates the proposed procedure: First, the mobile terminal regis-
ters with the location server (1) and then starts observing the RSS values of the
surrounding base stations (2). An LBS application server can subscribe to zone-
based updates by sending a respective request message to the location server
(3). The request carries the zone definition, either in terms of geographical coor-
dinates, e.g. as a circle or a polygon, or symbolically, e.g. as a floor section. The
location server then translates the geographical update zone into an RSS-based
representation, which parameterizes one of the detection methods presented in
Section 3. The configuration is passed on to the mobile device (4), where it is
continuously compared to measured RSS values. Only when the current mea-
surements match the zone representation, they are reported (5). At the location
server, it is checked whether the updated RSS values correctly correspond to
entering or leaving the update zone. If so, a position update is sent to the LBS
application server (6). If a position update request is canceled by the LBS (7),
the location server notifies the terminal about the fact (8).

It can be seen that terminal-assisted LF in the described configuration has all
the advantages of terminal-based LF, including update efficiency and enhanced
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privacy due to the reduced amount of collected data. However, the problem of
carrying and synchronizing the database is avoided. The main challenge associ-
ated with the new approach is to translate geographical zones into RSS-based
representations. The next section explores several methods for that.

3 Detection Methods

This section presents several methods for implementing the proposed procedure.
In order to be executable on resource-constrained terminals, space and compu-
tational requirements are kept as low as possible. Therefore, the methods mainly
constitute simplifications of classical LF techniques. They are defined in terms
of cell-based localization, i.e. locations are represented as cells. A cell may cor-
respond to a room or a part of it, or a section of a hallway.

The following definitions are needed:

– C = {c1, ..., cn} is a finite set of cells covered by the location system.
– Z = {ca, ..., cb} is a subset of C that corresponds to an update zone.
– A finite observation space O = {o1, ..., om} is assumed, with each observation

oi being a pair of a base station b and a measured RSS value v ∈ V =
{vmin, ..., vmax} according to a discrete value range.

– A sample s is a set of same-time same-place observations, one for each visible
base station.

– A fingerprint f is a set of samples collected within the same cell.

3.1 Common Base Stations

A simple detection method, which does not even consider RSS values, is to
inspect the base stations occurring in the samples taken by the terminal and
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compare them with those found in the fingerprints for the cells of the update
zone Z. If the number of common base stations n∩ exceeds a certain threshold,
the terminal is assumed to be within Z.

3.2 Ranking

A possible improvement can be achieved by ranking common base stations ac-
cording to their RSS values. Instead of considering the whole update zone at
once, for each fingerprint within Z, the common base stations’ ranking is com-
pared to their ranking in the terminal’s samples. The comparison is done using
the spearman rank-order correlation coefficient as proposed by [7]. If for any of
the fingerprints a certain threshold is exceeded, the mobile terminal is assumed
to be within the zone.

3.3 Manhattan Distance

A common deterministic method in LF systems calculates the Euclidian dis-
tance in RSS space between a terminal’s measured samples and the fingerprints
in the database [8]. A simplified version can be applied for the envisioned zone
detection: First, instead of the Euclidian distance, using the Manhattan distance
as proposed by [9] comes with less computational overhead. Second, current LF
systems compare the distances of a measured sample to all collected fingerprints
and yield as a result the location associated with the minimum distance. How-
ever, in our approach this would require the whole fingerprinting database to
be available at the terminal. As an alternative fixed distance thresholds are pro-
posed, one associated with each fingerprint of Z. The thresholds are independent
of the remaining fingerprints in the database and are based merely on the ex-
perienced deviations in a cell. The standard deviations σci,bj of the RSS values
experienced in cell ci regarding all visible base stations bj ∈ Bci can be easily
derived from a cell’s fingerprint. Upon the deviations, for each cell contained in
the update zone a distance threshold Tci is calculated as follows:

Tci =
∑

bj∈Bci

σci,bj (1)

Tci is computed for each cell ci of Z. Also for each cell, the means μci,bj of the
base station’s RSS values are provided. Thus, at the terminal for each cell ci ∈ Z
the Manhattan distance manDist(ci) is calculated based on the means of the
measured RSS values mbj , with bj being in the set of base stations Bo observed
by the terminal, as follows:

manDist(ci) =
∑

bj∈Bo∩Bci

|mbj − μci,bj | (2)

A mobile terminal is estimated to be within Z, if and only if at least one of the
cells ci ∈ Z satisfies the Manhattan distance: manDist(ci) < Tci .
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A problem of the ranking method and the one based on Manhattan distance
is that often the terminal’s samples and the fingerprints only have a few base
stations in common. As a possible solution, both methods detect a terminal to
be out of a cell, if there are less than three base stations in common.

3.4 Bayes Estimator

Several LF systems use Bayesian estimation [10,11,12], which represents a prob-
abilistic method. In simple terms, for each cell in the system a probability is
calculated based on the current samples taken by the terminal. The cell associ-
ated with the highest probability is picked to be the current one of the terminal.
In the following the method is adapted for zone detection by collapsing the
underlying probabilistic model to a simpler one:

Instead of testing one hypothesis for each cell in the system, only two hy-
pothesis are tested: H0 states that the terminal is located within the zone, while
hypothesis H1 states that it is located out of it1. The probability vector �π de-
scribes the probabilities of these two hypotheses being true, defined as follows:

�π =
[

P (H0)
P (H1)

]
(3)

To estimate the probabilities of the two hypotheses, a Bayes estimator is used.
The estimator calculates a probability vector �π based on a previous probability
vector �π

′
and a measurement which corresponds to an element oj in the finite

observation space. Initially, both entries of �π
′

have the same probability. Then,
�π is continuously updated by the following equation, where P (oj |Hi) is looked
up in the simple model provided by the location server:

�πi =
P (oj |Hi)�π

′

i

P (oj |H0)�π
′
0 + P (oj |H1)�π

′
1

(4)

The simple model is created as follows: The probabilities P (oj |H0) are cal-
culated based on a set of fingerprints taken from cells in the zone. In turn, the
probabilities P (oj |H1) are calculated based on a set of fingerprints of cells not
in the zone. For that the histogram method [10] is used.

In addition to the Bayes estimator, a simple Markov model is used to guard
the transitions of the detector over different time steps. Thus, in a new time step
t + 1, �πt+1 is calculated based on the previous estimate �πt at time t as follows:

�πt+1 = A�πt (5)

where the Markov model A is defined as follows:

A =
[

Ps Pch

Pch Ps

]
(6)

1 Two hypotheses are used to ease notion instead of one hypothesis and the negation.
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Ps is the probability of sustaining the same hypothesis and Pch is the probability
of changing to another hypothesis. The probabilities could be defined based
on the sizes of the zones or the expected movement behavior of the mobile
terminals.

4 Evaluation

In this section evaluation results are presented for the proposed detection meth-
ods concerning their accuracy and efficiency. The results have been achieved
based on collected IEEE 802.11 RSS measurements. Two scenarios are con-
sidered. One concerns the accuracy of the methods and is based on correctly
recognizing the entering and exiting of single update zones randomly placed in
an indoor environment. The methods’ efficiency is evaluated in the second sce-
nario, where a terminal is continuously tracked while moving around in the same
indoor environment, i.e., whenever the terminal notifies the server about leaving
an update zone, it is configured with a neighboring one. In addition to these
simulative evaluations, an analysis of the computational and space requirements
for each of the proposed methods is given. As a benchmark for comparison, a
reference strategy based on terminal-assisted LF with periodic RSS reporting
according to [12] was used.

All observations used in the evaluation were collected in an 802.11 infrastruc-
ture with 22 reachable base stations by a laptop with an Orinoco Silver 802.11
card. The evaluation does not address the issue that different 802.11 cards may
measure RSS values differently. However, a possible solution that could be ap-
plied for the Manhattan and the Bayes detector is proposed in [13]. The Com-
mon Base Station and the Ranking detector are already designed to overcome
the problem, compare [7]. Samples underlying the fingerprints as well as those
for the terminal’s localization were taken at 1 Hz. The set of fingerprints covers
63 cells in an office building, compare Figure 2. The building was broken up
into cells with an average size of 16 m2 matching rooms or parts of hallways.
Each fingerprint consists of 60 seconds of samples collected by a person walk-
ing around in the fingerprinted cell. The observations taken for the localization
were collected during 5 walks, totaling 34 minutes. They were taken on different
days along different routes as shown in Figure 2. The framework for taking the
samples is partly based on software by the Placelab project [3].

4.1 Accuracy

To assess the detectors’ accuracy, each of them was tested by 50 different circular
zones placed randomly in each of the 5 walks, yielding a total of 5 × 50 = 250
tested zones per detector. The circle radii were randomly selected between 4-10
meters.

The parameters used by the detectors in the evaluation were chosen based
on the results of a number of initial experiments. For the common base station
detector the threshold for being in a zone was set to 70% overlap. For the ranking
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Fig. 2. Layout of sampled area, covered by 63 cells

detector a threshold of 0.9 for the spearman rank-order correlation coefficient
was used. For the Bayes estimator detector the probabilities for the Markov
model were set to Ps = 99% and Pch = 1%.

The detectors’ accuracies are compared at a time frame level, with each frame
being one second long. Therefore, the three measures: sensitivity, specificity and
global accuracy are calculated as described below. The calculations are based on
the following metrics: TP (true positives) equals the number of time frames the
terminal stays in a zone and correctly detects to do so. FP (false positives) is
the number of time frames the terminal does not stay in a zone, yet wrongly a
zone-containment is detected, TN (true negatives) is the number of frames out
of the zone correctly documented by a detector. Finally, FN (false negatives)
equals the number of frames spent within the zone, but falsely assumed to be
out of the zone. The sensitivity is then defined as Sn = TP/(TP + FN). The
specificity is defined as Sp = TN/(TN+FP ). Neither Sn nor Sp alone constitute
a good measure of global accuracy. For calculating global accuracy the correlation
coefficient (CC) is used, a well-known mathematical concept which is normally
used for mapping two random variables onto one and which has been applied
in gene prediction [14] for combining specificity and sensitivity. This application
of the CC is adopted in this work and thus the global accuracy quantifies how
much the sensitivity and the specificity agree about a detector’s performance:

CC =
TP · TN − FP · FN√

(TP + FP ) · (TN + FN) · (TP + FN) · (TN + FP )
(7)

All three measures take their values between 0 and 100 percent, where values
close to 100 indicate good detection accuracy.

The first evaluation assumes that the terminal provides the detector with
single samples as an input value, corresponding to a sampling time of one second,
compare Figure 3. The results show that the common base station detector and
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the ranking detector are the least accurate detectors with a global accuracy of
24.55% and 56.54% respectively. The ranking detector performs better than the
common base station detector, which indicates that taking the ranking of the
RSS measurements into account gives a gain in accuracy. The low sensitivity of
the common base station detector shows that the low global accuracy is caused
by a tendency to not detect zone presence. The Manhattan distance detector
yields a global accuracy of 60.73%. The most accurate of the detectors is the
Bayes estimator detector with a global accuracy of 85.96%. The reason may
be its detailed model for representing RSS values. In comparison, the reference
strategy yields a global accuracy of 90.12%, which is only slightly better than
the Bayes detector.

Evaluations were also run based on longer sampling times at the terminal-
side, compare Figure 4. For the ranking and the Manhattan distance detector
multiple samples taken for each base station were aggregated to their mean
value. The evaluation shows that the accuracy of the common base stations and
Manhattan distance detectors increases to respectively 41.35% and 68.96% with
five samples. The accuracy of the ranking detector, the Bayes estimator detector
and reference system only increase with a small gain to respectively 57.06%,
86.55%, and 92.28% with five samples. Again, the Bayes estimator is the best
of the detectors, even when using single samples. Such short sampling times are
desirable in order to increase the responsiveness of the system.
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Fig. 3. Results for a single sample

It was also important to evaluate whether the proposed detectors could handle
zones of different shapes and sizes. Therefore, simulations based on five differ-
ent shapes of approximately equal sizes were conducted. The evaluated shapes
were circles, squares, annuli, holed-squares and polygons with between 4 to 8
edges. Figure 5 shows the obtained results, which indicate that all detectors
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Fig. 4. Results for increasing sampling times

perform best with closed shapes, however, with little accuracy losses for the more
irregular-shaped polygons. For both of the holed shapes there is about a 10%
decrease, showing that the detectors are still able to handle such complex zones.
The results of the ranking detector differ from these trends as they indicate a
better support for polygon-shaped zones.

To evaluate the impact of the size of the shapes, evaluations were run with
circle-shaped zones of different radii. The results are shown in Figure 6. It can
be seen that all the detectors’ accuracy drops for very small zones, primarily
because the detectors have very little fingerprinting data to base their estimates
on. One can also see that the threshold selected for the ranking detector is
not optimal for larger zones. All detectors, however, experience a decrease in
accuracy for radii above 20 meters. This fact can be attributed to the detectors
being pessimistic, that is, they prefer estimating a terminal to be out of a zone
over being contained in it. The pessimism shows up as an increase in errors when
more and more space of the evaluated walks is covered by a zone. The collected
data did not enable us to correctly evaluate circle-shaped zones with radii above
24 meters, because in this case more than 70% of the time frames of the walks
would be contained by the zone. Based on the accuracy evaluations it can be
concluded that the Bayes estimator detector is the most accurate and robust of
the proposed detectors.

4.2 Efficiency

To evaluate the efficiency of the proposed protocols and detectors, another evalu-
ation simulating the continuous tracking of a terminal has been carried out. The
evaluation is based on the same collected walks as before and a simple tracking
protocol: First, a circle-shaped zone detector of 10 meter radius is set up with
its center located at the starting cell of the walk. When the detector reports
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that the terminal has moved out of the zone, a second detector is set up with
a new zone, now with the just-estimated location being its center. This process
is repeated until the end of the walk. To be able to use the same collected walk
data several times each evaluation is run several times with the first five different
locations in the collected walks as starting points. During the evaluation the fol-
lowing statistics are collected: the correctly saved updates, which count the time
frames when the detector correctly estimates that it is in a zone and therefore
an RSS update is avoided; the wrongly saved updates, which count the frames
where the detector wrongly estimates that it is in a zone and therefore does not
send an RSS update; and the RSS updates, which are actually sent when the
detector has estimated that the terminal may have moved out of the current
zone. The used walks in the evaluation actually represent a worse-than-average
scenario, because the terminal is moving most of the time. In a scenario with a
more static movement pattern a larger number of RSS updates would be saved.

The results show that for all of the detectors the number of RSS updates
is considerably lowered in comparison to the 9572 RSS updates produced by
secondwise RSS reporting, which was assumed for the reference system, compare
Figure 7. The common base stations (CBS) detector, the ranking detector, and
the Manhattan distance (MD) produce the most updates with respectively 2721,
693, and 803 RSS updates. The RSS updates produced by the Bayes estimator
(BE) detector is 192 which is close to the efficiency of a perfect detector, which
would produce 114 RSS updates. The Bayes estimator shows the fewest RSS
updates but generates more wrongly saved updates than the Manhattan distance
detector respectively 423 and 89. However, the detectors’ performance can be fine
tuned by changing some of the parameters. For instance, wrongly saved updates
can be traded for generating a few excessive RSS updates, which in turn can
be filtered out at the location server, thus ensuring better overall accuracy. In
summary, considering all three metrics the Bayes estimator detector is the best
choice.
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4.3 Space and Computation Analysis

In this section the space and computation requirements of the different detectors
are analyzed. The analysis is based on the following parameters: M is the number
of observations provided by the terminal to the detector; Bzone is the number of
base stations visible from cells in the zone; Ball is the number of all base station
covered by the system; Z is the number of cells in the zone; V is the number
of possible RSS values. For each of the detectors the results of the analysis are
given in Table 1.

Table 1. Space and computational requirements on mobile terminals

Detector Computations Space

Common Base Stations O(M) O(Bzone)

Ranking O(M + Z × Bzone × log(Bzone)) O(Bzone × Z)

Manhattan Distance O(M + Bzone × Z) O(Bzone × Z)

Bayes Estimator O(M) O(Ball × V )

Reference System O(1) O(1)

The computation and space requirements are low for both the common base
stations detector and the reference system, the latter because it does not perform
any extra calculations or use any additional space on the mobile terminal. The
ranking detector has higher space requirements and computation requirements,
because it needs to sort the measurements and also store the calculated rankings
for each cell in the zone. The Manhattan distance detector has lower computation
but the same space requirements. Computations are needed for calculating the
Manhattan distances to all cells in the zone and each distance computation
considers all base stations visible in the zone. Its space use is attributed to
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storing mean values for all cells in the zone. The Bayes estimator detector has
low computation requirements, but the highest space requirements because it
needs to store the simple probabilistic model.

To further reduce the space consumption of the Bayes estimator three tech-
niques are proposed. First, a lossless compression technique for representing
repeated entries is applied, which just counts repetitions of the same values. Be-
cause 802.11 RSS measurements in practice only span a small range of V and
because the entries are generated using the histogram method, the entries con-
tain a lot of repetitions. Second, the representation of the entries is constrained
to only 16 bits. Third, the number of base stations used for the entries can be
reduced.

For example, without these techniques the space consumption of the detector
on the collected data, with V = 255, Ball = 47, two hypotheses, and a 64 bit
representation of probabilities, the memory needed for representing one zone
would be 2 × 47 × 255 × 8b = 95, 9Kb. However, when the first two techniques
are applied and all base stations are kept, the data can be compressed to 1Kb.
If the number of base stations is also reduced to a maximum of 12, even 0.5Kb
are possible. Both values seem fairly acceptable.

To learn whether the reduction of base stations and bit representation nega-
tively affects the accuracy of the Bayes detector, an extra accuracy evaluation
was run and the results are shown in Figure 8. They indicate that the reductions
do not have a major impact on the accuracy, as long as the maximum number
of base stations is not limited to fewer than 8. However, this number is only
valid for the zone sizes used in the evaluation because for larger zones more base
stations might be needed for a whole zone to be covered.

To subsume, the Bayes estimator turns out as the best of the presented meth-
ods for all considered aspects: accuracy, responsiveness, support for different sizes
and shapes, as well as efficiency. With respect to the reference system, it yields
a comparable accuracy, while the number of exchanged messages is strongly
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reduced. As discussed, the little lack of accuracy can be counterbalanced by
slightly reducing the number of saved update messages.

5 Related Work

Related work presented in the following is restricted to RSS fingerprinting and
divided into infrastructure-based and infrastructure-less systems.

5.1 Infrastructure-Based

One of the first infrastructure-based systems was RADAR [8], that applied differ-
ent deterministic mathematical models to calculate the position (in coordinates)
of a terminal based on IEEE 802.11 measurements. Similar methods have also
been applied to GSM [15]. The mathematical models used had to be calibrated
for each site where the systems had to be used. In comparison to RADAR, later
systems have used probabilistic models instead of deterministic models. This is
because a good deterministic model for the volatile radio environment has not
been found. As in the case of the deterministic models in RADAR, the proba-
bilistic models are calibrated for each site. Examples of systems, which determine
the coordinates of a terminal, are published in [10,11,16]. Systems determining
the logical position or cell of a terminal are published in [12,17]. From a per-
spective of resource-constrained terminals, existing systems are not optimal with
respect to the overhead induced by using poll or periodic update protocols only,
as discussed in Section 2. However, from an accuracy perspective the proposed
zone updating protocol has the drawback that history tracking algorithms can-
not be applied to improve LF accuracy. A possible solution is to report RSS
values sampled over the last n seconds whenever a zone update is due. This way,
a possible historical analysis and the decision whether the update is really in the
zone or not could still be done at the server-side.

In addition to the above systems, which estimate the location of terminals, a
number of systems, such as [7], have been studied where the calibration step is
only carried out by users for tagging relevant places. The systems propose simple
metrics based on signal strength measurements to quantify when terminals are in
proximity of calibrated places.One of the strengths of these simple metrics is that
they overcome the problem of 802.11 cards returning different RSS values. Such
systems are relevant to this work with respect to the methods they propose for
proximity detection. However, such systems can only detect presence at a single
point and not within zones with specific shapes and sizes, as addressed in this
paper.

A system which has addressed, by using additional sensors, the needs of
resource-constrained terminals when used with fingerprinting-based indoor lo-
cation systems is [18]. They propose a communication protocol between the lo-
cation server and the terminal, which dynamically adapts the RSS update rate
of the terminal based on the distance to the last reported update using mea-
surements from an accelerometer. In comparison, the methods proposed in this
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paper do not require any extra sensors and are therefore usable for a broader
range of terminals where such extra sensors are not present or too expensive
to include. In addition to this, the proposed methods in this paper can also be
used with arbitrary shaped zones and not just zones defined by a distance to a
specific point.

Thus, in comparison to existing infrastructure-based solutions the proposed
approach represents an improvement, because it enables efficient tracking and
accurate zone detection based on RSS measurements only.

5.2 Infrastructure-Less

Most infrastructure-less systems are based on protocols which are more energy-
efficient than for instance IEEE 802.11, such as IEEE 802.15.4 or communication
over the 433/916 MHz bands reserved for telemetry. In [19] a system is presented
which senses the proximity of a mobile node to static beacon nodes which output
their id and position. The position of the mobile node is then estimated by finding
the centroid of the positions of the proximate beacon nodes. A system that
proposes methods for infrastructure-less localization inspired by infrastructure-
based techniques is MoteTrack [9]. The system consists of a number of wireless
sensor network nodes where some have the role as static beacon nodes and other
are mobile nodes which the system should locate. The system is based on location
fingerprinting using RSS to the static beacon nodes. The fingerprints are stored
distributely over the static beacon nodes and provided to the mobile nodes when
in proximity. The system’s method for location estimation is based on weighted
nearest fingerprints based on the Manhattan distance instead of the Euclidian
distance to lower computation needs. The computing of the location estimates
can be carried out by either the mobile nodes or the beacon nodes, depending
on which of the proposed sharing techniques is used. These systems are related
to the proposed methods in terms of how they achieve energy-efficiency and do
decentralized estimation. However, because all such systems assume that there is
no infrastructure, they do not address how to combine decentralized estimation
with the capabilities of infrastructure-based solutions.

6 Conclusion and Further Work

The paper proposed the novel approach of zone-based RSS reporting for loca-
tion fingerprinting, where the terminal is dynamically configured with RSS-based
representations of geographical update zones. Only when the terminal detects
a match to the RSS patterns, it reports its measurements to the server. Sev-
eral methods for realizing zone-based RSS reporting were proposed and pro-
foundly compared. As it turned out, an adaption of classical Bayes estimation
is a promising approach, which, in comparison to the assumed reference system,
strongly reduces message overhead while yielding a high accuracy and respon-
siveness. Given the mechanisms described in this paper, existing approaches for
efficiently realizing proactive LBSs – which, so far, assume terminal-based po-
sitioning like GPS – can be easily applied to LF systems. This concerns not
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only single-target LBSs, but also proactive multi-target LBSs, compare [4]. Two
further issues subject to future work are discussed in the following.

First, with some technologies, such as IEEE 802.11, already the RSS scanning
is rather resource consuming, which makes it desirable to minimize the needed
scans. One possible method, which, however, only applies to big zones, is to
subdivide a zone in a way that in the central part of it a long scanning interval is
used, while short intervals are applied at the borders of the zone. Another method
is using an moving-versus-still estimator based on RSS measurements, such as
the one proposed in [16], to estimate whether the terminal is moving or not, and
then adapt the scanning intervals to this information. However, the proposed
estimator is rather expensive in terms of needed samples and computations, so
a scaled-down version would have to be developed.

A second issue this work has not addressed is how the building layout in terms
of floors affects the detection methods. LF techniques evaluated for both GSM
and 802.11 in [15] have shown good performance, at least in office-like buildings,
for estimating the floor level. So, at least for the Manhattan distance detector
and the Bayes estimator, floor errors should not be a major issue. The presented
detectors also allow zones to be defined over several floors.
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Abstract. While commercial solutions for precise indoor positioning exist, they 
are costly and require installation of additional infrastructure, which limits op-
portunities for widespread adoption. Inspired by robotics techniques of Simul-
taneous Localization and Mapping (SLAM) and computer vision approaches 
using structured light patterns, we propose a self-contained solution to precise 
indoor positioning that requires no additional environmental infrastructure. 
Evaluation of our prototype, called TrackSense, indicates that such a system can 
deliver up to 4 cm accuracy with 3 cm precision in rooms up to five meters 
squared, as well as 2 degree accuracy and 1 degree precision on orientation. We 
explain the design and performance characteristics of our prototype and demon-
strate a feasible miniaturization that supports applications that require a single 
device localizing itself in a space. We also discuss extensions to locate multiple 
devices and limitations of this approach. 

1   Introduction and Motivation 

We introduce a solution to indoor localization, TrackSense, that requires no additional 
infrastructure in the environment and provides 3D positioning and orientation data 
that performs well against existing research and commercial solutions. Although we 
have seen great progress toward the goal of indoor localization, almost all of the solu-
tions that offer precise (few centimeter) indoor localization have been limited to tech-
niques that require the introduction of new infrastructure to the physical space (e.g. 
cameras or beacons). These solutions are often costly and typically require time-
consuming installations, and it is not easy to move the instrumentation from one space 
to another. Although existing commercial positioning systems are adequate for proto-
typing user experiences, their ultimate success relies on a localization approach that is 
inexpensive and easily deployed. TrackSense is appropriate for situations where the 
localized device has a clear view of the walls and ceilings. By centralizing all compu-
tation to a single, small device, we reduce cost and substantially increase the number 
of places the localized device can be used. 
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In addition to the inherent technical challenges, there are several motivating applica-
tions in which a single computational device benefits from precise location. Patel et al. 
demonstrate a see-through augmented reality, handheld device capable of performing 
precise at-a-distance interaction [20]. Their iCam device provided simple authoring and 
retrieval of digital content attached to physical objects, as well as manipulation of digital 
content in an augmented reality game. The iCam relied on a commercial ultra-wideband 
positioning system for localizing the handheld. Cao and Balakrishnan demonstrated the 
use of a handheld projector for viewing and interacting with multiple dynamically de-
fined information spaces projected in the physical space [5]. Their application used a 
commercial camera-based motion capture system to determine the pose and position of 
the projector. In addition to these research prototypes, many examples of augmented 
reality rely on precise tracking of an object (such as an individual’s head) and these 
applications would be improved by any solution that would speed deployment in multi-
ple spaces.  

TrackSense determines its distance and orientation to fixed large planes in a space 
(i.e., walls and ceilings) and uses that information to calculate its 3D position and 
pose in the room. Inspired by robotics localization and camera-projector research, our 
solution uses a camera to locate and track a grid pattern projected onto surfaces in the 
camera’s field of view. This solution is more accurate and reliable than standard com-
puter vision feature extraction techniques, because the exact feature (the grid pattern) 
is known and ever-present in the camera’s view. It also provides a useful complement 
to traditional stereo vision, which does not perform well on plain surfaces. In addi-
tion, our technique provides information regarding its pose that is not available with 
standard ultrasonic or laser range finding solutions. Combining our solution with less 
precise room-level positioning systems we can provide localization within an entire 
world coordinate frame. Our current prototype is bulky and only demonstrates local-
ization of a subsection of any given room. However, we also describe a miniaturized 
system that can be extended to an entire room. 

2   Related Work 

Indoor location technologies have been a long-studied topic in pervasive and ubiqui-
tous computing. Hightower and Borriello provide an overview of the various location 
technologies and techniques [14]. The two basic approaches are to build the entire  
infrastructure from the ground up (e.g., Ultra-wideband [35], ActiveBadge [37], 
Cricket [25], Vicon [36], NorthStar [21] and Active Bat[1]) or to leverage existing 
infrastructure that can yield localization, either through triangulation or fingerprinting 
(e.g., 802.11 work such as RADAR [2] and Place Lab[15], GSM Cell Towers [22], 
Bluetooth [19], and powerlines [24]). Typically, solutions that offer precise indoor 
localization of a few centimeters use the first approach of installing new environ-
mental infrastructure that is both expensive and hard to move, thus limiting location-
based applications to a few highly specialized environments. Although researchers are 
exploring ways to leverage existing public infrastructure, the solutions are currently 
limited to resolutions of a few meters (room-level). 

The robotics community has a long history of exploring ways to localize autono-
mous robots without having to install custom infrastructure or gather a priori  
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topological knowledge of the environment. Researchers have extensively studied the 
use of highly precise laser or ultrasonic range finders to automatically construct a 
feature map of the environment and then later consult it for localization [9, 18, 34]. 
This class of techniques is called Simultaneous Localization and Mapping (SLAM). A 
visual variant of SLAM, visual SLAM (vSLAM), builds a map entirely using vision 
[7, 30]. SLAM solutions typically employ various statistical and probabilistic models 
for localization. In addition, SLAM is a recursive process that evolves over time to 
improve accuracy and address changes in the environment. Although inspired by 
robotics, our solution does not rely on a statistical model or the construction of a 
complete map of the environment.  

Vision-based techniques extract features from the physical environment, such as 
detecting planar surfaces for 3D model extraction [3, 6, 8, 17, 27, 33]. One limitation 
of purely vision-based techniques is the requirement of easily discernible and static 
features in the environment. Features many not always be available, such as on single-
colored or plain walls. Additionally, lighting conditions may change the way features 
appear at different times. In our solution, the features (projected grid) are placed arti-
ficially in the environment to ease feature extraction. Our solution works best on the 
plain surfaces on which other computer vision approaches such as stereo vision fail. 
However, stereo vision techniques would be complimentary when the device is used 
in more textured spaces. 

Our approach with TrackSense is similar to previous vision work using structured 
light to extract physical feature information from an object, which use projected 
coded patterns of light at an object to extract the 3D features of that object [3, 29]. 
Other research has used the detection of structured light on a planar surface to auto-
mate projector calibration [31, 32]. These solutions temporally encode different struc-
tured light patterns; we focus on a static pattern produced by a laser to ensure a small, 
low-cost solid-state solution. 

Finally, augmented reality researchers have explored using fiducials (such as bar-
codes or 2-dimensional glyphs) to determine distance and pose to labeled objects and 
surfaces [12, 28]. However, large glyphs are needed for long distances and a number 
of them must be placed in the environment to cover a large space. In addition, glyphs 
are not always aesthetically pleasing unless they are blended with the décor of the 
environment. Our approach can be made invisible to the user by using infrared lasers. 

3   System and Implementation Details 

TrackSense projects a grid pattern into the environment to locate planes (walls) and 
intersections (corners). By detecting three orthogonal planes (two walls and a ceiling 
or floor), the system can recover its position and orientation with respect to that cor-
ner. By using a 3-axis accelerometer and magnetometer (compass), the unit can de-
termine which corner of a room it is looking at, and hence, its position and orientation 
with respect to the room’s coordinate frame. Practically, several TrackSense units  
(2-5) angled in different directions can cooperatively identify three planes within their 
combined views. This section discusses the implementation of a single TrackSense 
unit and how it obtains distance and orientation measurements from one or more 
planes it observes in the environment. 
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Fig. 1. Left: Operating TrackSense prototype and its components. Right: A miniaturized design 
prototype with laser diode, camera, and 400 MHz GumStix computer. 

3.1   Hardware 

TrackSense has a grid projector and a camera (see Figure 1). We used a 2000 Lumen 
DLP projector, which simulates a grid projecting laser diode. We used a projector to 
allow for easy prototyping of different sizes and shapes of projected grids. In an ac-
tual engineered solution, the relatively large desktop projector would be replaced with 
a single laser diode and grid diffraction lens, possibly projecting infrared light to 
make the system's operation imperceptible. For our prototype camera, we used a 
Logitech QuickCam Pro 4000 USB webcam with VGA (640x480) resolution. Our 
prototype system also had a custom-built magnetometer for a cost of $50 USD with a 
resolution of about 2°. In an actual system, several TrackSense units would share a 3-
axis accelerometer and magnetometer. For prototyping, these components were con-
nected to a desktop PC running our software, which was written in C++ using Intel's 
OpenCV and the VXL computer vision libraries. 
 
Projected Grid & Camera Calibration  
As with all stereo vision devices, for a TrackSense unit to operate correctly, the grid 
projector and camera must be calibrated, both with respect to each other and with 
respect to a ground truth or world coordinate system. By using point correspondences 
between the grid projector and the camera using a known calibration rig, we can find 
the Fundamental matrix, F that encodes the relationship between the grid projector 
and the camera. The Fundamental matrix is defined by the equation x’T Fx = 0 for any 
pair of matching points x ↔ x’ in two images. In other words, if two points x and x’ 
correspond, the equation described above evaluates to 0. Note that mathematically, 
the grid projector is assumed to be a second camera, with grid line intersections at 
specific points in the virtual grid “image.” We use F to help determine point corre-
spondences as described in Section 3.2.3. By using known world coordinate points on 
our calibration rig, we can also calculate the projective matrices, P and P`, between 
the world coordinate system and the camera and virtual grid “camera” that is used to 
determine the location of detected points with respect to the TrackSense unit. We 
computed this standard multiple-view calibration with a custom rig using the calibra-
tion routines from OpenCV [13]. In actual operation, this calibration would be per-
formed a single time at the time of manufacture. 
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3.2   System Operation 

As the grid is projected onto and reflected from objects in the environment such as the 
ceiling and walls, the camera detects the lines using a custom edge detection algo-
rithm, Using these detected lines, we can find the location of each grid intersection 
point. Because we are integrating data from hundreds of pixels for each line, we can 
develop a mathematical model of the line that is more accurate than any single pixel. 
Hence, we can measure locations of intersection points with sub-pixel accuracy. By 
triangulation (using the same math as standard stereo vision), we can find the distance 
and orientation to each point relative to the camera. Using multiple points, we can 
detect planes and corners where multiple planes meet. From this, we can recover the 
orientation and position of the TrackSense unit with respect to the corner. If we use a 
3-axis accelerometer and magnetometer to determine which corner we are observing, 
we can locate the TrackSense unit within the room. Furthermore, if we already can 
identify the room using a less accurate positioning system, such as GSM fingerprint-
ing [22], the within room position translates to an accurate world position. In this 
section, we describe elements of this procedure in more detail. 

3.2.1   Line Detection 
To determine where the grid intersection points occur in the camera image, our sys-
tem must first detect the projected lines from a potentially noisy image. Using a stan-
dard Canny edge detection algorithm would detect the grid, but it would also detect 
many other lines in the image (i.e., edges of windows, picture frames, desks, pencils, 
etc). One way to enhance the detection of the projected grid would be to take pairs of 
images, one with the grid turned off, and one with it turned on, and then subtract them 
to obtain the location of only the grid. However, this reduces the frame rate of the 
system by one-half, requires precise synchronization between the grid projector and 
camera, and assumes that the system is not in motion between subsequent frames. 
Custom hardware operating at extremely high frame rates where these assumptions 
may be valid could make use of this subtraction technique to greatly simplify the line 
detection algorithm. 

However, our prototype uses a web cam with limited frame rate and no synchroni-
zation to the grid projector. We also wanted our system to operate while in motion 
and be able to provide a new orientation and position with every camera image. To 
enable this, we developed an enhanced edge-finding algorithm that detects projected 
grid lines while ignoring many environmental lines. Figure 2 (center) shows results 
obtained using a standard implementation of the Canny edge detection algorithm [4]. 
The Canny algorithm looks for gradients in the image, detecting lines for both low-to-
high and high-to-low transitions. Naturally occurring lines in the environment (i.e., 
from a corner or edge) typically only have one of these gradients, either increasing or 
decreasing, as the edge typically separates objects of different reflectance levels. 
However, projected lines are typically brighter than the objects they fall upon, leading 
to both a rising and falling gradient on either side of the line. As shown in Figure 2: 

1. For our single luminous projected line, two edges are detected: One for the in-
creasing gradient and one for the decreasing gradient. 

2. Each edge of the black square (upper left) results in exactly one detected edge. 
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We can obtain better results by modifying a gradient-based edge detection algo-
rithm so that a positive gradient followed by a negative gradient of similar magnitude 
is used to detect a line. This leads to a zero-crossing edge detection algorithm that 
uses the 1st derivative instead of the 2nd derivative. Figure 2 shows the result of such 
an algorithm. This helps reduce both the ambiguity problem and the false positives. 

                                   

Fig. 2. Left: A line projected onto a wall and a black square representing an object in the envi-
ronment. Middle: Results obtained applying Canny edge detection to the image on the left. 
Right: Result obtained applying the gradient based edge detection algorithm we developed. 

                   

Fig. 3. Left: Zoomed in image of two intersecting lines. Right: The same lines from the left 
superimposed with lines detected by our line finding algorithm. 

3.2.2    Intersection Points 
Using the edges detected from the projected grid, a Hough transform can determine 
the parameters of each line [11]. By mathematically determining the intersection point 
of each pair of lines, we obtain the position of these points with sub-pixel accuracy. 
Figure 3 shows an intersection of two projected lines in our camera view, and an 
overlay of the detected lines (blue) and intersection point (center red dot). Our proto-
type used a grid of 9 vertical lines and 7 horizontal lines, which corresponded to our 
4:3 aspect ratio camera, giving a maximum of 63 detectable points. 

3.2.3   Point Correspondences and 3D Reconstruction 
An important step of reconstruction is the correct identification of point correspon-
dences between two views. To determine the orientation and distance to any point in 
the environment, a stereo rig must identify where that point appears in both camera 
views. Traditional stereo vision algorithms [11] rely on distinctive textures in the pair 
of images to determine which points from the left camera image corresponds to a 
particular point in the right camera image. However, we are unable to use a similar 
method for two reasons. First, our system needs to be able to work on plain walls 
without features, which lack the texture that traditional stereo vision algorithms rely 
upon. Second, we are using a projector as a virtual “camera”. The advantage of the 
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projector is that our system will work on walls without texture by projecting its own 
features, but the disadvantage is that the grid is regular and each intersection point 
looks very much like all the others.1 

Given a grid intersection point in the projector “view”, the correct corresponding 
point in the camera view must to be found. In order to reduce the search space for this 
point the epipolar constraint from the Fundamental matrix is applied [13]. Figure 4 
shows epipolar lines for our prototype in which the camera and grid projector were 
mounted horizontally.  

To determine point correspondences we use a cost function that is the sum of the 
squared distance to the epipolar line and the position of that point in the previous image 
(timestep t-1). Using these cost functions, the Hungarian algorithm [16, 20] minimizes 
the total cost and produces the best match in correspondences between the grid intersec-
tions and the detected line intersections in the camera image. In some cases, intersection 
points may be missing from the camera image. For example, lying on a dark or textured 
object or falling outside the view of the camera would prevent detection by the edge and 
line finding algorithms. To prevent errors in these cases, the cost for questionable points 
are set to infinite cost (allowing the Hungarian algorithm to skip that point) if the dis-
tance to the epipolar line was greater than a pre-set threshold.  

Once point correspondences are known, the projective matrices, P and P` obtained 
in the initial system calibration are used to calculate the 3D position of the point. 
Linear triangulation is used to obtain the desired 3D position of a point. More details 
of the linear triangulation approach, along with methods for improving its accuracy 
can be found in [13].  

            

Fig. 4. Left: A projected grid. The yellow dots show points of intersecting lines. Right: Left 
image superimposed with epipolar lines. 

3.2.4   Identifying Planes  
A TrackSense unit models walls, ceilings or floors as large planes. After triangulation, 
we have data points that may represent points on the surface of planes, or may be 
noise, either from random objects in the environment or measurement errors. In order 
to develop a robust algorithm that can detect planes correctly, several issues arise. 

                                                           
1 As our prototype uses a data-projector to simulate a laser-grid, we could have used textured 

patterns (as used in 3D reconstruction using structured light [3, 29]). To work with very small 
and inexpensive laser diodes, we limited the output of the projector to a uniform static image. 
With custom diffraction lenses on a laser diode it would be possible to produce a laser pattern 
that, while static, would not be regular, allowing for easier calculation of point correspondences.  
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• The exact number of planes in each frame is unknown. Because each TrackSense 
unit has a finite field of view and operating range, we do not expect to detect more 
than a maximum of 3 planes of usable size (a corner of two walls and a ceiling or 
floor). 

• It is not known which points lie on the surface of the same plane and form a 
group. 

• A significant amount of points represent noise and have to be classified as outliers 
so they do not affect the correct computation of a plane.  

Our approach uses the RANSAC (RANdom Sample Consensus) algorithm [10]. 
First, three  points which specify a plane are randomly selected, and every remaining 
point is tested to see if it is close to the candidate plane. We have found that a thresh-
old of 3 cm includes most valid points while eliminating most outliers. After selecting 
many possible random planes, the one with the largest group of supporting points is 
chosen. The valid points are then used to compute a least mean square solution for the 
actual position and orientation of the plane, resulting in better accuracy than any of 
our single point measurements. Planes without enough supporting points are dis-
carded. The algorithm terminates with failure to detect a plane. Otherwise the previ-
ous steps are repeated in order to find the next plane. We have found that with a 7 by 
9 grid (63 total points) a threshold of 18 points generally indicates that a valid wall, 
floor, or ceiling plane has been found. Figure 5 shows a point cloud representing 
points on the surface of two walls of a corner (left), and the planes that have been 
fitted to the points using the approach described above (right). Once the four parame-
ters characterizing each plane have been determined, the distance from the Track-
Sense unit to the plane can be determined geometrically. 
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Fig. 5. Left: Point cloud from a two wall corner. Right: Point cloud plus the fitted planes. 

3.2.5   Determining Position and Orientation 
Depending on the number of walls, we discuss the different strategies for determining 
the position and orientation of the device. 

One Wall: A TrackSense unit that can observe a wall can determine its orientation 
with respect to that wall, and distance from the wall. With a single wall in view it can 
act as an enhanced ultrasonic tape measure, being able to calculate the direct distance 
from the unit to the closest point on the wall. Unlike an ultrasonic tape measure, the 
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TrackSense unit does not have to be pointed directly at the closest point on the wall to 
make this measurement, as it also knows the orientation of the wall. 

Two Walls: By observing two orthogonal walls, a TrackSense unit is able to determine 
its (X,Y) position with respect to the corner. If it makes the assumption that the two 
walls are vertical (at 90 degrees to the ground plane) the TrackSense unit can determine 
its own orientation with respect to the ground plane. Note that the two walls do NOT 
have to form a 90 degree angle with each other, only with the ground plane. 

By making use of a magnetometer a TrackSense unit can determine its global bear-
ing, and determine which corner of the room it is observing, which leads to a global 
(X,Y) position within the room. Also note that if the room has a different angle at 
each corner (as opposed to the standard 90 degree corner) the TrackSense unit can 
measure the angle between each set of two walls and use that to “fingerprint” the 
corner that it is looking at. Although two walls do not provide a Z (or height) meas-
urement, if the unit is held at a consistent height, or mounted on a mobile base the Z 
component may be stable. While an ultrasonic transducer could be used pointing 
towards the ground or ceiling to provide an estimate of Z, we recommend the use of a 

second TrackSense unit for redundancy. 

Three Walls / Corner: By observing three orthogonal planes (such as the intersection 
of two walls and the ceiling or floor) a TrackSense unit can determine its full 6 degree 
of freedom position and orientation with respect to the corner. If it can identify the 
corner, it can also obtain its global position and orientation within the room. Note that 
our prototype only has enough resolution and field of view to accurately detect two 
planes simultaneously. Hence, the analysis in Section 4.2.2 assumes a constant Z 
value (the unit sat on a wheeled platform). We expect in actual operation, 2-5 Track-
Sense units would operate on the same rigid body. Even if three TrackSense units 
could each only detect a single unique plane, the combination of distance and orienta-
tion data from each TrackSense unit would be equivalent to a single “super Track-
Sense” observing the three planes directly. 

3.2.6   Adding a Magnetometer and Accelerometers 
The previous analysis assumes that the TrackSense unit is somewhat vertical. If it is 
held upside down, its yaw, pitch, and roll measurements will be incorrect by 180 
degrees, and if held sideways it will mistake the floor and ceiling for walls and visa 
versa. If the TrackSense unit will be held generally level (within 30 degrees), the use 
of accelerometer data is not strictly necessary for satisfactory operation. However, 
most solid state magnetometers integrate a 3 axis accelerometer (and 2 orthogonal 
magnetometers) to ensure that the compass bearing is accurate even if the unit is 
tilted. By using data from a 3 axis accelerometers we can enhance the TrackSense unit 
in two ways:  

• By detecting the 1G acceleration of gravity and magnetic north the unit can oper-
ate in any orientation and provide correct yaw, pitch, and roll data (Excepting 
zero-gravity environments). 

• The data from inexpensive accelerometers (with fast update rates, but moderate 
drift) can be used to provide updated position and orientation data between camera 
frames or while the cameras do not have a view of enough planes to obtain full 6 
DOF data. 
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4   Performance Evaluation 

We conducted four experiments to determine the accuracy and precision of the sys-
tem’s position and orientation measurements. The first two involved measuring the 
distance and orientation with respect to a single wall or plane. The third measured the 
ability of a single TrackSense unit to measure the angle between two walls or planes. 
The fourth experiment used the distance and orientation to the intersection of two 
walls to measure the (2D) location of the TrackSense unit in a room. These tests allow 
us to report on the overall positioning and orientation accuracy of our prototype and 
predict the accuracy and precision of a system using multiple TrackSense units to 
position and orient itself within a room.  For accuracy, we report the difference be-
tween the system’s determination of its location and the measured ground truth.  For 
precision, we show the smallest discernable position unit by observing the variations 
of the system’s reported position at specific locations.  

4.1   Distance and Orientation to a Single Wall 

Figure 6 (left) shows the single wall experimental setup. At each test point 300 con-
secutive samples were taken. In the two experiments, we varied the prototype’s  
distance and angle to the wall while keeping lighting constant at normal office illumi-
nation levels. 

        

Fig. 6. Left: Experiment set-up for one wall experiment with projected grid. Right: Two wall 
experiment setup with projected grid. In both experiments, the apparatus was at a fixed height.  

4.1.1   Distance 
In this experiment, the apparatus was pointed straight towards one wall and the perpen-
dicular distance was measured as the ground truth. We took measurements at nine points 
ranging from 75cm to 325cm from the wall. The TrackSense prototype has a minimum 
range slightly under 75cm (due to geometric constraints), and the optimal working range 
extends to 275cm, although less accurate results can be obtained up to 350cm.  

The accuracy of the system is shown in Figure 7. The straight blue line represents the 
result of a least mean square linear regression for the sample points. The distance be-
tween the measured and the actual data closely follows a linear function (y=ax+b). This 
systematic error comes from the fact the lines from the projector increase in thickness as 
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the apparatus is moved farther back, thus shifting the detected lines farther to the left. 
Using a true laser grid would mitigate this problem substantially, although there would 
still be a slight systematic error. However, because the system error is linear, a correc-
tion factor can be applied at the factory to improve the overall accuracy. This correction 
factor is a simple offset value learned through experimentation. When we applied the 
linear correction factor, our corrected accuracy was between 3-4 cm. 

Within the working range, the precision is on average 2 cm (see Figure 7). The re-
sults indicate that the standard deviation increases quadratically with increasing dis-
tance from the wall. As the area imaged by our camera increases with the square of 
the distance, this curve corresponds to the expected reduction in sensor resolution 
with respect to wall area. 

Precision decreases drastically near 3 meters. Several factors cause the system per-
formance to begin degrading at this point. As the distance from the TrackSense unit to 
the wall is increased, the intensity and size of the projected lines in the camera image 
is reduced until the edge detection algorithm can no longer successfully identify all 
lines. With fewer lines, fewer points are detected, and more incorrect point corre-
spondences are made, leading to more outliers for the RANSAC algorithm. Increasing 
the resolution of the camera and using a brighter laser grid projector would increase 
the effective working range. 

Fig. 7. Accuracy (left) and precision (right) of distance facing a single wall 

  

Fig. 8. Accuracy (left) and precision (right) for angle measurement towards one wall 
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4.1.2   Orientation 
We also characterized the system’s ability to determine its orientation with respect to 
a single wall or plane. We measured the angle between the prototype and a wall at six 
different angles: 0,10,20,30,40 & 45 degrees. At each position, 300 samples were 
collected to calculate the device's precision. The TrackSense prototype was located 
120 cm from the wall, and swiveled from 0 degrees (directly facing the wall) to 40 
degrees in 10 degree increments, and a final measurement was taken at 45 degrees. 
Beyond the 45 degree angle we expect the TrackSense unit would have a less acute 
angle to an adjacent wall. 

Over the tested 0 – 45° range, the TrackSense prototype has an accuracy of  2° or 
better and has a precision of  1° or better (see Figure 8). We attribute the slight de-
crease in precision and accuracy as the angle increases to the smaller surface area that 
is visible to the camera as the incident angle is increased. We did not measure angles 
beyond 45 degrees because in standard operation we expect the TrackSense unit to 
have a view to an adjacent wall with a less-acute angle. 

4.2   Two Wall Experiments 

We investigated using our prototype to measure the angle between two walls, as well 
as using the distance and orientation from a known corner to measure the (X,Y) loca-
tion of our prototype within a room (see Figure 6). All measurements were taken with 
the grid centered horizontally in the corner and the TrackSense unit directly facing the 
corner. 

4.2.1   Angle Between Two Walls 
The ability to calculate the angle between intersecting planes is important in recog-
nizing unique corners (e.g., an odd shaped room where each corner has a different 
angle). For the two wall angle experiment, a movable surface against the corner of a 
room approximated a second wall, and measurements were taken at three different 
angles at 90°, 67.5° and 45° as measured with a protractor. The accuracy of angle 
measurements is shown numerically in Table 1. TrackSense provides accuracy of 
better than 2°. The accuracy degrades as the angle gets narrower. As the angle be-
tween the walls decrease, the angle from each wall to the TrackSense unit increases 
causing an increase in error similar to that seen in Section 4.1.2. The precision of 
the system remains relatively constant (around 1°) despite the angle of the walls. 

Table 1. Accuracy of angle measurements between two walls 

Ground 
truth 

Measured 
angle (Mean) 

Difference 
(Error) 

Standard 
Deviation 

90.00° 90.08° 0.08° 1.70 
67.50° 69.09° 1.59° 1.83 
45.00° 43.06° 1.94° 1.25 
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4.2.2   Location Within a Room 
By observing a corner, our prototype measures the distance to two walls and can pro-
duce an (X,Y) location within a room. Using a fixed height, and keeping the Track-
Sense grid projector and camera pointing towards a known corner, measurements 
were taken from a total of 25 positions equally spaced on a grid covering an area of 
approximately 2.0m x 3.0m. We took 300 samples at each location with standard 
office lighting conditions. 

Figure 9 shows the raw data results of the two wall position experiment. Through-
out the experiment, we pointed the apparatus toward the lower left corner of the room 
(the corner at the origin of the coordinate frame). This raw data has an average accu-
racy of only 29.0cm. When we apply the linear correction factor discussed in Section 
4.1.1, the average accuracy of all 25 data points is increased to 17.3cm. If we look at 
only the 9 points closest to the corner (grid size of 1.2m x 1.2m), our corrected accu-
racy is 9.53cm. 

To calculate the precision, we first computed the variances of the detected X and Y 
values. var(X) and var(Y) are the squared mean distances of X and Y from the mean. 
Because the data is in a Cartesian coordinate frame, the Euclidean distance can be 
applied, and the average distance of all samples from their mean is  

std( X ,Y ) var( X ) var(Y )= +
. 

Within a working range of 2m x 3m the precision of the system is at most 15.8cm 
(approximately 3 cm – 4cm in each direction) for 90% of the readings (see Figure 9). 
The device performs the best when it is close to at least one wall when pointed at a 
corner. The reason for the less accurate results when compared to the single wall 
experiment is that fewer points were being used to define each plane, as the grid  
pattern is distributed across two different walls. An accuracy of 10 to 17cm with 
15cm of precision is still significantly better than other indoor location systems that 
 

   

Fig. 9. Two wall experiment. Left: Each dot represents a single data sample. Dots of the same 
color belong to the same position data set and black crosshairs show mean values. Right: Up 
front view of interpolated standard deviation of the two wall readings. 
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do not require the deployment of infrastructure. By using multiple TrackSense units, 
each plane in the room would be illuminated by more feature points. This would in-
crease the total accuracy and precision, approaching the performance of the single-
wall experiments. 

5   Miniaturization and Addressing Limitations 

In this section, we discuss miniaturizing this system and present two realistic proto-
types: a handheld device and a head-mounted unit. We also discuss the limitations of 
the current prototype and show how we would extend the system to cover an entire 
room. Finally, we consider some limitations that are beyond simple engineering con-
siderations. 

   

Fig. 10. Headset and handheld with active components on miniaturized TrackSense units 

5.1   Miniaturization and Improvements 

Our system is composed of relatively simple parts. We chose to use a projector in our 
prototype because it gave us the flexibility to experiment with various patterns 
quickly. Because the projected pattern is static, we can replace the projector with  
an infrared grid laser diode. The infrared diode would eliminate the visible patterns 
and increase the range because it is brighter. We would replace the camera with a 
smaller, black-and-white camera with an infrared pass filter and could place multiple 
laser/camera units on the localized device as a result of the miniaturization (see  
Figures 1 and 10). Theoretically, a single TrackSense unit with a wide enough field of 
view could always have at least one corner in its field of view, permanently maintain-
ing a position and orientation fix. Practically, we expect several TrackSense units 
angled in different directions to cooperatively identify three planes within their com-
bined views, interpolate the location of the (possibly non-observed) corner, and de-
termine their location and orientation regardless of their platform's motion. For the 
handheld unit (see Figure 10), we placed two TrackSense units facing forwards and 
angled 45 degrees away from center. This configuration ensures that two walls are 
detected at any given time for proper localization within the entire room. A third cam-
era facing up or down enables full 3D positioning. Another strategy is to slightly 
angle the two front facing units up to capture the wall and ceiling corners, eliminating 
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the need for the third. However, this solution would also limit how much the user can 
tilt the handheld forward. 

On a head-mounted device (see Figure 10), we can place four units looking at 90 
degree intervals. The units could be angled slightly upwards for full 3D positioning or 
a fifth could be added pointing vertically. The advantage of the head mounted unit is 
that more units can be installed facing in opposite directions, which would result in 
better precision in a larger room. As we saw in the results, the farther the device is 
from a wall, the lower the precision and accuracy. Since the head mounted device has 
a full view in all directions, the system can select the closest walls to offer the best 
results. 

5.2   Limitations 

There are still several limitations of our approach worthy of further examination. The 
current solution only supports one device in a room at a time. This might be accept-
able for some applications, but not for multiplayer games or collaborative applica-
tions. One solution is to synchronize the devices and have them alternately flash their 
patterns. Since the devices know their position within the room, the devices can turn 
off certain parts of the grid to avoid interfering with another device. 

An important limitation to our approach is the need for walls in the space. The wall 
has to be free of major obstructions and large windows. In our experience, posters and 
other flat objects do not cause major problems, and our implementation can detect 
outliers. However, many raised objects on the wall cause the system to incorrectly 
identify the plane. The current technique also assumes a flat surface with little to no 
curvature, limiting the types of rooms that are appropriate. However, our intent with 
this device is to enable applications where a user would already want to interact with 
multiple large surfaces that are relatively plain in the first place [5]. If the intent is to 
extend our solution to more complex spaces we can incorporate stereo vision tech-
niques that work well in cluttered environments and use both approaches in a com-
plementary fashion.  

Some dark wall colors cause problems for detecting the grid. Very bright lighting 
conditions (i.e., near a window during the day) can make the projected lines too faint. 
However, most artificial lighting from standard fluorescent and incandescent lights 
does not cause major problems with detection. Another concern is very tall ceilings, 
in which case the units would have to be oriented to detect walls and floor corners. To 
obtain three dimensions, we must select a unit to face downwards. The detector cam-
era resolution also limits how far a unit can be from a wall, thus limiting the working 
range in a room. Our experimental prototype was limited to a room approximately 5m 
x 5m in size. A higher resolution camera and the use of a laser grid would improve 
those limits. 

6   Conclusion 

We presented TrackSense, a localization system that requires no additional infrastruc-
ture in the environment and provides 3D positioning and orientation data that  
compares favorably against existing solutions. Inspired by robotics localization and 
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camera-projector calibration techniques, our solution uses a camera to locate and 
track a grid pattern projected onto surfaces in the camera’s field of view to determine 
its distance and orientation to multiple fixed large planes in a space (i.e., walls and 
ceilings). A system of TrackSense units can obtain up to 4 cm accuracy with 3 cm 
precision in rooms up to 5 square meters, as well as 2 degree accuracy and 1 degree 
precision on orientation. The relatively simple hardware used in its implementation 
makes miniaturization possible. 

TrackSense provides localization within a room, but combining it with a room-
level localization system, such as WiFi or GSM fingerprinting, can provide localiza-
tion within a global coordinate frame.  In addition, our solution provides a useful 
complement to traditional stereo vision techniques, which do not perform well on 
plain surfaces. The addition of another camera would provide localization within both 
a cluttered and uncluttered environment, thus extending the capabilities of the device 
further. 
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Abstract. Locating physical items is a highly relevant application addressed by
numerous systems. Many of these systems share the drawback that costly in-
frastructure must be installed before a significant physical area can be covered,
that is, before these systems may be used in practice. In this paper, we build on
the ubiquitous infrastructure provided by the mobile phone network to design a
wide-area system for locating objects. Sensor-equipped mobile phones, naturally
omnipresent in populated environments, are the main elements of our system.
They are used to distribute search queries and to report an object’s location. We
present the design of our object search system together with a set of simple heuris-
tics which can be used for efficient object search. Moreover, such a system can
only be successfully deployed if environment conditions (such as the participant
density and their mobility) and system settings (such as number of queried sen-
sors) allow to find an object quickly and efficiently. We therefore demonstrate the
practicability of our system and obtain suitable system parameters for its execu-
tion in a series of simulations. Further, we use a real-world experiment to validate
the obtained simulation results.

1 Introduction

To be able to locate everyday objects at the touch of a button is a promising application
of ubiquitous computing. However, most systems which can be used for this purpose
require an expensive infrastructure for sensing objects, for example, using Radio Fre-
quency Identification (RFID) readers installed in the environment [1, 2, 3]. Their de-
pendency on infrastructure precludes such systems from being used for locating objects
in areas larger than confined indoor environments, particularly because of the costs in-
volved in adding infrastructure to a significant fraction of the world, i.e., the space in
which objects can be placed.

In this paper, we describe an object localization system based on mobile phones. Mo-
bile phones combine two very useful features: They are omnipresent in environments
in which users live and are at the same time inter-connected by a homogeneous world-
wide infrastructure. Given that important objects can be augmented with an electronic
tag such that they can be detected when brought into the vicinity of a mobile phone,
many new applications become possible revolving around managing, monitoring, or
locating one’s everyday items.

Various technologies could be employed for object tagging and sensing objects
within a short range of the mobile phone. For example, RFID tags are expected to be
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(a) (b) (c) (d)

Fig. 1. User issues an object search query

attached to various consumer products in the near future as they may realize significant
cost savings in stock and supply chain management. In particular, passive UHF RFID
technology or active tags with a small autonomous power source [4] are expected to
provide reading ranges of a couple of meters even with small reader modules. If im-
proved variants of today’s handheld RFID readers were integrated into mobile phones,
a ubiquitous system could be deployed within a few years using the short innovation cy-
cle established through mobile phone sales. In addition to RFID, other upcoming radio
communication technologies, some even compatible with the phone’s Bluetooth capa-
bility, could be used to identify objects in the phone’s physical proximity in a similar
way. If small, inexpensive Bluetooth-discoverable tags [5] can be built (in fact our pro-
totype relies on battery-powered BTnodes [6]), a ubiquitous object sensing infrastruc-
ture is already in place today.

Note that each tagging technology defines a certain trade-off between tag costs,
achievable identification range, and costs of reader hardware. Irrespective of the em-
ployed technology, we assume that object sensors can be integrated into mobile phones,
as it has already been done with Bluetooth or NFC today. On a campus, in an office
building, or, generally, any relatively dense urban environment, it would be possible to
task mobile phones carried by other users with searching for an item one is interested
in. In an office environment, any employee’s mobile device could participate in sensing
such tagged items and “call home”, that is, notify the owner once the item is found
using the short-range object sensor. If the notification includes some indicator on the
location of the device which found the object, the owner may already have enough in-
formation to retrieve the item. For example, even a simple confirmation that some item
has been left at work, as shown in Figure 1, can be very useful to users as they may stop
searching somewhere else (e.g., at home) or just feel re-assured in case a valuable item
is missing.

In this paper, we describe the design of our object sensing system based on mobile
phones. A particular challenge of our application is to distribute an object search query
to a subset of users (more generally, to object sensors) that are likely to find a given
item. For this, we describe a set of heuristics which our system uses to define the scope
of a query. Furthermore, by means of an extensive evaluation of the system’s behavior,
we demonstrate the practicability of the presented system and the used query scoping
heuristics under varying operational conditions and with different system parameters.
As a result of our evaluation, we obtain adequate system-parameter settings for a range
of usage scenarios.
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The remainder of the paper is organized as follows. We begin by surveying related
work in Section 2 and describe the service architecture involved in providing our proto-
type’s functionality in Section 3. In Section 4, we then discuss heuristics used for query
scoping and detail the query dissemination protocol in Section 5. In Section 6, we pro-
vide initial evaluations obtained using our prototype in our own office environment.
Further, in Section 7 we describe the simulation model we use to study the system’s
behavior in a wide-area environment and present the obtained results in Section 8. We
summarize the results and present our conclusions in Section 9.

2 Related Work

Various related work has argued for the relevance of locating everyday objects, moni-
toring the presence of items, or avoiding their loss. Many such systems employ a pre-
installed object sensing infrastructure [1, 2, 3]. Compared to these systems, we do not
rely on a pre-installed infrastructure which is costly to deploy and to maintain, but focus
on the use of mobile phones as hubs to a ubiquitous infrastructure. In the Smart Watch
prototype [7], RFID readers transmit their current readings to the passing user’s per-
sonal device, thus enhancing it with an object sensor. The user is then notified if objects
are missing compared to readings which were collected earlier. Another prototype [8]
allows train passengers to register their luggage with pre-installed object sensors, which
then protect against theft and remind passengers of their items before unboarding the
train. Both systems focus on reminding users before a loss takes place. As we assume
that tagged objects will be numerous and often intentionally left behind, we aim to avoid
immediate notification. Instead, we study how the location of an item can be determined
on a user’s request.

Note that an object search system could also be implemented by proactively send-
ing all sensor readings to a centralized service which could be queried when an object
needs to be located. Such a system would face the challenge of a global data collection
system, such as IrisNet [9] or Hourglass [10]. In this paper, we use a reactive, that is,
query-based approach, as the number of sensor readings (e.g., object X seen by object
sensor A) is expected to be much larger than the number of queries. Moreover, our
system avoids aggregation of all readings in a centralized database as this would have
severe implications for the user’s personal privacy. In particular, it is incompatible with
a privacy enhancing feature of our system: Objects which have previously been associ-
ated to their owner, will only be detected by a sensor after this sensor has received an
explicit query for the given object. Search queries for such objects contain the owner’s
key obscured by a random session identifier thereby implementing a lightweight au-
thentication protocol [11] between owners and their objects.

Finally in [12], the authors use the mobile phone as a gateway to access hetero-
geneous health-related sensors which have been pre-installed in the environment of the
user. Based on a different application, their system does not deal with two aspects which
are central in this paper: Query scoping (determining which sensors should be queried
from a large and homogeneous sensor array) and the obtained sensor coverage (identi-
fying the numbers of users and the mobility patterns which allow for reliable detection
of objects).
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3 Use Case and Service Architecture

The main use case of our system, outlined in Figure 1, includes various aspects which
we describe in this section together with the respective services implementing them.

Association. The association service serves three main purposes. First, it keeps track of
associations between users and objects (Figure 1(b)). Objects are visible to everybody in
their initial state, but with association become visible only for queries initiated by their
owner’s device. Such association, accompanied by the exchange of a shared key [11],
prevents other users from using the system to perform a wide-area search for the as-
sociated object. In this context, the mobile network operator may act as a gatekeeper
and only distribute queries issued by object owners. Second, user to object sensor as-
sociation maintains a set of object sensors which are particularly relevant to the user,
for example, object sensors which have been installed at a remote holiday home. In the
scenario of Figure 1, Bob’s mobile device has been previously associated as a favorite
object sensor. Third, similar user to user associations can be used to grant group access
rights to certain objects, e.g., for families or groups of colleagues, or to determine in
which circumstances users’ identities are revealed.

Storage. However, our system does not depend on associated object sensors or users
being near the tagged object at the time the query is issued. Instead, it stores certain con-
text information when an associated object leaves the range of the local object sensor.
Specifically, the mobile device stores a location trace of the user around the “loss” event
which can help finding it later on. In a different usage scenario, which is not the focus of
this paper, user-installed object sensors may simply report a stream of sensed objects,
for example, carried by users passing by. For these cases, the service infrastructure pro-
vides users with a user database service that may be used as a sink for events generated
by object sensors and mobile devices. Moreover, all association relationships are kept
in a storage component called association registry. Storage services are available both
on the user device and in the back-end infrastructure [13].

Localization. For remembering the location of an object when it goes out of range
of the local object sensor and to provide location information for found objects, some
location information must be available on the mobile device. While the prototype im-
plementation is based on UMTS cell information, better localization functionality can
be added in a future system if increased accuracy is desired. We will quantify the effect
of varying positioning accuracy in Section 8.

Location Profile. In our prototype, we adapted [14] to perform statistics on the UMTS
cells in which users spend most of their time. This will allow us to implement a search
strategy which mainly considers locations where the user spends much time. Our pro-
totype includes functionality for naming these locations [15], such as ‘Office’ in Fig-
ure 1(d).

Figure 2(a) gives an overview of the system architecture: As mentioned, the mobile
phones are used to link object sensors to the back-end infrastructure. The back-end
infrastructure hosts the global query service, which provides adequate dissemination
support, cost control, and validity management for user queries, as we will describe in
Section 5. The global query service in turn is based on the query scoping service, which
implements application specific heuristics for retrieving the most appropriate subset of
object sensors and is described in the following Section 4.
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(a) System architecture (b) Data model

Fig. 2. System architecture and data model

4 Query Scoping Service

There are various heuristics for distributing a query to a relevant subset of object sen-
sors. For example, one may distribute it to sensors near the location where the object
was last in range of the local object sensor. Similarly, all conceivable heuristics will be
based on some kind of history data available in the system. To elaborate on this, we
show a simple data model of our application in Figure 2(b): Objects are associated with
users (object owners) by the association service and also with locations (e.g., cells) in
which an object has been observed in the past. Users may choose to record a history
of their location on their mobile device (user history) or to enable the location profile
service, which computes the locations that are most relevant for a given user (e.g., their
home or office). In this simple model, locations are related to other locations via the
neighborhood relation. Moreover, users can be associated with certain object sensors
which they often use (e.g., which they have installed in their office or car) and with
other users which are family, friends, or colleagues. Finally, the mobile network oper-
ator keeps a database (OS registry) which stores the current location (e.g., the current
network cell) of certain mobile phones which can be used as object sensors.

Note that we omitted some details in the data model (most prominently a more re-
fined location model). However, we can use the data model to show how many conceiv-
able heuristics correspond to paths from an entity of type obj at the top to an entity of
type object sensor (OS) at the bottom of Figure 2(b).

For example, we can query object sensors which:

I) Are near the location where the object was last seen.
II) Are near locations recently visited by the user.

III) Are near locations where the user spends a large amount of her/his time.
IV) Are associated with the object owner (as in Figure 1).
V) Match the above strategies III and IV for a different (associated) user, such as a

family member, or even for a friend of a friend, etc.
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While, intuitively, none of these heuristics can guarantee success, they all incorporate
particular application-level assumptions on where users keep personal belongings and
where these are generally left. Note how each heuristics represents a path in the data
model of Figure 2(b): Heuristics I corresponds to the path (obj-loc-OS) on the left, while
heuristics V corresponds to the path obj-usr-usr-loc-OS.

The application programmer may now define which relation types to use in the search
by assigning weights to each one. The search algorithm, described in detail in comple-
mentary work [16], is then started with a source entity (i.e., the sought object) and a
destination type (i.e., object sensors) as parameters. It will then “unfold” this annotated
data model into a search tree of entities related to the sought object. Each edge in the
tree, during algorithm execution, will be annotated with a relevance measure, derived
from the user-defined relevance of the respective relation. The entities in the tree are
visited in order of decreasing relatedness to the source entity. If a visited entity is of
type destination type, it will be added to the algorithm’s result list (in which contained
entities are also ordered by their relatedness to the sought object). The algorithm stops
once entity limit entities have been returned or relatedness falls below a given related-
ness threshold.

The algorithm’s advantage is that relations can be encapsulated in distributed com-
ponents executed on various platforms of the system (e.g., some users would prefer to
store their location profile on their mobile device only, while other relations are stored
on the back-end server). In this paper, we do not focus on the search algorithm itself
(details are described in [16]), but analyze the performance of the contained heuristics.

Please note that heuristics I-III employ the OS registry relation, which associates a
set of locations L with a set of object sensors near them. Due to user mobility, however,
the object sensors near the set L will change with time. To compute a query scope that
is independent of user mobility, when heuristics I-III are implemented, location will
be the destination type parameter passed to the search algorithm. The returned set of
locations L, for example, a set of cells, is then passed on to the global query service,
which will distribute the query to these locations as described in Section 5.

5 Global Query Service

If users are interested in finding an object o, they will issue a find query to the global
query service. At this time, they may specify a message cost limit qmax denoting a limit
on the messages sent during query dissemination and a time limit tmax after which the
query will terminate at last.

If the search strategy IV is chosen, the set of object sensors is determined by the
scoping algorithm. Here, a query will be distributed to the first qmax sensors returned
by the algorithm and be active for at most tmax time.

If search strategies I-III are chosen, query scoping will not directly return a set of
object sensors, but a set of locations. In the basic location model we employ, these
can either be a set of cells (the most basic localization already available on the phone)
or a set of geographic points (if phone localization is more precise) together with an
associated measurement error. Because the set of object sensors associated with these
locations may change over time, our system installs (or un-installs) a query at sensors
which come close to (or, respectively, depart from) these locations. Whether a sensor
s is close to the returned locations is defined by the implementation of a predicate f
(which maps s to either true or false).
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Depending on the way locations are modeled, we use two different implementations
of f(s). Given a set of cells C, f(s) will be true if the mobile phone (with its object
sensor s) is currently served by any of the cells in C. Note that this information is
already available at the mobile network operator, that is, it can be accessed without
additional costs on the server side of our infrastructure.

In case the mobile devices are equipped with more accurate positioning means, the
locations returned by query scoping will instead be a set of geographic points P . Here,
f(s) will be true if the current position measured by a mobile phone’s object sensor s
is within a certain range r away from the points P . This range r will depend on the
error incurred at the positioning sensor when the points in P were measured (we will
discuss a concrete implementation in our evaluation section). Note that such additional
positioning information will only improve the efficiency of query dissemination if po-
sitioning information of all object sensors is already known at a database on the server.
Otherwise, it would be inefficient to propagate all object sensor positions to the server
before query dissemination, and therefore a different approach is chosen: The query is
distributed to object sensors in a set of cells C which “cover” the whole area surround-
ing the points P (the actual object sensor will be turned on only later, once the predicate
f(s) evaluates to true). Note that the total number of distributed queries is now the same
as if locations were a set of cells C.

When installing queries for such “location-based” strategies I-III, the total number
of object sensors at which a query will be installed (qtotal) is made up of two parts,
qtotal = qinit + qmob. Here, qinit, denotes the number of users queried initially at the
time the query is issued. At this time, qinit users/sensors are randomly chosen out of the
initial query scope Sinit = {s|f(s) = true}. The number qinit is set as

qinit = min(qmax, |Sinit|, A/oA) (1)

where oA represents the area which can be covered by a typical object sensor (for example
a disk around the sensor with a given radius) while A denotes an estimate of the total
area in which f would return true. Here, we assume that due to user mobility, A/oA

object sensors should be enough to cover the total area involved, although if all users
were stationary, sensing areas oA may overlap and more queries would be required.

In addition to qinit, the query will be installed at a second set of sensors qmob
for which f(s) becomes true while the query is active. Given a query duration t =
min(treply, tmax), where treply denotes the time at which a sensor has reported having
found the object o, this effort qmob can be modeled as

qmob ∼ A◦mt (2)

where A◦ denotes the circumference of the scope area A and m denotes a factor repre-
senting the mobility of users. Therefore, both query success and communication effort
are expected to rise with t and with m.

After a query installation at an object sensor s, object sensing will be performed
continuously until tmax expires. The mobile device associated with s un-installs the
query autonomously either when f(s) becomes false or tmax is reached.

A query is declared successful if some object sensor s reports having found o at time
treply with treply ≤ tmax. The current position of s represents the location at which the
object was found and will be included in the reply issued to the user (if a user-defined
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name is associated to the location of s, a reply will look as in Figure 1(d)). Once the first
report is received, it could be useful to uninstall the query at all participating sensors
(sending an additional qinit + qmob messages) in order to avoid useless “object-found”
reports if sensors come in range of the object at a later time. However, as the number
of such useless reports is usually much smaller than qinit + qmob, we do not explicitly
uninstall the query, but instead let each sensor s autonomously remove the query on the
timeout tmax or when f(s) turns false. Finally, a query is terminated without success,
once the query timeout tmax is reached (in contrast, reaching qmax does not terminate
the query – in this case, a reply may still be received by queried sensors due to user
mobility).

In the remainder of the paper we will evaluate the presented query scoping service
based on the search heuristics of Section 4. In particular, Sections 7 and 8 focus on eval-
uating the practicability of strategy I where we search an area close to the location where
the object was last seen. Strategies II and III, similarly based on locations, depend on
real-world data which is hard to model accurately. Nevertheless, one can use the consid-
erations of Eq. (1-2) to relate the results we will present for strategy I to different search
areas with different sizes. Finally, in the following Section 6, we evaluate the simple
heuristics IV by means of a small user study performed in our office environment – the
obtained results will then serve as a validation of the results obtained through simulation.

6 Real-World Experiment

The crucial question is whether the object search system can perform well enough to
be a useful application. For answering this question, we first come back to the scenario
introduced in Figure 1, where the user is at home and tries to verify the whereabouts of
a given object which was left at the office. The mobile phones of the user’s officemates
(e.g., Bob) are registered with the association service and thus are considered relevant
object sensors.

Our experiment was performed with four users working on the same floor. The users
were given mobile phones running the object search prototype already tasked to per-
form continuous object sensing for all objects (using repeated Bluetooth discovery) and
reported them in regular intervals to the back-end database. Similarly, 10 BTnodes [6]
representing tagged objects were distributed in various rooms of the same floor. Figure 3
shows the experiment’s setup (tagged objects are shown as numbered circles while the
offices of the four participating users are shaded).

Note that while Bluetooth may be too expensive and battery-intensive to be used as
an object tagging technology in a future system, it nevertheless allows to test whether,
given a future technology with similar radio range, the mobility of a few office col-
leagues suffices to detect a given object in reasonable time.

Each user’s readings were reported to the database as (user, time, obj id) tuples. We
considered only readings obtained during core office hours (9 a.m.–5 p.m.) while all
others were discarded, resulting in around 30 hours of data. Using the collected data,
we could compute the reply time of a query for a given object o issued to the four
colleagues at an arbitrary point in time (say at time tq): The reply time corresponds to
the time between tq and the next database entry on the queried object o.

Based on this consideration, we computed the expected average query reply time
for each object, given that queries for this object were distributed uniformly over the
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Fig. 3. Experiment setup

experiment time. Note that non-office hours are simply “skipped” in this computation.
In order to save messaging costs, user devices cached seen objects and only re-reported
them to the database 10 minutes after their last report on the same object. This way,
even if an object sensor has seen the object continuously, the resulting reports will yield
an average query reply time of 5 minutes instead of zero.

For each object, Figure 3 shows the average reply time in seconds. Intuitively, we
obtain better results for objects with a participating user in the same room. Further, note
that the best results were obtained for objects close to the printer and the coffee machine
(objects 7 and 8), while the worst results are for objects in rooms that were not visited
by the participants during the time of the experiment.

We show a cumulative density curve of the observed reply times for object 2 (with
worst results), object 7 (with best results), and the average over all objects in Figure 6(a).
In all cases, reasonable success rates can be obtained with a maximum query time tmax
of 30 minutes.

7 Model

In the last section, we focused on a small and confined search area and query scope.
In the remaining sections, we use simulations to investigate the characteristics of an
object search system operating in the wide-area with a larger user base, which provides
us with a basis for the design of such a system given certain environmental conditions.

Note that adequate models of a future execution environment are hard to obtain, as
these must consider many aspects of daily life. To provide an accurate basis for the
design of an efficient system, models must define the number of participating users, the
frequency at which these users lose or search for certain objects, particular scenarios in
which objects are lost, the average number of tagged objects owned by each user, and so
forth. Intuitively, such a model contains many parameters which cannot be influenced
by the system designer. We call these environmental parameters. Our approach to these
parameters is to investigate a significant portion of the (unfortunately) vast parameter
space.

On the other hand, there are many design parameters which determine the system’s
performance and can more or less directly be set and varied by the system developer.
These include the size of the search scope (the number of users that participate in
searching for an object), the sensing range of an object sensor (which can be influenced
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by employing more expensive tag and object sensing hardware), or the timeout used for
queries. For these design parameters we aim to find the most approriate values, i.e., the
parameter settings which can implement object search with the least communication
overhead.

Scenario and Metrics. In the evaluated scenario, a user misplaces an object o and later
issues a search query to the global query service. We assume that at the time the object
left the range of the integrated object sensor, the user’s mobile device recorded its lo-
cation p. This location p will act as a hint for the search (implementing the presented
heuristics I). We will evaluate two versions, a cell-based version in which p is a cell, and
a position-based version in which p is an actual geographic point measured with a certain
positioning error. In both versions, query scoping is performed according to Section 5.

The main metric we observe is the success rate of our system. This rate corresponds
to the fraction of queries upon which a notification from some object sensor is received
within the query timeout tmax. Further, we will examine the overhead for query distri-
bution qtotal and the contained part qmob which is caused by user mobility.

In our experiments, we will not examine object sensing costs explicitly, as we expect
wide-area query installation to dominate the total cost due to the object sensor’s much
shorter wireless range and potential energy efficient optimizations of the object sensing
implementation (e.g., object sensing could be performed only after a user has moved).

Environment Model. We assume that the object is left in a densely populated urban
environment. In this setting, we will study how an object can be found by users who
move according to pedestrian mobility models (see details on the mobility models be-
low) in a square area of 1 km2. The choice of the user density ud is derived from the total
population during the day in an urban area estimated in the Momentum project [17] (a
downtown Lisbon example which we cite from [17] is shown in Figure 4(a)). For urban
environments, the authors estimate the fraction of users with “pedestrian” mobility pat-
terns as around 50%-70%[17, p. 37] from the total. The total includes other users who
are assumed to be stationary or moving differently, e.g., with higher speeds on streets;
we omit these users in our simulations. Moreover, as we are only interested in users
associated with a single mobile provider, we chose more pessimistic values for the user
density ud: We will vary ud from 100-2000 users/km2, values which represent around
a hundredth to a tenth of the estimated total daytime population. The default value for
ud is 500 users/km2.

As mentioned, in some settings we use cell identifiers for positioning. To study such
scenarios, we used actual position and orientation data from UMTS antennas together
with a detailed model of land use types (e.g., buildings, highways, open, water) provided
by the same project to compute the identifier of the strongest-signal cell for each point
of the simulation area [17, 18]. In Figure 4(b), we give an example of a resulting cell-
coverage map computed for a UMTS network of downtown Lisbon. For cell-based
scenarios the simulation area is enlarged to 10 km2 to avoid border effects with fairly
large cells. We are aware that in reality several cells may be observed at a given location
at different points in time, depending on dynamic factors such as interference, fading,
or user mobility. Because of this effect, in the cell-based scenario additional cells would
need to be searched to be successful.

In this study, however, we assume that the object can be found in the cell where it
was last seen. Results for scenarios in which several cells need to be searched to cover
a certain location could be extrapolated from the results we provide.
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Fig. 4. Environment models

Mobility Models. Generally, the tagged object will not move once its owner left it
somewhere. In turn, the users’ mobility model is a crucial aspect in our evaluation, as
it determines the coverage obtained by object sensors carried by users. Therefore, the
user densities we assumed in our simulations are quite small compared to actual densi-
ties observed in urban environments, on campus, or on office floors. In this regard, the
fraction of simulated users represents the subset of all users who move according to the
model we simulate. Additional users, e.g., sitting in their offices or moving differently,
may then only improve results.

In the most basic setting, we use a random waypoint mobility model parameterized
for pedestrian users. Users pick a random destination and start moving towards it with
a speed drawn uniformly from (2,4) km/h. (The average speed of 3 km/h is chosen
according to the ETSI guidelines [19].) As our simulation area can be fairly large, a
trip’s destination is chosen to be within 200 m from the user’s current position.

We will also use a second mobility model which was derived from user WLAN
traces observed on the Dartmouth campus [20]. The model includes hotspot regions
which represent central points of the campus (for example, a hotel, a library, or a cafe-
teria). These hotspots tend to contain many users and also represent popular destinations
chosen by the campus population. In our adaptation, we use five hotspot regions out of
which one is in the middle and the other four shifted to each side of our simulation area.
Each hotspot region’s size is one hundredth of the simulation area. Half of the trips of a
given user are made inside the current hotspot and half are directed to another (arbitrary
uniformly drawn) hotspot on the campus. The remaining (non-hotspot) area is called
the cold region. In our implementation, users never choose a destination in the cold re-
gion but only travel through it. As hotspot regions have a higher density, their positions
and sizes are apparent in Figure 4(b), which shows a total density of 1000 users/km2 in
a 10 km2 area of downtown Lisbon.
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Fig. 5. Success rate and overhead with different positioning technologies

As in [20], the chosen trips include (in our version 2 to 5) waypoints, which are uni-
formly drawn from the rectangle between the user’s source and destination and visited
in the order of their distance to the source. The chosen speed and pause times follow
log-normal distributions parameterized according to [20, table 3]. Note that the pause
time distribution has a mean of 0.71 hours with a high standard deviation of several
hours as the original paper found that users tend to stay in a hotspots for longer periods.

To avoid an initial transient period, we used initializations of user trips according
to the perfect simulation method [21]. In the campus mobility model, however, some
distributions had to be estimated, and thus a transient period of 1000 s remains. Object
search queries are issued after this period.

Sensor Model. A mobile device operates its object sensor continuously as long as a
query is installed and running. In the default case, we assume that the object sensor
has a sensing range of 5 m, that is, the object sensor sends a notification once the user
carrying it comes within 5 m of the sought object.

Moreover, in some simulations we assume that the user has a position sensor avail-
able (e.g, GPS). To model the sensor’s localization error, the position returned by the
sensor is drawn uniformly from a disk centered around the actual position of the user.
We refer to the radius of this disk as the positioning error ep used in the simulation (ep

is set to 100 m if nothing else is stated). Note that with this error distribution, the den-
sity of observing an actual error, say e, is proportional to the circumference of a circle
with radius e, and therefore the mean error is (1/

√
2)ep. This positioning error occurs

not only when the owner’s mobile device records the position p where it has last seen
an object, but also when distributing a query to object sensors near p, as these object
sensors’ positions are measured with an independent positioning error.

Alternatively, we also model a scenario in which the positioning sensor simply re-
turns the identifier of the UMTS cell to which the mobile phone is currently connected.
This is a worst case scenario as most cell-based localization approaches combine sig-
nal strength information from multiple nearby cells together with antenna positions to
obtain more accurate localization results.

Scoping. As mentioned, in the position-based version the scope will consist of a disk
with a certain radius r around the position hint p. Because at the time when p was
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measured the object is out of range of the user’s object sensor, we set r as r = sr + ep

where sr denotes the range of the object sensor and ep the positioning error. Similarly,
if p is a cell id, the scope will consist of the object sensors served by the cell p.

Note that in this model, the object really lies within the computed scope. While
this is not always true in reality, our simulation focuses on evaluating the system’s
performance for situations in which the search strategy is in fact correct. If in reality,
the search strategy should fail in q percent of all cases, the resulting success rates can
be extrapolated from the results we provide.

8 Evaluation

Using the simple scenario and the environment models described above, we aim to
investigate several aspects of a future object sensing system. Foremost, given some
scope, we want to confirm whether it is possible to find objects with reasonable success
rates and small-enough overhead. Further, we aim to investigate how large cell-based
scopes compare to position-based scopes and to a random query dissemination strategy
which queries a certain fraction of all users. Moreover, we aim to gain insights into the
sensitivity of the system’s performance with regard to parameters such as user mobility,
object sensing range, or chosen query timeouts.

8.1 Success Rate

In the first set of simulation runs, we investigated the query success rate observed
with position-based scoping and cell-based scoping. Figure 5(a) shows the fraction
of successful queries (upon which the queried sensors have located the object within 30
minutes), when the user-imposed limit qmax denoting the maximum number of queries
is varied. Five different graphs show the results obtained with different positioning er-
rors ep (from ep=50 m to ep=200 m), cell-based scoping, and a random strategy where
we distribute the query to a fraction of qmax/500 of all users. For all graphs, the ob-
tained success rate can be increased by raising the maximum number of queries qmax
and reaches acceptable levels of above 90% with qmax=200.

The number of messages qtotal which were actually sent in the same runs is shown in
Figure 5(b). As, by the definition of our protocol, the search area becomes larger with
an increased positioning error, the required effort increases as well. Similarly, searching
the coverage area of the whole cell where the object was left requires sending more
messages before obtaining reasonable success rates. Note, however, how in Figure 5(b)
the actual number of sent queries qtotal at some point stops growing with the user-
imposed limit of maximum queries qmax. This is because with small enough scopes
the object is found before the maximum message limit qmax is reached. Observe also,
how the performance of cell-based scoping is comparable to a 200 m positioning error
and even outperforms the latter in terms of qtotal. This is because with position-based
scoping and large positioning errors, many ineffective queries are sent to mobile devices
which erroneously measured a position which was close to the position hint p.

Finally, as Figure 5(a) shows, any scoping performs better than a random strategy.
Even if 40% of all users are queried, the success rate is still only around 60%. Needless
to say, the communication effort of the random strategy is worst as it is proportional to
the total number of users (not shown).
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Fig. 6. Cumulative density functions of reply times

8.2 Timeout, Sensing Range, and Different Mobility Models

Apart from scoping, several other parameters may significantly influence the perfor-
mance of the system.

The first such parameter is the timeout used for queries. Here, it is not clear, when the
replies were received and whether a more adequate choice of the timeout (previously
set to tmax=30 min) can be made. Note that choosing an adequate timeout is partic-
ularly relevant when object sensing itself is considered a significant cost. Especially
because in reality the object might be outside the chosen scope, it is important not to
sense in vain for too long, but at the same time to issue a confident “not-found” reply.
Further, the system performance is expected to vary with the user density. We show
the interplay of these two parameters with position-based scoping in Figure 6(b). Each
graph represents the cumulative density function of the reply time obtained after 5000
repeated simulation runs (each data point represents the fraction of requests answered
within the given timeout) if no message limit qmax is imposed. As expected, the like-
liness of finding the object increases with a longer timeout, but for high user-densities
very short timeouts are already sufficient. Moreover, very good success rates can be
obtained with tmax=30 min, even with user densities down to 500 users/km2. For lower
densities longer timeouts must be used.

Observe that the graphs of Figure 6(a) measured in our office floor experiments,
in which the actual user density was greater than 4000 users/km2, are comparable with
user densities of 500 to 200 users/km2 in Figure 6(b). This is compatible with our earlier
conjecture that the random waypoint simulation only models the “pedestrian” fraction
out of the total users, and confirms that the approach to look at user densities which are
smaller than in reality is valid.

A second important parameter, which is expected to have a large impact on the per-
formance, is the sensing range of the employed object sensors. In the runs shown in
Figure 7(a), we demonstrate the impact of the sensing range on the success rate of
position-based scoping. With 2000 users/km2, even a sensing range of 1 m yields ac-
ceptable results. As expected, however, the sensing range has a high impact. When de-
signing a future system that shall be robust to small user densities, it seems worthwhile
to invest in object sensing technology with a higher range.
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Fig. 7. Varying sensing range and mobility

Finally, a third crucial parameter is the mobility of the system’s participants. Here it is
unclear whether the random waypoint model used is perhaps too optimistic. To analyze
this, the simulation results of Figure 7(b) show the success rate with the campus mobility
model when raising the message limit qmax. We show four graphs for the cases in which
the object was left in a hotspot or in the cold region with two different user densities.
Because pause times in this model are quite long, we extended the query timeout tmax
to 2 hours. Note, however, that the total number of queries remains limited to qmax and
therefore the results remain comparable to earlier simulation runs shown in Figure 5(a).
Here, for very small user densities, the success rate cannot be improved by raising qmax
as the timeout remains the dominating constraint. For 500 users/km2, however, the object
can often be found with at most 200 messages even if it lies in the cold region.

8.3 Effects of Increasing User Density

Additional lessons can be learned when observing our metrics’ sensitivity to an in-
creasing user density. These experiments were performed with cell-based scoping and
are shown in Figure 8. We show the success rate and the query reply time while vary-
ing the user density in Figure 8(a), and analogously the results for the campus mobility
model in Figure 8(b). The corresponding overheads are shown in Figure 8(c) and 8(d),
respectively. Note that for these runs no limit qmax is set.

Both overhead figures include the total overhead qtotal and the overhead due to user
mobility qmob included in the total. It is interesting to observe that qmob does not in-
crease with higher user densities. We explain this by the fact that the query reply time
decreases with increased user density and therefore compensates for the expected in-
crease in the mobility-based overhead. Quite differently, qinit (equal to qtotal − qmob)
increases proportionally to the user density as the number of queries is not limited by a
certain qmax.

The main result here is that once the success rate is good, an increased number of
messages is “wasted” towards lowering the reply time. In other words: waiting for users
to move is more efficient than simply querying more users. As a consequence, if a higher
reply time were acceptable, then the protocol can do with much less queries (e.g., by
computing qinit as if the density were 500 users/km2).
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Fig. 8. Cell-based scoping when the user density is varied

Summary. Summing up, we observed that high success rates can be obtained with a
range of different mobility patterns and scoping variants. Cell-based scoping, which is
free from additional overhead in propagating object-sensor position information, proved
to be particularly valuable. Finally, in certain circumstances the system may even work
with very low user densities which represent a hundredth of the expected daytime pop-
ulation in an urban area.

9 Conclusion

In this paper we presented the architecture, design, and evaluation of an object search
system relying on mobile phones as omnipresent object-sensing devices. Based on the
ubiquitous mobile network infrastructure which is already in place, wide-area search
for everyday objects becomes possible without incurring the high costs involved in
instrumenting a larger environment with an object-sensing infrastructure.

Our system makes use of an unconventional approach, which relies on the partici-
pants’ mobility in order to cover an essential portion of the users’ space. We therefore
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spent significant effort on modeling and testing the circumstances in which such an
object search system would be used in the large. The results are encouraging. In all
our experiments, we could observe a high rate of successful queries, that is, of objects
being found. While the time until a reply can be obtained varies with user mobility and
density, our conjecture – that most of the time an object found event will be received
eventually – was confirmed. Moreover, we could show that even in settings with high
positioning errors or which rely solely on the observed cell id for localization, the total
overhead for distributing an object search query remains acceptably low. While this
does not change the basic fact that objects left in deserted places will not be found, we
showed that for objects left within the users’ space such a system is feasible.

In a broader context, this paper has analyzed the properties of the coverage obtained
from user-carried sensors. By means of the average query reply time we observed with
a certain sensing range, participant density, and mobility pattern (e.g., 30 minutes),
we have quantified the time which must pass before a point-shaped phenomenon has
been sufficiently covered. Therefore, the query reply time can be interpreted as the
(reciprocal of the) maximum sampling frequency that our user-centric infrastructure can
implement for a certain spot of the area under observation. If the phenomenon changes
only insignificantly between samples, then coverage is sufficient. For example, recent
work has mentioned measuring air quality or average noise levels [22] in urban areas.
In such systems, the examined trade-offs between sensing range, maximum sampling
frequency, and participant density are likely to re-appear.

In future work, we aim to collect real-user data using our prototype implementation
(e.g., data on the participants’ social networks) and use it to test the effectiveness of
user-profile based heuristics which were not evaluated so far. Further, current work
focuses on extending our model with an aggregated cost measure which integrates the
costs of query dissemination with the costs of object sensing.
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