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Preface 

BIS 2007 was the tenth in a series of international conferences on business 
information systems.  The conference took place in Poznan, where it started in 1997. 
From the very beginning it has been recognized by professionals as a forum for the 
exchange and dissemination of topical research in the development, implementation, 
application and improvement of computer systems for business processes. 

The theme of this jubilee conference was “Semantic Integration of Data and 
Processes across Enterprises and Societies.” The material collected in this volume 
covers research trends as well as current achievements and cutting-edge developments 
in the area of modern business information systems. A set of 51 papers were selected 
for the presentation during the main event and grouped around conference topics: 
Business Process Management, Web Services, Ontologies, Information Retrieval, 
System Design, Agents and Mobile Applications, Decision Support, Social Issues, 
Specific MIS Issues. 

The Program Committee consisted of almost 100 members that carefully evaluated 
all the submitted papers. This year their work was significantly harder as the number 
of submissions doubled compared to BIS 2006. As in previous years, they were 
supported by an online transparent review system. Once again we observed an 
increase in the quality of the reviews, thus sustaining the fairness of the final 
acceptance decisions. It not only raised the quality of the conference, but also 
positively affected the work of authors. 

The regular program was complemented by outstanding keynote speakers. We are 
proud that BIS 2007 hosted John Domingue (Open University, UK), Alois Ferscha 
(Johannes Kepler University of Linz, Austria), Lutz Heuser (SAP AG, Germany), 
Wei-Ying Ma (Microsoft Research Asia, China), Wasim Sadiq (SAP Research, 
Australia), and A Min Tjoa (Vienna University of Technology, Austria). 

Back-to-back with BIS the International Research Forum Eastern Europe was 
organized by SAP in co-operation with Poznan University of Economics on the topic: 
Service-Oriented Enterprise Computing – The Way to New Business Transformation. 

BIS 2007 was kindly supported by the ACM Special Interest Group on Management 
Information Systems, GI, EMISA, and the Polish Society for Information Systems. 

April 2007                                                                                       Witold Abramowicz 
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Security Issues for the Use of Semantic Web in

E-Commerce

Andreas Ekelhart1, Stefan Fenz1, A Min Tjoa2, and Edgar R. Weippl2

1 Secure Business Austria, A-1040 Vienna, Austria
{aekelhart,sfenz}@securityresearch.at

http://www.securityresearch.at
2 Institute for Software Technology and Interactive Systems - Vienna University of

Technology, A-1040 Vienna, Austria
{atjoa,eweippl}@ifs.tuwien.ac.at

http://www.ifs.tuwien.ac.at

Abstract. As the ontologies are the pivotal element of the Semantic
Web in E-Commerce, it is necessary to protect the ontology’s integrity
and availability. In addition, both suppliers and buyers will use an on-
tology to store confidential knowledge pertaining to their preferences or
possible substitutions for certain products. Thus, parts of an ontology
will need to be kept confidential. We propose to use well established stan-
dards of XML access control. E-commerce processes require the confiden-
tiality of customer information, the integrity of product offers and the
availability of the vendors’ servers. Our main contribution-the introduc-
tion of a Security Ontology-helps to structure and simulate IT security
risks of e-commerce players that depend on their IT infrastructure.

1 Introduction

We emphasize on the large potential of applying the semantic web technology
to electronic commerce. Autonomous or semi autonomous agents can use the
semantic information to search for and compare products or suppliers and nego-
tiate with other agents [GTM99] [TBP02] [Sch03]. Generalizing previous work
we propose the following short definition for semantic e-commerce:

Semantic e-commerce is the processing of buying and selling via the
semantic web.

Even though concepts of solutions already exist for years, they were not suc-
cessful on the market. Thus till today information asymmetries still exist [Gup02]
and one of the resulting shortcomings is the fact that the better informed buyer
increasingly gets a better value for his money. Unfortunately searching is still
a costly task and due to current data structures often an inefficient, economic
activity. Research projects such as [ebS06] attempt to address these issues. The
aim of this innovative project is to offer suppliers the option to publish their
products and services in a machine-readable language based on open-source,

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 1–13, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



2 A. Ekelhart et al.

domain specific structures i.e. an ontology. Such semantically enriched descrip-
tions enable intelligent software agents to query and read product information
autonomously and prepare it for human customers in an appropriate way.

2 Introducing Semantic E-Commerce

2.1 Architecture

Customers and suppliers are confronted with a very diversified market environ-
ment. Figure 1 shows the typical situation of a customer/supplier who intends
to buy/sell a certain article over the world wide web. Compared to the conven-
tional real life market environment, tools such as comparison shopping portals
(e.g. www.geizhals.at) and search engines ease the search for the favored product
and give suppliers the possibility to offer their products on a central marketplace.
Despite these tools the customer is usually still overwhelmed with a big amount
of offers and different product descriptions. Even though comparative-shopping-
portals offer the possibility to search within specific product groups the customer
still has to compare the different product descriptions to figure out which article
matches his requirements most.

Figure 2 shows a possible scenario of a centralized semantic e-commerce
environment. The product ontology provides as a central element the knowl-
edge about defined product groups and their specific attributes (e.g. for mobile
phones: display size, memory and organizer capabilities). The supplier agent uses
the ontology data to dynamically build a user interface for the human supplier
who is then able to feed the supplier agent with relevant product and price in-
formation. The last step requires the supplier agent to register itself at a central
directory with its virtual location and offered product groups. On the customer

Fig. 1. e-Commerce - state of the art
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Fig. 3. e-Commerce - the decentralized semantic approach

side the process is almost identical. Depending on the desired product group the
customer agent reads out the proper product ontology and creates a user inter-
face which is capable to find out customer’s requirements regarding a specific
product. A mixture of questions and checklists could be used to find out what
the customer really requires. After the requirement specification the customer
agent queries a central directory to find supplier agents which offer the right
product group. With a list of all available supplier agents the customer agent
is able to start the communication (the three e-commerce phases) with each
supplier agent.

One shortcoming of the centralized directory approach, is the fact that there
has to be a central authority which maintains the directory service. With the
utilization of a central ontology and semantic (in the sense of product and price
descriptions) websites a more decentralized architecture which uses web crawlers
to identify possible semantic e-commerce websites will be possible (compare
Figure 3). Of course these websites have to use the classification of the central
product ontology to ensure compatibility with the consumer agents. In realistic
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terms it will not be possible that every consumer runs its own crawler that
processes large parts of the world wide web. Thus some kind of services (e.g.
extensions to established comparison shopping portals) which run their own
crawlers have to be established and the consumer agent looks for possible supplier
agents at these sites to start the three-phase e-commerce communication.

2.2 E-Commerce Phases

E-commerce transactions, which take place between businesses and customers,
consist of three phases: search, negotiate and fulfillment [Pet00] [SKLQ01]. In
the following, each of these phases will be discussed in detail, describing the
current situation and security relevant issues:

Search. Usually an e-commerce transactions starts with a user or business
searching for potential trading partners. For this task two general approaches
exist: (1) searching for a company with specific characteristics or (2) looking for
goods with particular features and subsequently for companies which offer them.
Initially all product characteristics are often not specified or not yet known and
therefore this phase should result in a list of potential trading partners, each
offering products of interest.

We distinguish general-purpose search engines (e.g. Google) and domain-
specific portals (e.g. MEDLINEplus) on the Web as proposed by [BCJ+03].
In both cases, facing purely syntactic information, only keyword-based search
can be conducted, which is known to be inefficient [Sch03]. The obvious need
for semantic search approaches has been realized [KB04], and nowadays search
portals, taking advantage of proprietary, lightweight semantic definitions, up to
companies, offering sound product descriptions based on shared domain spec-
ifications in OWL [OWL04], exist. In this paper we concentrate on this last-
mentioned newly approach, matchmaking by ontological product descriptions
by reason that it is flexible and offers the most accurate search results. Pertain-
ing to the semantic e-Commerce approaches, depicted in Figure 2 and Figure 3,
autonomous agents carry out the search instead of the human customer itself.
Initially the search parameters are provided to the agent which subsequently
queries for supplier agents. Concerning the CIA triad (confidentiality, integrity
and availability), ontological product descriptions and offers sometimes have to
be confidential (encrypted parts for example), the integrity has to be maintained
to counter fraud and availability is necessary for successful matchmaking. Secu-
rity solutions regarding ontological descriptions, mostly available in XML (RDF
or OWL), will be discussed in Section 3.

Negotiate. Once potential business partners have been identified in the search
phase, the second phase of transaction, namely electronic negotiation, starts.
This is performed through an interchange of negotiation proposals describing
constraints on an acceptable deal and results in an agreement (which is trans-
formed into a legally binding contract), specifying the terms that both parties
consider acceptable. These terms could include the product or service descrip-
tion, the price, delivery date, etc. [TBP02]
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Negotiation relies on a shared terminology to guarantee efficient interactions
and to avoid misunderstandings and conflicts. Ontologies can provide definitions
of concepts and relations, describing the domain of interest as well as negotiation
specific concepts. [SBQ+02] state that ontology-based negotiation approaches
enable efficient, complex and unambiguous exchanges that result in business
contracts.

Confidentiality and integrity are of main concern during the negotiation phase
pertaining to security. Especially the exchange of private information (including
credit card numbers) demands a high level of security and trust and furthermore,
non-repudiation must be enforced.

Fulfillment. After a contract is agreed upon, the promises set in the negotiation
phase and specified in the contract are carried out. Usually automatic workflows
are executed to initiate payments or delivery processes which are (automatically)
monitored to control and sometimes enforce the correct fulfillment of the con-
tracts. Automic reasoning on contract obligation fulfillment or non-fulfillment
demands formal contract definitions as well as formal transaction information to
show the relevant context in which it occurs.

The fulfillment processes and corresponding resources and monitoring instal-
lations in place pose as potential targets for attacks, especially pertaining to
fraud.

Agent based e-commerce aims to support the whole transaction process by au-
tonomous means. By using sound semantic descriptions it is possible for agents,
given a set of initial parameters, to find products and services automatically. Also
the negotiation phase can be carried out by agents if the terms are defined and
negotiating agents understand each other (using the same vocabulary, which can
be achieved by common ontologies). ”Intelligent”, autonomous agents can un-
burden users in their daily, time-consuming and complex tasks and even reach
better results but legal questions and security issues, including trust between
agents, are a crucial point and will be discussed in Section 4.

Another aspect of (semantic) e-commerce security is the business crucial IT-
environment, comprising (web-)servers hosting company information and agent
services, databases with product and private user-information, ontological file
storages for products and domain specific knowledge, etc. Only in a well pro-
tected and maintained IT-environment reliable and secure e-commerce can be
conducted, which is often overseen, especially by small- and medium-sized en-
terprises. [Hau00] summarized the problems of SMEs regarding the IT-Security
aspect: (1) Smaller IT budget, relative to total budget as well as in absolute fig-
ures (2) Less IT knowledge, information technology is often looked after by em-
ployees from other departments (3) IT is not considered as important as within
larger enterprises although more and more core processes are processed by IT
elements (4) IT environments are not homogeneous. To overcome these prob-
lems we introduced a security ontology approach for holistic IT-infrastructure
security [EFKW06] and Section 5 refers to the technical details of the security
ontology approach.
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3 Security Within Ontologies

Ontologies are at the focus of our approach. We thus need to protect their
confidentiality and integrity.

3.1 Access Control

While the proposed product ontology remains public to ensure a shared vocab-
ulary among the market participants, each supplier derives its own ontology,
filled with concrete values such as price and delivery information, which has to
be secured against unauthorized reading or writing attempts.

Due to the fact that each OWL- or RDF-based ontology uses XML as surface
syntax [OWL04], access control models for XML documents can be also applied
to OWL- or RDF-based ontologies.

Research in the field of XML access control models is already mature and
several approaches for securing ontologies already exist: [FCG04] propose the
concept of security views which provide for each user group an XML view con-
sisting of that information that the users are authorized to access. The approach
requires a XML query-execution engine that implements the DTD-based ac-
cess control model. [DdVPS02] present a language for the specification of access
restrictions on XML-based files and the corresponding system architecture for
access control which should enforce its usage. The proposed XML Access Con-
trol Processor (ACP) takes as input a valid XML document requested by the
user and the XML Access Sheet listing the associated access authorizations at
the instance level. The ACP generates a valid XML document, including only
the information the user is allowed to access [DdVPS02]. [BF02] extend the
approach by fine-grained XML document encryption and proper key distribu-
tion mechanisms to ensure confidentiality within shared XML documents. The
Semantic Access Control Language (SACL) proposed by [QA03] is suitable to
express concept-level access authorizations within OWL-based ontologies.

Such mechanisms are suitable for enhanced and implemented ontology access
control approaches and especially in the semantic e-commerce field with its var-
ious actors and different relationships we have to enforce a strong access control
technology.

3.2 Integrity

Since the very central product-ontology and the derived supplier ontologies with
their price information play an important role in a possible semantic e-commerce
scenario there have to be proper mechanisms which ensure the integrity of the
ontology structure and its content. Especially the derived supplier ontologies act
as a storage for price and delivery information which are used by the agents at
the negotiation phase. Therefore the integrity of these data elements is crucial
for the long-term establishment of semantic e-commerce systems and due to the
XML-based syntax of OWL- and RDF-ontologies we are able to use established
standards such as XML Digital Signature [xml02] and XML Key Management
Systems (XKMS) [xkm01] to ensure data integrity.
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4 Trust Issues

Trust is one of the main issues pertaining to e-Commerce, based on the following
reasons: 1) a potential buyer has no physical access to the product of interest, 2)
seller or buyer may not abide by the agreement reached at the electronic market-
place [Zac99]. Agent based systems add another layer of indirection between a
buyer and a seller, resulting in a more complex framework and new trust issues.

[Gam00] defines trust as a particular level of the subjective probability with
which an agent assesses that another agent or group of agents will perform a
particular action, both before he can monitor such action (or independently of
his capacity ever to be able to monitor it) and in a context in which it affects
his own action.

We distinguish between two fundamental trust models which are (1) either
built on an agent’s direct experience of an interaction partner (interaction trust)
(2) or reports provided by third parties about their experiences with a partner
(witness reputation) [HJS06]. Nowadays, taking eBay [EBA07] as an example,
traders receive a feedback (such as +1, 0 or -1) for their reliability in each auction.
Furthermore textual comments can be submitted to describe the customer’s
experience pertaining to the seller. Besides trust based on previous transactions
(if they exist), customer feedback (feedback scores and comments) is a crucial
element of trust in a seller. According to companies, independend third party
evaluation and certification is another possibility to convince customers of their
trustworthiness. Concerning to the centralized semantic e-Commerce approach
in Figure 2, we identified the following trust issues and possible methods of
resolution:

In the first place the human interacion partner has to trust his agent, viz
the software system - the underlying lines of code created by the system devel-
oper. The agent has to fulfill the promised functionality and should not have
any vulnerabilities. Certified providers as well as certified agent systems help to
establish the trust needed.

Each agent has to “know” its communication partner before reputation can
be considered, thus authentication mechanisms have to be implemented. As a
principle an agent has to provide his idendity, usually in form of a public key
certificate, issued by a certification authory (CA).

If agents have the ability to purchase products (on the behalf of the agent’s
principal), the risks can be minimized by only granting a limited payment ca-
pability [CPV03]. Furthermore, if digital signatures are required, the use of the
private key should be limited to the agent. [RS99] for example propose proxy
certificates: in this approach only a new, lifetime limited key pair is handed
to the agent. This makes it difficult for malicious hosts to discover the private
key before the certificate expires. Additionally, arbitrary transations can be con-
strained. To avoid contract repudiation—especially users denying that an agent
acted on their behalf—the user instruction parameters should be collected and
digitally signed.

The Directory service, shown in Figure 2, should only register and subse-
quently mediate trustworthy agents. Besides looking for available certificates,
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cumstomer agents have the possibility to rate their experiences with supplier
agents. SPORAS [Zac99] is a possible model for an agent based, centralized
rating system.

5 The Security Ontology

Beside the very deep going aspects of securing ontologies and communication
between various agents, we also have to consider the IT-Security regarding
the company’s physical environment. Servers hosting company information and
agent services, databases with private user-information or files containing onto-
logical product information have to be secured to ensure a reliable and secure
e-commerce service. Especially small- and medium-sized enterprises often over-
see the need for a holistic IT-Security approach and thus we developed a Security
Ontology [EFKW06] to provide a proper knowledge base about threats and the
corresponding countermeasures. In [EFKW07] we extended the threat simula-
tion approach with risk analysis methods to improve quantitative risk analysis
methods. The current section summarizes the research results and proposes the
implementation of the Security Ontology to enhance the overall IT-Security level.

The most important parts of the Security Ontology are represented by the
sub-ontologies Threat, ThreatPrevention and Infrastructure:

sec:Threat

sec:Attributesec:ThreatPrevention

sec:threatens* sec:preventedBy* sec:affectedBy*sec:prevents* sec:affects*

ent:Infrastructure

Fig. 4. Sub-ontology: Threat

Figure 4 shows the threat ontology with its corresponding relations: (1) To
model the threats which endanger certain infrastructure elements we introduced
the sec:threatens relation (every threat threatens n infrastructure elements) (2)
Of course we want to mitigate the threats and so we created the sec:preventedBy
and sec:prevents relation respectively (3) To enable companies to optimize their
IT-Security approach to certain IT-Security attributes such as confidentiality or
availability we assigned affected attributes to each threat by the sec:affects and
its inverse relation.

Figure 5 shows the security ontology’s infrastructure area. The building,
with its corresponding floors and rooms, can be described using the infras-
tructure framework. To map the entire building plan exactly on the security
ontology, each room is described by its position within the building. The ontol-
ogy knows in which building and on which floor a certain room is located. The
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Fig. 6. SecOnt Manager Prototype

attributes ent:nextToRoomHorizontal and ent:nextToRoomVertical describe the
exact location of each room. Each instance of ent:ITAndTelecommunication and
sec:TechnicalThreatPrevention is located in a particular room. A room can, of
course, also contain more concepts. The current ontology uses a flexible and eas-
ily extendable structure: additional concepts can be included without effort. The
concept ent:TechnicalThreatPrevention is subdivided into ent:CounterMeasure
and ent:Detector, which are used to model detectors (fire, smoke, noise, etc.)
and their corresponding countermeasures (fire extinguisher, alarm system, etc.).

Figure 6 shows the prototype with its four main user interface elements: (1)
Selection of a threat: The user is able to choose a certain threat and the SecOnt
Manager shows the impact of that threat (2) Threatened infrastructure: The on-
tology provides an extendable framework for various infrastructure elements to
enable the user to create instances of concrete and real infrastructure elements
which enables the ontology to show which infrastructure elements are threatened
by a certain threat scenario (3) Affected attributes: Works like the threatened
infrastructure where the ontology knows which threats are affecting certain secu-
rity attributes (4) Recommendations: Are the most important part for the user,
because it gives concrete recommendations to prevent a certain threat. Figure 6
shows an example application for the fire threat and we see that the ontology
has to store the whole infrastructure, including the building with its floors and
rooms, to make location-based recommendations possible.

So why are we using an ontology instead of a database solution which has
various advantages over a file-based ontology? The main advantage of an ontol-
ogy is the possibility of inferring new knowledge by utilizing a reasoning engine
which considers existing facts and rules.
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sec : affectsOS(?x, ?z) ∧ ent : hasOS(?y, ?z) ∧ sec : AntiV irusProgram(?c)
∧ ¬sec : installedOn(?c, ?y) ∧ sec : prevents(?c, ?x)

→ sec : threatens(?x, ?y)
(1)

Equation 1 illustrates a possible axiom which formalizes the sec:threatens
relation between a computer virus and a computer device. First sec:affectsOS
determines which operating systems are endangered by a certain virus and in
the second step ent:hasOS looks up for all computers and their corresponding
operating systems. Variable ?c stores all available anti virus programs and looks
with ¬sec:installedOn for computers that have not installed such a program.
With sec:prevents it is possible to determine which anti virus protection is useful
to a certain virus and so the ontology, equipped with a proper reasoning engine,
is able to identify those computers that are directly threatened by a certain
virus.

6 Conclusion

In this paper we covered the three phases of e-business (search, negotiation, and
fulfillment) and investigated how semantic information and ontologies can sup-
port and improve these processes. Moreover, we explored the case for protecting
the ontology which is the central element of this approach. Mechanisms of XML
access control are used to protect the confidentiality, integrity and availability of
ontologies. Finally, we presented how the introduced Security Ontology can be
used to secure all assets required by IT-centered companies to ensure CIA (con-
fidentiality, integrity and availability) of information processed in their business
processes.
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Abstract. Current functional requirements for Process Management Systems are 
often demanding accommodation of rapid changes of business processes as well 
as simple adoption to new business requirements. This paper identifies and distin-
guishes between two new ways to handle system's assisted multiple work items 
execution; work item merging and work item grouping. We show that traditional 
workflow management systems technology has limitations for automatic item 
merging while Harmonized Messaging Technology (HMT) (Sadiq, Orlowska, 
Sadiq et al., 2004b) is better positioned for such item merging behaviour. For 
completeness of presentation, we provide a brief introduction to the basic con-
cepts in HMT and demonstrate how automatic merging can be specified in this 
environment. We conclude by investigating the impact on process related data 
when adopting such merging extension into process enforcement technology. 

Keywords: Merging, Grouping, Activity instances, Work items, Flexibility, 
Workflow, Business Process Management. 

1   Introduction 

Business process management systems (BPMS) today face more challenges than in the 
past as they must not only be used to automate and manage complex business proc-
esses but also handle various new functionalities stemming from business require-
ments. Among the technologies for BPMS, workflow technology has been considered 
being the most common technology in supporting the automating of business proc-
esses. Basically in workflow, the structure of a process is modelled as a directed graph, 
which connects activities together using coordinators (such as AND-Split, AND-Join, 
XOR-Split, XOR-Join, Begin, End) (WfMC, 1999). During execution, a process in-
stance within the process represents a particular case of the process; an activity in-
stance (or task) represents an activity within a (single) enactment of a process (i.e. 
within a process instance); workflow performers (or participants) perform the work 
represented by a workflow activity instance by selecting a work item; work item and 
activity instance are two perspectives of activity execution. A detailed description of 
those concepts can be referred to in (WfMC, 1999). 

The popularity of workflow technology can be seen as the result of the simplicity 
in process models and the clear separation between aspects of a process model such as 
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control, data, and resource. However, the technology is often criticised for its lack of 
“flexibility”. Under the “flexibility” umbrella, many research efforts, such as (Kappel, 
Rausch-Schott, & Retschitzegger, 1996), (Sadiq, 2000), (Bae, Bae, Kang et al., 2004), 
(Müller, Greiner, & Rahm, 2004), (Adams, Hofstede, Edmond et al., 2005), aim to 
address the exception handling issue. In those literature, different types of exceptions 
in workflows are considered, which include system related exceptions (i.e. hardware 
or software failures) and logical exceptions (i.e. events that effect the normal execu-
tion of workflows). In addition to exception handling, works investigating control 
flow, data flow, and resource aspects of workflow, such as (Kiepuszewski, 2002), 
(Aalst, Hofstede, Kiepuszewski et al., 2003), (Russell, Hofstede, Edmond et al., 
2004a), (Russell, Hofstede, Edmond et al., 2004b) are also presented, which show the 
limitations of current workflow specifications to support various new functionalities. 

This paper is motivated by the requirement to extend BPMS with a new functional-
ity to handle multiple work items across multiple process instances of the same activ-
ity, the way some business policy would be enforced during process execution. Current 
workflow management systems (or WFMS) maintain process instances such that gen-
erally there is at most one work item per activity of a process instance, if no loop is 
involved. However, some business rules (or policies) require accumulating multiple 
work items across different process instances. 

We differentiate two ways of accumulating work items, grouping and merging. In 
the case of work item grouping, a “wrapper” is produced to wrap several work items 
together to be processed at the same time and the unity of work items will remain 
after grouping. When merging work items, a new work item is created in place of 
several work items and the new work item has its content as the collated contents of 
all the merged work items. For example, in purchasing processes, shipments to the 
same address are grouped together to reduce the delivery cost; while several orders 
from the same supplier can be merged into one single order to get better discount. The 
main difference between these two operations is that grouped shipments can still be 
processed individually afterwards, however orders being merged cannot. Such func-
tionalities of grouping and merging work items can be very useful for business, there-
fore need to be considered as an extension to existing BPMS. 

In (Ma, Lin, & Orlowska, 2006), we investigate the extension of the grouping 
function in WFMS. This paper primarily focuses on merging work items. In particu-
lar, we demonstrate that current workflow specification find it hard to meet the re-
quirement of the merging function without major extension to the data specification 
and the engine implementation. Therefore, an alternative rule-based workflow called 
Harmonized Messaging Technology (HMT) is proposed. In section 3, we introduce 
basic related concepts in HMT and show how to specify merging using HMT. In 
section 4, we discuss the requirement for deploying such merging extension. The 
conclusion and future work are presented in section 5.  

2   Grouping and Merging Work Items 

As mentioned above, grouping and merging are two different concepts. The main 
difference between these functions can be illustrated as in Figure 1, which represents 
a typical result of executing two consecutive activities within a purchasing workflow. 
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In Figure 1, PR and PO represent multiple work items that need to be executed by 
the performers (or participants) of activities: Create Purchase Request and Create 
Purchase Order. Each work item has an associated content. For example, the work 
item PR2 requests to order two products C and D with their respective values (i.e. 30 
and 20) as its content. 

PO*

B 20

C 30

D 20

PR.1

B 20

C 30

D 20

PR.2

Merging work 
items

PR.1

B 20

C 30

D 20

PR.2

PO.1
B 20

PO.2

C 30
D 20

Grouping work 
items

 
Fig. 1. Grouping and Merging of work items 

As illustrated in Figure 1, when grouping, a group of work items is created (i.e. a 
group formed by PO.1and PO.2). While in the case of merging work items, a new 
work item is created as a result of merging (i.e. PO* is the corresponding purchase 
order for both PR.1 and PR.2). 

If we denote Ai as an activity and WIi the set of all work items of activity Ai, then 
we define the Group and Merge functions for work items as follows. 

Group: WIi iWI2 , where iWI2 is the power set of WIi. When the group function is 
applied on WIi, it will necessarily produce a partition of WIi. After partitioning, each 
part of the set WIi is called a group iff it has more than one element (i.e. one work 
item). 

Merge: iWI2  WIi.When the merge function is applied on a subset of WIi, it will 
replace the subset by creating a new work item wii∈WIi (different from the case of 
grouping work items, where no new work item is created). The newly created work 
item wit has its content as the collated contents of all the work items it merged. 

In practice, the group function offers a mechanism allowing activity performers to 
group items as a whole in a preferred way for the purpose of being activated, sus-
pended, terminated, or completed (WfMC, 1999) at the same time. The item group 
can also be used to preserve works to be accessed and executed by dedicated per-
formers. A detailed investigation on the impact, benefits, and potential implementa-
tion of extending the grouping function, supporting preferred work practices, in 
WFMS is presented in (Ma, Lin, & Orlowska, 2006). 

On the other hand, merging of work items does not aim to provide preferred work 
practices, but the function allows BPMS to handle specific business rules or policies. 
The merging feature allows specific work items to be accumulated and collated into a 
new work item in order to facilitate certain business requirements, such as require-
ments to implement discount policy, payment procedure, or delivery method. We 
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observed that current WFMS has limitation in supporting the merging feature accord-
ing to the following two main reasons. 

Firstly, when work items are merged based on their contents, it is required that the 
workflow engine must have the access to their contents before merging. However, in 
current WFMS the content of a work item is hidden to the engine. 

Secondly, creating a new merged work item and populating its content cannot be 
specified by current workflow specifications. Thus it requires either extension to work-
flow specifications or WFMS’s applications (Sadiq, Orlowska, Sadiq et al., 2005). 

In the next section, we will introduce Harmonized Messaging Technology (or 
HMT) as an alternative of workflow technology in business process enforcement and 
show that HMT can support the automatic merging function. 

3   Harmonized Messaging Technology 

Unlike workflow technology that considers a business process as an ordering collection 
of activities, Harmonized Messaging Technology (or HMT) visions process as a commu-
nication phenomenon. Where process participants communicate with each other by 
exchanging messages of predefined message types (Sadiq, Orlowska, Sadiq et al., 
2004b), (Sadiq, Orlowska, Sadiq et al., 2004a), (Sadiq, Orlowska, & Sadiq, 2005). A 
Harmonized Messaging Management System (or HMMS) (Ma, Carter, Sadiq et al., 
2006) facilitates the communication interactions between participants using harmonizing 
rules (or rules). 
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P05

P06
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Harmonising 
Rules
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Types

Outgoing Message 
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Fig. 2. An HMMS execution 

Figure 2 envisages an example of an HMMS execution. Rules are used to specify 
the relationships between message types (e.g. T01, T02, or T08). Based on those 
rules, when participants (e.g. P01, P02, or P05) send incoming messages (e.g. 
T01.001, T01.002, or T04.001) to the HMMS, the HMMS then generates outgoing 
messages (e.g. T05.001, T06.001, or T08.001) to dispatch to other participants (e.g. 
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P05, P06, or P08). In the following section, we will give a description of HMT basic 
concepts. 

3.1   HMT Basic Concepts 

The most fundamental concept in HMT, required for process modelling, is Collabora-
tion Space (or CS), which is a 3-tuple of <P, R, T>. We denote P as a set of Partici-
pants, R as a set of Rules, and T as a set of Message Types (Ma, Orlowska, & Sadiq, 
2005). 

Participants. A participant represents a component process, an organization, or a 
program participating in the process. Participants can send and/or receive messages 
to/from the system (HMMS). 

Message Types. All the communication messages must conform to predefined mes-
sage types. Each message type defines the fields that it contains (e.g. message re-
ceiver, or message ID), the fields domains (i.e. the set of values that the fields can 
accept), the fields constraints (i.e. other restrictions on fields such as manda-
tory/optional, subtype or subset constraints). Message types are classified into two 
classes, namely Incoming Message Type (or IMT) and Outgoing Message Type (or 
OMT), based on the receipt and dispatch functions of the HMMS. 

We use the notations nT , kn FT . to denote an IMT (or OMT) and its field; where n, 

k are the IDs/names of the message type and the field respectively. 

Rules. HMT rules are empowered by the concept of events, which specify the reac-
tion of HMMS when it detects the arrival/dispatch of specific messages and/or certain 
time occurrences. In general, harmonizing rules are of the form Condition Action. 

• Conditions. The condition of a rule is a first order formula, which is built on 
events using Boolean operators ( ¬, ∧, ⊕  (or XOR)) as well as constants, field 
values of the message pertaining to an event using ∀ , ∃ , ¬, ∧, ⊕ ; where HMT 
event refers to either the Arrival (or Dispatch) of a specific message, or a Clock 
event (i.e. the occurrence of a specific time point). 

• Actions. When the condition part of a rule is evaluated to be TRUE, the HMMS 
will react by performing a communication action. HMT considers three types of 
actions: Associate (i.e. associates specific event occurrences with an OMT), As-
sign (or Populate) (i.e. assigns a value to a message field), and Send (i.e. sends 
the populated message to a participant). In addition, there are three rule types. 
Each deals with one action type, namely rule type 1, rule type 2, and rule type 3. 

 

A detailed description of HMT rule specification and its formal foundation is pre-
sented in (Ma, Orlowska, & Sadiq, 2005). In (Ma, Orlowska, & Sadiq, 2005), the 
safety and expressive power of HMT specification have also been investigated. 

3.2   Modelling Process Using HMT 

In a simplified sale order processing workflow (Figure 3), the HMMS passes messages 
between performers (i.e. HMT participants) of activities: Create Purchase Request, 
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Create Purchase Order, Organize Shipment, Send Invoice, and Receipt Payment, in 
order to manage the execution order between these activities. 

Create 
Purchase 
Request

Create 
Purchase 

Order

Organize 
Shipment

Begin End

Make 
Payment

Send Invoice

End  

Fig. 3. Order processing workflow 

Typically, an outgoing message that is sent by the HMMS to a participant repre-
sents a request for a work (i.e. a work item) to be done by the participant; and after 
completing the work item the participant will return an incoming message. Thus a 
work item can be modelled as a pair of an outgoing and an incoming message, and a 
workflow activity ti is modelled in HMT as a pair of an OMT and an IMT, which are 
denoted as iquestT −Re  and iConfirmT − respectively. 

 

 

Fig. 4. A Purchase Request and its corresponding Request to Create Purchase Order 
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For example, in Figure 3, the Create Purchase Order activity is modelled as 
< CreatePOquestT −Re , CreatePOConfirmT − > and the transition between two activities Cre-

ate Purchase Request and Create Purchase Order is facilitated by harmonizing rules 
that generate a CreatePOquestT −Re message in response to the occurrence of a Purchase 

Request (i.e. a PRT message). Figure 4 illustrates an example of a message of type 

PRT and its corresponding message of type CreatePOquestT −Re . 

Tree types of rules to generate CreatePOquestT −Re messages in Figure 4 are: 

Rule type 1. IF cond THEN ASSOCIATE iT , where cond is the rule’s condition 

and iT is an OMT. 

For example, IF PRT  THEN ASSOCIATE CreatePOquestT −Re  (i.e. associate OMT 

request to create a purchase order when a purchase request arrives). 
Rules type 2. iT .F := IF cond1 THEN value-expression1 

IF cond2 THEN value-expression2 

… 
IF condm THEN value-expressionm 

Where iT .F  is a field, conditionk is a condition, and value-expressionk refers to con-

stants, system generated values, or values derived from previously received messages. 
For example, in the message “Request to Create a Purchase Order” (Figure 4), the 

field “Time, date issued” with ID F5 has a system generated value; the field “Refer-
ence messages” with ID F4 takes the value of a field (i.e. PRT .F1) in a previously 

received purchase request. 
Rule type 3. IF cond THEN SEND iT , where iT is an OMT. 

For example, IF CreatePOquestT −Re  THEN SEND CreatePOquestT −Re  (i.e. a request 

to create a purchase order is sent when all its mandatory fields have valid values). 

Table 1. Modelling process structure using HMT 

 

Activities, transitions, and constructs Message types and interaction 
templates 

 

Ti 

 

Tj 

Activity Ak 

 

<TRequest-k   , TConfirm-k> 
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Table 1. (continued) 

 

Null activity Ak 

 

<Tk  , Tk> 

Transition 

 

ITm such that 

ri1: IF Tt THEN ASSOCIATE Tm 

XOR-Split 

 

},...,,{ pnmi ˛" , ITi such that 

ri1: IF (Tk Ù  Ci ) THEN ASSOCIATE Ti 

where Ci is the XOR-Split condition 

 

 

AND-Split 

 

},...,,{ pnmi ˛" , ITi such that 

ri1: IF Tk THEN ASSOCIATE Ti 

XOR-Join 

 

ITk such that 

rk1: IF (Tm ¯ Tn ¯ … ¯ Tp) THEN 
ASSOCIATE Tk 

AND-Join 

 

ITk such that 

rk1: IF (Tm Ù Tn Ù … Ù Tp) THEN 
ASSOCIATE Tk 
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A formal specification of HMT rules is presented in (Ma, Orlowska, & Sadiq, 
2005). In addition, to reduce the complexity of rule specification, we abstract rules 
that manipulate the associating, populating, and sending messages of an OMT as an 
interaction template. For an OMT Ti, let ri1 be the rule type 1 to associate Ti, Ri2 be 
the set of all rules type 2 to assign field values, ri3 be the rule to send Ti messages. 
Then the interaction template ITi is defined as a 3-tuple of <ri1, Ri2, ri3>. Interaction 
templates are used to model workflow structures as illustrated in Table 1. 

In addition, HMT rules (especially rules type 2) offer a mechanism to specify how 
to derive data from previously received messages to put into the contents of newly 
created outgoing messages. Thus, they communicate data between process activities 
and certain levels of control on the process’s data flow can be specified. 

3.3   Merging Work Items in HMT 

As mentioned in section 2, in order to merge work items, BPMS need to create a new 
work item and populate its content. We observe that one could specify merging in 
HMT based on the following two reasons: 

• The first reason is that in HMT a work item can be presented by a pair of incom-
ing message notifying the completion of a work item, and an outgoing message  re-
questing the creation of another work item. Then applying the conjunction on several 
incoming message events in a rule type 1, associating an outgoing message type, is 
necessary to correlate the completion of multiple work items to generate a unique 
(merged) request for a new work item. Based on this characteristic, HMT rules type 1 
can be used to create a new work item. 

For example, as in Figure 4, each purchase request will have a corresponding pur-
chase order. However, we assume that it is required to merge every two purchase 
orders from the same customer into one purchase order. In this case, the HMMS can 
perform the merging task by associating two purchase requests with the OMT request 
to create a purchase order, following a rule of type 1: 

IF )..()( CustomerTCustomerTTT i
PR

i
PR

j
PR

i
PR =∧∧                         (1) 

THEN ASSOCIATE CreatePOquestT −Re  

• The second reason is that the task of manipulating the content of a work item can 
be specified by rules. This is because the content of a work item is represented by 
corresponding message contents; and rules type 2 can specify how to populate mes-
sage contents. 

For example, rules of types 2 in the message type CreatePOquestT −Re are deployed to 

collate the contents of the two components (i.e. 
i

PRT and 
j

PRT in (1)) as illustrated in 

Figure 5. 

In Figure 5, the field “Reference messages” with ID F4 has the value {PR-00021, 
PR-00101}, which is used to refer to the contents of purchase requests with IDs  
PR-00021 and PR-00101. Therefore, the newly created request to create a purchase 
order corresponds to two purchase requests. 
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Fig. 5. A “Merged” Request to Create Purchase Order 

In summary, the multi-aspect nature of HMT rule specifications has the advantage 
of specifying not only the control flow but also the data flow aspect of process mod-
els. Specifically, HMT rules can be used to specify how to create and populate con-
tents of work items in the case of merging. In the next section, we will consider the 
issues in deployment of such merging feature in BPMS. 

4   Deployment of Merging 

Automatic merging of work items, although, can be implemented in BPMS (for ex-
ample, in HMMS and in WFMS with certain extension). However, specific considera-
tion should be taken when implementing the new feature. In this section, we first 
investigate the abnormalities in process execution when merging work items, and then 
consider the management of item IDs to avoid such abnormalities. 

4.1   Process Execution Abnormalities 

Extending BPMS with the merging feature may introduce some abnormalities in 
workflow execution as illustrated in Figure 6 and Figure 7. 

Figure 6 illustrates a typical result of executing a part of a workflow, which con-
sists of four activities (i.e. A1, A2, A3, and A4) with their corresponding work items 
(A1.1, A1.2, A2.1, A2.2, A3.1, A4.1, and A4.2) and an XOR-Split coordinator (with 
decision condition “Total > 50”) in two situations, i.e. when there is no merging and 
when there is merging at activity A2. 

In figure 6, in the case that there is no merging, after executions of activity A2, ac-
tivity A4 is selected to execute as the result of evaluating the “Total” value of the 
contents of A2.1 and A2.2 (i.e. 20 and 50 respectively). However, a different result 
occurs when merging is performed at A2. In this case, instead of A4, activity A3 is 
selected to execute as a result of evaluating the “Total” value (i.e. 20+30+20=70) of 
the merged work item A2.1*. 

Figure 7 illustrates a result of executing a part of a workflow, consisting of five ac-
tivities with an AND-Join coordinator in two situations, i.e. when there is merging 
and no merging at activity A2. 
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Fig. 6. Merging with XOR-Split 
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In figure 7, work item A5.1 is created as a result of completion both A2.1 and 
A4.1. Similarly, the completion of both A2.2 and A4.2 triggers the execution of A5.2. 

However, in the case of merging work items (the right hand side of Figure 7), after 
the completion of A2.1* and A4.1, it is not desired to execute A5, since there is a 
non-correspondence between contents of A2.1* and A4.1 (similarly for A2.1* and 
A4.2). For clarity, if A2, A4, and A5 refer to the activities of Receive Purchase Order, 
Receive Payment, and Send Goods respectively, then A5 should not be executed 
when there is a mismatch between the contents of a purchase order and the payment. 

Such abnormalities in process execution emerge as a consequence of the violation 
of the coupled relationship between a work item and a process instance. Originally, 
each work item (represented as messages in HMT) belongs to at most one process 
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instance. However, in the case of merging, this relationship does not hold. When 
merging, a new work item (or a new message) is created in replacement of specific 
work items (or specific messages) that originally belong to multiple process instances. 
Thus the newly created work item (or message) now belongs to multiple process  
instances. 

In order to avoid such abnormalities in process execution, specific considerations 
must be given. In particularly, the problem when incorporating the merging feature 
resides in the ability to manage the contents of messages during process execution, 
such that the above mismatch can be resolved. In the next section, we propose to deal 
with such abnormalities by managing of message IDs. 

4.2   ID Management 

In practice, there is a requirement to manage the component item/message signatures 
when merging/unmerging happens during process execution. Therefore, each compo-
nent work item or message is uniquely identified by an ID. When merging happens, a 
new merged work item or merged message (i.e. a merge) is created and associated 
with a new ID. Thus merging at some stage in a process introduces a relationship 
between IDs of components and the ID of the merge. A merging solution can only be 
practical and beneficial when the relationships of the IDs can be stored and managed 
efficiently and effectively; we consider issues of ID management in the following 
aspects: capturing, matching, converting, and tracking. 

Capturing. In the simplest form, the ID relationship between merged items/messages 
and their components can be presented as a 2-attribute relation (i.e. merged item ID 
and component ID). However, in real practice the ID relationship is more complicated 
as extra dimensions are introduced. For example, incorporating the process instance 
IDs of components, time dimension as well as allowing nested merging (i.e. new 
merged items are built from previously merged items). 

Matching. In order to avoid abnormality in process execution (as in Figure 7), it is 
required that process enforcement engines need to match IDs (thus contents) between 
work items/messages. For example, before passing an AND-Join, process engines 
must check the correspondence between merged and non-merged items/messages, 
before allowing them to be proceeded. Consideration should take into account the 
constraint on matching, for instance, the system needs to wait for all the correspond-
ing items/messages of a merge to come (called total matching) or allowing part of the 
merge to go further (called partial matching). Figure 8, illustrates an example of total 
matching and partial matching. 

In Figure 8, in the case of total matching, the process enforcement engine waits un-
til all items A2.1*, A4.1, and A4.2 finish and then generates item A5.1*. While in the 
case of partial matching, if items A2.1* and A4.1 finish first, then the engine will 
create the item A5.1* without waiting for the occurrence of item A4.2. The flexibility 
of the merging feature can be specified by its matching function and the key issue 
resides in the way we define the matching function. 
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Fig. 8. Matching constraint 

Converting. It is more practical to consider that work items (or messages) are merged 
based on different merging conditions along a process. In addition, in order to prevent 
abnormality in process execution, as in Figure 6, reverting the affect of the merging 
function (i.e. un-merging function) is required. ID of a previously merged work item 
(or merged message) is converted into IDs of its components and the components can 
be merged again later. For example, purchase orders can be merged when they belong 
to the same supplier, but order deliveries could be merged based on the locations of 
the warehouse dispatching the goods and the delivery address. In the case of allowing 
a nested merge, previously merged work items (or messages) can be merged again to 
introduce a higher nested level. Then controlling the nested level when unmerging 
remains an issue to process engine builders. 

Tracking. Tracking process execution is an essential function of BPMS and makes 
the merging functionality attractive to many applications.  Queries such as “trace the 
purchase order of shipment ID S1001” or “find out the status of all the purchase re-
quests sent by customer A during last month” can be found quite often in practice. 
Tracking process executions remains a challenge in today’s business processes. These 
are characterised to be long running, dynamic, and high volume in nature. Merging 
extension puts even more load on the tracking function. 

In particular, since the relationship between a merge item/message and its compo-
nents is always a parent-child relationship in nature; performing tracking queries 
typically requires recursive computation on IDs. In current WFMS, the concept of 
process instance plays a critical role in avoiding such expensive computation by an-
choring all the work items within a case. However, in the case of merging, process 
instance cannot be used to link merge work items (or merged messages). Thus it  
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requires a careful consideration in the design of the tracking function and data struc-
ture storing IDs. 

5   Conclusion 

Workflow technology has long been considered the most commonly used Business 
Process Management (BPM) technology. The clear separation between aspects of a 
process model such as control, data, and resource in specifications can be considered 
as one of the most critical advantages of the technology. However, the strength of 
workflow technology in some cases may become its weakness due to different proc-
ess requirements. 

In this paper, we considered an extension of BPM systems with the merging of work 
items facility to reflect useful business requirements. We identified the distinction 
between merging and grouping of work items, and showed that workflow technology 
cannot model items merging due to the separation between aspects of processes in 
workflow specifications. 

We introduced Harmonized Messaging Technology (HMT) as an alternative of 
workflow technology in supporting business process automation, which designs and 
facilitates process coordination through message communication using rules. The 
multi-aspect nature of HMT rule specifications facilitate specific business require-
ments such as merging work items. 

The paper concludes with an investigation into the consequence on the data aspect 
management of such merging extension onto process automation technology in general, 
regardless of the specific technology used. The data management issues in merging lead 
to the managing of work item/message IDs.  We identified the major challenges for ID 
management, which fall into ID capturing, matching, converting, and tracking. The 
consideration of proposing data structures to store IDs, the managing of those structures, 
and the visual methods for HMT rules will form the basis of our future research. 
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Abstract. Flow-oriented process modeling languages have a long tra-
dition in the area of Business Process Management and are widely used
for capturing activities with their behavioral and data dependencies. In-
dividual events were introduced for triggering process instantiation and
activities. However, real-world business cases drive the need for also cov-
ering complex event patterns as they are known in the field of Complex
Event Processing. Therefore, this paper puts forward a catalog of re-
quirements for handling complex events in process models, which can be
used as reference framework for assessing process definition languages
and systems. An assessment of BPEL and BPMN is provided.

1 Introduction

In order to flexibly adapt changing business requirements, companies are in need
of IT systems that allow rapid reconfiguration. Business Process Management
(BPM) puts process models into the center of attention capturing the activities
that have to be carried out as well as their behavioral and data dependencies.
The functionality of the available IT systems is invoked by process execution
engines, which turns process models into central configuration artifacts for the
enterprise systems.

Over the past years different process definition languages have been proposed.
They tackle different levels of detail ranging from high-level models for business
analysts to executable process models. Prominent examples are e.g. the Business
Process Modeling Notation (BPMN [2]), UML 2.0 Activity Diagrams ([1]) and
the Business Process Execution Language (BPEL [3]). All of these languages
incorporate the notion of events for triggering process instantiation or steps
within a process instance. Events in the form of message exchanges or timeouts
are very common in executable languages. In the case of higher-level modeling
languages there is the possibility to also consider coarser grained business events,
such as “goods have arrived”.

Events are a way to loosely interconnect different process instances: Events
produced in one process instance are consumed by one or several other process
instances. Furthermore, composite events, i.e. the combination of different inter-
related events, must be handled in process models, too. As activities can normally
be decomposed into flows of sub-activities, we also need the possibility to handle
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different levels of events in process models. As an example the high-level event
“goods have arrived” might be decomposed into a number of “line item has been
stored in warehouse” events.

Process definition languages have been benchmarked for their suitability re-
garding common scenarios in processes. However, a benchmark regarding the
eventing capabilities of process definition languages is still missing. Therefore,
this paper puts forward requirements derived from real-world business cases.

The remainder of this paper is structured as follows: Section 2 highlights
related work before section 3 recapitulates on how events are consumed in busi-
ness processes. In section 4 a catalog of patterns for composite events in business
processes is presented and assessments for BPEL and BPMN are given. Finally,
section 5 concludes and gives an outlook to future work.

2 Related Work

The field of Complex Event Processing (CEP) comes with a set of languages
and architectures for describing and efficiently executing complex event rules. A
good reference for CEP is the book by Luckham [6], where he also introduces
Rapide, an event pattern language. A framework for detecting complex event
patterns can be found e.g. in [7]. Considerable work on event pattern languages
can also be found in the field of active databases. In [5] the event algebra Snoop
is introduced and compared with other event languages.

It is argued that process definition languages could be superseded by event
pattern languages. However, flow-oriented languages, i.e. languages where the
flow relation between activities is at the center of attention, have a long tradi-
tion in the field of Business Process Management and their suitability has been
studied extensively [11,8]. The fact that the most commonly used formalism
in the field of business processes, namely Petri nets ([10]), is also flow-oriented
underlines the importance of the flow-oriented paradigm.

Seeing message exchanges between process instances as the main event type
in service-oriented architectures, the Correlation Patterns introduced in [4] de-
scribe the relationship between these communication events and the structure
of process instances. The relationship between individual patterns in this paper
to respective Correlation Patterns will be given in section 4.

3 Event Consumption in Business Processes

As already mentioned in the introduction, state-of-the-art process definition lan-
guages include the notion of events. E.g. in BPEL invoke, receive and onMessage

activities specify production and consumption of message events. An initial
receive and onMessage activity with the attribute createInstance set to yes de-
fines a WSDL port type / operation combination that is relevant for the instan-
tiation of BPEL processes: As soon as a message of that particular combination
arrives, a process instance is created.
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We can find three typical steps for the consumption of events in process in-
stances (depicted in Figure 1): i) A subscription to events (e.g. incoming mes-
sages) is initiated. ii) An event occurs (e.g. a message arrives). iii) The event
is matched by a subscription. This determines that the event will be consumed
by a particular process instance. Either it is consumed by an already existing
process instance or a new instance is created as result of that event.

subscription

event
occurrence

event matching 
& consumption

causal ordering

Fig. 1. Event handling in process instances: three steps

As a forth step we could also consider unsubscription. If an event is not awaited
any longer the subscription is taken back. A typical scenario could be that at
a given moment in the process a message of one out of a set of different types
could be consumed. In this case, there is a subscription for every type and as
soon as one message arrives no message of the other types is waited for.

We know that the consumption of an event cannot happen before the occur-
rence of that event nor before a subscription. These causal ordering constraints
are also depicted in Figure 1. However, we leave open at this stage, whether the
subscription has to precede the event occurrence. The architectural implication
for allowing subscriptions after the actual event occurrence, is that the system
has to store the event for later consumption. Such an architecture might not be
desired since it is hard to tell how long an event should be stored.

The enlisted steps can also be found in BPEL. Subscriptions for those mes-
sages that lead to process instantiation are initiated at deployment-time of a
process definition. Subscriptions for those messages that are consumed by a run-
ning process instance are normally initiated as soon as the respective receive

or onMessage activity is reached. Normally, the next two steps happen at once
in the case of BPEL: as soon as a message has been matched it is routed to
a process instance. However, the specification leaves it open to the process en-
gine implementers if also messages can be consumed by a receive or onMessage

activity that have arrived before that activity was reached.
BPEL only considers individual events: It is checked on a per-message basis if

a message matches a registered subscription (based on the port type, operation
and correlation sets) and only one message is consumed in a receive or onMessage
activity. This is different to what is supported in event rules in the field of
Complex Event Processing. Event rules specify patterns of events that have to
be matched. E.g. it is required that five corresponding messages of type customer
complaint are present within a given timeframe for a given event rule to fire.
Event rules enable hierarchical event architectures: Several low level events are
matched in event rules producing higher-level events. In business scenarios at
least two different levels of events should be present. At a low level we find
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Do weekly 
cleanup

Start timer event

Intermediate message event

Every Friday 
6pm

Cancel 
request

Weekly 
report

All systems 
shut down

Prepare 
report

Intermediate event

End message event

Fig. 2. Event consumption and production in BPMN

individual events, e.g. the arrival of a container detected by an RFID station,
whereas on a higher level business events such as “sufficient containers available
for shipment” are considered within process models. Unfortunately, such event
hierarchies are not present in BPEL, only one level of events is considered. A
remedy could be using event aggregation components as a separate architectural
component in addition to a process execution engine. However, a seamless way
of modeling processes and event aggregation is necessary in order to provide a
consistent view to the process experts.

BPMN does not have the capability to express different levels of events, ei-
ther. However, it allows more event types than BPEL: In addition to messages,
timeouts and exceptions that are also present in BPEL, BPMN also comes with
rule events and it even allows to extend the language with custom defined event
types. Since BPMN is basically a graphical notation without defined execution
semantics, it is unclear how and when subscription for events is handled in
BPMN. Anyway the BPMN assumes that all messages are persistent. Thus they
are kept until a process instance is ready to consume them. As it is the case for
BPEL, BPMN distinguishes start events and intermediate events as two kinds of
event consumption: start events lead to process instantiation and intermediate
events are consumed by a running process instance. BPMN also allows to specify
message consumption and production through send and receive activities.

The BPMN specification does not explicitly state how often an event can be
consumed by process instances. But as the specification intends to map BPMN
to BPEL, we assume that every event is only consumed once like in BPEL.

4 Patterns for Composite Events

This section introduces a set of patterns as reference framework for assessing pro-
cess definition languages regarding their support for composite events in business
processes. We have seen that both event consumption and production are present
in process languages. The patterns enlisted in this section only focus on the con-
sumption side. Each of the patterns comes with a short description, examples
and an assessment of BPEL and BPMN.
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4.1 Co-occurrence Patterns

This set of patterns describes scenarios where several events have to be consid-
ered in order to decide whether a pattern matches or not.

1. Event Conjunction. Two or more events have to have occurred in order to
be matched. The order of occurrence is irrelevant. This pattern is similar to the
Atomic Consumption pattern from [4].

Examples. (a) As part of the management of a shipment delivery to transient
storage nodes, when the number of carriers collectively yielding the minimal
outbound shipment has arrived, an event is raised to alert the relevant carriers
to confirm delivery pick-up.

(b) If goods have been delivered which were previously canceled, a delivery
exception event is raised.

Assessment of BPEL. Only one event is consumed at a time in BPEL pro-
cesses. A workaround for some scenarios can be that e.g. several receive activities
are placed within a flow constructs (i.e. in parallel). For process instantiation
scenarios a pick representing the alternative occurrence sequences could be used.
In this solution, we run into the problem that the instance is created as soon
as the first message arrives. Event Conjunction demands atomicity: Only in
the presence of all demanded events, an action in the process should be taken.
Therefore, there is no direct support for this pattern in BPEL.

Assessment of BPMN. The situation for BPMN is similar to that of BPEL.
Atomic consumption of several events is not possible in BPMN processes. There-
fore, no support for this pattern, either. Similar workarounds like in BPEL are
possible, though.

2. Event Cardinality. A specified number of events of the same type that
are all subject to the same constraints have to have occurred in order to be
matched. Event Cardinality is a special case of Event Conjunction. There are
two flavors of Event Cardinality: (i) a fixed number is specified (ii) a range
of numbers is specified. In the latter case a set of events can be matched as
soon as the minimum number of events are present. However, if more events
are available at the moment of matching, all available events are matched (as
a maximum number the upper limit of the range). The fixed number and the
range of numbers might be known at design-time or only at runtime.

Examples. (a) GSM stations send status report events. Some events indicate
errors due to minor technical malfunctions. If more than a threshold number of
errors are reported, an event is raised for trouble-shooting.

(b) Requests for purchase of small items are not processed immediately but are
batched, and subsequently trigger ordering when a certain number of purchase
requests is reached.

Assessment of BPEL. There is no support for this pattern in BPEL since we
find the same problem like in the case of Event Conjunction: only one event is
consumed at a time. Similar workarounds would be needed to implement event
cardinality (e.g. using while constructs) but the constraint of atomic matching
can not be fulfilled.
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Assessment of BPMN. In analogy to the case of BPEL, there is no support
for this pattern in BPMN.

3. Event Disjunction. There are alternatives of events that have to have oc-
curred in order to be matched. The Workflow Pattern “Deferred Choice” ([9]) is
a special case of this pattern, where alternative individual events are waited for.

Examples. (a) The shipment planning process is started either automatically
at a scheduled time before or at an earlier time determined by the shipment
scheduler (e.g. in case of additional stock variances).

(b) The ordering process of an online video-on-demand marketplace uses one
of several payment instruments obtained from a customer’s profile. When the
one of these clears credit check, the transaction phase of ordering can proceed.

Assessment of BPEL. The pick construct in BPEL allows to define alternative
event types. The first matching event is consumed and the process resumes. This
semantics implements the Deferred Choice pattern. We conclude that there is
direct support for Event Disjunction in BPEL.

Assessment of BPMN. The event-based gateway has similar semantics like
the pick construct in BPEL. Moreover, BPMN has a multiple event type. It can
be triggered by alternative events and used for process instantiation scenarios.
Hence, there is also direct support in BPMN.

4. Inhibiting Event. An event can only be matched in the absence of another
specified event. This inhibiting event is not consumed.

Examples. (a) A fraud alert is raised if an invoice paid event was detected
without a corresponding invoice approved event.

(b) A passenger’s seat allocation on a flight is flagged if the passenger cannot
be located through the search/alert passenger process and the departure gate
of the flight is closed. Commencement of seat cancellation triggers retrieval of
the passenger’s baggage, although the passenger may still be allowed to board
the flight if the baggage has not yet been retrieved. Baggage retrieval signifies
completion of seat cancellation and the passenger is not allowed to board the
flight from that point.

Assessment of BPEL. Matching of messages to subscriptions is done on a
per-message basis in BPEL. I.e. no other messages are considered when deciding
whether it matches or not. This leads to the situation that there is no direct
support for the Inhibiting Event pattern in BPEL. However, in some cases the
notion of cancellation can emulate an inhibiting event: in a certain scope of
the process, incoming messages are dealt with by event handlers throwing an
exception which in turns causes the scope to be canceled. This does not work for
the case of process instantiation. The inhibiting event should cause an instance
not to be created.

Assessment of BPMN. Like in the case of BPEL, there is no direct support
for this pattern in BPMN. However, we can also think of workarounds using
intermediate events that are attached to activities. A running activity would
then be canceled as soon as the specified event occurs.
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4.2 Time Relation Patterns

These patterns describe common time-related constraints for event patterns.
The moment an event occurs might be relevant for deciding whether a pattern
matches a certain group of events.

5. Event – Event Time Relation. Two events can only be matched if their
occurrence happens within or outside a given timeframe. A special case is where
the event of one type always has to have occurred before the other. This pattern
only appears as additional constraint for Event Conjunction.

Examples. (a) For a supermarket chain, suppliers of certain categories of stock
are responsible for replenishing stock to predefined thresholds, monitored by
suppliers. If an event is raised that line-item sub-category falls within a cer-
tain threshold and has order notification from the supplier for replenishment
within a certain time since the threshold was reached, the replenishment process
terminates without exception.

(b) Customers in an online video-on-demand marketplace are served by media
content brokers. A broker who cannot fulfill a request may forward it to other
brokers. Forwarded requests need to be fulfilled within a certain time of the
request issued by the customer, otherwise the request is no longer current.

(c) Buy and sell events arising from the stock market of a customer portfolios
are automatically correlated within a certain time of their occurrence by an
investment management process, otherwise they are ignored.

Assessment of BPEL. Since this pattern always requires the presence of
an Event Conjunction there is no support for this pattern in BPEL. Possible
workarounds could include the usage of timeouts, i.e. onAlarm events: As soon as
the first message is consumed, the timer is started. If the timeout occurs before
the arrival and consumption of the second event, cancellation takes place. Such
a workaround only works if only those messages are consumed that arrived af-
ter the corresponding receive activity was reached. In the other cases it is not
known how much earlier the first message arrived before reaching the receive

activity.
Assessment of BPMN. In analogy to BPEL there is no support for this pat-

tern in BPMN. A similar workaround could be used: an intermediate timer event
is attached to an activity containing the second intermediate event.

6. Event – Subscription Time Relation. An event can only be matched
if it occurs within a given timeframe relative to the moment of subscription,
e.g. an event must occur within 5 minutes after the moment of subscription.
Alternatively it is specified that it occurs outside a given timeframe relative to
the moment of subscription, e.g. an event must have occurred at least 10 days
before the moment of subscription. This pattern is only relevant for cases where
events are to be consumed by already running process instances.

Examples. (a) A company assessment process determines business properties.
When it reaches the point of stock prize evaluation it consumes all stock prize
updates of the last 2 months for that company to calculate average growth and
variance.
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(b) A process supporting tax return applications accepts input for the ap-
plication up until the point where a final version of the tax return is prepared.
Thus, any information relating to tax returns such as exemptions or investments
can be asynchronously consumed during the process.

Assessment of BPEL. It is not specified when the subscription to a message
is initiated in BPEL. We only know that the latest moment of subscription is
when the receive or onMessage activity is reached. If we use a pick construct
in combination with an onMessage and onAlarm, we can define a duration how
long the engine should maximally wait for the message starting at the moment
of reaching the onAlarm activity. This covers the case where the message should
arrive within a given time after the subscription. All other cases are not directly
supported in BPEL. We conclude that there is partial support for this pattern.

Assessment of BPMN. The event-based gateway in BPMN directly corre-
sponds to the pick construct in BPEL. Therefore, we also find partial support
for this pattern in BPMN.

7. Event – Consumption Time Relation. An event can only be matched if it
occurs at least a certain time before the moment of consumption. Alternatively
it is specified that it occurs at most a certain time before consumption. This
pattern is especially important for process instantiation scenarios.

Examples. (a) Ad-hoc stock requests which occur between regular replenish-
ment cycles are processed together for allocation to existing shipments of the
next cycle.

(b) Within a certain time of stock pick-up for the next shipment time, the
relevant carriers are expected to report pick-up and commencement of deliv-
ery. Outstanding carriers are contacted for determination of whether alternative
transportation should be triggered.

Assessment of BPEL. There is no support for this pattern in BPEL.
Assessment of BPMN. There is no support for this pattern in BPMN.

8. Event – Absolute Time Relation. An event can only be matched if it
occurs before or after an absolute point in time.

Examples. (a) Incoming calls into a service hotline during business hours are
handled by the local support center. Calls outside business hours are directed to
global support centers.

(b) A scheduled upgrade of a system is set for a specific time. Warning are
sent out to users that log in within that specific time frame.

(c) During fixed times on weekdays, processes are triggered for major roads
with interchangeable lanes (for left/right side) to have their lane allocations set.

Assessment of BPEL. The onAlarm construct in BPEL has both a duration
semantics (the timeout occurs after a certain time period has passed) and a
deadline semantics (the timeout occurs as soon as a certain deadline is reached).
The latter can be used to easily express one flavor of the pattern: A pick construct
in combination with an onMessage and an onAlarm can implement cases where
the message has to arrive before a given deadline. Since this implementation
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does not cover the situation where a message has to arrive after a given point in
time, we opt for partial support for this pattern.

Assessment of BPMN. In analogy to BPEL we can use a combination of an
event-based gateway with an intermediate event and an intermediate timer event.
The other flavor of the pattern is not directly supported, either. Therefore, we
also have partial support for this pattern in BPMN.

4.3 Data Dependency Patterns

For the following set of patterns we assume that events carry additional data.
For instance, incoming messages carry message content and a “goods have ar-
rived” event carries information about the supplier and the corresponding order.
The patterns describe how data dependencies constrain the matching of events.

9. Event – Event Data Dependency. Two events can only be matched if
their data is in a specified relation. This pattern only appears as additional
constraint for Event Conjunction. It is similar to Key-based and Property-based
Correlation in [4].

Examples. (a) An incoming order confirmation or order rejection event is
matched with the outgoing order request event with the same OrderID.

(b) An investigation for provision of land tenure (e.g. land planned for a
school site) involves complex searches for related tenure applications and future
land actions planned, based on geographic locality (e.g. railway line planned or
environmental regulations in the locality) and “neighborhood” parcels of land
within a geographic locality (shopping center planned in the same block). Keys
for data correlation accordingly vary.

Assessment of BPEL. Since this pattern always requires the presence of an
Event Conjunction there is no support for this pattern in BPEL. In general, cor-
relation sets can be defined for constraining the messages matched for a running
process instance. However, since only a combination of two or more events should
be matched that fulfill the data constraint, it would be invalid to accept a first
message independently of the data constraint. Therefore, receiving any message
of a desired port type / operation and then using this message for initializing
the correlation set which in turn is used for matching the second one, cannot be
a valid workaround.

Assessment of BPMN. Unlike BPEL, BPMN does not provide any support
for correlation. Therefore, data dependencies between two events cannot be ex-
pressed in BPMN.

10. Event – Process Instance Data Dependency. An event can only be
matched if its data is in a specified relation to the control data of the subscribing
process instance.

Examples. (a) A Customer Payment Details event is consumed by the process
that reference the same Customer within its process context.

(b) A reply to an asynchronous request is routed to the process instance that
holds correlation data within its process context matching the event data.



38 A. Barros, G. Decker, and A. Grosskopf

(c) An Order Cancellation affects the process instance that holds the correct
Order identifier in its context.

Assessment of BPEL. Correlation sets are a means to restrict subscriptions to
messages with specific content. E.g. a customer ID can be included in a message
and only those messages are accepted that belong to a particular customer. We
conclude that there is direct support for this pattern in BPEL.

Assessment of BPMN. BPMN simply lacks the notion of correlation and there-
fore does not support this pattern.

11. Event – Environment Data Dependency. An event can only be matched
if its data is in a specified relation to data that can be accessed by different
process instances. This pattern is especially important for process instantiation.

Examples. (a) Email requests from premium customers start premium han-
dling processes, other start normal handling processes.

(b) A shipper processes shipment request events only if they come from known
business partners.

(c) Only invoices referencing a valid order start an approval process.
Assessment of BPEL. Whether a message triggers process instantiation is only

decided based on the port type / operation combination. BPEL does not allow
to further constrain such consumption using correlation information. Therefore,
there is no direct support for the pattern in BPEL. A workaround could be that
messages first trigger process instantiation and are then checked for their content.
If the content does not fulfill the constraint the process instance is terminated.

Assessment of BPMN. It is not possible to constrain the consumption of events
based on data attached to them. Therefore, there is no support for this pattern,
either.

4.4 Consumption Patterns

The Consumption Patterns describe how often an event can be consumed.

12. Consume Once. An event can only be consumed at most once by one out
of all process instances.

Examples. (a) An order request event is to be processed exactly once.
(b) Activation for a newly provided credit card event is required only once.
(c) An event notifying the breakdown of a carrier should be consumed once

by a specific breakdown-service agent.
Assessment of BPEL. Every incoming message is routed to at most one pro-

cess instance and is consumed by at most one receive or onMessage activity.
Hence, there is direct support for this pattern.

Assessment of BPMN. In the previous section we mentioned the assumption
that every event is consumed by at most one BPMN process instance. This re-
sults in direct support for this pattern.

13. Consume Multiple Times. An event is consumed several times (possi-
bly within the same process instance). This pattern is similar to the Multiple
Consumption pattern from [4].
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Examples. (a) Events signifying share buy/sell recommendations are con-
sumed many times by an investment monitoring process for different customer
portfolios.

(b) A traffic monitoring system provides traffic updates for its subscriber
carriers involved in delivering goods.

(c) Changes to a shipments are broadcasted to its stakeholders including dif-
ferent carriers, storage nodes, final consignments and stock-to-shelf dispatchers.

Assessment of BPEL. In the case of BPEL, every message is consumed at
most once. Therefore, BPEL does not support this pattern.

Assessment of BPMN. Due to our assumption that every event is consumed
by at most one BPMN process instance, we conclude that there is no support
for this pattern in BPMN.

5 Conclusion and Outlook

This paper has introduced a set of patterns describing common eventing sce-
narios in business processes. In analogy to other sets of patterns in the field of
Business Process Management, they can be used to evaluate process definition
languages and systems. Table 1 summarizes the assessment of BPEL and BPMN
that we carried out in section 4. Direct support for a pattern is denoted as “+”,
partial support as “+/–” and no support as “–”. It turns out that BPEL and
BPMN support similar patterns, while a wide range of patterns are not sup-
ported by both languages. This underlines the initial assumption that only very
basic eventing scenarios can be captured. We argued that modeling process logic
and describing complex event patterns should not occur independently of each
other since both aspects are essential for process experts to capture the overall
process context. As a result, we see the need to closely integrate event pat-
tern descriptions into executable process definition languages such as BPEL and
higher-level modeling languages such as BPMN.

Table 1. Composite Event Pattern support in BPEL and BPMN

Composite Event Patterns BPEL BPMN

1. Event Conjunction – –

2. Event Cardinality – –

3. Event Disjunction + +

4. Inhibiting Event – –

5. Event – Event Time Relation – –

6. Event – Subscription Time Relation +/– +/–

7. Event – Consumption Time Relation – –

8. Event – Absolute Time Relation +/– +/–

9. Event – Event Data Dependency – –

10. Event – Process Instance Data Dependency + –

11. Event – Environment Data Dependency – –

12. Consume Once + +

13. Consume Multiple Times – –
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Future will especially focus on integrating more sophisticated eventing mech-
anisms into BPMN. As part of that, graphical representations for event patterns
will be proposed.
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Abstract. In this work, we propose a holistic analysis framework for col-
laborative e-Business process modelling approaches that takes into ac-
count the specific challenges small and medium-sized enterprises (SME)
are facing with regard to modelling inter-organizational processes. Based
on concepts of the management approach Balanced Scorecard (BSC) four
different perspectives are derived from empirical studies, conceptual re-
search results and completed with modelling experiences of an EU-funded
project. By considering concepts of Management Theories, Business
Process Management (BPM) and Service-Oriented Architecture (SOA)
paradigms, requirements for collaborative modelling approaches are pre-
sented according to the four perspectives financial, working process, inno-
vation/ learning and user. Finally, a strategy map describes the complex
interactions of the identified requirements between the perspectives.

Keywords: Collaborative Business Process, Analysis Framework,
e-Business, SME, Business Process Management, Service-Oriented
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1 Introduction

Concepts of borderless enterprises [1] have been discussed for years and highlight
the increased relevance of collaboration among enterprises and their business en-
vironment. According to the management approach of Business Process Reengi-
neering (BPR) [2], enterprises introduce the internal process concept to overcome
the functional-oriented organizational structure. By extending the process-
oriented way of doing business across enterprise borders [3], seamless processes
and real-time businesses [4] are the new challenges in adaptive business networks.
This next wave of process-oriented enterprises is enabled by a wide penetration
of e-Business and rapid technology innovations. According to popular business
opinion, Information Technology (IT), especially hardware and software, will be
transformed into a commodity meaning a common infrastructure like telephone
or power grids [5]. Combined with focusing more and more on core competences
of corporations [6], new concepts like Software as a Service (SaaS) on a technical
level and Business Process Outsourcing (BPO) on a business level will become
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more important for enterprises, in particular for small and medium-sized enter-
prises (SMEs) characterized by missing IT literacy and limited financial resources
to access traditional enterprise software applications. At this central interface,
modelling of collaborative e-Business processes will take on a mediating role and
binds internal and external processes as well as local and global knowledge and
IT-systems. As a result, performing collaborative e-Business processes will be a
new competitive differentiator with strategic importance for SMEs. Due to the
fact that there does not yet exist a requirement analysis for such a modelling
approach in literature a designed holistic analysis framework in this work closes
this research gap following the research approach “Innovation through Recom-
bination”. As shown in Figure 1 we combine the intersection of Balanced Score-
card (BSC), Management Theories, Business Process Management (BPM), and
Service-Oriented Architecture (SOA) to design the analysis framework. Thereby
empirical studies, research results and modelling experience of the EU-funded
project GENESIS [7] prove the identified requirements.

Fig. 1. Research Approach “Innovation through Recombination”

The remainder of the paper is structured as follows. First, we outline spe-
cific characteristics of SMEs that fundamentally distinguish SMEs from large
enterprises. After a brief introduction of electronic collaboration among enter-
prises in Chapter 3, we present in Chapter 4 a holistic analysis framework for
collaborative e-Business process modelling approaches based on concepts of the
Balanced Scorecard. Identified requirements are presented and a strategy map
describes their complex interactions. Chapter 5 illustrates some relevant research
activities that deal with approaches to modell collaborative e-Business processes,
while Chapter 6 gives a short summary and an overview of future work.

2 Characteristics of Small and Medium-Sized Enterprises
(SMEs)

In the European Union - but in most areas of the world as well - SMEs are
the predominant form of enterprises. Defined as companies that employ fewer
than 250 persons and have an annual turnover not exceeding 50 million Euro
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and/ or an annual balance sheet total not exceeding 43 million Euro [8], SMEs
are not necessarily miniature versions of larger enterprises [9]. Related to their
environment, structure, strategy and decision process, and psycho sociological
context such as the dominant role of owner-manager, the following characteristics
distinguish SMEs from large enterprises:

– Specialization and Individuality. First of all, SMEs act on business mar-
kets that are not covered by large enterprises. Characterized by a high spe-
cialization and individuality many SMEs pursue a segmentation or niche
strategy that leads to a certain strength in competition [10].

– Proximity tomarkets. Compared with large enterprises, SMEs are strongly
focused on their end-user allowing a high proximity to markets. Instead of fo-
cusing on exchangeable products or services for anonymous markets like large
enterprises SMEs provide services oriented at the customer’s needs.

– Flexibility. Quickness to react and reorient themselves on business changes
is a major characteristic of SMEs [11]. This flexibility in decision making and
implementing organizational changes is archived by preferring simplicity and
flexibility regarding their processes and organizational structures [12].

– Limited resources. As mentioned before SMEs are limited like all compa-
nies by tight resources, especially missing IT literacy and financial resources
[11]. Missing know-how can be compensated with basis knowledge of many
areas due to the fact that employees at SMEs are generally ”all-rounders”
and are good at multi-tasking.

– Technical heterogeneity. Smaller firms often lack coherent Information
and Communication Technology (ICT) strategy or the related skills. For
instance, IT landscapes consist of heterogeneous systems, reaching from En-
terprise Resource Planning Systems (ERP) to spreadsheet-based island ap-
plications for conducting their every-day business transaction [12].

– Globalization.The growing internationalization of markets since one decade
affects the strategy of SMEs due to deregulation and liberalisation of for-
mer market barriers. The chance of new potential business partners involves
an enormous adaptation pressure for SMEs which have less experiences than
large enterprises in global electronic business [13].

3 Collaborative E-Business Processes

3.1 E-Business and Collaboration

During the last years, e-Business has become widely accepted in many differ-
ent industry segments. By adopting systems that allow for business transaction
to be conducted electronically rather than paper-based, enterprises can signifi-
cantly reduce the effort for data-processing, increase business data accuracy and
may even discover new business models or partners [14]. However, electronic
collaboration is characterized by a low penetration among the above mentioned
SMEs [15] since the introduction of Electronic Data Interchange (EDI) in the late
1960s. Due to huge technical complexity and missing global accepted e-Business
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standards [16], electronic collaboration among SMEs is currently limited to por-
tal technology on presentation level. Thereby users are confronted with diverse
user interfaces and working processes provided by the business partners (1:n re-
lation). New standardization approaches like ebXML or United Nations Centre
for Trade Facilitation and Electronic Business (UN/CEFACT) Core Component
Technical Specification (CCTS) [17] try to integrate business processes and se-
mantic aspects on application level [18] enabling real networkability and n:m
relation. As a result standardized business processes lead to next generation
e-Business frameworks [19] build on SOA and BPM concepts.

In the frame of the EU-funded GENESIS project [7], a consortium of several
partners from across Europe proposes such a holistic framework for performing
seamless Business-to-Business (B2B) and Business-to-Government (B2G) pro-
cesses focused on the business environment of SMEs in Eastern Europe. Typical
business processes considered in GENESIS are transactional processes like or-
der, invoice, VAT declaration or bank transfer. The main goal is the research,
development and pilot application of the needed methodologies, infrastructure
and software components creating a living e-Business platform. Project partners
include universities, software vendors, governmental institutions and end-users
(SMEs) which have played a major role during the user modelling phase of
inter-organizational business processes. These first modelling experiences are as-
similated in the holistic analysis framework presented in Chapter 4.

3.2 Business Process Modelling Layers

Inter-organizational business processes are performed by multiple independent
parties. Since organization borders usually represent boundaries for system inter-
actions and information flows, a number of particularities arise in comparison to
company-internal (private) business processes. To achieve seamless business pro-
cesses across enterprise borders the heterogeneity of different terminologies and
modelling notations used within the organizations have to be overcome. How-
ever, autonomy of the different business partners has to be taken into account
meaning that an organization should be able to flexibly participate in busi-
ness relations. Important contributions to handle these challenges with regard
to inter-organizational business processes come from workflow management, e.g.
the Public-To-Private Approach [20] and the Process-View-Model [21]. These
approaches distinguish between internal process (private process) and cross-
organizational interaction (collaborative process), as depicted in Figure 2.

On a private process level, organizations model their internal business pro-
cesses according to a modelling approach or notation that is most suitable for
internal demands independently of the modelling methodologies used by the
business partners. As shown in Figure 2, for instance, SME A uses the Unified
Modelling Language (UML) for modelling internal processes whereas SME B
models with Event-Driven-Process Chains (EPC). A comparison addressing the
heterogeneity of business process models can be found in [22]. As a response,
abstraction concepts hide details of the internal business process from external
business partners on the public process level. According to the SOA paradigm
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Fig. 2. Business Process Modelling Layers

[23] public processes are comparable to the Web Service Definition Language
(WSDL) and can be interpreted as a mediator and interface. By hiding the in-
ternal process implementation like the specific modelling language and protecting
also critical internal information [24] public processes provided by an organiza-
tion connect private processes to a collaborative business process, the third
modelling layer. This level defines the interactions of two or more business en-
tities taking place between the defined public processes. One possible language
for modelling collaborative processes could be the Business Process Modeling
Notation (BPMN) that consolidates ideas from divergent notations into a single
standard notation. Examples of notations or methodologies that were reviewed
are: UML Activity Diagram, UML EDOC Business Processes, ebXML Business
Process Specification Scheme (BPSS), Activity-Decision Flow (ADF) Diagram,
RosettaNet, and EPC [25].

4 A Holistic Analysis Framework

4.1 Perspectives

In the following Chapter, we present a holistic analysis framework for modelling
collaborative e-Business processes focused on SMEs. Based on the Balanced
Scorecard (BSC) [26] four perspective and their indicators are derived from em-
pirical studies, conceptual research results and complemented with modelling
experience taken in the EU-project GENESIS. In contrast to the original per-
spectives proposed by Kaplan and Norton (financial, customer, internal working
process and innovation/ learning) the specific importance of collaboration among
enterprises leads to four adaptive perspectives that are depicted in Figure 3.
This kind of thinking in different perspectives reduces an unbalanced point of
view by identifying challenges SMEs are confronted with modelling collaborative
e-Business processes. The following paragraphs present these perspectives and
their identified indicators in detail.

User. The first perspective focuses on the users who model the collaborative
e-Business processes, no matter whether a business or IT specialist is involved.
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Fig. 3. Perspectives of the Holistic Analysis Framework

User modelling experiences taken in the GENESIS project have emphasized three
major requirements.

First, reusability of knowledge compensates the missing modelling know-how
of employees at SMEs who are generally characterized as all-rounder or multi-
task worker. In contrast to large enterprises employing specialists for modelling
business processes SMEs do not have these resources. Therefore by means of
templates and best practices the user is relieved from routine modelling ac-
tivities. Additionally by supporting a new concept transforming the software
paradigm Design Pattern [27] to collaborative processes it renders assistance to
model process transactions among business partners. Besides this so-called busi-
ness transaction design pattern [28] a central repository for process and data
building blocks enables a high reusability by adapting, adding or creating col-
laborative business processes.

Search criteria combined with a specified context, for instance the country,
business partner role or industry, lead to the second requirement of the user
perspective, the integrated semantic. A common understanding with regard
to description of processes and data across enterprise and even department bor-
ders is a prerequisite to solve this business dilemma [29]. A concept handling
the accustomed terminology of the different user groups (e.g. a business expert
speaks another language than an IT specialist) is required to reduce misunder-
standings and potential sources of error. Especially the growing international
orientation of SMEs increases this phenomenon due to regional, cultural or lan-
guage differences as modelling experiences in GENESIS have shown. As a result
of this additional information overload the modelling approach has to provide
only the relevant information according the users’ specific context. Unnecessary
information has to be hidden.
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Combined with the above presented requirement reusability, an integrated se-
mantic leads to a reduced complexity, the third and last requirement of the
user perspective [30]. Different levels of abstraction and granularity as well as dif-
ferent views on business processes provide modelling environments corresponding
to the respective user group. In this sense business people see a company as a set
of processes that generate and consume different kind of flows and are carried
out by resources. From another perspective, IT people interpret a company as a
set of information systems or services [31].

Innovation and Learning. Focused on innovation and learning the second
perspective of our holistic analysis framework regards collaborative e-Business
processes from a strategic point of view. Due to the fact that business pro-
cesses are subject to permanent change, the specific SME characteristic of high
flexibility to react and adapt to business changes is a major challenge in this per-
spective. In this context innovation is not interpreted as product innovation but
as process innovation. First of all, the widespread thinking in island approaches
at SMEs has to be overcome by a holistic modelling approach. Derived from
the management concept of Continuous Improvement Process (CIP) that is a
never ending effort to adapt and improve processes, modelling of collaborative
e-Business processes is a cycle using small steps improvement, rather than im-
plementing one huge radical improvement as proposed by the BPR approach
[2]. Figure 4 depicts a designed cycle with the identified phases of collaborative
e-Business processes. In the first phase, SMEs discover potential business part-
ners as well as their provided business processes. Followed by a modelling and
design phase where local processes are mapped to collaborative processes, the
third phase implements private processes to executable workflows. The fourth
and last phase closes the continuous improvement cycle by executing and eval-
uating collaborative e-Business processes. In addition, an integrated data and
process modelling approach has to take into account the traditional strong focus
on data interchange in context of e-Business and EDI [32].

This will lead to the second requirement regarding the innovation and learning
perspective: interoperability, meaning the ability of ICT systems and of the
business processes they support to exchange data and to enable the sharing of
information and knowledge [33]. Divided into organizational (laws, processes),

Fig. 4. Continuous Improvement Process Cycle
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semantic (data structures, services) and technical (protocols, technical inter-
faces) interoperability [33], globally accepted standards are a prerequisite to inte-
grate business partners into the enterprise value chain without a huge effort [30].
Especially the increased globalization implies a strong focus on extending the
integrated semantic approach of the user perspective by linking local and global
knowledge as well as combining the technical SOA paradigm with BPM concepts.

Furthermore interoperability fosters the agility to react and reorient on busi-
ness changes and generates a competitive advantage for the enterprise [11]. As
a consequence a model-driven approach has to bridge the gap between IT and
business to achieve full adaptability in the dynamic business environments. Ac-
cording to the ISO Open-EDI reference model [34] modelled business processes
on the so-called Business Operational View (BOV) are mapped automatically to
executable workflows on the Functional Service View (FSV) with the workflow
patterns of van der Aalst [35] in mind. Caused by rapid technology innovations
technical changes are no longer hurdles for SMEs characterized by their miss-
ing know-how in technology issues due to the separation of specification and
implementation.

A flexible modelling architecture has to escort the organizational evolution
and growth with a huge level of scalability. Open interfaces within a modelling
approach support a modular architecture for collaborative e-Business processes
[24] and allow outsourcing of non-core competences according to the Resource-
Based View (RBV) [6]. Especially new concepts like Business Process Outsourc-
ing (BPO) on business level or Software as a Service (SaaS) on technical level
have to be taken into account.

Working Process. In contrast to the previous perspective focused on strategy
challenges our third perspective regards on operational aspects of modelling col-
laborative e-Business processes. According the three modelling layers presented
in Chapter 3.2 a process step must be mapped transparently between the pri-
vate and public process layer regarding the heterogeneous modelling approaches
and notations used on private process level [30]. The challenge is an automatic
and bidirectional linking without losing information, but providing information
hiding simultaneously [24]. As already mentioned before, critical information is
not published to all potential business partners. Besides a black or white box
approach as provided by BPMN [25] a detailed differentiated grey box approach
is required.

Further on, an important barrier for SMEs to invest in e-Business systems is
the integration into the existing IT landscapes [30]. In terms of modelling col-
laborative e-Business processes the Workflow Management Coalition (WfMC)’s
workflow reference model [36] addresses the heterogeneity of Workflow Man-
agement Systems (WfMS) by defining five interfaces between different WfMS
components. However, relevant in our context is the support of the first inter-
face ‘model import/ export’ that specifies a process description for transferring
the modelled business processes at build time into the run time workflow envi-
ronment. Thereby workflow languages like Business Process Execution Language
(BPEL) focus in general only on the orchestration of activities exposed as Web
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Services. In addition, process definition typically incorporates people as an addi-
tional possible type of participant. A BPEL extension called BPEL4People tries
to close the missing integration of human interactions in workflows [37].

The third identified requirement in the working process perspective is im-
proved communication across department and enterprise borders [30]. Allow-
ing by the holistic modelling approach with the integration of semantic aspects,
communication activities are no longer located on a technical level. Instead of
negotiating the technical details business processes establish the communication
basis for conducting e-Business processes over the Internet. As a consequence,
process models serve as discussion basis and abstract from technically oriented
standards.

To measure the related process optimization business processes are not
only limited to describing the information flow and to assigning organizations
units. Also key performance indicators (KPI) have to be included allowing an
analysis of business processes. Especially, the increased relevance of BPO and
SaaS require an analysis support to validate agreed limit values in the frame
of Service Level Agreements (SLA). Besides this post analysis, capabilities for
simulation can reduce the learning time for SMEs.

Financial. The fourth and last dimension of our analysis framework is the
financial perspective. Characterized by limited financial resources [11] SMEs
indicate the preserved investments as an important aspect in the context of
e-Business [30]. In consideration of reuse of already modelled private business
processes, existing modelling know-how at SMEs has to be protected meaning
a new modelling notation on private process level would implicate additional
training session for the employees. For this reason using of well-known modelling
languages on private process level is to prefer.

In addition, efficiency gains can be achieved by elimination of manual activ-
ities during the four modelling phases, such as semi-automatic mapping between
public and private processes. One positive side effect of this automation is a
gain of time for strategic issues and thus an increase of value-added productivity
by error-free processing and reduced sources of error. For that reason, SMEs
indicate efficiency gains as the main driver for future IT investments [30].

Last but not least, a better operating efficiency influences the operating
costs [11]. By reducing transaction costs SMEs have new liquid resources at one’s
disposal to strengthen their innovation capability and their growth archiving by
minimization of payroll and system costs.

4.2 Strategy Map

After presenting the identified requirements within the four perspectives of the
anaylsis framework a designed strategy map describes the complex interactions
by connecting the criteria in explicit transitive cause-and-effect relationships to
each other [26]. By focusing on the important interactions, alignment can be cre-
ated around the requirements which make a successful implementation more easy
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Fig. 5. Strategy Map

and represents the heart of our analysis framework. Figure 5 depicts a clear di-
agram to deeply analyse collaborative e-Business process modelling approaches.

Starting from the user perspective all criteria can be derived. A reduced com-
plexity supported by a huge degree of knowledge reusability as well as an in-
tegrated semantic approach to interpret knowledge across departmental and
organizational borders influences directly the adaptability of enterprises. Fast
reaction and reorientation on business environment changes are only possible if
the complexity is hidden from the user and all modelling phases are covered by
a holistic modelling approach. As Figure 5 illustrates by the number of outgo-
ing arrows, holism plays a central role with respect to collaborative e-business
processes. In fact, all criteria of the working process perspective are caused by
the four identified modelling phases. First, transparent bidirectional mapping be-
tween private and public processes combined with information hiding is required
to preserve investments by using well-known process languages on private pro-
cess level. Second, the integration of existing IT landscapes as well as mapping
human interactions to workflow languages like BPEL brides the gap between IT
and business supported by a model-driven approach related to the adaptability
requirement. Separation of specification and implementation (SOA/ Open-EDI
reference model) abstracts from technical interoperability issues and leads to a
“Business drives IT” concept located on process level. Third, an improved com-
munication concerning internal and external partners is reachable by a common
understanding of different issues beyond all modelling phases. Last of all, process
optimization measured by KPI and generated by continuous improvements leads
to efficiency gains due to a faster reaction and error-free processing by eliminat-
ing manual activities. Hence employees at SMEs can work more on strategic
issues associated with a value-added productivity and reduced operating costs.
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5 Related Work

Modelling collaborative e-Business processes are discussed from several perspec-
tives in literature. Existing approaches are limited to just one process modelling
layer. For instance, a widespread method on private process level is the Ar-
chitecture for Integrated Information Systems (ARIS) that separates business
processes into five views: organization, data, control, function, and service view
[38]. To describe the dynamics of the business processes and to link the different
views, ARIS uses a modelling language known as Even-Driven-Process Chains
(EPC) in the center of the ARIS House of Business Engineering (HOBE). This
semi-formal modelling languages combines process and analysis elements and is
designed for business aspects like the whole ARIS concept. New research activ-
ities divide the ARIS HOBE into a vertical axis of global knowledge (available
for all network participants) and a horizontal axis of local knowledge. Also a new
modelling language named Process Module Chain is introduced to describe inter-
organizational processes [39]. Further modelling approaches on private process
level are the Zachmann framework [40] or Business Engineering [41].

A methodology dealing with collaborative processes is the UN/CEFACT Mod-
elling Methodology (UMM) [28]. According to the Open-EDI reference model
[34] it specifies collaborative business processes involving information exchange
in a technology-neutral, implementation-independent manner. Based on UML
and Rational Unified Process (RUP) UMM is a methodology similar to a soft-
ware process and supports components to capture business process knowledge.
It combines an integrated process (UML) and data (CCTS) modelling approach
[17] as well as modeling business collaboration in context [42].

6 Conclusion and Further Work

In the frame of this work, we have presented a framework that identifies the
challenges SME are facing with regard to modelling collaborative e-Business
processes, the next wave of conducting business in a process-oriented inter-
organizational way. Following the management concept Balanced Scorecard the
requirements are considered from different viewpoints and generate a holistic
understanding. Based on the identified criteria, further work will deal with
the design of a modelling architecture for collaborative e-Business processes
that extends current IT-driven SOA paradigms to a real business-driven inter-
organizational SOA/BPM. Further on, the above mentioned existing modelling
methodologies ARIS limited on private process level and UMM on collaborative
process level should be considered complemented with the proposed approaches
of this paper.
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Abstract. In this work, we present a conceptual framework for deriving 
executable business process models from high-level, graphical business process 
models based on the paradigm of Service-Oriented Architectures and Semantic 
Web technology. We hereby envision a direct, but implicit link from a business 
analyst’s view on a process model to its execution driven by an IT system. This 
linkage enables the derivation of an execution-level model for newly created 
business process models as well as adaptation of the execution model after re-
engineering processes, possibly under certain re-design goals (such as quality, 
cost, execution time, flexibility, or others). 

The framework includes a component architecture and an algorithm that 
describes how to combine executable artifacts, such as (Semantic) Web services, 
in order to find an implementation that matches a given business process model. 
An extensible set of criteria can be used for validating the composition.1 

1   Introduction 

One of the promises of the Service-Oriented Architecture (SOA) paradigm is 
increased flexibility by coupling components loosely. In the area of enterprise 
applications, Web services can accordingly be used to encapsulate business 
functionality. The loose coupling of business functions aims to increase the flexibility 
in executable business processes: the process flow can then be separated to a large 
degree from the implementation of business functions. This increased flexibility in 
process modeling and enactment is highly desired: in today’s business world the 
business models2 are changed at an ever increasing frequency in order to react to 
changing market situations. Allowing for a swift adaptation of operational business 
processes is a key requirement for modern enterprise application systems. 

Among other challenges, the question of how to leverage process modeling at the 
execution level is a key question for the uptake of SOA in enterprise software 
solutions [15]. This paper addresses the question how changes can be propagated 
from the process modeling level to the execution level. That is, if a new process 
model is created or an existing model is changed, then the respective implementation 
                                                           
1 This work has in part been funded through the European Union's 6th Framework Programme, 

within Information Society Technologies (IST) priority under the SUPER project (FP6-
026850, http://www.ip-super.org). 

2 Under business model we refer to the concept of how an enterprise makes money. 
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has to be created or modified to reflect the changes in the process model3 at the 
execution level (i.e. the information technology (IT) infrastructure). 

A solution to this problem would provide an enterprise with the opportunity to 
react faster to changes in their respective environments, e.g., changes in regulations or 
business models, and would allow for leveraging small windows of opportunities. 
Such a solution would basically serve for re-arranging available capabilities in an 
enterprise in order to meet a changed business goal, while missing capabilities or 
services can be identified. An identified lack of capabilities could potentially be 
compensated by extending the application infrastructure or outsourcing concerned 
parts of a process. 

We envision a solution that is based on the novel combination of a number of 
known techniques, namely Web service composition, discovery, mediation, and 
orchestration, structural process translation, model checking and process validation, 
as well as machine-accessible semantics. Ontologies4 aim at making the semantics, 
i.e. the meaning of terms in a domain of discourse, machine-accessible, which enables 
reasoners to infer logical conclusions from the presented facts. This functionality can 
for example be applied to the discovery of Web services. Also, by modeling the 
relevant domain as an ontology that captures the potential states of the world, state-
based composition approaches [3][13] can be employed. The output of the 
composition of Web services is then expressed as an orchestration of Web service 
calls, e.g., in Business Process Execution Language (BPEL) [1]. Ultimately, model 
checking and process validation add to the approach by checking the output under 
various criteria. The advantage over performing those functions on a high-level 
process model lies in the increased degree of formalism of the executable process. 
This paper presents a coarse-grained algorithm for applying these techniques to the 
given problem and describes the particularities of each point where they are used. The 
modular approach of the composition component enables different usage scenarios of 
the components and flexible inclusion of additional ways to automatically validate 
and provide feedback for the derived executable process model.  

The presented work can be used as follows: A business expert models a business 
process on a high level5 of abstraction, which should be made executable on the 
available technical infrastructure. For this purpose, the composition component is 
called, which attempts to combine available executable artifacts and returns an 
executable process model or a failure note. The suggested executable process can 
subsequently be validated or directly get deployed for enactment. Benefits of this 
approach are increased reuse of artifacts, easier accessibility of the process space in an 
organization, increased flexibility through simpler change management, the potential 
for a more fine-grained evaluation of the validity, correctness, and compliance of a 
process model under various viewpoints, lower costs in maintaining the enterprise 
application infrastructure, and more. 

                                                           
3 Note that the opposite direction of the problem is also of high interest: How to adapt a 

process model to changes on the execution level. 
4 We here refer to ontologies in notations such as OWL [25] and WSMO [20]. 
5 Commonly used graphical notations for business processes on this level are for instance the 

Business Process Modeling Notation (BPMN), the Event-driven Process Chains (EPC), and 
UML Activity Diagrams. 
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This paper describes a conceptual framework for composition in the described 
context. It builds upon the requirements analysis formulated in [18] and contains an 
outline of the most important components to instantiate the framework as well as an 
algorithm that describes the interplay between those components. The most relevant 
functions span from the discovery of artifacts, their actual composition, the 
compatibility of the data exchange between the artifacts (handled through mediators), 
to the validation of the composed process. As the paper addresses our current work, 
the granularity of the description of each individual building block is rather high-
level. The goal is to formulate on an abstract level how the different techniques can be 
brought together in order to realize the larger vision. However, the current status of 
the work is purely conceptual. 

The remainder of the paper is organized as follows: The following section describes 
the addressed problem in more detail. The conceptual framework in Section 3 explains 
the presented solution in terms of a component overview, a composition algorithm, and 
a further investigation of the usage of discovery, mediation, and validation techniques. 
Section 4 examines related work and Section 5 concludes. 

2   Problem Description 

When modeling a business process today, the modeler usually creates the process 
manually in a graphical tool. The outcome is a process model that reflects the 
business expert's view on real-world activities or a to-be process. Subsequently, this 
process model is implemented by IT experts - or, rather, its control and data flow are 
mapped to implemented artifacts in information systems. The relationship between 
the business-level model and its IT-level implementation is oftentimes weak. 
Consequently, the process implementation can deviate substantially from the model, 
and changes on either one of the levels cannot be easily propagated to the respective 
other level. 

The approach of automated composition which we pursue attempts to bridge the 
gap between the modeled processes and their implementation by finding program 
parts which can be used for the implementation of a process model and defining their 
usage in an executable process model. For this vision to become reality, several needs 
must be met: Application program fragments with business functionality must be 
available for remote invocation as encapsulated and executable IT artifacts that can be 
enacted through an IT infrastructure. Examples for such executable IT artifacts 
include: Web services with simple and complex interfaces, partial processes and sub-
processes.  

In order to allow the automation of tasks such as composition, these artifacts are 
annotated with formal, machine-accessible semantics. In particular, we assume that 
the executable artifacts are annotated by semantic descriptions of their functionality 
and non-functional properties, e.g., by linking the meaning of the used terms to the 
content of ontologies which model the domain of interest. In addition, we assume that 
process tasks are annotated with goals as formalizations of desired task functionalities 
and, optionally, quality requirements. This allows a composition component to find 
suitable artifacts in a repository and evaluate their applicability and compatibility in 
the context of other artifacts. 
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While other recent work addressed similar issues, there is a notable difference to 
this paper: we are looking at composition from the viewpoint of an enterprise, not an 
end user. While business processes in business-to-consumer (B2C) scenarios can be a 
point of contact with end users, service composition on the consumer's end is not the 
focus of our work. Our work is rather placed in the context of enterprise application 
software and enterprise application integration. In the scope of this work, the final 
results must be correct and compliant with both internal policies and external 
regulations such as Basel II or Sarbanes-Oxley (SOX). Thus, the focus is on design-
time composition in a known domain, which simplifies the problem in two ways: 
Firstly, design-time composition can always be checked and approved manually 
before deploying and enacting it. Thus, unanticipated side effects6 can be avoided 
because in the manual control step the decisions from the automated composition can 
be overruled. And secondly, in our known domain - the enterprise - we can assume to 
own the artifacts and can thus enforce a uniform way and formalism of their 
description. 

On the above basis, the problem addressed by this paper can be restated in the 
following way: Given a high-level process model and a set of previously modeled 
artifacts in a repository, all semantically annotated, a composition approach should 
come up with the required set of artifacts from the repository, orchestrating the 
artifacts in a way that reflects the business process model’s structure and business 
semantics.  

In preliminary work [18] we examined the requirements on a solution of this 
problem in more depth, providing a list of 14 such requirements. In this paper, we 
describe a conceptual framework as a general solution strategy, which does not yet 
address all of the listed requirements completely. The framework rather serves as an 
extensible base structure on which solutions to the individual requirements from [18] 
can be combined. The following section describes the framework. 

3   Conceptual Framework for BPM Composition 

The framework described in the following addresses the problem laid out in the 
preceding section. It describes an architecture in terms of the required components 
(Fig. 1), an algorithm explaining the interplay between the components, and the most 
important functions. 

3.1   Component Overview and Explanation 

The Process Modeling Environment is used for designing process models and 
serves as the Graphical User Interface (GUI) to the rest of the architecture. In this 
modeling environment, the user must be provided with a convenient way to attach 
semantic annotations to his process models, which are part of the necessary input for 
the composition approach. At any point during the modeling phase or after finishing 
the design of the process, the user may request the composition of an executable  
 

                                                           
6 Cf. [7] for such a side effect: a composite process that satisfies the pre-condition of having a 

credit card prior to the execution of a service by directly applying for a credit card. 
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Fig. 1. Component architecture and interactions 

process for his process model or parts thereof, which triggers an interaction between 
the Modeling Environment and the Composition Component. 

The Executable Artifact Repository stores descriptions of the available artifacts. 
For each artifact this repository contains the description of its functionality, its non-
functional properties and in particular how it can be accessed. 

The Discovery Component serves as a clever interface to the Executable Artifact 
Repository, in that it answers simple and complex requests for artifacts by matching 
requests to semantic descriptions of artifacts in the repository.  

The Mediation Component provides a simple querying interface for the Mediator 
Repository. It enables the other components to retrieve the available mediators for a 
given mediation problem. The Mediator Repository contains descriptions of the 
available mediators.  

The Composition Component interacts with the Process Modeling Environment and 
the Discovery Component in order to provide the composition of executable artifacts. 
It holds the Core Composition Component, which implements the composition 
algorithm described below and handles the interactions with the other components, 
along with a Validator Interface and the required Validator Plug-Ins. Validation is 
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desired in order to provide an achievable degree of automatic assertion. The suggested 
structure allows for flexibly plugging in Validators with respect to the current context 
of the application. 

3.2   Composition Algorithm 

After describing the high-level functionality of the components involved in our 
framework we will in this section focus on the details of the composition component. 
The composition component performs the following steps in order to provide the 
modeling environment with the desired functionality of composing an executable 
process for a given business process model. The flowchart in Figure 2 corresponds to 
this algorithm: 

1. Identification of existing target-process parts (e.g., in re-engineering, parts of a 
process may stay unchanged, which implies that the respective executable 
process does not necessarily have to be changed in those parts, either.) 

2. Translating the process structure, which may be necessary, e.g., if there is a 
change in the underlying process description paradigm7. 

3. For each task / step in the source process: derivation of executable artifacts 
3.1. Discovery of single artifacts that implements a task. Pre-existing research 

results for service discovery such as [8][9][11][16][17] can be adapted for 
this purpose. 

3.2. If no single artifact can achieve the required functionality:  
3.2.1. Composition of artifacts for implementing a single task. Here, known 

approaches to Web service composition, such as [2][3][10][12][13] 
can be adapted. 

3.2.2. Consistency checking of the composed artifacts on the level of this 
single task implementation (data flow, detection of inconsistencies 
such as goal invalidation, adherence to policies and regulations…). 
Note that this step can potentially be integrated to a degree with the 
previous step. 

4. Combination of the task implementation to form the complete executable 
process. If an inconsistency is detected, another solution for affected task 
implementations is searched by calling step 3 again. 
4.1. Global control flow vs. local (artifact-level) constraint checking. Potentially 

there are inconsistencies between the global control flow as defined in the 
process model and constraints over the artifacts implementing the individual 
tasks. They may be resolved by adding additional ordering constraints over 
certain activities. If the problem is not solvable in another way, the task 
implementations are changed.  

4.2. Validation through the validator plug-ins, e.g., sequentially based on a 
prioritization. 

                                                           
7 Many high-level process modeling notations are graph-based, while execution-level process 

descriptions as BPEL are often block-based. In this step, the graph-based structure, i.e., the 
control flow “skeleton” of the process, would be translated to an according block-based 
process structure. [22] and [21] deal with such translations. 
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Fig. 2. Flowchart depicting the Composition Algorithm 

In order to explain the steps of the algorithm in a more tangible way, Figures 3 (a) – 3 (d) 
depict how the resulting composed process evolves with the steps of the algorithm. Fig. 3 (a) 
shows a BPMN process model with tasks, connectors, and events. Fig. 3 (b) presents the 
same process after discovering single services that can implement a full task in the process 
(step 3.1 in the algorithm). Fig 3 (c) shows additionally groups of services that jointly 
implement tasks (as composed together by step 3.2.1 in the algorithm). Finally, Fig 3 (d) 
depicts the process in terms of only the services after the combination (step 4 in the 
algorithm). 

3.3   Underlying Composition Approaches 

In step 3.2.1 of the Algorithm, we plan to build on existing approaches to Web service 
composition, such as AI Planning8. The applicability of this technology for service 
composition has been examined, e.g. in [3][10][13], and is rather well understood. 
Certain approaches can be adapted for the usage in the algorithm above and extended 
towards directly handling a subset of the requirements from [18]. 
                                                           
8 An overview over Artificial Intelligence (AI) planning can be found in [14], recent publications 

in the field at [3]. 
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Fig. 3. Results from the steps of the Composition Algorithm 

Our ongoing work in the SUPER project1 includes specifying and implementing 
forward search AI planning guided by heuristics. We research using domain 
ontologies as background theories in the planning. The approach builds on the Fast-
Forward (FF) planning algorithm [24]. 

3.4   Discovery 

Two steps of the composition algorithm make use of the discovery functionality: in 
step 3.1 an attempt is made to discover an individual artifact that can implement a 
task, while in step 3.2.1 a set of artifacts is composed together and must be discovered 
beforehand. For this task we plan to adapt and extend the Semantic Web service 
discovery techniques proposed in [11][16][17] to find single artifacts that implement 
process tasks.  

The annotations of executable artifacts and process tasks serve as an input to the 
discovery component that decides whether an executable artifact fits to the goal of a 
process task. Discovery of executable artifacts from the repository is realized by 
utilizing matchmaking techniques for comparing their semantic descriptions against 
the semantic descriptions of process tasks. The matching artifact descriptions are then 
ranked according to their relevance w.r.t. the goal.   

Functionality-based discovery of a single artifact for process task implementation 
consists of two phases. In the first phase, we utilize semantic descriptions of artifacts to 
filter only invocable artifacts. Here, by invocable we mean artifacts whose preconditions 
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for execution in the current state are satisfied. In the second phase, the resulting set of 
executable artifacts is queried against the desired goal of a process task. The final set of 
discovered artifacts for each process task is then ordered by using the widely used 
degrees of match introduced in [9] and [8]. If a single artifact with required functionality 
can not be found, the discovery component will provide a set of invocable artifacts as an 
input for artifact composition.   

In the business domain, besides discovering the artifacts meeting the functional 
requirements, it is important to discover artifacts which best meet the non-functional 
(quality) requirements of a process task [17]. We envision that the before-mentioned 
functionality-based discovery will take place at design time. As a result of this 
process, the semantic description of each task will contain a set of links that associate 
a goal with the discovered artifacts. During process execution, ranking of the artifacts 
using the current values of selected non-functional requirements (e.g., price, 
execution-time, availability, etc.) can be performed.  

In case that a single artifact fully matches the desired goal, the top ranked artifact is 
selected for process task implementation. Otherwise the discovery component returns 
a set of artifacts for composition that both provide the desired functionality and 
comply with the non-functional requirements.  

Note that the described discovery process can be performed only if the goals and 
artifacts are annotated using the same ontology. If this is not the case, the discovery 
component first has to find a mediator for translating between different ontologies, as 
described in the following section. 

3.5   Mediators  

Mediators play an important role in two areas of our framework. Firstly they are 
required in order to compose different independently developed Web service into one 
executable process. In this context it is necessary to mediate between the different 
message formats used by these services. Secondly the discovery component needs 
mediators to cope with artifacts annotated using different ontologies as described in 
the previous section. In the context of this composition framework we do not want to 
focus on how necessary mediators are developed. Therefore we assume that the 
mediators have already been defined beforehand and furthermore have been deployed 
to a mediator repository [19]. In addition to that we also assume that a mediator is 
available through a standard Web service interface.  

In our framework two types of mediators are necessary: i) mediators capable of 
translating between syntactic messages formats of Web service and ontology 
instances and ii) mediators capable of mediating between ontologies. Depending on 
the type of the mediator invoking the associated Web service interface requires 
different input data. Invoking a mediator of the first type will for example require an 
instance of an XML message as an input whereas invoking a mediator of the second 
type will require instances of concepts according to some ontology. Note that our 
notion of mediators is broader then the one used by WSMO[20]. WSMO mediators 
are only concerned with the mediation on the ontology level whereas our notion of 
mediators also takes the mediation between syntactic message formats and ontologies 
into account. 
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Based on these assumptions we are now able to differentiate between two possible 
usage scenarios of our framework. In the first scenario we assume that all artifacts are 
annotated using the same ontology whereas we assume in the second one that the 
artifacts are annotated using different, not integrated ontologies. Each of these 
scenarios results in certain requirements on the integration of mediation and is 
detailed in the following subsections. 

Annotation using a single ontology: If all artifacts are annotated using a single 
ontology no mediators need to be executed during the composition of the process. In 
addition the composition step doesn't need to insert any ontology mediation steps into 
the process. However, in order to execute the composed process, mediators of the first 
type might need to be inserted before and after calls to the Web services 
implementing tasks or parts of them. The necessary calls to the mediators therefore 
need to be inserted into the process before it is deployed onto the runtime. 

Annotation using different ontologies: If all artifacts are annotated using different 
ontologies the situation becomes much more complex. In order to discover artifacts 
capable of implementing a given task the discovery components need to execute 
mediators of the second type as the tasks and each of the artifacts might be annotated 
using different ontologies. Therefore the discovery needs to interact with the mediator 
repository in order to locate the required mediators – given they exist. However, this 
approach might result in the need for the execution of a very large number of 
mediators. Therefore a pre-selection might be necessary in order to identify promising 
candidates before executing the mediator. How such a pre-selection could be 
performed efficiently is currently an open research question and will not be further 
discussed in this paper.  

After the discovery component has found suitable artifacts for a given task it will 
return this artifact as well as the mediator for mediating between the ontology in which 
the task is described and the ontology in which the artifact is described to the 
composition component. The composition component will then use this mediator to 
create the composed process by inserting it before and after the discovered artifact. 
Note that this approach results in the usage of the ontology in which the tasks are 
described as a central hub format. If this is not desired it would also be possible to 
query the mediator repository for suitable mediators during the composition step again. 

3.6   A Sample of Validators 

The following two examples show possible validators for the composition component, 
as depicted in Figure 1. Note that these validators correspond to common 
requirements from [18]. 

• Validation w.r.t. policies and regulations: Organizations typically have internal 
policies and are subject to laws or other regulations. If these policies and 
regulations are expressible in a machine-accessible way, e.g., in Business Rule 
Engines, they can potentially be used to evaluate in how far the composed 
executable process is compliant with them. 
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• Taking into account transactional requirements: A certain set of artifacts might  
have an interrelationship with respect to a joint outcome, e.g., either all artifacts 
achieve a positive outcome or the effects of all artifacts' executions have to be 
undone [10]. Such a setting would require i) an understanding for the joint 
outcome, i.e., which outcomes denote success and which ones represent failures; ii) 
using services that provide cancellation actions; and iii) case-based cancellation 
policies, depending on which actions actually have to be undone in which cases. 
Detecting such situations, evaluating and correcting the composition could be 
achieved by a validator. Also, besides atomic behavior (yes-or-no outcomes only), 
more complex transactional properties can be presented and handled.  

 

Together, the components and the algorithm form an extensible framework for the 
problem described in Section 2. The modeling environment serves as the user entry 
point to the system. The composition component executes the composition algorithm, 
which explains how and when discovery is used for finding suitable available 
artifacts; the mediation component bridges heterogeneities; and the validators are 
executed for evaluating the results of the composition. 

4   Related Work 

Recently service composition has been an active area of research [2][3][10][12][13].  
However, this paper addresses a different problem than most of the current work 
around Web service composition, as argued in Section 2.  

More related issues address mixed-initiative approaches to composition, such as 
[13] or [23], where composition of services is performed in an interleaved fashion 
with human modeling steps. Still, the two mentioned works operate on end-to-end 
composition scenarios, i.e., the automated composition fills in the missing services 
between the anticipated start and end states. In comparison to our approach, [13] and 
[23] would perform steps 3.1 and 3.2.1 of the algorithm in Section 3.2 automatically 
and leave the rest of the work to the process engineer. 

Business-Driven Development (BDD) [5][6] is also related, but assumes many 
manual steps and is more directed to traditional software engineering, in contrast to 
the service-assumption made here. Probably it is not feasible to automate all the 
tasks in BDD, but the use of explicit, formal semantics could provide many desired 
features. The framework in this paper might serve the advancement of automation 
in BDD. 

So far, we have not encountered other approaches that address composition of 
services over a complete business process model, in particular not if the granularity of 
the items that have to be composed is not necessarily that of a Web service. 

5   Conclusion and Outlook 

In this paper we have presented a conceptual framework for composition in business 
process management. We have introduced the necessary components and described 
their interactions. Furthermore we have presented a composition algorithm that details 
how and when these components are used. The described components and the 
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validator plug-ins in combination with the composition algorithm should allow the 
implementation of business process models by composing an executable process out 
of executable artifacts. 

The main contribution of this paper is the composition component including the 
validation technique and the algorithm. Additional contributions are the novel 
combination of existing technology and the introduction of business requirements into 
composition present additional contributions.  

In future work, we plan to implement the framework and develop more details of 
how the underlying composition technology can directly be extended towards further 
business requirements. Also, the seamless integration of the presented approach with 
a modeling environment is going to be addressed. 
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Abstract. This paper presents a process dependency model for dynamically 
analyzing data dependencies among concurrently executing processes in an 
autonomous, distributed service composition environment. Data dependencies 
are derived from incremental data changes captured at each service execution 
site. Deltas are then used within a rule-based recovery model to specify how 
failure recovery of one process can potentially affect another process execution 
based on application semantics. This research supports relaxed isolation and 
application-dependent semantic correctness for concurrent process execution, 
with a unique approach to resolving the impact of process failure recovery on 
other processes, using data dependencies derived from distributed, autonomous 
services.  

Keywords: Data Dependencies, Process Interference, Service Composition. 

1   Introduction 

Web Services and Grid Services have become widely used for B2B integration. 
However, the loosely-coupled, autonomous nature of services poses new challenges for 
the correctness of concurrent execution of global processes that are composed of 
distributed services. Most processes that are composed of Web Services must execute 
using a relaxed notion of isolation since individual service invocations can unilaterally 
commit before a process completes [15]. Relaxed isolation leads to dirty reads and 
writes and also calls for a more user-defined approach to the correctness of concurrent 
execution. Previous work with advanced transaction models [4] and transactional 
workflows [19] has used compensation to semantically undo a process. However, 
existing research has not fully addressed the process interference [20] that is introduced 
when the recovery of one process affects other concurrently-executing processes due to 
data changes introduced by the compensation of a failed process. A robust service 
composition environment should not only recover a failed process, but should also make 
sure process interference is properly handled based on application semantics. 

This research has defined a process dependency model to dynamically analyze the 
data dependencies among concurrently executing processes that are composed of 
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distributed services, providing a rule-based approach to resolve process interference 
based on application-dependent semantic correctness. The research has been 
conducted in the context of the DeltaGrid project, where services known as Delta-
Enabled Grid Services (DEGS) [2] are extended with the capability of recording 
incremental data changes, known as deltas. Deltas from distributed service execution 
sites are merged to create a global, time-ordered schedule of delta values within a 
Process History Capture System (PHCS) [20, 21]. The merged schedule of deltas then 
provides a means for tracking data dependencies among concurrently executing 
processes to determine how the failure of one process can potentially affect other 
processes. Once the potential process interference is identified, deltas can also be 
queried using process interference rules (PIR) to apply user-defined semantic 
correctness conditions that determine whether an affected process should keep 
running or invoke its own recovery procedures. 

Based on the service composition model presented in [20, 22], the focus of this 
paper is on the specification of the process dependency model, the definition of process 
interference rules, and the illustration of the way in which process interference rules 
can be used to query deltas to impose user-defined correctness conditions as part of the 
recovery process [20]. This research contributes towards ensuring a semantically 
robust, concurrent process execution environment for distributed, autonomous service 
composition, by dynamically analyzing data dependencies among concurrently 
executing processes and by providing a rule-based approach to resolve process 
interference based on application semantics. 

The rest of this paper is organized as follows. After outlining related work in 
Section 2, the paper provides an overview of the DeltaGrid abstract execution model 
in Section 3. Section 4 presents the process dependency model, while Section 5 
elaborates on the use of process interference rules. The paper concludes in Section 6 
with a summary of our implementation of the global execution history and process 
interference rules as well as a discussion of future research. 

2   Related Work 

Research on exception handling in a service composition environment has primarily 
focused on implementing ACID transaction semantics. Open nested transactions over 
Web Services are supported in [12], contingency is applied to forward recover a 
composite service in [16], and WS-Transaction [3] defines processes as either Atomic 
Transactions with ACID properties or Business Activities with compensation capabili- 
ties. An agent-based transaction model (ABT) [7] integrates agent technologies in 
coordinating Web Services to form a transaction. To avoid the cost of compensation, 
tentative holding is used in [9] to achieve a tentative commit state for transactions over 
Web Services. Acceptable Termination States (ATS) [1] are used to ensure user-
defined failure atomicity of composite services. Active rules have been used to handle 
service exceptions independent of application logic, such as service availability, 
selection, and enactment [14, 23], or search for substitute services when an application 
exception occurs [10]. But the question of how the recovery of a composite process 
could possibly affect other concurrently executing processes has not been addressed. 
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Advanced transaction models support relaxed isolation for long running 
transactions composed of subtransactions. Sagas [6] can be backward recovered by 
compensating each task in reverse order. The flexible transaction model [23] executes 
an alternative path when the original path fails. The backward recovery of a failed 
transaction causes cascaded rollback or compensation of other transactions that are 
read or write dependent on the failed transaction. Instead of cascaded rollback, only 
transactions dependent on tainted data produced by a flawed transaction are removed 
in [11]. However this work is conducted in a centralized database system which relies 
on an extended database engine to capture read dependency information.  

Research in the transactional workflow area has adopted compensation as a 
backward recovery technique [5, 8, 18] and explored the handling of data dependencies 
among workflows [8, 18]. The ConTract model [18] uses pre-conditions integrated into 
a workflow script to determine whether a compensation of a step affects another step 
execution. However, read dependency is not considered. WAMO [5] defines a flexible 
recovery framework for a workflow without considering process interference. In 
CREW [8], a static specification on the equivalence of data items across workflows is 
required to track data dependencies. 

The research presented in this paper supports relaxed isolation and application-
dependent semantic correctness for concurrent process execution, with a rule-based 
approach to resolving the impact of process failure and recovery on other concurrently 
executing processes [20]. Instead of statically specifying data dependencies, this 
research dynamically analyzes write dependencies and potential read dependencies 
among concurrently executing processes by capturing and merging data changes from 
distributed service execution, providing an intelligent approach to discovering 
dependencies among processes in an autonomous service composition environment 
and using data dependencies to support failure recovery. 

3   Overview of the DeltaGrid Abstract Execution Model 

Our research has developed the DeltaGrid system as a semantically robust execution 
environment for distributed processes executing over Delta-Enabled Grid Services 
(DEGS). A DEGS is a Grid Service that has been enhanced with an interface for 
accessing the deltas that are associated with service execution [2]. The work in [2] has 
demonstrated the manner in which incremental data changes can be captured from 
data-centric services, using features such as triggers as well as facilities for monitoring 
and externalizing database log files, such as Oracle Streams. Deltas collected from 
DEGSs are forwarded to a Process History Capture System (PHCS) [21] to form a 
global execution history where data dependencies among concurrently executing 
processes can be dynamically analyzed. The merged deltas from distributed sites also 
form the basis for analyzing process interference, determining the effect that the failure 
recovery of one process can have on other concurrently executing processes using 
application semantics.  

In support of our research, we have defined an abstract execution model for studying 
the manner in which data changes from DEGS can be used to analyze the dependencies 
that exist among concurrent processes. Fig. 1 shows the DeltaGrid abstract execution 
model, which is composed of three components: the service composition and recovery  
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Fig. 1. The DeltaGrid abstract execution model 

 
model, the process dependency model, and process interference rules. The service 
composition model defines a hierarchical service composition structure as well as the 
semantics of execution entities for the handling of operation execution failure occurring 
at any compositional level. The recovery model resolves a service execution failure 
within a process. Recovery techniques, such as compensation for logical backward 
recovery, contingency for forward recovery, and a process known as delta-enabled 
rollback for physical rollback of a completed service, are applied at different 
composition levels to maximize the recovery of a failed process. The details of the 
composition model and recovery model can be found in [20, 22]. 

The process dependency model further defines the relationships that exist among 
concurrently executing processes in terms of write dependencies and potential read 
dependencies. The process dependency model also defines how data dependencies 
can be dynamically analyzed from a global process execution history. Process 
interference rules are active rules that query the data changes from a failed process 
and its read and write dependent processes, using application semantics to determine 
if the recovery of a failed process has an affect on active processes that are read 
and/or write dependent on the failed process. The rest of this paper presents the 
process dependency model and illustrates the use process interference rules in the 
recovery process. 

4   The Process Dependency Model  

As described in the previous section, deltas from distributed service executions are 
forwarded to a Process History Capture System. These deltas are merged to form a 
time-ordered sequence of data changes that are used to analyze data dependencies 
[21]. This section presents the process dependency model. Section 4.1 defines the 
global execution history, integrating process execution context and deltas from 
distributed sites. Section 4.2 defines write dependency and how to derive write 
dependencies from deltas. Section 4.3 defines potential read dependency and how to  
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analyze potential read dependency from the process execution context. Section 4.4 
then provides a case study to illustrate the use of the process dependency model to 
discover write dependencies among concurrently executing processes. 

4.1   Global Execution History 

The global execution history of concurrently executing, distributed processes is 
composed of 1) the execution context of each process pi, and 2) the merged deltas 
from each DEGS operation opij invoked from pi. In the definitions that follow, a pair of 
square brackets [] indicates a partially ordered list of elements ordered by the 
timestamp associated with each delta. Each opij is also associated with one DEGS 
through a degsID. 

Definition 1 (Delta): A delta represents an incremental value change on an attribute 
of an object generated by execution of a DEGS operation. A delta is a six-element 
tuple, denoted as Δ(oID, a, Vold, Vnew, tsn, opij), representing an object’s attribute value 
change produced by an operation at a specific time. A delta contains an object 
identifier (oID) indicating the changed object, an attribute name (a) indicating the 
changed attribute, the old value of the attribute (Vold) before the execution of the 
operation, the new value of the attribute (Vnew) created by the operation, a timestamp 
(tsn) indicating the time of the new attribute value that is generated, and the identifier 
of the operation (opij) that has created this delta. 

As an autonomous entity, a DEGS produces a local execution history. 

Definition 2 (DEGS Local Execution History): A DEGS local execution history 
lh(degsID) is a three-element tuple, denoted as lh(degsID) = <tss, tse, δ(degsID)>, where:  

-tss and tse are the start time and end time of a DEGS execution history, 
respectively.  

-δ(degsID) is a time-ordered sequence of deltas that are generated by operations that 
are executed at a specific DEGS during the time frame formed by tss and tse , denoted 
as δ(degsID) = [Δ(oIDA, a, Vold, Vnew, tsx, opij) | opij.degsID = degsID and tss ≤ tsx ≤ tse], such 
that the order of the list is based on the delta creation time tsx.  

A DEGS operation execution creates an execution context for an operation.  

Definition 3 (Operation Execution Context): An operation execution context is a 
five-element tuple, denoted as ec(opij) = <tss, tse, I, O, S>. The operation execution 
context ec(opij) contains an execution start time (tss), end time (tse), input (I), output 
(O), and an execution state (S) as defined in the operation execution semantics in the 
service composition model [20, 22].  

As the enclosing entity of an operation, a process also has its own execution context 
ec(pi) = <tss, tse, I, O, S> that corresponds to the definition of the operation execution 
context, but defines the context at the process level. 

Each DEGS local execution history together with the process execution context of 
each process forms the global execution context. 

Definition 4 (Global Execution Context): A global execution context is a time-
ordered sequence of runtime context information for operations and processes that 
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occur within a certain time frame formed by tss and tse (tss < tse). The global execution 
context is denoted as gec = [ec(entity) | (entity=opij or entity=pi) and (tss ≤ ec(entity).tss < 
ec(entity).tse ≤ tse)], where entity represents either an operation opij or a process pi. 

Integrating local execution histories of DEGSs and the global execution context, the 
global execution history provides the basis to analyze write dependencies among 
concurrently executing processes by the provision of a time-ordered object access 
schedule.  

Definition 5 (Global Execution History): A global execution history is an 
integration of individual DEGS execution histories within the time frame formed by 
start time tss and end time tse, denoted as gh = <tss, tse, δg, gec>, where δg is a time-
ordered sequence of deltas that are generated by distributed operation execution, 
denoted as δg = [Δ(oIDA, a, Vold, Vnew, tsx, opij) | tss ≤ tsx ≤ tse], and gec is the global 
execution context within the given time frame.  

Definition 6 (System Invocation Event Sequence): A system invocation event 
sequence is an ordered list of events that are associated with the invocation of an 
execution entity based on the event occurrence timestamp. A system invocation event 
is denoted as eentity, such that e indicates an invocation event and entity indicates an 
execution entity as the event source. System events include the invocation of a 
process (epi), an operation (eopij), or a failure recovery event such as compensation of 
an operation (ecopij). A system invocation event sequence is denoted as Eseq = [eentity | 
entity = opij or entity = pi]. 

Fig. 2 illustrates a process execution scenario with two concurrently executing 
processes p1 and p2 shown at the top of the Figure. The process p1 is composed of 
operations op11, op12, op13 and op14. The process p2 contains op21 and op22. These 
operations execute on two different sites DEGS1 and DEGS2. The operations op11, op21, 
op13 and op14 are provided by DEGS1, while op12 and op22 are provided by DEGS2. The 
horizontal coordinate indicates the time frame starting from tss to tse. 

The bottom part of the diagram shows the deltas generated by each operation, 
ordered by the timestamp of each delta. DEGS1 contains deltas for objects X and Y, and 
DEGS2 contains deltas for object Z. Each item represents a delta for a specific attribute 
of an object. For example, x2 indicates a delta for object X where the subscript 
identifies the sequence of the delta with respect to the creation time. The process 
execution scenario illustrates: 

- DEGS1’s local execution history lh(DEGS1) contains all of the deltas that are 
created by operations that execute on DEGS1, denoted as lh(DEGS1) = <tss, tse, 
δ(DEGS1)>, where δ(DEGS1) = [Δ(X, attr1, x0, x1, ts1, op11), Δ(X, attr2, x1, x2, ts2, op21), Δ(Y, 
attr1, y0, y1, ts2, op21), Δ(X, attr1, x2, x3, ts4, op13), Δ(X, attr1, x3, x4, ts6, op14)].  

- DEGS2’s local execution history lh(DEGS2) = <tss, tse, δ(DEGS2)> , where δ(DEGS2) 
= [Δ(Z, attr1, z0, z1, ts3, op12), Δ(Z, attr2, z1, z2, ts5, op22)].  

- The global execution history gh = <tss, tse, δg, gec>, where δg integrates δ(DEGS1) 
and δ(DEGS2), ordering each delta in time order. δg = [Δ(X, attr1, x0, x1, ts1, op11), Δ(X, 
attr2, x1, x2, ts2, op21), Δ(Y, attr1, y0, y1, ts2, op21), Δ(Z, attr1, z0, z1, ts3, op12), Δ(X, attr1, x2, x3, 
ts4, op13), Δ(Z, attr2, z1, z2, ts5, op22), Δ(X, attr1, x3, x4, ts6, op14)].  

- The system invocation event sequence indicates the invocation of each operation, 
ordered by operation start time. Eseq = [eop11, eop21, eop12, eop13, eop22, eop14]. 
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Fig. 2. A process execution scenario 

4.2   Write Dependency 

The merged deltas δg of the global execution history can be used to identify the active 
processes that are dependent on a failed process. 

Definition 7 (Process-Level Write Dependency): A process-level write dependency 
exists if a process pi writes an object x that has been written by another process pj 
before pj completes (i ≠ j). In this case, pi is write dependent on pj with respect to x, 
denoted as pi →w 

pj. 

Definition 8 (Operation-Level Write Dependency): An operation-level write 
dependency exists if an operation opik of process pi writes an object that has been 
written by another operation opjl of process pj, denoted as opik →w 

opjl. Operation-level 
write dependency can exist between two operations within the same process (i = j). 

The operations that are write dependent on a specific operation opjl form opjl’s write 
dependent set. 

Definition 9 (Operation-Level Write Dependent Set for an Operation): An 
operation opjl’s operational-level write dependent set is the set of all operations that are 
write dependent on opjl, denoted as wdop(opjl) = {opik | opik →w 

opjl}. 

If opik is write dependent on opjl (opik →w opjl  (i ≠ j)), the enclosing process of opik is also 
write dependent on opjl(pi →w opjl).  

Operation-level write dependencies can be derived from the global execution 
history gh. Assume two operations opik and opjl have modified the same object oIDA. In 
gh, we observe δg = […, Δ(oIDA, a, Vold, Vnew, tsx, opjl), …, Δ(oIDA, b, Vold, Vnew, tsy, opik), …], 
where tsx < tsy. Then δg indicates that at the operation level, opik ∈ wdop(opjl). 

4.3   Potential Read Dependency  

Since a DEGS does not capture read information, the global execution context can be 
used to reveal potential read dependency among operations. An operation opik is 
potentially read dependent on another operation opjl under the following conditions:  
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1) opik and opjl execute on the same DEGS, denoted as ec(opik).degsID = ec(opjl).degsID. 
2) the execution duration of opik and opjl overlaps, or opik is invoked after the 
termination of opjl.  

Fig. 3 shows various execution duration overlap scenarios of opik and opjl. In (a) and 
(b), opik can be read dependent on opjl. If opik terminates before opjl is invoked, as shown 
in (c), it is not possible for opik to be read dependent on opjl. 

The read dependency conditions in (a) and (b) can be expressed using operation 
execution start time and end time. For (a), opik starts before opjl completes (ec(opik).tss < 
ec(opjl).tse), and ends after opjl starts (ec(opik).tse > ec(opjl).tss). For (b), opik must start 
after opjl completes (ec(opik).tss > ec(opjl).tse). Thus opik is potentially read dependent on 
opjl if: 1) ec(opik).tss < ec(opjl).tss and ec(opik).tse > ec(opjl).tss, or 2) ec(opik).tss ≥ 
ec(opjl).tse. 

opjl
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(c)
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Fig. 3. Execution scenarios of opik and opjl 

Potential read dependency can be defined at the process or operation levels. 

Definition 10 (Process-Level Read Dependency): A process-level read dependency 
exists if a process pi reads an object x that has been written by another process pj 
before pj completes (i ≠ j). In this case, pi is read dependent on pj with respect to x, 
denoted as pi →r pj. 

Definition 11 (Operation-Level Read Dependency): An operation-level read 
dependency exists if an operation opik of process pi reads an object that has been 
written by another operation opjl of process pj, denoted as opik →r opjl (i ≠ j).  

The operations that are potentially read dependent on an operation opjl form a set 
referred to as opjl’s read dependent set. 

Definition 12 (Operation-Level Read Dependent Set for an Operation): An 
operation opjl’s operational-level read dependent set is a set of all operations that are 
potentially read dependent on opjl, denoted as rdop(opjl) = {opik | opik →r opjl}.  

If opik is read dependent on opjl (opik →r opjl (i ≠ j)), the enclosing process of opik is also 
read dependent on opjl (pi →r opjl). 

Assume an operation opij is compensated and the evaluation of process interference 
requires the identification of processes that are potentially read dependent on opij. 
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Suppose in the global execution context, we observe the system invocation event 
sequence Eseq = […, eopij, eopkm, eopxy, ecopij]. Eseq shows that opkm and opxy are invoked 
after opij starts (ec(opkm).tss ≥ ec(opij).tss). If opkm and opij execute on the same DEGS 
(ec(opkm).degsID = ec(opij).degsID), then opkm →r opij. Thus the enclosing process pk of 
opkm is potentially read dependent on opij. 

4.4   Case Study 

An online shopping case study has been used to illustrate the tracking of write 
dependencies among concurrent processes. The case study will be used again in 
Section 5 to illustrate the use of process interference rules.  

The online shopping application contains typical business processes that describe 
the activities conducted by shoppers, the store, and vendors. For example, the process 
placeClientOrder is responsible for invoking services that place client orders and 
decrease the inventory quantity. The process replenishInventory invokes services that 
increase the inventory quantity when vendor orders are received.  

Fig. 4 shows write dependency between two instances of the process placeClientOrder 
(pc1 and pc2) and an instance of the process replenishInventory (pr). The top part of the 
diagram shows the executed operations in time sequence order. The bottom part shows 
deltas generated by an operation’s execution. To keep the case simple, we use three 
objects (I from DEGS1, CA and CB from DEGS2) to demonstrate the existence of write 
dependency. All three process instances are related with the same inventory item 
identified by object I. Process instances pc1 and pc2 have created two different orders, 
identified as CA and CB. 

The processes pc1, pc2, and pr start at different times. Process pc1’s current operation is 
packOrder and pc2’s current operation is decInventory. Process pr is in the process of 
backward recovery since the items that have entered the inventory by operation incInventory 
are recalled by the vendor due to quality problems. Process pr’s recovery procedure 
contains compensating operations packBackOrder, decInventory and incInventory. 

The global execution history for this scenario shows that write dependency exists 
among pc1, pc2, and pr. The process pc2 is write dependent on pc1 and pr. The process pr is 
write dependent on pc1 and pc2. The process pc1 is not write dependent on pc2 or pr. The 
operation pc2.decInventory decreases the quantity of the inventory item I that has been 
increased by pr.decInventory. Then pr.decInventory’s compensation pr.cop:decInventory 
modified the value of I by decreasing the value. This modification could potentially 
affect the execution of pc2 if the number of required inventory items for the client 
order is no longer available. If the recovery procedure of pr does affect pc2’s execution 
(i.e., process interference exists between pr and pc2), pc2 needs to be recovered. 
Otherwise pc2 can keep running. Whether a cascading recovery is necessary is 
determined by process interference rules defined in Section 5. 

Space does not permit the presentation of a full example of identifying read 
dependencies. It is important to remember that read dependencies are not derived 
from the schedule of delta values but are instead derived from the execution context, 
which identifies the overlapping execution timeframe of concurrent processes on the 
same service. As such, we refer to read dependencies as potential read dependencies 
since information about the specific data items that have been read is not available.  
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Fig. 4. Write dependency among multiple processes 

Process interference rules as described in the next section can be used to determine if 
the failed process has accessed and modified any of the data items that are critical to 
the execution of the potentially read dependent process. 

5   Process Interference Rules  

The previous section illustrated the analysis of write dependencies and potential read 
dependencies from the global execution history. In a typical environment that 
supports relaxed isolation, the failure of one process causes cascaded recovery of 
other dependent processes. In the DeltaGrid environment, we use process interference 
rules (PIRs) to determine if the cascaded recovery of a dependent process is 
necessary. Process interference rules query the delta values of the global execution 
history, using user-defined application semantics to determine if an affected process 
should keep running or invoke its own recovery procedures. Section 5.1 defines the 
structure of a PIR and the way in which it queries the global execution history object 
model. Section 5.2 then presents a PIR example. 

5.1   PIR Definition 

A PIR is written from the perspective of an executing process (pe) that is interrupted 
by the recovery of an unknown failed process (pf). The interruption occurs because pe 
is identified as being write dependent or potentially read dependent on pf. PIRs are 
expressed using an extended version of the Integration Rule Language (IRL) [13, 17], 
which was originally defined to provide a rule-based approach to component 
integration.  

A process interference rule has four elements: event, define, condition, and action, as 
shown in Fig. 5. The triggering event of a PIR is a write dependent or a read dependent 
event. A write dependent event is triggered after the backward recovery of a failed process 
(failedProcess) if the failedProcess has at least one write dependent process. The format of a 
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write dependent event is: <writeDependentProcessName>WriteDependency (failedProcess, 
wdProcess). The write dependent event contains the name of the write dependent 
process instance (writeDependentProcessName), and two parameters: the identifier  
of the failed process (failedProcess) and the identifier of the write dependent pro- 
cess instance (wdProcess). In Fig. 4, after the compensation of the failed pro- 
cess replenishInventory (pr), a write dependency event placeClientOrderWriteDependency  
(pr, pc2) will be raised. 

 
 
 
 
 
 
 

Fig. 5. Process interference rule structure 

Similarly, a potential read dependent event is triggered if the failed process has at 
least one potentially read dependent process. The format of a read dependent event is 
<readDependentProcessName>ReadDependency (failedProcess, rdProcess), such that 
readDependentProcessName is the name of the read dependent process, and rdProcess is 
the identifier of the read dependent process instance. 

Define declares variables to support condition evaluation. A condition is a Boolean 
expression to determine the existence of process interference based on application 
semantics. Define and condition use the object model presented below as an interface to 
access the global execution history.  

Action is a list of recovery commands. The command could invoke backward 
recovery of a process (deepCompensate), re-execution of a process, backward 
recovery of an operation, or re-execution of an operation. 

Fig. 6 presents the global execution history object model as the interface to access 
the global execution history in the declare and condition clauses of a PIR. The object 
classes in the model include Process, Operation, and Delta. The methods of each class 
as well as the attributes and relationships among these classes provide the basis for 
retrieving the deltas associated with a specific process and/or operation, and also for 
identifying read and write dependent processes and operations.  For example, the 
method getDeltas(className) is used to retrieve all the deltas of a given class name 
that are created by an operation or a process. Similarly getDeltas(className, attrName) 
further limits the returned deltas to be of a given attribute name identified by attrName.  

Since the condition evaluation of a process interference rule contains a query over 
deltas generated by the normal execution and recovery activities of a process, a process 
has several types of operations to support querying over deltas. For example, 
getDeltasBeforeRecovery returns deltas that are created by the process before any recovery 
activity is performed, and getDeltasByRecovery returns deltas that are created by the 
recovery activities of a process. Class name (className) and attribute name (attrName) can 
be used as parameters for these methods to limit the returned deltas to those associated  
 

create rule  ruleName  
event   failureRecoveryEvent  
define [viewName as <OQL expression>] 
condition  [when condition] 
action  recovery commands 
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Fig. 6. Global Execution History Object Model 

with a given class name and attribute name. getMostRecentDeltaBeforeRecovery(className, 
attrName) returns the most recent delta created by a process before the execution of any 
recovery activity, associated with a given class name and attribute name. Similarly, 
getMostRecentDeltaByRecovery(className, attrName) returns the most recent delta 
created by the recovery activities of a process.  

5.2   Example 

In Fig. 4, recall that the placeClientOrder process (pc2) is write dependent on the process 
replenishInventory (pr). As a result, pc2 may process an order for a client based on an 
increase in inventory caused by pr. If pr fails, however, after increasing the inventory 
for an item x that is also accessed in pc2, then pc2 may also be affected if there will no 
longer be enough items in inventory for item x. As a result, pc2 may need to be 
backward recovered. Fig. 7 presents a PIR expressing the above application constraint. 

The event is placeClientOrderWriteDependency(failedProcess, wdProcess). In this 
particular scenario, compensation of the process replenishInventory(pr) raises the event 
placeClientOrderWriteDependency (pr, pc2) which matches the event defined in the rule. 

The define clause creates bindings for inventory items (decreasedItems) that have 
been decreased by the recovery of failedProcess. The select statement finds deltas 
related to the quantity of an inventory item (getDeltasByRecovery(“InventoryItem”, 
“quantity”)) created by the recovery activities of failedProcess, finding items with 
decreased quantity by accumulating the changes on quantity for each item. 

The condition has a when statement checking to determine if any decreased item 
(decItem) appears in the current client order. The evaluation is conducted by checking 
if any decItem is the same as the oId of deltas associated with class InventoryItem and 
attribute quantity created by wdProcess.   

The action is to backward recover wdProcess from the current operation. The action 
will be performed if the when statement in the condition evaluates to true.  

Similar rules can be developed to check user-defined conditions in the case of 
potential read dependencies. In this case, a PIR can be used to 1) determine if the 
failed process intersects with the potentially read dependent process on critical data  
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Create rule inventoryDecrease

Event placeClientOrderWriteDependency(failedProcess, wdProcess)

Define decreasedItems as
select item: fd.oId
from fd in failedProcess.getDeltasByRecovery(“InventoryItem”, “quantity”)
group by item: fd.oId
having sum(fd.newValue – fd.oldValue) < 0

Condition when exists decItem in decreasedItems:
decItem in 
(select d
 from d in wdProcess.getDeltas(“InventoryItem”, “quantity”))

Action deepCompensate(wdProcess);  

Fig. 7. PIR decreaseInventory for Process placeClientOrder 

items by querying deltas on the process execution history, and 2) express application-
specific conditions on the status of the critical data items after recovery of the failed 
process. If application constraints are violated, the read dependent process can invoke 
recovery procedures. Otherwise the read dependent process can resume execution. 
Further examples of PIRs for read and write dependencies can be found in [20]. 

6   Conclusion and Future Directions 

This paper has presented a process dependency model together with the notion of 
process interference rules to resolve how the failure recovery of one process can 
potentially affect other concurrently executing processes in a distributed service 
composition environment. The resolution process is dependent on collecting 
information about data changes from delta-enabled grid services that are capable 
of forwarding these changes to a process history capture system [2]. We have 
implemented the PHCS [20, 21], which constructs a global execution history by 
merging deltas and process execution context. We have also fully implemented 
the PHCS object model to determine read and write dependencies and to invoke 
PIRs to determine if concurrent processes are affected by recovery of a failed 
process [20]. The research in [20] provides further details about simulation of the 
complete environment, with a performance evaluation of the implemented 
components. Our future work is focused on developing a distributed, peer-to-peer 
approach to the management and communication of deltas in resolving read and 
write dependencies, instead of forwarding deltas to a central process execution 
history component. We are also investigating the methodological issues 
associated with the use of process interference rules, as well as more dynamic 
approaches to the use of events and rules in the composition and recovery of 
distributed processes. 
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Abstract. There has been a huge influx of business process modeling langu 
ages as business process management (BPM) and process-aware information 
systems continue to expand into various business domains. The origins of pro-
cess modeling languages are quite diverse, although two dominant approaches 
can be observed; one based on graphical models, and the other based on rule 
specifications. However, at this time, there is no report in literature that specifi-
cally targets a comparative analysis of these two approaches, on aspects such as 
the relative areas of application, power of expression, and limitations. In this 
paper we have attempted to address this question. We will present both a survey 
of the two approaches as well as a critical and comparative analysis.  

Keywords: business process management, workflows, business process 
modeling and analysis, rule-based workflows, graph-based workflows. 

1   Introduction 

Business process management (BPM) solutions have been prevalent in both industry 
products and academic prototypes since the late 1990s. It has been long established 
that automation of specific functions of enterprises will not provide the productivity 
gains for businesses unless support is provided for overall business process control 
and monitoring. Business process modeling is the first and most important step in 
BPM lifecycle [5], which intends to separate process logic from application logic, 
such that the underlying business process can be automated [32]. Typically, process 
logic is implemented and managed through a business process management system 
(BPMS) and application logic through underlying application components.  

Business process modeling is a complicated process and it is obvious that different 
modeling approaches have their strengths and weaknesses in different aspects due to 
the variety of their underlying formalisms. There are many well-known problems 
regarding process modeling methodologies, such as the classic tradeoff between 
expressibility of the modeling language and complexity of model checking. Some 
languages offer richer syntax sufficient to express most relevant business activities 
and their relationships in the process model, while some provide more generic 
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modeling constructs which facilitate efficient verification of the process model at 
design time. These have been prevalent in research prototypes (e.g., FlowMake [30], 
ADEPTflex [29], YAWL [3]), in commercial products (e.g., Tibco Staffware Process 
Suite [34], Oracle BPEL Process Manager [28], ILOG BPM [15]), as well as in 
industrial standard modeling languages (BPEL4WS [26], BPMN [27]). 

Among the huge options of modeling languages, there have been methodical 
investigations in literature that attempt to address a variety of issues. These investiga-
tions involve a number of comparison techniques. First, in [33], an empirical study 
on process modeling success in industry is presented, where success factors of process 
modeling are generalized from multiple case studies of industry applications and the 
measure for effective process modeling is derived. Second, ontological comparison 
techniques utilize the semantic richness of an appropriate ontology as the benchmark 
for comparing process modeling languages. In [12], the interoperability of a business 
process specification (in particular, ebXML) is studied through a mapping from 
constructs in Bunge-Wand-Weber (BWW) ontology model to constructs in ebXML. 
Lastly, [20] presents a framework for selecting appropriate process modeling tools 
based on the heuristics collected from process modeling and business domain 
experts. The heuristics is used to provide quantifiable measure for indicating 
preferences on modeling tools selection. 

We have conducted a study on the comparative business process modeling 
languages [23] based on a different comparison criteria. The scope of the comparison 
is on the most critical dimension of business process models, namely control flow 
perspective [30], from a selection of modeling approaches based on different 
theoretical foundations. The two most dominant foundations can be found in models 
bases on graphs and rules. The goal of comparison is to investigate, through the 
language representatives, the strengths and limitations of different theoretical 
foundations when being applied in business process modeling. 

The focus of this paper is to summarize the comparison results and critical remarks 
reported in [23], and to facilitate future investigations and developments on business 
process modeling. In what follows, a survey of business process modeling approaches 
is first presented in section 2 to provide insights into current process modeling 
practices, based on which the comparison methodology is discussed in section 3. The 
comparison results, along with critical remarks are presented in section 4. Process 
modeling techniques in current commercial BPMS products are also briefly discussed 
in section 5 to present industry developments and trends. We conclude this paper and 
discuss possible future work in section 6.  

2   A Survey on Business Process Modeling Approaches 

The objective of process modeling is to provide high-level specification independent 
from the implementation of such specification. In this paper, we use the following 
definition for process modeling languages: A process modeling language provides 
appropriate syntax and semantics to precisely specify business process requirements, 
in order to support automated process verification, validation, simulation and process  
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automation. The syntax of the language provides grammar to specify objects and their 
dependencies of the business process, often represented as a language-specific 
process model, while the semantics defines consistent interpretation for the process 
model to reflect the underlying process logic. 

It is essential that a process model is properly defined, analyzed, and refined before 
being deployed in the execution environment. In a narrower scope, business process 
modeling can be referred to as workflow modeling, as workflow management systems 
(WFMS) provide equivalent functionalities to BPMS in business process modeling, 
analysis and enactment.   

It has been found that there are two most predominant formalisms on which 
process modeling languages are developed, namely graph-based formalism and rule-
based formalism. A graph-based modeling language has its root in graph theory or its 
variants, while a rule-based modeling language is based on formal logic.  

2.1   Graph-Based Process Modeling Approaches  

In a graph-based modeling language, process definition is specified in graphical 
process models, where activities are represented as nodes, and control flow and data 
dependencies between activities as arcs. The graphical process models provide 
explicit specification for process requirements.  

Most graph-based languages have their root in Petri Net theory, which was 
applied in workflow modeling for the first time in 1977 by Zisman [40]. Many 
process modeling languages have been proposed based on different variants of Petri 
Nets to provide extra expressibility and functionality since then, including High 
Level Petri Nets [11], Low Level Petri Nets [36], and Colored Petri Nets [24]. More 
details can be found in a survey on Petri Net applications in workflow modeling by 
Jenssens et al [16].  

The strengths of Petri Net based modeling approaches include formal semantics 
despite the graphical nature, and abundance of analysis techniques [1]. Formal 
methods [2] have been provided for specifying, analyzing and verifying the properties 
of static workflow structures (e.g. state transitions, deadlocks).  

On the other hand, there are many graph-based modeling languages that carry 
similar advantages of Petri Net based languages, which also have simple and easy-to-
understand syntax and semantics. 

Choice Merge

EndBegin Fork Synchronizer

 

Fig. 1. A graph-based process model in FlowMake [30] syntax 
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For example, the syntax of FlowMake language [30] (cf. Fig. 1) contains 3 types of 
objects, task, coordinator and transition. A task represents a unit of work to be done 
(denoted by a rectangle). A coordinator is used to define how tasks are scheduled 
(denoted by an oval), which is further divided into begin, end, choices, merge, fork 
and synchronizer. A transition links any two nodes (task or coordinator) and is 
represented by a directed arc.  

Table 1 provides a list of representative graph-based modeling approaches. 

Table 1. Graph-based modeling approaches 

Authors  Approach Brief Description 

Sadiq & 
Orlowska 
[30] 

FlowMake FlowMake is a design and analysis methodology for workflow 
modeling, which includes a set of constraints to verify the 
syntactic correctness of the graphical workflow specifications 
by a graph-reduction algorithm.  
 

Reichert & 
Dadam [29] 

ADEPTflex ADEPTflex is a graph-based modeling methodology which 
supports ad hoc changes to process schema. A complete and 
minimal set of change rules is given to preserve the 
correctness and consistency property, which provides a 
comprehensive solution for applying complex and dynamic 
structural changes to a workflow instance during its execution. 
 

Casati et al 
[8] 

Conceptual 
Modeling  

The conceptual modeling approach divides a business process 
into workflow tasks (WT) and workflow (WF). A workflow 
execution architecture is proposed, which supports syntax-
directed translation from workflow definition to executable 
active-rules, and provides operational semantics and an 
implementation scheme for many components of WFMS. 
 

van der  
Aalst et al  
[3] 

YAWL YAWL is a Petri Net based workflow language, which 
supports specification of the control flow and the data 
perspective of business processes. The language has formal 
semantics that encompasses workflow patterns [26] to 
guarantee language expressibility. 
 

Casati et al 
[9] 

WIDE WIDE is designed to support next-generation workflow 
management functionality in a distributed environment. The 
architecture is based on a commercial database management 
system as the implementation platform, with extended 
transaction management and active rule support. 
 

Liu & Pu  
[22] 

ActivityFlow ActivityFlow provides a uniform workflow specification 
interface and helps increase the flexibility of workflow 
changes by supporting reasoning about correctness and 
security of complex workflow activities independently from 
the underlying implementation mechanism. 
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2.2   Rule-Based Process Modeling Approaches  

Rule-based formalisms have a wide area of applications in BPM domain, such as 
workflow coordination [18, 19] and exception handling [6]. Our consideration is 
limited to rule-based approaches where logical rules are used to represent structural, 
data and/or resource dependencies between task executions in business processes.  

In a typical rule-based approach, process logic is abstracted into a set of rules, each 
of which is associated with one or more business activity, specifying properties of the 
activity such as the pre and post conditions of execution. The processing entity 
(process enactment mechanism) is a rule inference engine. At runtime, the engine 
examines data and control conditions and determines the best order for executing 
relevant business activities according to pre-defined rules. The typical enactment 
mechanism for general rule-based workflows is the rule inference engine, which is 
capable for evaluating current process events and triggering further actions (i.e., 
analogous to a workflow engine in common understanding [37]).  

In [13], rule-based systems have been proposed as the first practical methodology 
to capture and refine human expertise, and to automate reasoning for problem solving. 
In 1990s, active database systems with the basic mechanism of Event-Condition-
Action (E-C-A) rules have been applied to WFMS for coordinating task execution 
[14, 19]. The E-C-A paradigm has since been the foundation for many but not most 
rule-based process modeling languages. A basic E-C-A rule has the following syntax: 

ON event IF condition DO action 

An event specifies the triggering operation when a rule has to be evaluated, which 
indicates the transformation from one execution state to the other. An event can also 
be a simple change of task/process execution state (e.g., task “submit maintenance 
request” completes execution), or upon complex business process events (e.g. 2 days 
after product delivery, or on every 50 funding cases approved by the same project 
manager). The condition is the pre-condition to be checked before triggering any 
subsequent action, typically be the availability or of certain value of some process 
relevant data (e.g., requested funding ≥ 50,000). An action can be the execution of 
certain tasks, or triggering evaluation of other E-C-A rules. The result of executing an 
action can as well raise an event. A simple E-C-A rule can be extended with an 
additional Else Action to indicate the subsequent activities if the condition is not 
satisfied. 

At the same time, software agent technology has been applied to model and enact 
workflows to provide flexibility and expressibility in business process automation.  
An agent is a piece of autonomous software that can perform certain actions to fulfill 
the design goal. An agency is a collection of autonomous artificial agents that com-
municate and work collaboratively to realize the process goal [17]. In the agent-based 
approach, the processing entity is an agency (i.e., a collection of software agents), and 
logical expressions are used to regulate the behaviors of autonomous agents. Rules are 
used to regulate actions of agents, or serve as the shared knowledge base among 
collaborating agents.  

Table 2 lists some representative rule-based modeling approaches. 
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Table 2. Rule-based modeling approaches 

Authors  Approach Brief Description 

Knolmayer et al 
[21] 

E-C-A Based 
Business Rules 

The approach provides an E-C-A rule-based process model 
to serve as an integration layer between multiple process
modeling languages, as well as functionality to support
refinement of business rules.  
 

Zeng et al [38] PLMflow PLMflow provides a set of business inference rules which 
is designed to dynamically generate and execute work-
flows. The process definition is specified in business rule 
templates, which include backward-chain rules and forward-
chain rules. The process instance schema is determined by 
the rule engine using backward-chain and forward-chain 
inference at runtime. 
 

Kappel et al. 
[18] 

Object-Rule-
Role approach 

The proposed framework supports reusability and
adaptability using E-C-A rules to allocate tasks and 
resources in workflows. 
 

Jennings et al 
[17] 

ADEPT The ADEPT system is an infrastructure for designing and 
implementing multi-agent systems for workflows. Process 
logic is expressed in the service definition language 
(SDL), which specifies services that give the agents 
sufficient freedom to take alternative execution paths at 
run-time to complete the process goal. 
 

Müller et al [25] AgentWork AgentWork is a WFMS prototype based on agent 
technology, where agents are used for monitoring
exceptional events. Reactive and predictive adaptations to
workflow exceptions are defined through temporal E-C-A 
rules and automated by agents. A rule model is proposed
for managing temporal E-C-A rules for workflows. 
 

Zeng et al [39] AgFlow AgFlow contains a workflow specification model and the
agent-based workflow architecture. The process definition 
is specified by defining the set of tasks and the workflow 
process tuple, where the control flow aspects can be 
reflected in the task specific E-C-A rules. 
 

3   Comparison Methodology 

The following methodology has been developed to conduct the comparative analysis 
presented in this paper [23]. First, a selection of process modeling approaches have 
been identified in literature, and classified according to two most prominent 
formalisms (graph-based and rule-based) in process modeling, through which a 
variety of control flow functionalities are displayed (cf. Section 2).  
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Second, a minimal set of comparison criteria is identified for charactering the 
functionality of control flow capabilities, considering the design time (process 
modeling) and runtime (execution) requirements. The most important criteria are 
briefly discussed as follows:  

− Expressibility: The expressive power of a process modeling language that is 
governed by its ability to express specific process requirements reflecting the 
purpose of process modeling and execution. A process model is required to be 
complete, which should contain structure, data, execution, temporal, and 
transactional information of the business process [30, 32].  

− Flexibility: The ability of the business process to execute on the basis of a loosely, 
or partially specified model, where the full specification is made at runtime [31]. 

− Adaptability: Which is the ability of the workflow processes to react to 
exceptional circumstances, which may or may not be foreseen, and generally 
would affect one or a few process instances [31]. 

− Dynamism: The ability of the workflow process to change when the business 
process evolves. This evolution may be slight as for process improvements, or 
drastic as for process innovation or process reengineering [31]. 

− Complexity: The measures of the difficulty to model, analyze, and deploy a 
process model [7], as well as the support for the dynamic and changing business 
process.  

Third, a functional comparison, followed by an empirical comparison is carried 
out. The functional comparison uses workflow control patterns [4] as the benchmark 
for examining the expressibility and complexity of the modeling languages. 
Workflow control patterns address the requirements for the modeling languages 
instead of the overall methodology to model business processes, which provide a 
mean to examine the expressibility of a particular process modeling language. 
FlowMake [30], PLMflow [38] and ADEPT [17] have been chosen as language 
representatives, where mappings from workflow patterns (including basic control 
flow, advanced branching and synchronization patterns [4]) to the language-specific 
model constructs of each language are carried out. While in the empirical 
comparison, the selected languages are used to model a real-life business process 
which involves complex control flow structures including multiple choices, parallel 
executions and indefinite looping. 

Lastly, based on the results of comparisons, each language representative is 
analyzed according to the identified comparison criteria. The analysis results are then 
cross-referenced when critical remarks are given for the graph-based and rule-based 
modeling approach.  

4   Comparative Analysis 

In this section, key results for the comparative analysis are presented according to the 
study in [23].  



 A Survey of Comparative Business Process Modeling Approaches 89 

When considering design time characteristics, graph-based languages have formal 
foundation in graph theory, which provides rich mathematical properties for the 
syntax and semantics and theoretical support. The process definition is robust and 
structurally sound. Besides, graph theory is well-known and has been well-studied, 
and most importantly, it is visual and hence intuitive and useful for all kinds of 
workflow designers (with or without technical background). On the other hand, while 
having their root in formal logic, rule-based languages are competitive to the graph-
based rival in terms of mathematical soundness, model robustness and myriad of 
model checking techniques. However, rule-based modeling languages are inevitably 
more complex, reflected by the effort to specify, reason about and manage a large 
number of rules for complex business processes, which require reasonable proficiency 
in rule-based formalism.  

In terms of expressibility, the richness of the graph-based language syntax allows 
explicit specifications for complex workflow constructs. The mapping from workflow 
control patterns [4] to FlowMake constructs is straightforward. The goal for graph-
based process modeling is to provide a structurally and semantically correct process 
definition that is suitable for business process automation [32]. To ensure structural 
correctness all possible execution paths must be defined at design time and verified. 
Rule-based languages are able to represent all considered workflow control patterns, 
in that simple rule expressions connected by AND and OR operators are capable to 
express same constructs as those specified by basic and advanced graphical operators 
(e.g., choice, merge, fork, synchronizer, discriminator [4, 32]). Furthermore, rule-
based languages are slightly more expressive than graph-based languages. An obvious 
example is the ability to specify the temporal requirement in addition, e.g., the relative 
deadline for a task execution.  

When considering runtime characteristics such as ad hoc modification to 
workflow schemas and exception handling, the rule-based approach takes the 
advantage. The rigidity in graph-based models incurs problems of lack of flexibility, 
dynamism and adaptability, which compromise the ability of the graph-based 
processes to react to dynamic changes in business process and exceptional 
circumstances. Although there have been proposals [29, 31] to cope with such, e.g., to 
define a set of operation rules such that runtime modifications to current process 
model do not introduce any conflicts, the incorporation of change operations 
contributes to the overall modeling complexity. In the rule-based approach, the 
completeness requirement for process models is relaxed, which provides the ability to 
deploy partially-specified process definitions (in rules). This is supported by the 
enactment mechanism, the rule engine which performs logical inferences at runtime, 
i.e., to determine what to execute by evaluating relevant rules on certain process 
event. In addition, process logic of underlying business processes is externalized from 
the execution environment. As a result, runtime modifications to process definition 
can be realized by amending the existing set of rules (i.e., modify, insert and delete 
existing rules to reflect changes in process logic or to implement process 
improvement) without impacting the executing process instances.  

Table 3 provides an overview of the above discussion. 
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Table 3. Summary of comparative approaches 

Criteria  Graph-Based Language Rule-Based Language 

Expressibility − Able to express structure, data, and 
execution requirements. 

− Most examined workflow patterns 
[23] can be expressed by the graph-
based representative. 

 

− Able to express structure, data, 
execution, as well as temporal 
requirements. 

− Rule expressions can represent
more workflow patterns than graph-
based languages. 
 

Flexibility − Processes can only be executed on 
complete process models, in which 
all possible execution scenarios are 
explicitly specified. The conditions 
for each scenario must also be 
articulated in the process model a 
priori. 

− More flexible as incomplete
specification for task dependency is 
supported, e.g., in ADEPT [17], it is 
possible to specify task T2 and T3 
must execute after T1 has finished, 
either in parallel or serially in a 
single rule expression without 
explicit specification on the 
conditions for parallel or serial 
execution. 

 
Adaptability − Exceptions rise if some executional 

behavior occurred that has not been 
defined in the process model. 
Exception handlings need to be 
defined through an additional set of 
policies (rules). 

 

− Anticipated exceptions can be 
handled by specifying additional 
rules besides that for expressing 
regular process logic. 

Dynamism − Support for ad hoc changes to 
process model after deployment is 
limited. 

− Requires defining a complete and 
minimal set of change operations in 
order to preserve the structural 
dependencies of the process model 
and running process instances. 

− Rule expressions can be revised at 
runtime to realize ad hoc changes to 
process logic. 

− Impact on running process instances 
is minimal as process logic is 
isolated from the executional 
environment.  

− Process refinement can be rapidly 
implemented. 

 
Complexity − Modeling languages have more 

abstract syntax and simpler 
semantics, thus less complexity in 
model representation and 
verification. 

− Runtime support for dynamic 
workflows is more complex as 
extra modeling constructs and 
verification effort is required. 

− Model languages have a logical 
syntax and required some expertise 
when modeling. 

− Process models have no visual 
appeal, verification process is more 
complex (however can be 
automated by logic reasoning 
engine). 

− Change to process logic is realized 
by rule modification and hence less 
complex.  
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5   Process Modeling Support in Commercial Products 

Industry researches show that many process modelers are business process owners 
rather than technical personnel [10]. Graph-based languages have the visual appeal of 
being intuitive and explicit, even for those who have little or no technical background. 
However, rule-based modeling languages such as in ADEPT and PLMflow require 
good understanding of propositional logic and the syntax of logical expressions, thus 
are less attractive from the usability point of view. For this reason, most commercial 
BPMS, as well as current industrial standard including BPMN [27] by Business 
Process Management Initiative (BPMI) endorse the graph-based formalism as the 
process definition language. Examples of many commercial BPMS that use graphical 
process definition include SAP NetWeaver, Tibco Staffware Process Suite [34], and 
Utimus [35]). 

On the other hand, the rule-based approach is often referred to as business rule 
management systems (BRMS). The common objective of BRMS is to integrate 
complex process logic into process model as rules, but externalize from BPMS in 
order to support dynamic changes. BRMS provides well-supported functions such that 
rule evaluation can be performed efficiently [15]. Example BRMS include Tibco 
iProcess Decisions [34], and ILOG JRules [15].   

Many vendors advocate that rule-driven BPMS presents best solutions under 
current business requirements as a compromise of graphical appeal and the power of 
rules. A rule-driven BPMS is a superset of BRMS and BPMS, which provides rich 
development options for many aspects of BPMS development, of both procedural 
(graph) and declarative (rule) approach. The technique to realize this is to maintain a 
set of business rules in the external BRMS which can automate complex decision 
making in BPMS (i.e., when a complex decision has to be made to choose execution 
path). An example can be ILOG BPM [15], which is a BPMS enhanced by the 
functionality of the ILOG Rule Engine. Business processes are modeled in the BPM 
component, while the BRM component is responsible for formulate, compile, 
manage, and update business rules (in the E-C-A paradigm), invoke rule evaluation, 
and communicate with BPM component upon request to automate decision making.  

6   Summary and Future Work   

We proposed the use of control flow capabilities as the starting point for evaluating 
business process models based on two dominant approaches, namely graph-based and 
rule-based. This paper has presented the result of a critical and comprehensive 
analysis of these two prominent modeling approaches for business processes, with the 
focus on control flow capabilities. The presented survey gives an overview of process 
modeling languages developed using these two formalisms. The analysis of two 
approaches reviews their strengths and weakness in terms of expressibility, flexibility, 
adaptability, dynamism and complexity considerations. The intended future work 
includes a more detail empirical comparison on a selection of typical business 
scenarios, and with the focus on capabilities, other than control flow, of the process 
modeling approaches.  
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Abstract. Web service technology provides a way for simplifying inter-
operability among different organizations. A piece of functionality avail-
able as a web service can be involved in a new business process. Given
the steadily growing number of available web services, it is hard for de-
velopers to find services appropriate for their needs. The main research
efforts in this area are oriented on developing a mechanism for seman-
tic web service description and matching. In this paper, we present an
alternative approach for supporting users in web service discovery. Our
system implements the implicit culture approach for recommending web
services to developers based on the history of decisions made by other
developers with similar needs. We explain the main ideas underlying our
approach and report on experimental results.

Keywords: Web Service Discovery, Recommendation Systems, Implicit
Culture.

1 Introduction

The state-of-the-art in business integration is defined by implementation of the
service-oriented vision using web service technology. Web services are loosely
coupled, distributed entities that can be described, published, discovered and
invoked via the web infrastructure. Three main standards in this area include
Web Service Description Language (WSDL) for presenting service interfaces,
Universal Description, Discovery and Integration (UDDI) registries for publish-
ing, and Simple Object Access Protocol (SOAP) for message transporting.

With ever increasing number of available web services it is problematic to
find a service with required functionality and appropriate quality characteristics.
Most of the proposals in the area of web service discovery rely on logically precise
semantic descriptions of web services by providers [1][2][3]. Such approaches
are efficient only if providers publish exhaustive service specifications. Tools
for automatic or semi-automatic semantic annotation can significantly reduce
required amount of work, but, in principle, the consumer must trust the provider
to deliver the service fully compliant with the description. Additionally, web
services or providers can be evaluated by a trusted party, i.e., by a specialized
unbiased agency that tests web services, verifies their descriptions (whether there
is a discrepancy between specified and implemented features), publishes Quality
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of Service (QoS) data, etc. This solution is relatively expensive and inefficient due
to its rather static nature. Automated central monitors are complex, and either
provide limited monitoring facilities or require involvement of domain-specific
logic for verifying web service behavior [4][5].

On the other hand, there are service clients who already have experience in
using web services and therefore can help in selecting services with adequate
quality. This principle is widely used by (collaborative) recommendation and
reputation systems [6][7]. Often web services are oriented not on public use but
aim at enabling easy information exchange between a set of partner organiza-
tions. Since web services belong to different domains, only a specific set of web
services is interesting for a particular consumer. A group of clients with com-
mon interests form a virtual community where they can exchange the experience,
i.e., the knowledge gained after having interaction with a web service. Being a
member of such a community can help to reduce the information overload and
enhance web service discovery and selection facilities.

In this paper, we present a system for discovery of web services. The system
is based on the implicit culture framework [8] and helps developers make a
decision about which services to use by getting suggestions from the community.
The implicit culture framework has been implemented in the form of a domain-
independent meta-recommendation service, the IC-Service, that uses web service
technology and can be tuned via configuration interface [9]. In our approach, no
communication between members of the community is needed, and no explicit
ratings of web services are required.

The paper is organized as follows. In Section 2, the basic idea of implicit
culture is presented and the configuration of the IC-Service for our application
is explained. Section 3 provides implementation details, while Section 4 presents
experimental results. Related work is analyzed in Section 5, and Section 6 draws
conclusions and outlines future work.

2 Implicit Culture

This section presents an overview of the general idea of the implicit culture frame-
work and the System for Implicit Culture Support (SICS). The SICS provides
the basis for the IC-Service we have used to provide recommendation facilities.

The behavior of a person in an unknown environment is far from optimal.
There exist many situations where it is difficult to take the right decision due to
the lack of knowledge. This might not be the case for experienced people who
have previously encountered similar problems and have acquired the necessary
knowledge. The knowledge about acting effectively in the environment is often
implicit (i.e., highly personalized) and specific to the community. Therefore, this
knowledge could be referred to as a community culture. The idea behind the
implicit culture framework is that it is possible to elicit the community culture
by observing the interactions of people with the environment and to encourage
the newcomer(s) to behave in a similar way. Implicit culture assumes that agents



Web Service Discovery Based on Past User Experience 97

perform actions on objects, and the actions are taken in the context of situations,
so agents perform situated actions. The “culture” contains information about
actions and their relation to situations, namely which actions are usually taken
by the observed group and in which situations. This information is then used
to produce recommendations for other agents. When newcomers start to behave
similarly to the community culture, it means that a knowledge transfer occurred.
The goal of the SICS is to perform such transfer of knowledge.

The basic architecture for the SICS [8] consists of the following three compo-
nents: the observer module, which records the actions performed by the client
during the use of the system; the inductive module, which analyzes the stored
observations and implements data mining techniques to discover behavior pat-
terns; the composer module, which exploits the information collected by the
observer module and analyzed by the inductive module in order to produce rec-
ommendations.

In terms of our problem domain, the observer saves the following informa-
tion: the user request (a textual description and characteristics of a required
web service), the context in which the request occurred, the services proposed as
a solution, the service chosen and invoked by the user, and, finally, the result of
the invocation (successful web service invocation, exception raised, etc.). Then,
the request-solution pairs that indicate which web services are selected for which
requests could be determined by analyzing the interaction history between users
and the system. This step is performed by the inductive module and it is now
omitted. Finally, the composer module matches the user request with web ser-
vices by calculating the similarity between the request given by the user and the
requests that users provided previously, and by selecting web services chosen for
the most similar past requests.

The described schema is implemented within the IC-Service [9] that provides
recommendation facilities based on implicit culture. The configuration of the
IC-Service for our application is shown in Figure 1. Along with the SICS core,
which forms the main part of the service, the IC-Service includes the other two
important components: the remote client and the remote module. The recom-
mendation system is available as a web service that can be accessed via the
remote client. The remote client presents a wrapper that hides protocols used
for information exchange with the SICS. The remote module defines protocols
for information exchange with the remote client from the direction of the SICS
and converts the objects of the SICS core in the format compatible with these
protocols. We refer the reader interested in the details of the modules to the
description of the IC-Service [9].

In the current version of our system we do not use the inductive module
to infer new behavior patterns, but predefine them manually. The IC-Service
allows for the adjustment of a recommendation strategy through configuring
theory rules. A theory rule is defined as follows:

if consequent(predicates) then antecedent(predicates),
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Fig. 1. Configuration of the IC-Service for web service discovery

where predicates describe either conditions on observations (action-predicates)
or conditions on time (temporal-predicates). Each predicate may include several
action-rules, which specify patterns on actions, agents, objects, scenes1, and their
attributes. Observations from the SICS storage are analyzed by the composer
module according to these patterns. For matching of the discovered observations
a similarity algorithm must be defined. The IC-Service provides a simple match-
ing method that compares pairs of observations using predefined similarity values
for their elements (actions, objects, etc.). These values can be configured for each
particular type or for each particular instance of the element. A similarity thresh-
old for matching also can be tuned. In addition, a plug-in mechanism enables the
possibility of involving other similarity algorithms.

1 A scene is the architectural abstraction of a situation.
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3 A System for Web Service Discovery

This section gives a description of the process of web service discovery within
the system.

The motivation for adopting the implicit culture approach for web service
discovery stems from the difficulty of developers in finding and selecting web
services suitable for their applications [10]. The system is intended for the use
by a virtual community, giving suggestions about web services suitable for this
community. In our domain, developers and their applications perform actions on
web services. Types of actions analyzed by the SICS are presented in Table 1 and
will be explained later in more detail. Actions, agents and objects also may have
multiple attributes, i.e., features helpful for their analysis. For example, infor-
mation about a web service (id, name, provider, etc.) is stored as an attribute of
an object operation. The description of the complete set of the stored attributes
is not needed for understanding the current paper and therefore is omitted here.

Table 1. Actions observed by the system

Action Agents Objects
invoke application operation, input
get response application operation, output
raise exception application operation, input
provide feedback application, developer operation, rate
submit request application, developer request

In order to use the system, each user must install a remote client. The goal
of the remote client is to communicate with the SICS, in particular, forward
user requests and store observations about user actions, applications and be-
havior of web services. To enable observations of interaction with a web service
we have extended the JavaStubsWriter class of the open-source Apache Axis
framework2. This class generates stubs for web service invocation. The modifica-
tion that we implemented allows the stubs to report the information about the
communication between a user application and a web service to the IC-Service,
using the remote client. Thus, to join a virtual community that shares experi-
ence in retrieving of web services, the user must (1) install the remote client,
(2) generate stubs for service invocations using the modified version of the Axis
tool. No further intervention, user-to-user or user-to-system communications are
required, except for submitting requests. If the user does not need to search for
new web services, the system can be used for service monitoring on the client
side. Run-time web service monitoring is essential for real-world service-oriented
systems where control of service quality is needed [11][12].

The SICS remote client provides an interface for the user to access the system
by submitting requests. Request may include textual description of the goal,
name of the desired operation, description of its input/output parameters, de-
scription of a desired web service and its features (provider, etc.). By configuring

2 http://xml.apache.org/axis/
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(a) Search process

(b) Monitoring process

Fig. 2. Sequence diagrams

the similarity algorithm it is possible to define whether these requirements are
considered as strict (only services that meet them are recommended) or as pre-
ferred (services that better fit the request than others are recommended).

The search scenario is given in Figure 2(a). A user submits a request via the
remote client, from where the request is forwarded to the IC-Service, and a list of
recommended services is returned. The feedback is collected via the optional pro-
vide feedback action, which expresses the level of user satisfaction with the result,
or through the invoke action, which marks a service as suitable for the request.
If the user decides to use one of the services, the further information is acquired.
The get response action marks a service as available and the raise exception ac-
tion signals that the service is not available or faulty. The monitoring process
is shown in Figure 2(b). In short, when the application invokes some operation
provided by a web service, the remote client reports to the IC-Service on the in-
voke action. Similarly, when the web service sends a response message or raises
an exception, the remote client reports to the IC-Service on the get response
or raise exception action, respectively. Having received a response message, the
user application can generate a feedback based on an extra-knowledge about the
expected result (e.g., the feedback is positive if the meaningful output has been
obtained, etc.)
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The IC-Service processes the query from the system within two steps. In the
first step, the action contained in the query, i.e. the submit request action, is
matched with the theory to determine the next action that must follow, i.e. the
invoke action. In the second step, the SICS finds situations where the invoke
action has been previously performed, determining web service operations used
for similar requests in the past. In this step, the similarity between the current
user request and the previously submitted requests is calculated. As a result, the
IC-Service returns a set of services that have been used for similar requests in
the past.

Let us illustrate how the search process takes place in our example. The user
submits the request represented by the following query:

Goal : Get weather forecast for Rome (this is in Italy);
Operation : Get weather;

Input : City name, country name;
Output : Weather forecast (temperature, humidity, etc.).

The IC-Service matches the request action with the theory, which contains rules
of the following form:

if submit request(request) then invoke(operation-X(service-Y), request).

This means that the invoke action must follow the submit request action and
both actions are related to the same query. The SICS matches the request action
with the request part of the theory, and searches for situations where the invoke
action has been performed. It finds the following situations:

ID Action Goal Operation
1 invoke get weather report for all major

cities around the world
getWeather (service = GlobalWeather)

2 invoke get conversion rate from one cur-
rency to another currency

conversionRate (service = CurrencyConvertor)

3 invoke return the weather for a given US
postal code

getWeatherByZip (service = DOTSFastWeather)

As a result, the SICS recommends that the user invokes either getWeather
operation of the GlobalWeather web service or getWeatherByZip operation of
the DOTSFastWeather web service. Having analyzed the proposed results, the
user invokes the former operation. After observing the invoke action, this service
will be marked as suitable for the above query. Further, it may be considered
relevant for requests asking for information about Italy.

Note, that instead of the invoke action, the get response action can be put
in the theory. In this case, only web services invoked successfully at least once
will be considered. The same mechanism can be used for reputation-based web
service filtering: users can explicitly rate services using provide feedback action.

The IC-Service enables saving various information and defining inferring rules
and similarity measures on them. In the context of the presented system, the
IC-Service is used to collect reports of service invocations by clients, to keep
previous user requests, and to define similarities between users based on the in-
formation about the services they use. The implemented schema can be extended
to store other important information about web services, such as cases of Ser-
vice Level Agreement (SLA) [13] violation or measurements of QoS parameters.
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This information further can be dynamically involved in the refined web service
discovery and selection through defining new theory rules. The meta-data about
web services, augmented with the help of our system, can be further used for hy-
brid web service matching algorithms [14]. In the simplest scenario, the remote
client can submit user requests to the UDDI registry through UDDI4J3 API in
order to get information about recently appeared web services.

4 Experimental Evaluation

The goal of the experiment is to evaluate the performance of the system. We
have defined user profiles in order to simulate the behavior of real users. A user
profile contains a set of queries and a set of web service operations relevant to
these queries. The set of queries is exploited to simulate the request-generation
behavior by choosing and submitting a query randomly, while the set of web
service operations is used to simulate the result-selection behavior by selecting
one of the operations. Each query consists of a brief natural language description
of the desired operation. The intuition behind the user profile is as follows: the
user submits a request for a service operation. After getting suggestions, (s)he
will invoke one of the operations (s)he considers relevant. This invocation is
monitored by the remote client of the IC-Service. The choice of the user that
submits a request to the system in a given moment is random.

Table 2. Experimental collection

Category Web service Operation
{http://www.webserviceX.NET/}CurrencyConvertor conversionRate

Currency {http://www.xmethods.net/sd/}CurrencyExchangeService getRate
{http://www.myasptools.com/}currencyWS getRate
{http://www.xignite.com/services/}XigniteCurrencies getLatestCrossRate
{http://www.themindelectric.com/wsdl/Blast/}Blast searchSimple

DNA {http://www.themindelectric.com/wsdl/Fasta/}Fasta searchSimple
{http://www.themindelectric.com/wsdl/TxSearch/}TxSearch searchSimple
{http://www.themindelectric.com/wsdl/SRS/}SRS searchSimple
{http://www.webserviceX.NET}SendSMSWorld sendSMS

SMS {http://www.sms.mio.it/webservices/sendmessages.asmx} sendSMS
{http://ws.AcrossCommunications.com/}SMS SendEx
{http://SMSServer.dotnetISP.com}ServiceSMS sendSmsText
{http://www.webserviceX.NET}GlobalWeather getWeather

Weather {http://ejse.com/WeatherService/}Service getWeatherInfo
{http://www.myasptools.com/}WeatherFetcher getWeather
{http://www.serviceobjects.com/}DOTSFastWeather getWeatherByZip
{http://www.jasongaylord.com/webservices/zipcodes}ZipCodes zipCodesFromCityState

ZIP {http://ripedev.com/xsd/ZipCodeResults.xsd}ZipCode cityToZipCode
{http://webservices.eraserver.net/}ZipCodeResolver shortZipCode
{http://www.webserviceX.NET}USZip getInfoByCity

The quality of recommendations is measured using the precision, recall and
F-measure [15]:

Precision=
Relevant ∩ Retrieved

Retrieved
Recall =

Relevant ∩ Retrieved

Relevant
F =

2 * Precision * Recall

Precision + Recall
.

3 http://uddi4j.sourceforge.net/doc.html
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(a) Currency (b) DNA

(c) SMS (d) Weather

(e) ZIP (f) Total

Fig. 3. Performance of the system For five groups of similar web services, the precision,
recall and F-measure are calculated for the first 100 requests submitted to the system
by four clients

The precision measures the fraction of relevant items among those recommended.
The recall measures the fraction of the relevant items included in the recommen-
dations. The F-measure is a tradeoff between these two metrics.

Since internally suggestions are filtered by the composer module of the SICS
within the IC-Service, the precision in our case depends on the similarity measure
adopted in the composer module. The recall in our settings demonstrates how
the system learns from past experience.
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In the experiment we used the Vector Space Model with Term Frequency
- Inverse Document Frequency (TF-IDF) metric in the composer module to
calculate the similarity between queries. More precisely, a query in this model is
represented as a sequence of terms, q = (t1, t2, ..., t|q|), where |q| is the length of
the query and tj ∈ T, j = 1, |q|. T is a vocabulary of terms, containing all terms
from the collection of queries Q = {q1, ..., qn} submitted to the system, where
n is a total number of queries. For each term tj let nij denote the number of
occurrences of tj in qi, and nj the number of queries that contain tj at least once.
For calculating the TF-IDF weight of the term tj in the query qi and defining
the similarity between queries qi and qk the following formulas are used:

wij =
nij

|qi|
∗ log(

n

nj
), cos(wi, wk) =

wi
T wk√

wi
T wi

√
wk

T wk

.

Here wi = (wi1, ..., wim), wk = (wk1, ..., wkm) denote vectors of TF-IDF weights
corresponding to the queries qi and qk, and m is the length of the vocabulary.

In the experiment we used a collection of 20 web services from XMethods.com,
divided into five topic categories (see Table 2). For each category we chose four
semantically equivalent operations and formed 20 queries based on their short
natural language descriptions from WSDL files. The number of the users in the
experiment is equal to four and the number of requests submitted to the system
is equal to 100.

The results of the simulations are given in Figure 3. The precision, recall,
and F-measure of the recommendations of the SICS for each of the five groups
are given and the average performance of the system for all requests is drawn.
According to these results, the precision, recall and F-measure of the system tend
to increase with the number of user requests. This is justified by the fact that the
number of observations about past selections in the system also increases and,
as a result, the SICS has more information for the analysis. We can see that just
after 20 searches the precision reaches and maintains a quite high level.

5 Related Work

The idea of applying collaborative filtering to web service selection appeared in
the literature several times, see papers by Kerrigan [16] and Sherchan [17] for
example. Most of the approaches consider ratings of service providers based on
subjective opinions of web service users. Manikrao and Prabhakar [18] describe
a web service selection framework which combines a recommendation system
with semantic matching of service requirements. The approach is based on user
feedback and collaborative filtering techniques and is oriented towards helping a
user to select a web service from a set of similar services. When the user invokes
a web service, the system asks the user to rate the service. However, the previous
research has shown that users are very unlikely to provide explicit ratings [19].

Alternatively, user profiles can be obtained by implicitly observing user inter-
actions with the system. Maximilien et al. [20] propose an agent-based framework
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where agents act as proxies to collect information and to build the reputation
of semantic web services. Agents are used to manage available service resources:
an agent acting on behalf of the owner looks for services and evaluates possi-
ble choices. Three-level ontology is proposed to model quality issues of services.
Another multi-agent framework for QoS-based web service selection is proposed
by Wang et al. [21]. The authors present a distributed reputation assessment
algorithm for QoS support.

The problem of unfair ratings is typical for such kind of systems. However,
there exist also approaches that can successfully eliminate ratings from malicious
agents [22]. The underlying idea in this approach is to associate ratings with some
level of quality and ignore the ratings with associated quality below a certain
threshold and ratings from the clients that have a credibility below a certain
threshold. For example, credibility of a newcomer may grow up with number of
the reports compliant with the reports from other clients. Sherchan et al. [17]
analyze user rating behavior to infer the rationale for ratings in a web services
environment.

Casati et al. [23] present a system for dynamic web service selection based on
data mining techniques. The authors analyze past executions of the composite
web services and build a set of context-sensitive selection models to be applied
at each stage in the composite service execution.

The idea of using monitored data and/or past user experience for collabora-
tive QoS-driven web service selection is examined in several research works. In
our system, we use such an approach to match web services with user requests.
The fact that the recommended web services are exploited by other users guar-
antees a certain level of their quality. The idea behind this is that web services
with low quality do not have many clients. Our system allows for the reuse of
experience by new service consumers through considering past behavior of users
in similar situations. In this way, non-existent, often unavailable, incomplete or
faulty services (whose descriptions, however, may be published in the registries)
are filtered.

6 Conclusions and Future Work

We have presented a recommendation system that facilitates the discovery of
web services satisfying user needs. The system is based on the implicit culture
framework that uses the history of user-system interactions and client-service
communication logs to provide recommendations on web services. It can be used
to enhance the retrieval API of service registries.

Future work includes the implementation and evaluation of more complex
recommendation scenarios such as collaborative service testing through mining
dependencies between exceptions of a specified type and sort of input data, web
service monitoring and QoS-based selection. We are planning to run experiments
with a semantic method for matching observations implemented in the system.
In perspective, the ability of inductive module to infer behavior patterns for web
service discovery will be evaluated.



106 N. Kokash, A. Birukou, and V. D’Andrea

Acknowledgements

We are grateful to Prof. Enrico Blanzieri for his interest in our work and many
fruitful discussions we had together.

References

1. Akkiraju, R., Farrell, J., Miller, J., Nagarajan, M., Schmidt, M., Sheth, A.,
Verma, K.: Web service semantics - WSDL-S, available at http://lsdis.cs.uga.edu/
library/download/WSDL-S-V1.pdf (2005)

2. Keller, U., Lara, R., Polleres, A.: WSMO web service discovery. WSMO working
draft, available at http://www.wsmo.org/2004/d5/d5.1/. (2004)

3. Martin, D., Burstein, M., Hobbs, J., Lassila, O., McDermott, D., University, Y.,
et al.: OWL-S: Semantic markup for web services. W3C member submission,
available at http://www.w3.org/Submission/OWL-S/ (2004)

4. Piccinelli, G., Stefanelli, C., Trastour, D.: Trusted mediation for e-service provi-
sion in electronic marketplaces. In: Proceedings of the International Workshop on
Electronic Commerce. Volume 2232 of LNCS., Springer (2001) 39 – 50

5. Mahbub, K., Spanoudakis, G.: A framework for requirements monitoring of service
based systems. In: Proceedings of the International Conference on Service-Oriented
Computing (ICSOC), ACM Press (2004) 84 – 93

6. Herlocker, J.L., Konstan, J.A., Riedl, J.: Explaining collaborative filtering recom-
mendations. In: Proceedings of ACM Conference on Computer Supported Coop-
erative Work, ACM Press (2000) 241–250

7. Maximilien, E.M., Singh, M.P.: Conceptual model of web service reputation. SIG-
MOD Record 31(4) (2002) 36–41

8. Blanzieri, E., Giorgini, P., Massa, P., Recla, S.: Implicit culture for multi-agent in-
teraction support. In: Proceedings of the International Conference on Cooperative
Information Systems (CooplS). Volume 2172 of LNCS., Springer (2001) 27–39

9. Birukou, A., Blanzieri, E., D’Andrea, V., Giorgini, P., Kokash, N., Modena, A.:
IC-Service: A service-oriented approach to the development of recommendation
systems. In: Proceedings of ACM Symposium on Applied Computing. Special
Track on Web Technologies, ACM Press (2007)

10. Garofalakis, J., Panagis, Y., Sakkopoulos, E., Tsakalidis, A.: Web service discovery
mechanisms: Looking for a needle in a haystack? In: International Workshop on
Web Engineering. (2004)

11. Tian, M., Gramm, A., Ritter, H., Schiller, J.: Efficient selection and monitoring
of QoS-aware web services with the WS-QoS framework. In: Proceedings of the
IEEE/WIC/ACM International Conference on Web Intelligence, IEEE Computer
Society (2004) 152 – 158

12. Bostrom, G., Giambiagi, P., Olsson, T.: Quality of service evaluation in virtual
organizations using SLAs. In: International Workshop on Interoperability Solutions
to Trust, Security, Policies and QoS for Enhanced Enterprise Systems (IS-TSPQ).
(2006)

13. Dan, A., Davis, D., Kearney, R., et al.: Web services on demand: WSLA-driven
automated management. IBM Systems Journal 43(1) (2004) 136–158

14. Kokash, N., van den Heuvel, W.J., D’Andrea, V.: Leveraging web services discovery
with customizable hybrid matching. In: Service-Oriented Computing - ICSOC
2006. Volume 4294 of LNCS., Springer (2006) 522–528

http://lsdis.cs.uga.edu/library/download/WSDL-S-V1.pdf
http://lsdis.cs.uga.edu/library/download/WSDL-S-V1.pdf


Web Service Discovery Based on Past User Experience 107

15. Baldi, P., Frasconi, P., Smyth, P.: Modeling the Internet and the Web: Probabilistic
Methods and Algorithms. Wiley (2003)

16. Kerrigan, M.: Web service selection mechanisms in the web service execution envi-
ronment (WSMX). In: Proceedings of the ACM Symposium on Applied Computing
(SAC), ACM Press (2006) 1664–1668

17. Sherchan, W., Loke, S.W., Krishnaswamy, S.: A fuzzy model for reasoning about
reputation in web services. In: Proceedings of ACM Symposium on Applied Com-
puting, ACM Press (2006) 1886 – 1892

18. Manikrao, U.S., Prabhakar, T.: Dynamic selection of web services with recommen-
dation system. In: Proceedings of the International Conference on Next Generation
Web Services Practices (NWESP), IEEE Computer Society (2005) 117

19. Claypool, M., Le, P., Wased, M., Brown, D.: Implicit interest indicators. In:
International Conference on Intelligent User Interfaces, ACM Press (2001) 33–40

20. Maximilien, E.M., Singh, M.P.: A framework and ontology for dynamic web services
selection. IEEE Internet Computing 8(5) (2004) 84–93

21. Wang, H., Yang, D., Zhao, Y., Gao, Y.: Multiagent system for reputation–based
web services selection. In: International Conference on Quality Software (QSIC),
IEEE Computer Society (2006) 429–434

22. Xu, P., Gao, J., Guo, H.: Rating reputation: A necessary consideration in rep-
utation mechanism. In: Proceedings of the Fourth International Conference on
Machine Learning and Cybernetics, IEEE Computer Society (2005)

23. Casati, F., Castellanos, M., Dayal, U., Shan, M.C.: Probabilistic, context-sensitive,
and goal-oriented service selection. In: Proceedings of the Internationa Conference
on Service-Oriented Computing (ICSOC), ACM Press (2004) 316–321



W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 108–120, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

The Service Modeling Process Based on Use Case 
Refactoring 

Yukyong Kim and Kyung-Goo Doh* 

Dept. of Computer Science and Engineering, Hanyang University, Ansan, Korea 
{yukyong,doh}@hanyang.ac.kr 

Abstract. Service-Oriented Architecture (SOA) is an architecture for a system 
or application that is built using services that implement business functionality 
with proper granularity. If the granularity of a service is finer, the flexibility and 
reusability of the service is lower. Therefore, it is critically important to identify 
what pieces of functionality will become services and to define the interfaces of 
those services. In this paper, we define a process to identify services by use case 
refactoring. Task trees are defined to restructure use cases, and five refactoring 
rules are introduced along with a running example. Because this modeling 
process can choose the correct levels of abstraction and granularity, it can be 
helpful in identifying coarse-grained services.  

Keywords: Service modeling, service-oriented architecture, use case models, 
refactoring. 

1   Introduction 

Recently, the most difficult challenge in on-demand computing is keeping up with 
rapid changes in technology. The use of an Service-Oriented Architecture (SOA) is 
now in widespread use as an architectural approach for various types of systems.  

SOA is an architecture for a system or application that is built using a set of 
services. Though SOA’s are defined in many ways, most definitions of an SOA agree 
that an SOA defines application functionality as a set of shared, reusable services [1]. 

A service is an implementation of a well-defined piece of business functionality 
with a published interface that is discoverable and usable by service consumers. The 
services within the application are loosely coupled and reusable across multiple 
applications. The level of granularity for services tends to be coarser than those of 
objects or components [2]. A service typically exposes a single, discrete business 
process. The service definition should thus encapsulate the business process well 
enough to be coarse-grained. The granularity of service is also important, because 
having many fine-grained services can result in high message traffic between service 
users and providers. Services are recommended to be coarse-grained and, like other 
large pieces of software, may need to be architected themselves [3]. 
                                                           
* Corresponding author. 
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In the SOA development lifecycle, most projects undergo a modeling phase in 
which the critical service components are defined from the requirements created 
during domain analysis. Once created, the services may be deployed. Deployment 
may also involve multiple phases as services are brought into a test environment prior 
to live deployment [4]. A particular problem may occur in the modeling phase when 
deriving services from the classes or components, because existing approaches rely on 
Object-Oriented (OO) or Component-Based Development (CBD). However, the 
service has a different abstract level from the object or component and has a business 
workflow. It needs an appropriate approach for identifying and defining the services. 

In our research, the services are derived from business use cases throughout the 
refactoring process. Refactoring has been successfully used in source code 
reorganization. The method was extended to various models in 2001 called cascaded 
refactoring [5]. Refactoring has as its goal the selection of the correct levels of 
abstraction and granularity, identification of commonality, elimination of redundancy, 
and reuse of functionality [6] [7]. In this paper, we define a process for identifying the 
services from business use case models: Task trees are generated, and then use case 
refactoring is invoked. Task trees are used to discover common behaviors in business 
use case models created during domain analysis. Business use cases describe business 
processes. This process is documented as a sequence of actions that provide 
observable value to a business actor [8]. Deriving the services from business use cases 
is hence adequate for identifying coarse-grained services.  

The benefit of the proposed identification method is that it helps to define coarse-
grained service candidates rapidly, because business process models may be available 
in an enterprise, while business use case models have to be developed by performing 
interviews. Business process models are often available in the form of working 
instructions or administrative handbooks. It can thus be more efficient to define 
services by extracting coarse-grained services from restructured use case models than 
by using the object model. 

The paper is organized as follows: We start with a brief introduction of SOA, 
including business use case models and existing research for service modeling. 
Section 3 defines the process for identifying the services. We present the steps of the 
process and then introduce five refactoring rules. Section 4 describes a running 
example based on a simplified Automated Teller Machine (ATM). Finally, section 5 
presents conclusions and a description of future work. 

2    Related Work 

This section introduces the concepts of SOA and business use case models. We 
discuss existing approaches and their problems. 

2.1   SOA 

SOA is a design methodology whose goal is maximizing the reuse of application-
neutral services to increase IT adaptability and efficiency. While these concepts have 
existed for decades, the adoption of SOA is accelerating due to the emergence of 
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standards-based integration technologies like Web services and XML. A service in 
SOA is an exposed piece of functionality with three properties:  

(1) The interface contract to the service is platform-independent. 
(2) The service can be dynamically located and invoked.  
(3) The service is self-contained, which means the service maintains its own state.  

SOA allows the consumer of a service to ask a third-party registry for the service 
that matches its criteria. If the registry has such a service, it gives the consumer a 
contract and an endpoint address for the service. The service provider is the network-
addressable entity that accepts and executes requests from consumers. The service 
provider publishes its contract in the registry for access by service consumers. SOA 
solutions are composed of reusable services with well-defined, published, and 
standard-compliant interfaces. SOA provides a mechanism for integration of existing 
legacy applications regardless of their platform or language.  

In SOA terms, a business process consists of a series of operations which are 
executed in an ordered sequence according to a set of business rules. From a modeling 
standpoint, the resulting challenge is how well-designed operation, service, and 
process abstractions can be characterized and constructed systematically [9].  

High-level business process functionality is externalized for large-grained services. 
The business use case model provides a software-independent description of the 
business process. The business process describes the tasks that have to be carried out 
and their order. A task is the smallest unit of work that makes sense to a user. The 
detail associated with a business use case is documented in a business use case 
specification. This will include texts as well as one or more UML use case diagrams 
and activity diagrams. In a business use case specification, name, brief description, 
performance goals, workflow, special requirements, and relationships are normally 
included. Figure 1 shows a sample of a business use case model [8].  

 

Fig. 1. A business use case model for order fulfillment 

2.2   Current Approaches 

The main issue of modeling practices with respect to SO is granularity. Existing 
modeling disciplines such as OO or CBD depend on the class. OO analysis is a 
powerful, proven approach. However, class resides at too low of a level of abstraction 
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for business service modeling. Strong associations such as inheritance create a tight 
coupling between the involved parties. In contrast, the SO paradigm attempts to 
promote flexibility and agility through loose coupling. These considerations make OO 
difficult to align with SOA straightaway. 

Currently, most approaches rely on OO and CBD to identify and develop services. 
In 2005, Thomas Erl introduced service-oriented analysis [1]. He defined a service 
modeling process to produce service and operation candidates. This process provides 
steps for the modeling of an SOA consisting of application, business, and 
orchestration service layers. The Gartner Research Group defined Service-Oriented 
Development Architecture (SODA) [10]. The concept of SODA is the intersection of 
SOA, distributed development, and CBD. IBM introduced Service-Oriented Modeling 
and Architecture (SOMA) [11]. SOMA illustrates the activities for service modeling 
and the importance of activities from the service consumer and provider perspectives. 
It is an enhanced, interdisciplinary service modeling approach that extends existing 
development processes and notations such as OO analysis and design, Enterprise 
Architecture (EA) frameworks, and Business Process Modeling (BPM). SOMA 
provides a template that can be used for architectural decisions in each layer of the 
SOA. Knual Mittal suggested the Service Oriented Unified Process (SOUP), which 
takes the best elements from RUP and XP [12]. SOUP has six phases, and the process 
is divided into two parts: SOA deployment and SOA management. The deployment 
part is based on RUP and the management part on XP.  

These approaches have key limitations. One is that they lack details about how to 
identify and define services from the business domain. The other is that they are based 
on object models or component models. To remedy this limitation, these approaches 
usually employ classes and components grouping techniques to identify services. 
Services in general are coarser-grained than objects and components because a service 
implemented as objects has one or more coarse-grained objects that act as distributed 
facades. A service typically exposes a single discrete business process. Moreover, a 
business use case is a description of the business process. Thus, the best way to define 
services is using use case models. We introduce a process to identify services from 
use case models using the refactoring technique.  

3   Service Modeling Via Refactoring 

This section demonstrates how services can be defined from use case models. We 
shall start by presenting the service modeling process.  

3.1   The Service Modeling Process 

The business system can be decomposed into a set of services and the collaboration 
among them. A service is reused by multiple business systems and a service is 
implemented and executed by a set of computing systems. 

Therefore, it is best to perform identification services starting with use cases of the 
business rather than objects or components. This paper advocates a phased approach 
to service development as illustrated in Figure 2. 
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Fig. 2. Overview of the service modeling process 

Step 1. Task tree generation 
A use case can be described in terms of tasks. A task is the smallest unit of work that 
makes sense to a user. Each task represents the parts of the dialogues in the scenario 
that perform the use case. Refactoring use case models refers to the re-distribution of 
behaviors in the form of tasks from one use case to another. A task tree represents a 
workflow of the use case in terms of tasks. In this step, task trees are created from use 
case models and functional requirements.     

 
Step 2. Use case refactoring 
Using the task trees, use case models are restructured according to the refactoring 
rules described in the next section. After repeated refactoring, refined use case models 
are produced.  

 
Step 3. Service identification 
First, service candidates can be derived from the use case model created in the 
previous step. This step appreciates the dependencies between service candidates. The 
architecture of the service components is determined by analysis of the dependencies. 

 
Step 4. Service interface design 
The interface of the service is defined in order to refine identified services and to 
make clear to users the role and function of each service (more explicitly, the 
interface describes the operations and signatures of the service). Analyzing the 
interaction between services likewise makes clear the precedence of services. As 
needed, existing services can be modified or eliminated and new services created. The 
repeated application of this refinement produces a list of final services.     

 
Step 5. Service component architecture design 
This step defines the service architecture, which in turn describes the dependencies 
among services based on business requirements. It can be derived from the 
architecture generated in Step 4 through refinement using design patterns or 
implementation patterns. 
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Step 6. Service technology architecture design 
In this step, service implementation technologies are selected and mapped. They can 
be Web service standards such as SOAP, WSDL, WS-Security, etc. based on XML.  

 
Subsequently, specifications for identified services, and the architecture that 

represents the structure of services and their corresponding technologies are generated 
from use case models.    

3.2   Refactoring Rules 

We introduce five refactoring rules for extraction of service candidates from task 
trees. The functionality of a system can be defined as the set of tasks in the use cases 
of the system. We clarify the following definitions for refactoring of use case models. 

Definition 1. A refactoring of a use case model U preserves the set of tasks of U. 
Assume ti be a task of U and T the set of tasks of U. Then for ∀ti ∈ T, ti exists in the 
post-refactoring model U ′. 

Definition 2. To apply a use case model refactoring R to a use case model U, the 
precondition of R must be satisfied by U. 

A refactoring rule will be defined in a 4-tuple (Parameters, Preconditions, Postconditions, 
Process) where parameters are entities involved in the refactoring, preconditions are the 
context that must be satisfied to execute the refactoring, postconditions are the context 
that must be satisfied after applying the refactoring, and process is workflows of the 
refactoring. 

Decomposition Refactoring 
When the use case is too complicated, it can break up, that is, the task tree of the use 
case can break into smaller task trees. From these smaller trees, new use cases are 
created. 

Table 1. The decomposition refactoring rule 

u : a use case to be broken up 

t : a task tree of u Parameters 

ti : a subtree such that ti ⊂ t 

The use case u has its task tree t 
Preconditions  

Subtree ti of t is functionally independent of u 

Postconditions  A new use case u’ is generated with task tree ti’ 

The subtree ti of t is replaced by a pseudo task tree ti’ 

A new use case u’ is generated with task tree ti’ Process  

A precedence relationship between u and u’ is created 

Equivalence Refactoring 
If two use cases have equivalent task trees, we conclude that the two use cases have 
the same behavior and can be treated as one. 
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Table 2. The equivalence refactoring rule 

Parameters u1, u2 : use cases that have equivalent task trees 

Preconditions  The task trees of two use cases are behaviorally the same 

Postconditions  A use case has no relationship with other use cases or actors 

The use case u1 is replaced by u2 Process  
All relationships with u1 are taken over by u2 

Generalization Refactoring 
If two or more use cases share common primitive tasks, there is a task tree of which 
the task trees of the use cases are special subsets. 

Table 3. The generalization refactoring 

u1, u2 : chosen use cases  
Parameters 

t1, t2 : task trees of chosen use cases, respectively 
The use case u1 has its task tree t1 and u2 has its task tree t2 Preconditions  
t1 and t2 share common primitive tasks t ={e1, e2, …, en} 

Postconditions  A new use case u is generated with task tree t 
A new use case u is generated with task tree t 
Associations from u1 and u2 to the use case u are generated 
Tasks {e1, e2, …, en} are removed from use cases u1 and u2 Process  

The common relationship between {u1, u2} and other use cases or 
actors are taken over by u from {u1, u2} 

Merge Refactoring 
If a use case is too specific compared with another, it is better to merge the cases. As 
a result, the relationship is removed. The task tree of the use case is inserted into the 
merged use case.  

Table 4. The merge refactoring rule 

u : the base use case  
u’ : the associated use case  Parameters 
r : the precedence relationship between u and u’ 
The use case u has its task model t  
u is associated with u’  Preconditions  
The use case u’ has its task model t’ 

Postconditions  Two use cases are substituted by one merged use case 
u’ is merged into u 
The task model t’ is inserted in t Process  
The relationship r is removed 
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Delete Refactoring 
When a use case is defined but does not participate in any relationships with 
other use cases or actors, the case is a redundant, and can be deleted from the 
system. 

Table 5. The delete refactoring rule 

Parameters u : a use case that has no relationship with other use cases or actors 

Preconditions  The use case u has no relationship with any other use cases or actors 

Postconditions  The use case u is deleted from the system 

Process  It deletes the use case u from the system 

Let us choose Generalization refactoring as an example to illustrate the 
behavior preservation of use case model refactorings. For a task set t, the change 
relates to use cases including the tasks. Prior to the refactoring, task set t is 
included in u1 and u2. After the refactoring, t is not deleted from the use cases, but 
moved from u1 and u2 to a new use case u. The set of tasks of the use case model 
U are not changed before and after the refactoring. Thus, the behavior of the use 
case model is preserved.  

4   A Running Example: ATM 

To demonstrate the service modeling process, we select the simplified ATM as a 
running example (Fig. 3).   

 

Fig. 3. Business use case model for ATM 

Step 1. Task tree generation 
First, using the description of the use case, the task tree is created. For example, the 
use case “Paying bill” has the following description: 
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T1. ID verification 
    e1 The customer inserts a card 

e2 The system validates the card 
    e3 The customer enters PIN 
    e4 The system validates the PIN 
T2. Pay bill 

e1 The system lists registered bill 
e2 The customer chooses the bill to pay 
e3 The customer inputs amount to pay 
e4 The customer chooses from which account to pay 
e5 The system checks if balance is greater than payment 

        e5.1 Yes, payment succeeds 
e5.2 No, return error messages 

T3. Return card and print receipt 
   e1 The system returns card 

e2 The system outputs ending messages 

The task tree t1 is as follows: 

 

The use case “Withdrawing cash” has the following description: 
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T1. Card & PIN validation 
   e1 The customer inserts a card 
   e2 The system validates the card 
   e3 The customer enters PIN 
   e4 The system validates the PIN 
T2. Withdrawal of cash 
   e1 .... 
   ... 
T3. Return card and print receipt 
   e1 ...  

 

Its task tree can be generated as above.  
 

Step 2. Use case refactoring 
The refactoring process based on refactoring rules takes place as follows: 

Let’s define the use case “Paying bill” as u1 and “Withdrawing cash” as u2. From 
the task tree t1 of u1 and t2 of u2, we notice that the task T1 “ID verification” and 
“Card & PIN validation” describe relatively independent functions. Thus the 
decomposition rule is applied to break up the use case into smaller use cases. After 
decomposition refactoring, the use case model is shown in Figure 4. 

 

Fig. 4. Decomposition refactoring 

Since “ID verification” and “Card & PIN validation” are equivalent in behavior, 
the equivalence refactoring is applied.  After equivalence refactoring, the use case 
model is shown in Figure 5. 

 
Fig. 5. Equivalence refactoring 
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After applying the equivalence refactoring, the use case “Card & PIN validation” 
has no relationship to any other use cases or actors. Therefore, it can be deleted from 
the system. And we notice that u1 and u2 have common tasks. Thus the generalization 
refactoring is applied to reduce redundancy. After applying these refactorings, a final 
use case model for ATM is derived (the case is illustrated in Figure 6). 

 

Fig. 6. Final use case model for ATM 

Step 3. Service identification 
From the final use case model, we can define four services: Process transaction, Paying 
bill, ID verification and Withdrawing cash. By analyzing the dependencies among 
services, the service component architecture is constructed as shown in Figure 7. 

 

Fig. 7. Service components architecture 

Step 4. Service interface design 
For services identified in the previous step, this step defines the interface and 
determines the description. It includes the service name, a simple explanation of the 
service, implementation strategy about whether the service is implemented, wrapped, 
or requested, the operations, non-functional requirements, and the technology which 
will be adopted in the service. 

After Step 5 and 6 are processed, the service specification, as shown in Table 6, is 
constructed from the service “ID verification” in Figure 7.   
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Table 6. An example of the service specification 

Name ID verification 
Explanation The service for verifying the user  
Implementation strategy Request the published service 

Parameters String userID 
Operations getUserID 

Return values Boolean 

Non-functional  
requirements 

Service security,  
Service description and messaging 

Related Standards SOAP, WSDL, WS-Security 

5   Conclusion 

Our research demonstrated a phased approach to defining services from use case 
models. We introduced the steps for defining services as well as rules for refactoring. 
Refactoring use case models helps to control service granularity and maintain a 
similar level of abstraction among services. In this paper, we focus on refactoring 
with the decomposition of a use case and the reorganization of relationships among 
use cases. We showed in a running example that the application of the modeling 
process results in services and service architectures via refactoring.  

Future research should focus on the refactoring rules themselves. More refactoring 
rules and formalization of the refactoring rules are expected. It will be necessary in 
particular to make the rules more accurate and clear. Furthermore, we will focus on 
the tool support for the automated refactoring process. Since performing these 
refactorings manually can be time-consuming and error-prone, we will develop a tool 
for use case refactoring. Currently, we are working on several larger case studies to 
ensure that our approach can help define services quickly and easily.  
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Abstract. Choreography description languages have been put forward
for capturing sets of interactions and their control and data dependencies,
seen from a global perspective. Choreographies serve as starting point
for generating interface processes for the different participants which in
turn are used for implementing new services or adapting existing ones.
However, such top-down approaches are not sufficient for scenarios where
given implementations cannot be changed and are to be used as a starting
point for choreography design. This paper identifies and classifies three
categories of choreography design: choreography identification, choreog-
raphy context expansion and collaboration unification. Each category is
motivated through an example from the eGovernment domain. Existing
techniques needed for the individual design categories are discussed and
missing techniques are highlighted.

1 Introduction

Services are more and more used to support long-running business processes.
This trend runs alongside with a shift from merely considering simple interac-
tion behavior of services, like request-response interaction patterns manifested
in standards like SOAP and WSDL, towards conversational services that engage
in long-running conversations with other services.

In order to cope with the complexity of these conversations, a new viewpoint
on interacting services was introduced. It describes interactions from a global
point of view, i.e. from the perspective of an ideal observer who is able to see
all interactions and their flow and data dependencies. The resulting global in-
teraction models are called service choreographies. Standards such as the Web
Service Choreography Description Language (WS-CDL [8]) were put forward for
describing choreographies of web services. The main motivation for introducing
such an abstraction layer was to enable a model-driven approach for service de-
sign and implementation. These top-down approaches, like e.g. presented in [7],
propose choreographies as a starting point for generating interface processes for
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each service which are then the skeletons for implementing new services or for
adapting existing services.

As the idea of global interaction models matures, more and more application
domains adapt choreography languages and methodologies. However, it turns out
that many application scenarios cannot be covered using top-down approaches.
Existing services and processes are the starting point for identifying already ex-
isting choreographies or for creating to-be choreographies. In the course of this
paper we will present several use cases from the EU funded project “Research for
eGovernment” (R4eGov1) to display the need of different choreography design
approaches. The project centers around interoperability and security in inter-
organizational and even cross-border processes. Its main challenges are coping
with heterogeneous systems and preserving local system and process ownership
([1]). Within this project, heterogeneity issues are tackled by resorting to service-
oriented architecture concepts and the usage of web services. Thus, service chore-
ography methods and techniques can be used for managing the peer-to-peer like
collaborative processes.

The next section sets the scene for the paper by introducing different viewpoints
for modeling collaborative processes. Section 3 presents choreography identifica-
tion, section 4 presents choreography context expansion and section 5 collaboration
unification. All three choreography modeling categories are illustrated using a use
case and the corresponding techniques are discussed. Finally, a conclusion is drawn
and future work is sketched. Related work will be mentioned in the course of each
section.

2 Classification Framework

Figure 1 presents different perspectives on inter-organizational collaboration.
Process implementations are the intra-organizational process definitions that
are executed within one participant. In service-oriented architectures these defi-
nitions are called service orchestrations. While they also include internal actions
that are not to be shown to other participants, the provided interface processes
only describe the publicly visible behavior of a participant. I.e. only those actions
are included in an interface process that directly relate to message exchanges with
the outside world. Like it was the case for the process implementations, interface
processes describe collaboration from the perspective of one single participant
(endpoint-centric view). A set of interconnected interface processes describes all
interaction taking place in a collaboration. As means to describe such collab-
oration from a truly global point of view (i.e. within one process definition),
choreographies were introduced.

Furthermore, there are two different kinds of choreographies that we want to
distinguish: An observable choreography describes the actually observable inter-
action behavior of a set of collaborating partners. One could imagine an ideal
observer tracing all interactions belonging to a collaboration. In contrast to this
we find normative choreographies prescribing behavior for the participants in
1 See http://www.r4egov.info/
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Fig. 1. Perspectives for describing collaborative processes

the collaboration. These choreographies are minimal sets of constraints in the
collaborations and serve as contractual basis. Conformance between the actual
interaction behavior of participants (the observable choreography) and the cor-
responding normative choreography can be checked. Most normative choreogra-
phies equal to a set of required interface processes constraining the interaction
behavior of an individual participant. Complying to a required interface process
is a prerequisite for a participant taking part in the collaboration. The required
interface process defines what behavior other participants can expect from the
implementing participant. If a participant violates a constraint in his process
implementation, the other participant will be faced with unexpected behavior.
However, participants still have different possibilities to implement a required
interface process. This explains why there can be different provided interface
processes that are all conforming to the same required interface process.

In addition to these different viewpoints we find three dimensions within each
viewpoint.Behavioral dependencies between interactions cover the control flow
in choreographies. The business document dimension takes care of the content
and structure of the messages being exchanged and the data flow dependencies
between different interactions. Content of business documents also influences
branching decisions in the control flow dimension. Finally, (security) policies
describe non-functional configurations in the collaboration.

Dijkman and Dumas have introduced some of the perspectives in [7]. However,
they only focused on the control flow perspective and did not make a distinction
between observable and normative choreographies.

Within the next sections we will display three approaches to do choreography
design using this framework for describing the design procedure.

3 Choreography Identification

In the case of choreography identification, different participants have working
process implementations and already use them to collaborate with each other.
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Observable ChoreographyProcess Implementations Provided Interface Processes

Fig. 2. Choreography identification

However, every participant only knows about the interactions he is directly in-
volved in (i.e. his own provided interface process). Therefore, the goal is to
identify the observable choreography the participants already engage in so that
everybody has a global view of the collaboration (see figure 2). The main moti-
vation behind choreography identification is an optimization of the overall col-
laboration. The overall costs for the collaboration have to be reduced and/or
the performance of the collaboration has to be ameliorated. Only having the
global picture at hand, partners see what interactions and dependencies exist
globally and which of these might be removed or organized differently. Finally,
the changes in the choreography are pushed down again into the process imple-
mentations. The next section motivates this procedure with a use case.

3.1 Use Case: Eurojust/Europol Collaboration

Eurojust (European Judicial Cooperation Unit) and Europol (European Po-
lice Office) have been set up to help the EU member states to cooperate in
the fight against cross-border organized crime. An objective is to establish a
secure connection between Eurojust and Europol to insure collaboration and
effective information exchange between both parties [12]. Both organizations
already manage their information with computer systems but these are com-
pletely independent. On the one hand, Europol has three information systems:
The Europol Information System that supports all intelligence activities within
the Europol framework, the Europol Analysis System that is only available to
the analysts employed within each analysis work file, and the Information Ex-
change System that enables bilateral exchange of data between Member States
without necessarily involving Europol. On the other hand, Eurojust has only one
system which can be used within collaboration: The Case Management System
that enables to deal with case-related activities.

It should be noted that there are already different kinds of collaboration be-
tween Eurojust and Europol existing. Examples are the request for mutual legal
assistance for witness protection during criminal proceedings, the execution of
European arrest warrants (EAW) or an EAW with a rogatory letter. From now
on, these existing channels should be supported by electronic ways of commu-
nication which means that paper-based communication should be converted to
a secure electronic conversation. After the identification of existing interaction,
the processes need to be built around the existing infrastructure. Furthermore, it
is also the case that a participant might need to know all dependencies between
others to be able to react to all possible scenarios or exceptions. To do this, he
needs to identify the overall choreography. A choreography can be one part of
the contractual grounding of electronic conversation between the parties.
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3.2 Techniques

In the case of choreography identification the observable choreography has to be
extracted from the existing collaborating processes. This can be done either

1. based on the process implementations and provided interface processes or
2. based on the runtime behavior of the processes.

Option 1 involves the extraction of provided interface processes if only the pro-
cess implementations are given. Once the provided interface processes are known
they can be interconnected for retrieving the overall collaboration process. E.g.
in [11] different workflow modules are interconnected to a workflow net which
can then be used for reasoning on the overall process. Other formalisms where
proposed for capturing choreographies and interface processes. In [4] a formal-
ism for choreographies and another for interface processes are presented together
with a bisimulation-like conformance relation. However, it is not mentioned for
this formalism how to retrieve the choreography from a set of given interface
processes. The same holds true for other interaction modeling languages such as
WS-CDL ([8]) and Let’s Dance ([17]).

Option 2 can be done by looking at the traces produced in the actual collab-
oration. If a sufficient number of conversations have been traced, process mining
techniques (cf. [15]) can be used to retrieve the observable choreography model.

4 Choreography Context Expansion

Normative choreographies are normally limited to a certain business context.
Assumptions are present among the participants which are (only) valid for the
specific context. In order to broaden the reach of the choreography, i.e. make
the choreography applicable to a broader context, these assumptions have to be
removed from the choreography and therefore also from the required interface
processes. This might result in a situation where individual participants cannot
conform to the choreography for all covered contexts any longer. To broaden
a choreography, we have to consider the provided interface processes and the
normative choreography in order to get an expanded normative choreography
like depicted in figure 3. The next section motivates context expansion with a
use case.

4.1 Use Case: Electronic Procurement Schema for European Public
Administrations

This scenario describes the challenges in cross-border exchanges in public pro-
curement [3]. Normally, each country has its own public procurement system
where local companies can bid. If a company wants to bid in another EU mem-
ber state, it has to substantiate its legal existence and the buyer must be able
to trust the received digital data. Due to the national differences in legal obli-
gations and basis, this problem is getting really complex. There are at least



126 G. Decker and M. von Riegen

Normative Choreography Expanded Normative ChoreographyProvided Interface Processes

Fig. 3. Choreography context expansion

two main issues that have to be solved within this context to have companies
participating in cross-border public procurement: The electronic certification of
companies willing to bid in another country and the diffusion of legal informa-
tion; whenever a company makes changes in its status, it has to report it to the
trade register.

The European Commission released a legislative package consisting of two di-
rectives, 2004/18/CE and 2004/17/CE. These directives introduce a framework
for open e-procurement standards and necessary conditions. The main problem
is that an adoption of these directives will differ from country to country because
of different technical standards, different legal requirements, different tax obli-
gations, different laws on labor, different electronic certification processes, etc.

A collaboration model based on choreography can help to model the exchange
of information between different countries without having to modify their na-
tional procedures. Thus, existing collaborations have to be opened for a wider
audience. This is a scenario where we have to identify the minimal requirements
that a new participant has to abide in order to join the cross-border collabo-
ration. The process to accept cross-border participants has to be built around
the existing collaboration. In contrast to this, a classic top-down redesign might
change the local processes and interfaces and this would tamper the existing
collaboration.

The example in figures 4(a) to 4(e) illustrates a part of the procurement use
case using the choreography modeling language Let’s Dance (cf. [17]). The French
administrations have a provided interface process where a set of potential bidders
are notified about a call for tender. Then, they expect a notification from the
trade register that the bidder’s proof of evidence is ok as well as the actual bid
from the bidder (see figure 4(a)). The French bidders receive the call for tender,
then they provide proof of evidence as well as the reference of the administration
to the trade register. After being notified about a correct evidence, the bidder
places the bid (see figure 4(b)). Finally, the trade register has a generic inter-
face process for handling evidence cases. After a request containing the proof of
evidence comes in, the trade register checks if the company is already registered
or if further certification is required. If this is the case, interaction regarding
the certification takes place with the requesting company. Finally, an “evidence
ok” notification is sent back to the company as well as to another institution
if given as “cc” (see figure 4(c)). In the case where only French participants
are involved, the additional certification is not required since all French com-
panies are registered. The normative choreography for a French-only context is
illustrated in figure 4(d). When broadening the context to Europe, the normative
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Fig. 4. eProcurement use case

choreography includes the potential additional certification interactions. In this
context, the French bidders cannot participate any longer unless they extend
their provided interface process (see figure 4(e)).
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4.2 Techniques

In the example we find that the French bidders can only operate in the context
“bidding in France”. They either do not know about the decision the trade
register has to make or they make an assumption about how the trade register
decides. The trade register on the other side is not limited to this context and
can deal with the broader context “bidding in Europe” by considering the case
that a company is not yet registered.

The situation that different partners can already deal with different contexts is
typical for this choreography modeling category. The strategy is now to identify
what parts of interface processes apply to which context and to then include cor-
responding interactions into the expanded normative choreography. We therefore
need process model synthesis techniques. Techniques can be found in the space
of object-oriented computing, where different scenario descriptions have to be
merged to a single state machine describing the complete behavior of an object
(cf. [9]). In the field of message sequence charts we find different scenarios of
interacting system components that are to be merged into one global interaction
model (cf. [14]).

The notion of business context is a central concept in ebXML’s Core Compo-
nent Technical Specification ([5]). It defines how to describe business document
specifications and introduces “core components” as opposed to “business infor-
mation entities”. Business information entities are based on core components
but are limited to a specific business context. There has not been any work
on business contexts in choreography models. However, results from the field of
process family engineering (e.g. [13]) could be used as a starting point.

Furthermore, conformance techniques are essential for checking if an existing
provided interface process that conformed to the original normative choreogra-
phy with the limited context still conforms to the expanded normative choreogra-
phy. Many existing conformance checking techniques like protocol and projection
inheritance in [2] and conformance in [4] are based on bi-simulation. [6] high-
lights that conformance relations are tightly linked to compatibility relations and
shows that bi-simulation is too restrictive for common compatibility notions. It
provides a means to check whether a conformance relation is optimal but it does
not define a concrete relation fulfilling the criteria.

5 Collaboration Unification

In the case of collaboration unification, different observable choreographies exist
for the same domain. A typical reason for the evolution of such “islands of col-
laboration” is that there are disjoint groups of collaborators each of which has
its own history for the interaction protocol. Now the goal is to enable the collab-
oration between participants from different islands through a unified normative
choreography for all participants (See figure 5). A motivating use case will be
described within the next section.
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Observable ChoreographyProvided Interface Processes Normative Choreography

Unified Normative Choreography

Observable ChoreographyProvided Interface Processes Normative Choreography

Fig. 5. Collaboration unification

5.1 Use Case: eErasmus eHigher Education (eEH)

eErasmus is an international exchange program of higher education institutes
among EU countries [10]. Students joining this program can take courses at
foreign universities and might have the selected courses acknowledged by the
home university. For a student, it is difficult to get the acknowledgment of foreign
courses and examinations by the home university. The other way round, it is
also difficult for a student to get an approval for courses without having any
documents from the foreign host university. eErasmus should help a student by
proposing the right courses or the right documents to get approved by the host
university and should help the universities during the exchange process of grades
and examination results.

This simple example depicts two high-level use cases. On the one hand, we
have a preparation process where a student has to prepare the residence at a
host university. He has to get approved by the host university in order to have
courses. On the other hand, we have an acknowledgment process where the host
university passes exams and grade results back to the home university. These
have to be acknowledged by the home university if the student wants to continue
studying at his home university.

The main problem within eErasmus is the setup of collaboration between dif-
ferent universities which are using different administration systems and different
grading schemata for students. For this, some universities already have a work-
ing collaboration, others do not. This scenario displays the need of collaboration
between the home and host university and is an example for collaborations that
already exist on some islands within the same domain. These collaboration pro-
cesses have to be merged or unified and can be adopted by other universities
that do not have a collaboration running.

5.2 Techniques

As depicted in figure 5 collaboration unification consists of two steps:

1. The minimal interaction constraints in each island of collaboration have to
be identified, leading to a normative choreography for each island.

2. The different normative choreographies have to be merged.

The first step mentioned in point 1 is to do identify normative choreogra-
phies. As already mentioned in section 2, normative choreographies allow more
interaction scenarios than what observable choreographies describe. If a par-
ticipant could participate in more interaction scenarios than what is captured
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in the observable choreography, this might be a hint where to extend an ob-
servable choreography into the direction of a normative choreography. Figure 6
illustrates an example from the preparation process within the eErasmus case
study. A home university X and host university Y form an island of collaboration.
The provided interface process of X consists of sending student details, sending
the learning agreement (a document containing the list of classes the student
wants to enroll in at the host university) and receiving an acknowledgment. In
contrast to this, the provided interface process of Y includes the possibility to
receive updates of the learning agreement during a time period of 2 weeks until
the acknowledgment is sent. The observable choreography of the collaboration
between X and Y is equal to the provided interface process of X. No update
will ever be sent/received. In contrast to this, Y could also interact with other
home universities that send agreement updates within two weeks. Therefore,
the provided interface process of Y could be used as the normative choreogra-
phy while X would still conform to it (see section 4.2 for a short discussion on
conformance). Having broadened the possible interaction scenarios by extending
the current observable choreography to the normative choreography, more home
universities can join in.

home         host home         host

student details learning agreement

host         home

learning agr. OK

provided interface process
home university X 

= observable choreography

home         host home         host

student details learning agreement

host         home

learning agr. OK

home         host

learn. agr. update

repeat
14 daysprovided interface process

host university Y

= normative choreography

Fig. 6. Extracting a normative choreography

We see that identifying a normative choreography from given process imple-
mentations is the direct opposite of implementing conforming processes from
a given normative choreography. During implementation certain decisions can
be made (within the possibilities of conformance). E.g. assuming the normative
choreography existed in the example, we could interpret that X has chosen not
to send updates although it had the chance to do so. As a result, we have to
remove these implementation decisions when identifying a normative choreogra-
phy. Once we know what kind of decisions can be made during implementation
while still preserving conformance, we can introduce techniques for identifying
possible results of decisions and reverting the decision in given process imple-
mentations.

The second step mentioned in point 2 is to do a merge. Merging different
normative choreographies requires for techniques that identify common struc-
tures in different process models and help to handle those parts of the process
that are different. In the area of version control software these two functions
are called diff and merge. The notion of process inheritance was introduced to



Scenarios and Techniques for Choreography Design 131

reason on whether a changed process definition inherits properties from the orig-
inal definition. Inheritance-preserving transformation rules are proposed in [16].

6 Conclusion

This paper has motivated the need for techniques supporting different cate-
gories of choreography design that were derived from eGovernment scenarios.
As part of that the distinction between observable choreographies and norma-
tive choreographies was made. We have discussed existing techniques. However,
there are still techniques missing for each of the three categories, namely for
choreography identification, choreography context expansion and choreography
unification. In the case of choreography identification, techniques for generating
choreographies out of interconnected interface processes are missing for several
languages. In the case of choreography context expansion extensions for chore-
ography languages are missing that introduce the notion of explicit variability
points, where different variants of the choreography can be defined for different
business contexts. Process model synthesis techniques have to be conceived for
integrating potential interactions into choreographies. The topic of conformance
has to be revisited since bi-simulation-based techniques are too restrictive. Fi-
nally, in the case of collaboration unification, we have seen that techniques for
extracting minimal constraints in a choreography and for merging conflicting
process model structures into a unified normative choreography are missing. In-
troducing new techniques for filling the identified gaps and validating them using
the presented use cases will be subject to future work.
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Abstract. ERP systems consist of many software components which provide 
specific functionality. However, these ERP systems are designed as an all-in-
one solution, often implementing functionality not needed. The paper presents 
the reference architecture of a federated ERP system which allows the distri-
bution of ERP system components on the basis of Web Services and shows how 
these Web Services can be developed and provided by different software 
vendors. The architecture draws upon a hierarchical standardization model of 
data and service types. The model advances the reusability of data types and 
reduces the necessity of data transformation functions in business process 
descriptions. Furthermore the concrete architecture of a prototype implemen-
tation on the bases of open source software components is described. 

Keywords: Federated ERP systems, FERP, Web Service, SOA, Workflow. 

1   Introduction 

One of the main reasons which increased the demand of ERP system technology in 
the last two decades results from its data-centric view. This paradigm forms the basis 
for the internal architecture of ERP systems as well as the structure of the business 
functionality. ERP systems facilitate the view of enterprises as a whole. The 
application of ERP systems mainly aims at the improvement of the collaboration 
between the different departments of an enterprise. An ERP system is a standard 
software system which provides functionality to integrate and automate the business 
practices associated with the operations or production aspects of a company. The 
integration is based on a common data model for all system components and extents 
to more than one enterprise sectors [1, 2, 3, 5]. 

Modern ERP systems consist of many software components which are related to 
each other. Currently these components are administered on a central application 
server. In connection to the ERP system complexity several problems appear: 
 

• The price- performance ratio is dependent to the potential benefit an ERP system is 
able to generate. 

• Not all installed components are needed. 
• High-end computer hardware is required. 
• Customizing is expensive. 
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Fig. 1. Architecture of a conventional ERP system 

Due to the expensive installation [11] and maintenance proceedings of ERP systems 
normally only large enterprises can afford complex ERP systems which cover all 
enterprise sectors. In practice small- and medium sized enterprises (SME) deploy 
several business application systems in parallel. Often many of these systems 
approach the definition of an ERP system. However, the full potential of each system 
is not exploited. Furthermore, the parallel operation of business application systems 
causes problems which jointly arise from insufficient system integration [1, 4]. 

A new solution to face these problems is the application of a distributed ERP 
system which makes its components available over a network of services providers. 
This component ensemble (federated system) still appears as single ERP system to the 
end-user, however it consists of different independent elements which exist on 
different computers. Based on this construction it is possible for an enterprise to 
access on-demand functionality (business components) as services1 of other network 
members over a P2P network. This approach solves the mentioned problems as 
follows: 
 

• The total application costs conform to the effective use of software functions. 
• Due to the separation of local and remote functions, no local resources are wasted 

for unnecessary components. 
• Single components are executable on small computers. 
• Due to decreasing complexity of the local system also installation and maintenance 

costs subside. 

                                                           
1 In this term, a service is a software component that encapsulates one or more functions, has a 

well defined interface that includes a set of messages that the service receives and sends and a 
set of named operations [6]. 
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A federated ERP system (FERP system) is an ERP system which allows a variable 
assignment of business application functions to software providers. The overall 
functionality is provided by an ensemble of standardized subsystems that all together 
appear as a single ERP system to the user. Different business components can be 
developed by different vendors. 

In this paper we present an FERP system based on Web Services. The main idea 
follows the multi-layer paradigm of modern information systems which aims at the 
separation of the application logic from the presentation layer and the database layer. 
In our approach the application logic of ERP systems is encapsulated in a multiplicity 
of Web Services which can be provided either locally or remotely. The vision of this 
approach is to allow the application of business logic components in a distributed 
manner. In order to facilitate a vendor-independent development and provision of 
those components the approach considers the standardization of Web Services as well 
as GUI descriptions and database interactions. The standardization process is 
supposed to be advanced by a consortium of ERP vendors, utilizing enterprises and 
scientific institutions (FERP standardization consortium). 

2   FERP Reference Architecture 

Figure 2 gives a survey of the reference architecture of a Web Service-based FERP 
system. The architecture consists of several subsystems which are interconnected. 
Because one of the main objectives of an FERP system is to integrate business 
components of different vendors, all components have to comply with standards. In 
this approach these standards are described as XML schema documents. In order to 
separate the three different layers of a typical layered architecture of conventional 
ERP systems each layer is assigned to its own standard.  

The subsystems of the proposed architecture are the following: 
 
FERP Workflow System (FWfS) 
The FWfS coordinates all business processes which have to be described in an 
appropriate XML-based workflow language. A workflow in this context is a plan of 
sequentially or in parallel chained functions as working steps in the meaning of 
activities which lead to the creation or utilization of business benefits. Workflows 
implicitly contain the business logic of the overall system. Figure 3 shows the 
component structure of the FWfS. The function types a workflow in FERP systems 
can consist of are the following: 
 

• model based user interface functions, e.g. show, edit, select, control 
• database access functions, e.g. read, update 
• application tasks which are connected to Web Service calls 
 

FERP User System (FUS) 
The FUS is the subsystem which implements functions for the visualization of 
graphical elements and coordinates interactions with end users. This subsystem is able 
to generate user screens at runtime. Screen descriptions which have to comply with 
the FERP UI standard are transformed to an end device-readable format, e.g. HTML 
in case of web browsers. Figure 4 shows the component structure of the FUS. 
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Fig. 2. Reference architecture of an FERP system with relation to necessary standards 

 

Fig. 3. Component structure of the FWfS  

FERP Database System (FDS) 
The FDS is the subsystem which implements functions for the communication with 
the FERP database. This subsystem is able to interpret XML structures which comply 
with the FERP data standard. The interface differentiates between two kinds of 
requests. Database update requests contain object oriented representations of business  
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Fig. 4. Component structure of the FUS 

entities as XML trees. Database read requests contain XML expressions specifying 
portions of data to be extracted. In both cases the request parameters have to be 
transformed into different types of request statements that vary depending on the type 
of database management system (DBMS) which is used. Assumed that a relational 
DBMS (RDBMS) is used the underlying data model also has to comply with the 
FERP data standard which means that the corresponding table structure has to reflect 
the XML-Schema specifications respectively. The java.net project hyperjaxb22 
provides a solution to generate SQL statements on the basis of XML schema 
definitions. Another solution is the application of native XML databases or XML-
enabled RDBMS. Figure 5 shows the component structure of the FDS. 

 

Fig. 5. Component structure of the FDS 

FERP Web Service Consumer System (FWCS) 
The business logic of FERP systems is encapsulated in so called FERP business 
components which are wrapped by a Web Service. The FWCS is the subsystem which 
provides functions for the invocation of Web Services. All possible types of FERP 
Web Services are specified by the FERP WS standard. This standard contains XML 
schema definitions which describe Web Service operations as well as input and output 

                                                           
2 Hyperjaxb2 – relational persistence for JAXB objects: https://hyperjaxb2.dev.java.net/ (last 

visit October 2006). 
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messages. A Web Service references these types in its WSDL description. Further-
more this subsystem is able to search for Web Services which are defined by a unique 
identifier. By this it is possible that different Web Service providers implement the 
same business component type as Web Service. Beside the implementation of Web 
Service invocation and search functions this subsystem is responsible for the 
interpretation and consideration of non-functional parameters. Examples for those 
parameters are: security policies, payment polices or Quality of Service (QoS) 
requirements on the part of Web Service consumers. The architecture references the 
FERP pricing standard which is supposed to enable Web Service providers to specify 
Web Service invocation costs. Figure 6 shows the component structure of the FWCS. 

 

Fig. 6. Component structure of the FWCS 

FERP Web Service Provider System (FWPS) 
The FWPS is the subsystem which implements functions for the provision of Web 
Services which comply with the FERP WS Standard. The subsystem includes a Web 
Server which is responsible for the interpretation of incoming and outgoing HTTP  

 

 

Fig. 7. Component structure of the FWPS 



 Web Service-Based Specification and Implementation of Functional Components 139 

requests which in turn encapsulate SOAP requests. The subsystem provides business 
components of the FERP system as Web Services. A connection to the FERP Web 
Service Directory allows the publication of Web Services. Furthermore this 
subsystem is responsible for the negotiation of common communication policies such 
as e.g. security protocols or usage fees with the requesting client. Figure 7 shows the 
component structure of the FWPS. 
 
FERP Web Service Directory (FWD) 
The FWD provides an interface for the publication and the searching of FERP Web 
Services. The structure of this directory leans on the FERP WS standard. In this 
standard Web Services are assigned to categories mirroring the predetermined 
functional organization of enterprises. Figure 8 shows the component structure of 
the FWD. 

 

Fig. 8. Component structure of the FWD 

3   Hierarchical XML Schema Structure 

The proposed architecture is dependent to the specification of different standards. 
The next paragraph focuses the standardization of FERP data types and Web 
Service operations in the context of FERP systems. Because of the complexity of 
enterprise data models and the difficulty to standardize a completed data model we 
propose a hierarchical standardization model which allows different abstraction 
levels. This model uses XML namespaces for the representation of hierarchical 
levels and XML schema documents for the definition of data types and their 
relationships. The reason for the usage of XML schema documents is their 
compatibility with Web Service Description Language (WSDL) which is the 
common standard for the description of Web Services and is already well supported 
by tools. The interoperability between FERP Web Services and the FDS is achieved 
by a transformation of XML schema-based data model descriptions to SQL-based 
data model descriptions. Web Service Descriptions in WSDL reference the FERP 
data standard by including the appropriate XML schema documents of the standard. 
In order to standardize the input and output messages of FERP Web Services we 
propose the usage of XML schema documents as well.  
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Figure 9 shows the hierarchical XML schema structure of an FERP system and 
shows the influence on the systems activities. The left hand side represents different 
enterprise sectors which are assigned to XML namespaces. This hierarchy can be  

 

 

Fig. 9. Hierarchical XML schema structure of an FERP system 
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compared to the internal structure of the application logic of conventional ERP 
systems which is often mirrored to the navigation structure of their GUI. 

The upper half of figure 9 shows the relationships between XML schema documents 
and concrete Web Service descriptions. Standardized Web Service input and output 
messages (defined in messageTypes.xsd) build the basis for the standardization of Web 
Service types (described in serviceTypes.wsdl).  The lower half of figure 9 shows the 
interactions between the different subsystems of the FERP system. The system 
internally creates a new XML schema document (allTypes.xsd) which includes a copy 
of all standardized data types that are used in process definitions. The system has a 
connection to the server of the FERP standardization consortium and will be notified in 
the case that the standard changed. Those changes are only allowed in terms of 
extensions. Thereby old versions will be supported during the whole lifetime of the 
standard. The hierarchical structure provides a useful foundation for this requirement 
because it is already field-proved in the context of object oriented programming 
paradigms like polymorphism, generalization and specialization. The local XML 
schema representation will be transformed to a relational representation of the data 
model as SQL statement list. In addition to the schema transformation the FDS is able  
to transform SQL result sets to XML documents that comply with the FERP data 
standard in the case of DATABASE_LOAD requests. On the other hand XML 
documents will be transformed to SQL INSERT or UPDATE statements in the case of 
DATABASE_STORE requests. Both LOAD and STORE functions are provided by the 
FDS and can be used by the FWfS. 

Web Service calls are initiated by the FWfS as well (see figure 9). Therefore the 
FWfS sends a standardized XML representation of the appropriate input message to 
the FWCS. A second XML document contains configuration parameters which 
specify the concrete Web Service provider to be chosen by the FWCS. Those 
parameters include either a URL for a static Web Service call or requirements for a 
dynamic call like e.g. a maximum price. An alternative way for the specification of 
requirements for dynamic calls is a centralized mapping between Web Service types 
and requirements. Once the FWCS chose an appropriate Web Service provider it will 
repack this message to a SOAP operation request which includes the standardized 
name of the Web Service operation to be invoked. This request will be sent to the 
FWPS. After having finished the processing of the business logic the FWPS will 
return a SOAP operation response which includes a standardized response message. 
Figure 9 shows how this response message is going to be sent back to the FWfS that 
primarily initiated the Web Service call. 

4   Prototype 

The following paragraph briefly describes a first implementation of the proposed 
reference architecture which is based on open source software components. Figure 10 
shows the architecture of our prototype. For the implementation of the FWfS we 
chose the workflow engine of the YAWL project3. The FUS was implemented on the 
basis of Apache Struts4. Our FDS is mainly based on the API of the Hyperjaxb2  
 

                                                           
3 http://yawlfoundation.org/ 
4 http://struts.apache.org/ 
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Fig. 10. Architecture of the prototype 

project which in turn uses JAXB5 and Hibernate6. jUDDI 7 served as basis for the 
implementation of the FWD. The FWCS uses JAX-RPC8 (Java API for XML-based 
RPC) which is provided by the SUN Developer Network (SDN). Our FWPS uses 
Apache AXIS9 as basis for the provision of Web Services. 

Figure 11 shows an example process model in YAWL. Tasks in our process 
definitions can be assigned to one of the three function types: 

• Database communication (in figure 11 indicated as DB-task) 
• End-user communication (in figure 11 indicated as GUI-task) 
• Web Service communication (in figure 11 indicated as WS-task) 
 

All other symbols comply with the graphical notation of YAWL. The example 
process model demonstrates a workflow for the creation of a purchase order10. The 
example includes only one Web Service call which is responsible for the calculation 
of the total sum of a purchase order which consists of one or more order items. Order  
 

                                                           
5 https://jaxb.dev.java.net/ 
6 http://www.hibernate.org/ 
7 http://ws.apache.org/juddi/ 
8 http://java.sun.com/webservices/jaxrpc/ 
9 http://ws.apache.org/axis/ 

10  In order to improve understandability the process was simplified. Changes of entered data 
and order items are not supported. 
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Fig. 11. Process model in YAWL as simplified example for the creation of a purchase order 

items include a price and an amount. The Web Service receives the whole order as 
XML document without total sum. Having finished the calculation of the total sum 
the Web Service returns the completed order as XML document. The next workflow 
task visualizes this XML document. After the user agreed the XML document is 
transmitted to the FERP database system which transforms it to an SQL-INSERT 
statement in the next workflow task. 

5   Related Works 

According to the 3-tier architecture of business application systems today’s EAI 
(Enterprise Application Integration) platforms support the integration over all three 
tiers. Enterprise portals mainly provide a basis of the consolidation of existing 
software systems on the user interface level which means that portals feature a user-
centric orientation [8]. The Web Services paradigm implements a Service-oriented 
architecture which presupposes a middleware for the management of services. Search 
and publication requests are processed by this middleware. Business Process 
Management (BPM) platforms support the orchestration of such services. Thus it is 
possible to centralize Web Service accesses in business process definitions. In some 



144 N. Brehm and J. Marx Gómez 

cases EAI platforms support both a portal functionality and a BPM platform in 
combination with each other.  

Disadvantages of domain-independent BPM platforms as foundation for the 
implementation of Web Service-based ERP systems are the following: 
 

• XML object representations have to be transformed to different data models (XML 
schemas) when independent Web Services are used in one process because in most 
cases no common standard11 is referenced in independent Web Service descriptions. 

• XML object representations of Web Service return values have to be transformed to 
SQL statements12 in the case that return values have to be stored in an external 
database. This transformation has to be part of the business process definition. 
Because of this problem Web Services often are assigned to their own database 
which is directly accessed by the business logic of a Web Service. The problem of 
this solution is that Web Services cannot be exchanged if they are provided 
externally13 because the connected database will be not available anymore. Another 
problem is that such a solution would not comply with the definition of an ERP 
system (see paragraph 1) where the integration of different enterprise sectors is 
achieved by the usage of a common data model. Therefore conventional ERP 
systems use a central DBMS whereby also the management of database transactions 
is simplified. 

• Input values for Web Services which have been extracted from the enterprise 
database have to be transformed from a database result set representation to an 
XML object representation which complies with the respective Web Service 
description.  

 

The presented approach of a Web Service-based FERP system offers the following 
advantages that all together address actual challenges of business process modelling 
approaches14: 
 

• Output values of Web Services can be directly used as input values for other Web 
Services because all Web Service definitions reference the same standard. 

• Output values of Web Services can be transmitted to the FDS directly because both 
implement the same data model. 

• XML object representations which have been extracted from the FDS can be used 
straightforward as input values of Web Services because both, the data model of 
the FDS and the parameter description of each Web Service comply with the same 
standard. 

 

Another neighbouring working area is represented by Federated Database Systems [9] 
which are a type of Meta-DBMS. Those systems integrate multiple autonomous 
DBMS to a single system. This integration is achieved by schema mapping 
                                                           
11 No common standard means that the BPM platform is domain-independent and transformations 

have to be included in the process definition. 
12 In case of using an RDBMS. 
13 Externally means that Web Services can be provided outside the enterprise’s intranet by independent 

software vendors. 
14 Currently business processes include both abstract business logic and technical constructs in 

an unstructured manner which complicates traceability [10]. 
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techniques. One solution for the data integration in Web Service-based ERP systems 
could be the utilization of a Federated Database System in order to consolidate 
independent DBMS which are directly assigned to Web Services. The Federated 
Database System would represent a central entry point to a decentralized DBMS 
structure which in turn would comply with the definition of an ERP system. This 
solution has the following disadvantages in comparison to the presented approach: 
 

• Enterprises are dependent to Web Service providers who also provide one part of 
the database federation. In the case that different providers offer the same Web 
Service type a migration from one provider to another implicitly necessitates data 
migration. 

• A global schema15 indeed can define a normalized data model but redundancies in 
the overall network of independent DBMS are possible anyway. Because Web 
Services would directly access their local DBMS duplicate entries in the DBMS 
federation could lead to complications when a process or another Web Service 
accesses the central Federated Database System. 

 

In comparison this approach, an FERP-system has the following advantages: 
 

• A migration from one Web Service provider to another does not influence the data 
view because all data is stored in a central database which can only be accessed by 
a local16 process. Web Services have no direct database connection. 

• Because the hierarchical FERP standard considers the combination of Web 
Services’ duties and affected data each level in the hierarchy is assigned to unique 
operation and data types. Furthermore the inheritance support allows a reutilization 
of general data types. Thereby redundancies in the database can be avoided 
because on the one hand existing data type definitions can be reused for new Web 
Service definitions and on the other hand standardized Web Services which use 
existing data types will create redundancy-free17 data. 

6   Conclusions and Outlook 

Comparing distributed ERP systems and ERP systems running on only one computer, 
the distributed systems offer a lot of advantages. Particularly small- and medium sized 
Enterprises (SMB) benefit from using shared resources. However, the design of distri- 
buted system architectures is subject to a number of problems. The paper addresses the 
problem of redundant data in business application systems of independent vendors 
presents a basis for the standardization of ERP system components that are provided as 
Web Services. A standardized data model builds the basis for message and service 
standardization. The hierarchical structure of the presented standard advances the reuse 
of existing data types. Furthermore we presented a reference architecture of FERP 

                                                           
15 In the Local as View (LaV) mapping direction the local schemas of independent DBMS are 

defined in terms of the global schema. In the Global as View (GaV) mapping direction the 
global schema is defined in terms of the underlying schemas. 

16 Local in this context means that the FWfS is directly connected to the central database. 
17  New Objects update old objects of the same type and the same identity because a central 

DBMS is used. 
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systems which reduces the necessity of data transformation functions in business 
process descriptions. The standardization of the syntactic level is only the first step. 
Behaviour, synchronization and quality of Web Services must flow into the definition 
of an overall ERP system standard. The future work must pick up these problems to 
realize the vision of a loosely coupled ERP system which allows the dynamic 
outsourcing of applications [5, 7] and the combination of software components of 
different providers. 
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Abstract. SEEMP is an European Project that promotes increased
partnership between labour market actors and the development of closer
relations between private and public employment services, making op-
timal use of the various actors’ specific characteristics, thus providing
job-seekers and employers with better services”. The need for such a
flexible collaboration gives rise to the issue of interoperability in both
data exchange and share of services. SEEMP proposes a solution that
relies on the concepts of services and semantics in order to provide a
meaningful service-based collaboration among labour market actors.

1 Introduction

European Member States have introduced major reforms to make the labour
market more flexible, transparent and efficient (compliance with the European
Employment Strategy guidelines). Such major reforms include decentralization,
liberalization of the mediation market (competition between public and private),
and quality monitoring of Employment Service (ES) staff and services. As an
effect ESs understood the need for making available on-line a one-stop shop
for the employment. This results in an increased used of ICT and in a boost
in differentiating and personalizing the services they offer (e.g., Borsa Lavoro
Lombardia1, Le FOREM2, etc.).

Current employment market is characterized by high heterogeneity of models
and actors; in particular we can distinguish between Public Employment Services
(PES) and Private Employment Services (PRES)3. The ICT systems in ES can
serve different purposes: facilitating job-matching and job mobility for job seekers
1 http://www.borsalavorolombardia.net/
2 http://www.leforem.be/
3 In the rest of the paper we use ES when we refer both to public and private actors,

whereas we us PES and PRES referring respectively to public and private actors.

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 147–162, 2007.
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and employers; improving the functioning of labour markets; coordination and
exchange of information; allowing a more efficient management of ES internal
services; monitoring of local market trends; personalized services, etc..

The need of reconciling local, regional and national policies is increasing and
it concerns the combination of services and data provided by different actors.

SEEMP project4 (IST-4-027347-STP) aims at designing and implementing
in a prototype an Interoperability infrastructure for PESs and PRESs. More
specifically, SEEMP is developing an EIF-compliant Architecture [1] to allow
collaboration among the employment services that exist in Europe. The resulting
European Employment Marketplace will overcome the national barriers comply-
ing, at the same time, with the local policies of each Member States. Thanks
to SEEMP, which promotes increased partnership between labour market actors
and the development of closer relations between private and public employment
services, job-seekers and employers will have better services that operate at Eu-
ropean scale. For instance, the matching process between job offers and CVs
across all Europe will become possible increasing, eventually, labour hiring and
workforce mobility.

The paper is structured as follows: Section 1 presents the problems to be solved
and introduce a running example that will be discussed throughout the rest of the
paper; Section 3 explains the interoperability issue that arises in SEEMP project;
Section 4 presents the SEEMP approach to support meaningful service-based
collaboration among ESs; Sections 5 and 6 outline SEEMP solution architecture
and components rooting them to the related work in Web Services and Semantic
Web community; Section 7 briefly discusses the approach of SEEMP comparing
it with already implemented approaches; and finally Section 8 presents future
work.

2 Problems to Be Solved

In order to fulfil SEEMP ambitious goal several problems must be solved at
organizational and technical level.

At an organizational level, the business model of SEEMP has to be catchy
for all ESs. The main reason for a ES to buying in is creating added value for its
local users (both job seekers and employers) by offering interconnections with
other ESs. Today it is normal for all users to insert CV and Job Offers in many
ESs and collect, laboriously, the results personally. When SEEMP will be in
place each ES will be able to collaborate with other ESs. From the perspective
of the end user, the add-value is the outreach to other niches of the job market
without ’being stretched out”. End users could insert the CV and Job Offers
once and collect pan-European results. From ESs perspective it will results in
increase both the number of users and their faithfulness to each ES, thus an
increase in transaction volume.

4 http://www.seemp.org/



SEEMP: Meaningful Service-Based Collaboration 149

Local
Matching
algorithm

Local
Matching
algorithm

Local
Matching
algorithm

Belgian
PES

Polish
PRES

French
PRES

Italian
PES

10
PRES

2
PRES

z
PES

x
PES

a
PES

1
PRES e

PES

7
PRES

v
PES

9
PRES

Local
Matching
algorithm

Requester ES

Responding ES

ES not involved

Job Seeker’s CV

Employer Offer

LEGENDA

Spain
PES

Fig. 1. The running example of distributed matching of CVs and job offers

At technical level, the need for such flexible collaboration between ESs, gives
rise to the issue of interoperability in both data exchange and share of services.
The technical approach of SEEMP relies on the concepts of Web Services and
semantics. Web Services, exploited in a Software Engineering manner, enable
an easier maintenance of the integration. Semantics, encoded in the systems by
the means of ontologies and mediators, allows for reconciliation of the hundreds
local professional profiles and taxonomies.

SEEMP solution will expose, following the well established Software Engi-
neering approach of Mélusine [2], a single consistent set of abstract services each
ES can invoke. Such abstract services will provide a multilateral interoperability
solution that delegates the execution of the services to the local ESs (in accor-
dance with the subsidiarity principle) and aggregates the results before sending
the response back to the invoker. Moreover, following the innovative Web Service
Modeling Ontology [3] approach, we will capture the semantics shared among
ESs in a single consistent model. Such model includes a reference ontology in
which and from which the local semantics is mapped as well as semantic descrip-
tion of the local Web Services for their automatic use. A set tools will be provided
to each ES for modeling its local ontology and for aligning the local ontology
with the reference one. As a technical result SEEMP will enable a meaningful
service-based collaboration among ESs.

A e-Employment Running Example. For the discussion of this paper we
will consider a running example derived by the user requirements of the SEEMP
project:
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Job seekers (companies) put their CVs (Job Offers) on a local PES and
ask to match them with the Job Offers (CVs) other users put in different
PESs and PRESs through SEEMP.

It may look like a fairly simple example, but to reach its potential EU-wide
audience, this e-Employment running example (see figure 1) needs to fulfil a
wider set of requirements than the respective local ES service. A local matching
service is designed for national/regional requirements only (i.e., central database,
single professional taxonomy, single user language, etc.). SEEMP has to be able
to send the request, which an end-user submits to the local PES (the Italian ES
on left in the figure), to the all the other PESs and PRESs in the marketplace.
In order to avoid asking “all” ESs, it has to select those that most likely will
be able to provide an answer and send the request only to them (the two PESs
and the two PRESs on the right in the figure). Moreover, the answers should be
merged and ranked homogeneously by SEEMP before they are sent back.

3 Interoperability Issues

The running example presented in section 1 highlights the need for a system that
covers the whole EU and subsumes hundreds of real heterogeneous systems
existing in EU countries and regions. It implies by-passing:

– language heterogeneity, e.g., an Italian Java Analyst Programmer may be
looking for job offers written in all the different European languages;

– CVs and Job Offers structural heterogeneity, i.e., the use of standards like
HR-XML5 is not wide spread and a multitude of local formats exists

– CVs and Job Offers content description heterogeneity, i.e., European level
occupation classifications like ISCO-886 exist, but they do not reflect legit-
imate differences and perspectives of political economic, cultural and legal
environments; and

– system heterogeneity in terms of service interface and behavior, i.e., no
standard exists for e-employment services thus each ES implemented them
differently.

All those are typical interoperability issues that SEEMP helps in solving. The
need for interoperability at European Level among e-Government services has
been perceived since 1999 [4] with the adoption of a series of actions and mea-
sures for pan-European electronic interchange of data between administrations,
businesses and citizens (IDABC) [5].

The main results of IDABC is the European Interoperability Framework
(EIF) [1]. EIF follows the principle of subsidiarity7 in addressing the interoper-
ability problem at all levels: organizational, semantic and technical. One crucial
5 http://www.hr-xml.org/
6 http://www.warwick.ac.uk/ier/isco/isco88.html
7 The principle of subsidiarity recommends not to interfere with the internal workings

of administrations and EU Institutions.
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aspect, deriving from the principle of subsidiarity, is to keep responsibility de-
centralized; in other words each partner should be able to keep its own business
process almost unchanged8 and to provide externally point of exchange for its
processes. EIF names these points “business interoperability interfaces” (BII).

EIF does not prescribe any solution, but it rather recommends the principles
to be considered for any e-Government service to be set up at a pan-European
level: accessibility, multilingualism, security, privacy, use of open standards and
of open source software (whenever feasible) and, last but not least, use of mul-
tilateral solutions.

SEEMP proposes itself as an implementation of EIF in the domain of
e-employment.

4 The SEEMP Approach

SEEMPS Relies on the Concept of Service. Following the EIF, each ES
locally must expose its BII as Web Services. All these Web Services differ but
they are fairly similar. SEEMP, as marketplace, models a single consistent set
of Web Service out of those exposed by the ESs. Therefore the services exposed
by SEEMP become the actual standard for the distributed independent service
providers.

For instance, for the running example provided in section 1 each ES should
expose two Web Services: match an external CV against the job offers stored
locally and match an external job offer against the CVs stored locally. Therefore a
service that subsume all the local heterogeneous ones can be modeled in SEEMP
for each of the two families of similar Web Service. These two abstract service
are those that SEEMP, as a marketplace, offers to the ESs.

SEEMP uses Mélusine [2] as tool for modeling those abstract services and
orchestrating the process of delegating the execution to the distributed indepen-
dent service providers.

Moreover, SEEMPS Relies on the Concept Semantics (Both Ontolo-
gies and Mediators). As for the service, each local ES has its own local on-
tology for describing at a semantic level the Web Services it exposes, and the
structure/content of the messages it exchanges. All these ontologies differ but
they are fairly similar, because a common knowledge about employment exists
as well as the needs for exchange (i.e., you don’t exchange on things with no
equivalence calculus). So, SEEMP, as marketplace, models a single consistent
ontology out of those exposed by the ESs. Therefore the reference ontology of
SEEMP becomes the actual standard for the ESs that should provide the me-
diators for translating from the local ontologies to the reference one and vice
versa.

8 Quoting from IDABC: “it is unrealistic to believe that administrations from different
Member States will be able to harmonize their business processes because of pan-
European requirements”.
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For instance, for the running example each ES should model in a local ontol-
ogy the structure/content of its CV/job offers and the way they are exchanged
via Web Services. A reference ontology that subsumes all the local heteroge-
neous ones can be modeled in SEEMP and it becomes the source of shared
understanding. Each ES has to provide its mediator for local-reference semantic
mapping.

SEEMP adopts WSMO [3] a way to semantically describe Web Service, on-
tologies and mediators, WSML [6] as concrete syntax for encoding those descrip-
tions and Methodology [7] as methodology for developing and maintaining those
semantic descriptions.

Minimal Shared Commitment. In implementing SEEMP approach partic-
ular attention is paid in keeping a “win-win” situation among all ESs. The
commitment (both at services and semantics level) of each ES should be min-
imal. ESs care about being able to share while maintaining all the necessary
and unnecessary disagreements. It may appear counter-intuitive, but the most
suitable set of services and ontology is the one that enables ESs to “agree while
disagreeing”. Both the reference set of services and the reference ontology must
cover the various aspects of the employment market with an acceptable level of
details that leaves leeways of disagreement.

Considering the running example of section 1, the minimal shared commit-
ment the SEEMP consortium agreed upon consists in sharing a subset of the CV
named candidacy and a subset of job offer named vacancy. Candidacy (vacancy)
enables matching without reveling how to contact the job seeker (employer) that
is, instead, in the CV (job offer) stored in the ESs and that can be contacted
by invoking a service of the ES responsible for the CV (job offer). In this way
SEEMP approach also takes into consideration privacy issues of collaborative
network, which is a technical issue as well as a business constraint.

5 The SEEMP Solution Architecture

SEEMP solution is composed of a reference part (all the dark components in
figure 2), which reflects the “minimal shared commitment” both in terms of
services and semantics, and by the connectors toward the various local actors
(the components in shading colors in figure 2).

5.1 Structural Overview

The reference part of SEEMP solution is made up of the central abstract
machine, named EMPAM (Employment Market Place Abstract Machine) and a
set of SEEMP services.

The EMPAM is an abstract machine, in that it does not perform directly any
operation, but rather offers abstract services that are made concrete by delega-
tion: when the abstract service is invoked, the EMPAM delegates its execution
to the appropriate ES by invoking the correspondent concrete services. It acts as
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Fig. 2. An overview of the SEEMP solution

a multilateral solution (as request by EIF), in which all the services connected to
the EMPAM are made available to all other ESs, i.e. they ensure a pan-European
level of services without interfering with the Business processes of each ES.

The SEEMP services are meant to support EMPAM execution. The running
example requires two SEEMP service: discovery and ranking. The discovery ser-
vice is offered by Glue [8]. The EMPAM invokes Glue Discovery Engine before
delegating the execution to the concrete services exposed by the ESs. Glue an-
alyzes the CV sent by the invoking ES and it selects among all ESs those that
most likely would be able to return relevant job offers. The ranking service is in-
voked by the EMPAM after all the concrete services have answered and it merges
the results providing an homogeneous ranking of the returned job offers. It also
delete possible duplicated job offers, which different ESs may have returned.

The SEEMP connectors enables all collaboration that occurs between the
EMPAM and a given ES. A SEEMP connector will exist for each of the ESs that
are connected to the EMPAM and have two main responsibilities:
– Lifting and Lowering : when communicating with the ES any outgoing (or

incoming) data which is exchanged by the means of Web Services must be
lifted form XML to WSML in terms of the local ontologies of the ES (or
lowered back to the XML level from WSML).

– Resolving Heterogeneity: each ES has its own local ontology that represents
its view on the employment domain. The SEEMP connector is responsible for
resolving these heterogeneity issues by converting all the ontologized content
(the content lifted from the XML received from the ES) into content in terms
of the reference ontology shared by all partners and vice versa.
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Fig. 3. How SEEMP solution enables meaningful service-based collaboration

5.2 Functional Overview

By combining the EMPAM and the connectors SEEMP solution enables a mean-
ingful service-based collaboration among ESs. Figure 3 illustrates how such mean-
ing collaboration takes place in running the example of section 1:

1. the user inserts a CV into the Italian PES and requests relevant job offers,
2. the Italian ES invokes the marketplace matching service passing the CV

encoded in the Italian ontology,
3. the SEEMP connector translates the CV from the Italian ontology to the

reference one,
4. the discovery service analyzes the CV and selects among all ESs those that

most likely would be able to return relevant job offers,
5. the EMPAM invokes in parallel the local matching service of selected ESs,
6. the various connectors translate the CV from the reference ontology to the

local ontology (i.e., the Belgian and the French ESs) and invoke the local
service,

7. the Belgian PES and the French PRES compute the matching locally and
returns a set of job offers,

8. the connector translates the job offers from each local ontology to the refer-
ence one,

9. the ranking service merges, at a semantic level, the responses and ranks the
job offers homogeneously,

10. the job offers are sent back in the reference ontology to the Italian connector
that translate them in the Italian ontology,

11. the connector responds to the Italian ES, and
12. finally the ES displays the job offers to the user.
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6 The SEEMP Solution Components

6.1 Reference and Local Ontology for E-Employment

The Reference Ontology is a core component of the system. It acts as a common
“language” in the form of a set of controlled vocabularies to describe the details
the employment sector. The Reference Ontology has to be rich enough to support
the semantic needs of all the ES (Local Ontologies) involved currently and in
the future. The Reference Ontology also has to be a scalable, adaptable and
maintainable ontology. For all those reason SEEMP follow some of the identified
tasks of the ontology development methodology METHONTOLOGY [7].

In the case of the reference ontology, the building process consisted of:

1. Specifying, using competency questions, the necessities that the ontology has
to satisfy in SEEMP.

2. Selecting the standards that cover most of the identified necessities.
3. Semantic enrichment of the chosen standard.
4. Evaluating the Ontology content
5. Integrating the resultant ontology in the SEEMP platform.

In order to build the Reference Ontology, the standards identified are:

– Currency: ISO 4217.
– Driving License: the 12 levels recognized by the European legislation.
– Economic Activity: NACE Rev. 1.1
– Occupation: ISCO-88 (COM), ONET and ED taxonomy of occupations.
– Education: FOET and ISCED97.
– Geography: ISO 3166 country codes.
– Labour Regulatory: LE FOREM classifications Contract Types and Work

RuleTypes.
– Language: ISO 6392 and the Common European Framework of Reference.
– Skill: European Dynamics Skill classification.
– Time Ontology: is based on DAML ontology, and expressed in OWL.

Based on the proposed SEEMP architecture, the possible options for building
the local ontologies in SEEMP ranges between to extreme options: building local
ontologies taking as a seed the reference ontology and building local ontologies
as a reverse engineering process from ES schema sources.

In building local ontologies taken as a seed the reference ontology, the
concepts in the local ontology are extension in depth of the concepts already
present in the reference ontology. By extension we mean including application
dependent concepts that appear in each ES schema source.

The exchange of job offers and CV (once ontologized), required by the running
example of section 1, is easy because all local ontologies extends the same ref-
erence vocabulary. On the contrary mappings complexity are on local ontology
and schema mappings (cf. section 6.3 for more details).
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Building local ontologies as a reverse engineering process from ES
schema sources, is the easiest way for ontologizing ESs. Each concept in the
local ontology is the semantic expression of a relevant concept in the ES. In this
way ESs becomes ontology-based applications that are more efficient because
mappings between local ontologies and schema sources should not be complex,
but complex mappings appear between the local and reference ontology. There-
fore data exchange will require more time, in comparison to the previous option,
due to the execution of two complex mappings.

The SEEMP way is keeping close to the first option in the beginning, when
few ESs are in the marketplace and the union of ES semantics is the most
straight forward solution. Then while more and more ESs would be added to the
marketplace, the solution would move toward the second option. The equilibrium
between the two extreme solutions is related to the need for a “minimal shared
commitment” explained in section 4.

6.2 An Employment Market Place Abstract Machine

The EMPAM machine is implemented as a Mélusine application, which means
it is structured following the Mélusine approach in three layers (cf. Figure 4).

Service Abstract Machine
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OSGi core Service Machine
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Fig. 4. The levels that made up the EMPAM as a Mélusine application

Layer 1: The abstract domain. The higher EMPAM machine layer is a java
abstrct program where abstract classes represent the concepts present in our
SEEMP public employment service. EMPAM acts as a ES covering completely
EU, i.e. it acts as if all the CV and vacancies were present in its repositories.
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However the EMPAM is abstract since, in fact, it does not have any information
locally, but delegates to real ESs the duty to process part of the job. The EMPAM
program defines functions like repository access and matching that are, indeed,
not implemented at all, or only sketching what they are supposed to do.

Layer 2: The adapters. The second layer duty is to do in such a way that empty
or dummy methods, found in the abstract layer, really perform what they are
supposed to perform. To that end this layer is itself structured in three layers:

– The injection machine, whose duty is to capture those methods that need
to be completed or implemented, and to transfer the call to the mediation
and orchestration layer.

– The mediation and orchestration layer which is in charge of transforming a
single abstract method call into a potentially complex orchestration of real
lower level services that together will perform the required function.

– The Service machine, whose duty is to transparently find and load the re-
quired SEEMP service and to call them. In SEEMP, this service machine
is the core Mélusine service machine (an open source implementation of the
OSGi9).

Layer 3: The SEEMP services, which are OSGi services, and are called ac-
cordingly by the Mélusine. This solution ensures optimal performance to the
EMPAM, while allowing large facilities to future extensions (new SEEMP ser-
vice) and even dynamic changes (dynamic loading/unloading of services). Two
classes of services have been identified:

– those dedicated to calling a Web Service exposed by a ES through the Ser-
vice Abstract Machine (SAM). Most of the issues raised by EMPAM are
related to discovering, selecting, parsing, and finally invoking a remote ser-
vice; more exactly a ES wrapped as a web service connector. This part is
delegated to a specific service, SAM, which is itself a Mélusine application
and therefore contains itself an abstract layer in which are defined the fun-
damental concepts and functions of a service machine. This layer is captured
and delegated to an orchestration layer that calls local services which, in the
scope of SEEMPS, are WSMX components [9], wrapped as OSGi services.

– the other service; currently these services, in SEEMP, include the cleansing,
ranking and statistic functions, and will include, in the future, the imple-
mentation of the specific functions and repositories of the EMPAS machine
i.e. those functions and information not available in the ESs. Functions and
information available in ESs are available calling the SAM service.

6.3 SEEMP Connectors

The SEEMP connectors behave as the mechanism through which all collabo-
ration occurs between the EMPAM and a given ES. A SEEMP connector will
9 http://www.osgi.org/

http://www.osgi.org/


158 E. Della Valle et al.

Fig. 5. Converting between two local ontologies via the reference ontology

exist for each of the ESs that are connected to the EMPAM and have two main
responsibilities within the SEEMP architecture: Lifting/Lowering and Resolving
Heterogeneity.

Lifting and Lowering: The ESs involved in the SEEMP marketplace only
deal in terms of structured XML content and do not deal in terms of ontologies.
Within the SEEMP marketplace it is important that all content is ontologized so
that it can be reasoned about, thus the SEEMP connector must lift all messages
received from a given ES to the ontology level. This is done by converting the
XML content received to WSML in terms of the local ontologies of the ES.
When communicating with the ES any outgoing data must be lowered back to
the XML level so that the ES can understand the content.

Since WSMO elements can be serialized in a RDF format, this task could
be done by converting XML content to RDF first, and then converting RDF to
WSML. In SEEMP this task is achieved by the means of an extension to R2O
language [10], which enables to describe mappings between XML schemas and
ontologies, and to its related processor ODEMapster [11].

Resolving Heterogeneity: Each ES talks in its own language, essentially hav-
ing its own local ontology that represents its view on the employment domain.
The SEEMP connector is responsible for resolving these heterogeneity issues by
converting all the ontologized content (the content lifted from the XML received
from the ES) into content in terms of the reference ontology shared by all part-
ners. By doing this all the ESs in the marketplace talk in the same language,
and thus heterogeneity issues are resolved. Similar to the lowering back to XML,
when communicating with a given ES the SEEMP connector is also responsi-
ble for converting back from the reference ontology to the local ontology of the
given ES.

As described in section 6.1 the reference ontology represents the bridge, or
common vocabulary, that the ESs will communicate through. Rather than man-
aging mappings between every possible ontology pair, which essentially becomes
unmanageable once a number of ESs have joined the marketplace, each ES need
only maintain mappings to and from the reference ontology. These mappings
represent a set of instructions (or rules) on how to convert an instance from the
local ontology to an instance of the reference ontology (and vice versa). This
process can be seen in figure 5, when PES1 wishes to communicate with PES2 it
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is necessary to convert the message from PES1’s local ontology to the reference
ontology and then to convert the message to PES2’s local ontology.

Technologically this is achieved using the WSMX Data Mediation [12]. This
work is made up of two components, the first being the design time component,
within which the ES will describe the mappings between their local ontology and
the reference ontology, and the second being the run time component, which is
responsible for executing the mappings at run time to transform the messages
between ontologies.
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XML

Exposed Connector Web Services

XML

WSML (Local Ontology)

WSML (Reference Ontology)

Exposed Connector Web Services

EMPAM
Exposed EMPAM  Web Services
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Fig. 6. The SEEMP Connector Architecture

A reusable SEEMP connector is built by bringing together the function-
ality described above. The architecture of the SEEMP Connector outlined in
the figure 6 shows the ES communicating with the connector using XML via
the exposed web services. This XML is then lifted to the local ontology using
the R20 mappings stored in the repository and furthermore converted to the
reference ontology using the data mediation mappings. Ultimately the EMPAM
is invoked using messages in the reference ontology via its exposed web services.
Communication also occurs in the opposite direction.

Each of the ESs joining the marketplace will require its own SEEMP con-
nector, however the only difference between any two connectors is the code for
executing the ESs exposed Web Services as each ES will expose services in a
different way. The need for individual SEEMP connectors could be removed
through the use of WSMO Choreography [3] to describe the interfaces of the
ES services and the integration of the WSMX choreography engine [13] and
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invoker into the SEEMP Connector, however this was not considered for the first
prototype of the SEEMP solution.

7 Comparing SEEMP with Other Approaches

In order to draw a comparison between SEEMP and other approaches we se-
lected two case studies: private employment networks (e.g. Adecco) and hierar-
chical network (e.g. Borsa Lavoro Lombardia, EURES). Moreover we consider
the differences both from the point of view of CEO (the decision makers) and
CTO (the IT experts).

Compared to other approaches SEEMP solution offers CEO a way to enforce
subsidiarity principle, therefore valuing each ES contribution in the marketplace.
In private networks the subsidiarity principle is not applicable, while in hierar-
chical networks most of the nodes are passive actors. Moreover the marketplace
creates added value by increasing the number of interconnections, hence result-
ing in more faithful users (more JO/CV accessible using the user language) and
in more transactions. Many job offers that today could be found only at the cost
of inserting the CV multiple times and merging manually the results of different
ESs, becomes available through the interface of each ES.

For CTO SEEMP solution enable an easier maintenance of the integration
with other ESs and minor integration costs. It was proved that Web Services used
in a Service Oriented Architecture easies integration and maintenance. More-
over semantics make mapping different terminology easier because tools (such
as WSMT [14]) can analyzed local and reference ontology (e.g., by comparing
sub-structures and by searching for synonymies) and can guide the IT Adminis-
trator in drawing the mappings. Thank to this support, the mapping definition
process requires less time or, eventually, it provides more precise mappings in the
same amount of time. That support comes out with a minor integration costs.

In order to achieve this benefit CEO has to develop “partnership”, i.e., the
ability to collaborate with other peers, ES or staffing industries. The partnerships
are different in the two case studies. In private network everything is agreed in
advance. In hierarchical network partnership are necessary, but no peer to peer
decision taking is possible. Decisions are institutionally imposed top-down. More-
over SEEMP supports CTO with comprehensive set of tools and methodologies
for service and semantic interoperability.

Concerning services CTO has to expose ES APIs as Local Web Services and
has to provide support for invoking EMPAM services. However, they don’t have
to understand interfaces and behavior of other ES (as in hierarchical solutions)
because the connector presents the market place as if the ES was invoking its
own services.

Concerning semantics, CTO has to model data structure and content and has
to defining mappings with the reference ontology, but, as discussed above, this
is easier and more precise than it is nowadays without ontologies and mediators.
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What has to be built, and SEEMP alone won’t be able to do, is a com-
prehensive reference ontology and abstract service machine that encompasses
several employment domains. Developing and maintenance this reference part of
SEEMP is not a ICT problem; it is a matter of reaching agreement at organi-
zational level. As already discussed in section 4 the goal of SEEMP is reaching
a “minimal shared commitment” in which ESs agree on high-level aspects, al-
lowing for collaboration among them, while disagreeing on minor details that
differentiate one ES from the others.

8 Conclusions and Future Work

This paper presented the SEEMP approach in supporting meaningful service-
based collaboration among public and private employment services. The following
results have been shown:

– services and semantics are the key concepts for abstracting from the hun-
dreds of heterogeneous systems already in place that are evolving separately.
They provide a straight forward way to implement the subsidiarity principle
of EIF.

– the combination of an abstract service machine with a reference
ontology is a technically sound approach to multi-laterality for marketplace
implementation. Each actor in the marketplace has to care only about inte-
grating with the marketplace. The marketplace will offer services to support
the interaction with the other actors.

– a mix of Software Engineering and Semantic approach is required
to achieve flexibility. The two approaches nicely complement each other.
By means of “conventional” software engineering design SEEMP build an
abstract machine that can run on “conventional” technology and at the
same time embeds semantics both in the form of ontology/mediator and in
the form of semantic-aware components (i.e. ODE mapster, WSMX data
mediation, Glue).

Currently SEEMP consortium is running a pilot that shows the integration
of EURES and Borsa Lavoro Lombardia. This integration has allowed for so far
testing the functional aspects of SEEMP approach. The next step is integrating
Le FOREM ES as a validation case. We expect, the reference ontology and the
abstract machine to be so well designed that Le FOREM introduction would
have no impact on them.

Future work includes extending the number of abstract services included in
the EMPAM and the respective concepts in the reference and local ontologies.
For instance, one essential service of SEEMP should be the possibility to have
regularly (monthly, weekly, daily, . . . ) a set of key indicators regarding labour
market in all participant regions (job seekers, job offers, training, etc.), in a com-
mon and comparable language, both in terms of methods (definitions, calculation
of indicators, etc.) and in terms of technical requirements.
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Abstract. Digital Asset Management is an emerging business for tele-
communication companies, especially when applied to the entertainment
market. Current implementations try to overcome the integration needs
from each actor participating in the business processes by using Enter-
prise Application Integration. Triple Space is a space-based communi-
cation infrastructure which provides semantic mediation between actors
involved in a dialogue.

This paper presents a Digital Asset Management use case in which
Triple Space will be applied to fulfill the inherent needs of this business
domain through the use of this new semantic communication paradigm.

Keywords: Triple Space, Digital Asset Management, Enterprise Appli-
cation Integration, Space-based Computing.

1 Introduction

Digital content constitutes an important commercialization resource1. The Inter-
net, and more specifically the Web, have enabled content providers to distribute
content on a world-wide scale with very little cost, since content is distributed
digitally. With the appearance of new wireless and mobile technologies, addi-
tional ways of consuming content have become available. For digital content,
1 See figures in http://www.naa.org/technews/tn981112/editorial.html
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the full workflow can be carried out online, from offering content, browsing cat-
alogs, delivery of goods, to final payment. This enables a vendor to get huge
cost-savings by using the Internet (or mobile Internet) as a distribution channel
for digital content.

For telecommunication companies such as Telefónica2, digital asset manage-
ment and digital content distribution offers a large business market. Telecommu-
nication providers can offer services based on digital content, primarily delivering
content to end users by providing network communication infrastructure plus
value-added services in the digital asset management domain. Telecommunica-
tion providers can leverage their existing bandwidth services, both in fixed and
mobile networks, and offer distribution channels from providers of digital content
to end users.

New services must be designed and created in very short amounts of time to
satisfy possible market needs as soon as possible. This paper examines a specific
scenario in the Digital Asset Management arena. The intent is to supplement
a sports news site, which is offered to customers of DSL lines free of charge,
with multimedia content (audio and video) as a premium, paid-for service. To
be able to quickly put together such service offerings, companies require methods
to partially or fully automate the service creation process.

This paper makes the following contributions:

– It describes a scenario in the area of Digital Asset Management which deals
with creating new service offerings based on integrating offerings of multiple
partners into one coherent end-user service offering.

– It presents a software architecture based on Triple Spaces (Triple Space Com-
munication) which enables the companies involved to implement a system
which is able to fulfill the use case.

The remainder of this paper is organized as follows: Section 2.1 presents the
Digital Asset Management (DAM) business domain. Section 2.2 describes the
use case in detail. Section 2.3 shows possible architectures rooted in traditional
Enterprise Application Information (EAI) techniques. Section 3.1 presents the
Triple Space paradigm, which will be used in the use case to provide benefits
pointed out in Sect. 3.2. Section 3.3 presents a high level architecture to realize
the use case. Section 4 summarises the paper and presents conclusions.

2 Digital Asset Management (DAM)

Digital Asset Management (DAM), also known as Multimedia Asset Manage-
ment (MAM), has the aim of organizing, protecting and distributing digital mul-
timedia content in an efficient way, with the aim of improving business industries
based on multimedia [1].

2 http://www.telefonica.com/home eng.shtml



Towards a Digital Content Services Design Based on Triple Space 165

2.1 DAM Business Domain

Within the DAM business domain many actors interact collaboratively to engage
in e-commerce with multimedia content. This paper follows the eTOM e-business
reference model [10] – the most widely accepted standard for business practices
in the telecommunications industry – to identify the actors relevant to the DAM
business domain.

A service provider provides content services to final clients by storing a cata-
logue of proffered media content which it offers through a service portal. All the
billing processes, customer care, user management, and user security issues are
performed by or subcontracted out by the service provider.

This service provider needs media content to provide these content services.
A content provider is a supplier which owns media content and wants to trade
with it.

In order to address the unauthorized copying issue, a service provider needs
to use a Digital Rights Management (DRM) system [6]. A DRM provider pro-
vides security functions such as privacy, integrity, or authentication which are
especially suited for multimedia content [20]. The DRM provider plays the role
of a complementary provider in the eTOM business reference model.

The service provider needs to distribute the selected content in a secure way
to the final clients that purchased it. The content distributor is an intermediary
that not only provides the client access to the media content, possibly using
different communication networks; it might also sell value-added services to the
content provider, providing storage and bandwidth functionalities.

Mobility, security, quality of service, rights management and interoperability
are key features offered by a service provider supplier. For that reason it is
necessary for all the business processes related to DAM environments to be
easily adaptable and configurable so that new business possibilities can become
available in a fast and effective way. The DAM challenge is to provide agile
and seamless interaction between these actors, apart from bridging different
proprietary multimedia environments – the so-called content ecosystems in DAM
domains – integrating DRM technologies [15].

Due to the inherent heterogeneity of actors, content, and services involved in
a content service design, multiple transactions are usually held between service
provider and different suppliers. These transactions should be held in parallel to
save time and be maintained in a transparent way, so that service providers need
not know which vendor is able to provide the content and services they need.
To manage this heterogeneity all the actors involved should agree on a common
communication language.

Communication between these actors should be reliable and ensure confiden-
tiality since business data from different enterprises is being dealt with. Messages
in such communications would derive from the service definition and should be
easily accessed by actors involved in the content service due to the frequent
modifications made to content services.

These desired features of a content services design system are illustrated in
concrete scenarios below.
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Fig. 1. UML use case diagram

2.2 Definition of the Use Cases

In order to develop an improved communication model for content services de-
sign, a concrete working flow for a complete DAM business scenario has been
defined as a use case.

A content service is modeled as a structure of the components that comprise
and uniquely define it: the content provided by this service, access policies de-
fined for this content, and distribution mechanisms employed to provide this
content to final users. As depicted in Fig. 1, content offering and contracting
will be considered in the final use case. However, only service contracting will
be considered initially. Service offering is considered redundant since business
interactions are basically the same than content offering.
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In this use case, Terra Sports is a Telefónica-dependant website which offers
sports news for free to users who have contracted Telefónica DSL services. These
news feeds present a brief summary from sports newspapers and give the users a
general overview of the main news about sports events over the previous week.
Given that Terra users are very interested in sports-related material, Terra has
decided to provide its users with a premium sport news service “Terra Total
Sports”. This premium service will consist of selected multimedia content from
different content providers which complements the free textual content.

Fig. 2. Service Creation Flow

In the design phase of this service, Terra will define all requirements for of-
fering this service and check if any existing services are already registered and
ready in its system to which the task may be subcontracted (as shown in Fig. 2).
The use case assumes no similar service is available and Terra has to negotiate
the purchase of the required contents and services.

In order to get the desired content, Terra will query digital content catalogues
stored already available in a data store for a service that already exists and ful-
fills all requirements. The most natural way to identify this service is to describe
its content request which is done by using associative addressing (“template”
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mechanism). This request defines desired features of the content, like the kind of
content you are interested in, the format or the quality. When a suitable content
is found, a negotiation with the registered owner for each desired set of media
content will be started until terms - including a price - are agreed. After that,
Terra will send the content provider an order request, which may be amended by
Terra in case its needs change. Once an order has been processed and delivered,
the content provider will send an invoice to Terra to finish the transaction.

Fig. 3. Content and service negotiation flow

The whole process presented in Fig. 3 will be repeated for other services
needed by Terra including distribution, and DRM services hiring. This negoti-
ation proccess ends when Terra has all the contents, access policies and distri-
bution channels that needs to run the service, the ones Terra lacked when the
service design started.

After the combined services supplied are assembled, the content service would
be registered in a service register inside the data store as shown in Fig. 2 making
it available to be offered to final clients.

In order to integrate both data and communication flow between these actors
current DAM solutions use EAI technology.

2.3 State of the Art in EAI Technology

The primary goal of EAI technology can be described as the “unrestricted shar-
ing of data and business processes among any connected applications and data
sources in the enterprise” [18]. In this context the term “business process” refers
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to a sequence of activities to be carried out to reach a well defined goal, which can
be either a material product or a piece of information [17]. Business processes –
even inside an enterprise – are usualy not realized using a single monolithic ap-
plication, but involve multiple independent applications from different vendors,
based on different platforms which need to be glued together. Such applications
are naturally heterogeneous, autonomous, distributed, and immutable; they have
their own data and process models, are designed to run independently, operate
on local data stores and have limited adaptability to an overall IT infrastructure
because they don’t provide a formal description for their interfaces[4]. Their
integration towards a feasible support for the execution of business processes
within and among enterprises comprises three different aspects: communication
infrastructure, common message formats and protocols, and agreed-upon data
semantics. Each of these three dimensions are elaborated below.

Communication Infrastructure. Reliable messaging over message-oriented
middleware (MOM) is the state-of-the-art communication infrastructure tech-
nology for EAI [12]. There are two major forms of message-based application
integration: the point-to-point and the broker/bus-based integration.

Point-to-Point Integration describes the simplest possible form of integration.
Each component directly communicates with each other component, requiring
O(n2) message transformations for n participating applications. The messaging
middleware directly passes the messages to the target application, without ne-
cessitating intermediary components as in the hub and spoke or bus-based styles
(see below). Point-to-point integration architectures thus have severe drawbacks
with respect to scalability and maintenance.

Broker/Bus-based Integration was explicitly conceived to cope with these
problems (see Figure 4). This integration style extends MOM with message rout-
ing and transformation functionality [12]. The key benefit is the introduction of
a target application-independent, neutral message format (e.g., EDIFACT [3])
so as to reduce the number of required message transformations from O(n2)
to O(n).

Fig. 4. Common Forms of Message-based Application Integration
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Common Message Format. Traditional EAI solutions stipulate a common
data format to avoid syntax transformation between heterogeneous data formats
and syntaxes. There is a whole range of possible data formats and standards to
chose from for this purpose. The most widely used Electronic Data Interchange
(EDI) systems are EDIFACT (a UN recommendation predominant in Europe)
and its U.S. counterpart X.12. Both systems were originally based on ASCII
data formats, but now have XML serializations as well. Numerous newer sys-
tems based on native XML have been created with RosettaNet and ebXML
being two of the most popular. The challenge with XML-based formats is that
merging of messages requires a priori schema knowledge and custom-built XSL
transformations. Knowledge of the applied schemas is particularly problematic
when operating in open environments such as the Web, which are characterized
by heterogeneous data formats and vocabularies.

We have chosen to use the EDIFACT system for messaging since it is the
most commonly used EDI system in Europe and has a lot of experience with the
message types which we need.

Agreed-upon Data Semantics. While EDIFACT – as a neutral, application-
independent schema for business data – provides a standardized container for
exchanging information between communication partners, it does not describe
the semantics of the information encapsulated in the messages in a machine-
understandable way. Due to the lack of this description, mediation between dif-
ferent representations of the message payload is necessary. For example, the IMD
segment in the EDIFACT request for the REQOTE (request for quote) message3

allows the description of “products or services that cannot be fully identified by
a product code or article number” partially or totally using plain text. Use case
partners that do not know each other typically would not share a common un-
derstanding of plain text terms used in this segment.

Ontologies, controlled vocabularies that formally describe a business domain
in terms of domain-specific concepts and the relations between them, provide a
widely-accepted instrument to cope with this problem [8]. References to com-
monly agreed ontological concepts can to be transmitted alongside the message
payload, enriching the semantics of the original textual descriptions. If multiple
ontologies for the same domain are available, their joint usage can be achieved
via user-defined mediators, in form of formal ontology mapping languages or
custom code [13,21].

With the help of ontologies and ontology mapping methods, an EAI system is
capable of automatically transforming between different representations of the
same meaning.

3 Realization of the Use Cases

This section introduces Triple Spaces, a coordination middleware for the Seman-
tic Web. We motivate the major benefits of this novel technology against related
3 http://www.unece.org/trade/untdid/d06b/trmd/reqote c.htm
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solutions in the field of EAI and demonstrate its relevance to the realization of
the use cases defined in Sect. 2.2.

3.1 Triple Spaces – A Semantic Coordination Infrastructure

The primary objective of Triple Spaces is providing a novel, highly scalable,
semantically-enhanced type of communication middleware for the next gener-
ation Web applications, which integrates principles of three core technologies:
coordination systems, the Semantic Web, and Web services [9]. In the following
we briefly introduce these technologies and their role in the context of a Triple
Space infrastructure (cf. Fig. 5).

Fig. 5. Triple Space

Coordination Systems. The coordination language Linda [11] has its origins
in parallel computing and was developed as a means to inject the capability of
concurrent programming into sequential programming languages. It consists of
coordination operations (the coordination primitives) and a shared data space
(the Tuple Space) which contains data (the tuples). The Tuple Space is a shared
data space which acts as an associative memory for a group of agents. A tu-
ple is an ordered list of typed fields. The coordination primitives are a small
yet elegant set of operations that permit agents to emit a tuple into the Tuple
Space (operation out) or associatively retrieve tuples from the Tuple Space ei-
ther removing those tuples from the space (operation in) or not (operation rd).
Retrieval is governed by matching rules. Tuples are matched against a template,
which is a tuple which contains both literals and typed variables. The basic
matching rule requires that the template and the tuple are of the same length,
that the field types are the same and that the value of literal fields are identi-
cal. Given the tuple (“N70241”,EUR,22.14) - three fields containing a string, a
pre-defined type (here, currency codes) and a float - it will match the template
(“N70241”,?currency,?amount) and bind to the variables currency and amount
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the values EUR and 22.14 respectively. The retrieval operations are blocking,
i.e. they return results only when a matching tuple is found.

As identified by [5], core features of the Linda model of coordination have been
mentioned as attractive for programming open distributed applications such as
those encountered in the EAI field:

– The model uncouples interacting processes both in space and in time. In
other words, the producer of a tuple and the consumer of that tuple do not
need to know one another’s location nor need they exist concurrently.

– The model permits associative addressing, i.e., the data is accessed in terms
of the kind of data that is requested, rather than which specific data is
referenced.

– The model supports asynchrony and concurrency as an intrinsic part of the
tuplespace abstraction.

– The model separates the coordination implementation from characteristics
of the host implementation environment.

Web Services. The aforementioned features are highly relevant for the field
of Web services as well. As pointed out in [14], current Web services technol-
ogy depends largely on synchronous communication links between information
producers and consumers. As a matter of fact, instead of following the “persis-
tently publish and read” paradigm of the Web, traditional Web services estab-
lish a tightly coupled communication cycle, most frequently using a synchronous
HTTP transaction to transmit data. URIs, which are meant as unique and per-
sistent identifiers for resources on the Web, are used only for the identification of
the participants, whereas the information is not identifiable, but hidden in the
exchanged messages. These flaws motivate the choice of a space-based commu-
nication paradigm.

Semantic Web. The Semantic Web [19] extends the Web with machine-
processable semantic data. The representation of knowledge in a machine-readable
manner through ontologies and open standards (RDF(S),OWL) on the Web is a
powerful basis for the integration of heterogeneous data. While ontologies are en-
visioned as means for a shared knowledge understanding, it is unrealistic to expect
that, in the decentralized distributed environment of the Web, different users will
use the same vocabularies for annotating their data. The usage of various ontolo-
gies on the Web requires the definition of semantic matchings describing explicit
relationships between terms in different ontologies. However this data integration
is solved only at the data level. At the network level, metadata (semantic annota-
tions of data), ontologies, and matches between ontologies are distributed across
the network generally without explicit connections to one another. For integration
to take place, current approaches assume that an author explicitly defines his own
matching procedure or is able to discover existing data sources and the correspond-
ing matches/mappings. Tuple spaces are an applicable model for the Semantic Web
because they realize global places where information can be published and persis-
tently stored just as in the Web architecture.
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Combining the Three Technologies. In order to apply the Linda-based co-
ordination paradigm to the requirements of the Semantic Web and Semantic
Web services we need to re-design the underlying data model and the associated
coordination primitives. Tuples should contain data which is expressed using for-
mal knowledge representation languages typical of the Semantic Web (RDF(S),
OWL, WSML, etc.) and referenced using URIs and namespaces. The coordina-
tion model needs to be revised in order to provide methods for using the virtual
shared space according to common Web interaction patterns.

These topics are addressed in the context of the EU STReP project TripCom4.
The primary objective of the project is the realization of a highly-scalable,
semantics-aware communication infrastructure according to principles of tuple
space computing. The emerging system will be tailored to solve the challeng-
ing integration problems encountered in areas such as eHealth, Semantic Web
Services or EAI. The architecture of this paradigm will be the subject of a pub-
lication in the near future.

To summarize, employing Triple Spaces for integrating enterprise applications
promises to provide the following benefits [14]:

– Homogeneous coordination model: Triple Spaces provide a flexible coor-
dination model which can be used to describe and realize robust, recoverable
business processes, ad-hoc workflows, and collaborative work.

– Schema autonomy: By adopting Semantic Web technologies to describe
the meaning of data, a number of heterogeneity issues typically arising in EAI
environments can be solved, e.g. data schema mediation, business process
mediation, and goal-based Web service discovery.

– Referential decoupling: Communication parties in EAI environments do
not have to know each other explicitly.

– Temporal decoupling: Information providers can publish data at any time,
even if some or all interested consumers are disconnected from the system.

– Spatial decoupling: Information always resides on a virtual space and
neither information providers nor information consumers need to know its
physical location. Once published, data becomes independent from the EAI
system which originated it.

3.2 Benefits of the Space-Based Approach in the DAM Scenario

The technology used to realize the DAM scenario presented in Sect. 2.2 needs
to satisfy a series of core requirements:

– It needs to be able to cope with an arbitrarily high number of previously
unknown and loosely connected parties originating from different adminis-
trative domains.

– It needs to integrate heterogeneous message and data formats, requiring
mediation between communication partners. The integration should be per-
formed according to a broker/bus-based approach so as to reduce the number
of message and data transformations (see Sect. 2.3).

4 http://www.tripcom.org

http://www.tripcom.org


174 D. de Francisco et al.

– The technology should support the non-destructive consumption of data.
This means that the application data should be persistently stored so that
it is accessible to other communication partners as well.

– It should support a reliable publish-subscribe style communication, with
partners using message templates to describe the content of the messages
they want to receive.

– It should include feasible instruments for the management of the access rights
of the communicating business parties to the published information. This
holds for the authentication mechanisms for both information providers and
consumers.

– The integration infrastructure should ensure the security of the communica-
tion among the participants and with external applications.

State-of-the-art EAI technology – mostly Web services on top of message-
oriented middleware solutions as outlined in Sect. 2.3 – shows a number of
shortcomings in providing a platform for integrating the parties involved in the
use case scenario and fulfilling the aforementioned requirements. While current
MOM products offer reliable communication based on the paradigm of publica-
tion and subscription, they lack scalability in terms of the number of interacting
partners [2] and do not provide straightforward support for non-destructive con-
sumption of messages or feasible means for content-based data access. Further-
more, mediation between communication parties is limited to syntactic message
and data transformation methods like XSLT, which primarily rely on simple
text comparisons, rather than comparing the underlying concepts. For instance
a field named “price” may or may not include VAT in the schemas of the data
to be integrated, but a potential mismatch would not be identified at the syn-
tactic level. These drawbacks are explicitly addressed by a Triple Space-based
integration platform.

The data mediation functionality of the Triple Spaces allows different sup-
pliers and service providers to have a common understanding of both the busi-
ness terms of the transactions being negotiated, and the products and services
mentioned in the transactions. This is achieved using semantic technologies, in
particular formal ontologies and automatic mediation services. We differentiate
between two ontology levels. The first ontology level includes an ontology for
electronic business transactions, based on EDIFACT standards. The ontology
defines the format of the messages exchanged between the actors involved in the
DAM use cases in a machine-understandable manner. A second level is concerned
with an ontology that models the business domain, in this case DAM-specific
contents and services. Using the semantic mediation capabilities of the Triple
Space, a common data schema for both suppliers and service providers can be
automatically generated, thus allowing communicating parties to preserve their
local autonomy with respect to the schemes used to store and manage the ex-
changed information. The usage of semantic technologies in this context further
enables actors to perform reasoning and semantic validation tasks within the
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business transaction process, which leads to more accurate results in discovering
content and services than pure syntactic matching mechanisms.

A second core feature of Triple Space technology is its reliable transport mech-
anism for Web services [16], which is an essential requirement for the electronic
business transactions in our scenario. This communication is dynamic, allowing
ad-hoc relationships between business parties, which can join or exit a nego-
tiation depending on the satisfaction of business rules, verified by the Triple
Space using semantic mediation. This behavior is highly desired within a DAM
area, in which the inherent dynamism of the business domain results in frequent
availability and functionality changes of content and services.

From a technical perspective, the implementation of the use cases using Triple
Spaces follows the publish-subscribe paradigm. Message consumers express their
interest in messages by describing their content, rather than listening on certain
topics. This is an important difference between this and related state-of-the-
art approaches. In existing Enterprise Integration Architectures [12] based on
MOM and/or Web services [22] messages are pushed to certain destinations –
identified by e.g. queue or topic names. This means that an endpoint reference
has to be explicitly specified as destination of a message and exchanged before
the actual message exchange is carried on. By contrast message publication in
Triple Spaces can be done without knowing the receiver of a message because
data is simply published to a space not addressing a communication partner
directly. This is necessary when dealing with DAM business processes becausee
service providers may not know the suppliers of media content andd services
in advance. In the space-based approach, message receivers pull messages from
the space by describing their content. This interaction paradigm greatly sim-
plifies ad-hoc communication between previously unconnected parties because
communicating partners do not need to share any a priori information about
each other.

In the DAM context suppliers prefer to offer their content or services to po-
tentially interested service providers. This requires a mechanism that enables
multiple, non-destructive consumption of messages. In the Triple Space-based
approach, this is achieved by persistently storing messages that represent a sup-
plier’s content and service descriptions in the space, thus enabling all interested
parties to non-destructively retrieve them (read operation) in a way similar to
broadcast communication. In turn, service providers need to be able to retrieve
information about already existing content offers in order to provide the services
they are designing. Order, time, and publisher of this information are irrelevant.
Current MOM solutions typically deliver messages in FIFO or priority order. In
terms of the DAM scenario this would require each service provider to locally
store all content offers and keep them up to date. By contrast, space-based tech-
nology offers persistent storage of these messages, classifying the information
of each message according to the its content’s semantics, not depending on its
publication time or sender. Using such storage policies, the middleware is able to
implement random access and advanced query mechanisms to retrieve relevant
information for each service provider.
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Table 1. Benefits of applying Triple Space Computing

REQUIREMENTS MOM TRIPLE SPACE

Arbitrary number of communicating parties - +
Semantically-aware data and message mediation - +
Non-destructive consumption of data - +
Reliable publish-subscribe + +
Associative (content-based) addressing - +
Access rights management product-specific +
Security of communication product-specific +

To summarize, it can be said that existing data and communication integra-
tion technologies can not fulfill the requirements of the business domain and
the associated use cases to a satisfactory extent. By comparison, Triple Space
computing offers interesting advantages that are worth further investigation (cf.
Table 1). The next section elaborates on a possible high-level architecture of a
space-based approach to digital asset management.

3.3 High-Level Architecture

The integration model will be a bus-based architecture which will be imple-
mented using Triple Space architecture which will be based on Web services
standards.

In order to benefit from Triple Space semantic mediation, these Web services
from each actor will be semantically enriched by using two ontology levels, which
stand for the two EAI levels performed by the Triple Space in this use case. As
shown in Fig. 6, a domain ontology is needed to define the semantics of the
business domain (DAM) to assist performing data integration and a negotiation
ontology is needed to integrate messages exchanged by actors when negotiating
transactions. This second ontology will be based on the EDIFACT standard.

All semantically enriched supplier Web services will access the Triple Space
for offering their products and services (only media content for our simplified
prototype) by publishing their service descriptions (offers) into a service cata-
logue managed by the Triple Space. New offers from different content providers
with their own content catalogue format can be integrated to provide a common
perspective of available content to service providers.

Semantic Web services using WSMO [7] from both service providers and sup-
pliers of any type will be able to negotiate purchases of content and services
by using Triple Space as a space-based message mediator. These negotiations,
performed by EDIFACT message exchange, will be temporally stored inside the
tuple space of the Triple Space. Once all negotiations are successfully ended and
the service provider has all the components needed to exploit the service being
designed, the Triple Space will store the service settings inside the service reg-
ister. This register will allow other service providers to search for existing services
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Fig. 6. High level architecture

similar to those they are designing and subcontract them without having to own
additional infrastructure; thus allowing reuse of digital content services.

4 Conclusion

Digital asset management is an emerging business for telecommunication compa-
nies, especially when applied to the entertainment market. This paper analyzes
a typical use case in this field from a business and technological perspective.
Triple Space computing is introduced as a novel middleware technology and an
explanation is provided for how such an approach can cope with the integration
needs of the communicating partners at data and application levels.

TripCom activities in the EAI area aim at demonstrating the capacity of Triple
Space computing to address the DAM scenario. Space-based middleware is a fea-
sible alternative to traditional solutions to Enterprise Application Integration,
since it allows agents to publish and retrieve information in an uncoupled man-
ner in terms of space and time. By extending tuple spaces with Semantic Web
technology, applications are able to store and exchange machine-understandable
information in a decentralized and distributed manner, while taking advantage
of powerful coordination mechanisms. This combination provides a new level of
integration of the highly heterogeneous data and message formats exchanged in
a DAM scenario.
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21. H. Wache, T. Vögele, T. Visser, U. Stuckenschmidt, H. Schuster, G. Neumann,
and S. Hübner. Ontology-based integration of information - a survey of existing
approaches. In Proceedings of the IJCAI-01 Workshop: Ontologies and Information
Sharing, pages 108–117, 2001.

22. S. Weerawarana, F. Curbera, F. Leymann, T. Storey, and D. F. Ferguson. Web
Services Platform Architecture: SOAP, WSDL, WS-Policy, WS-Addressing, WS-
BPEL, WS-Reliable Messaging, and More. Prentice Hall PTR, 2005.



Evaluating Quality of Web Services:

A Risk-Driven Approach

Natallia Kokash and Vincenzo D’Andrea

DIT - University of Trento, Via Sommarive, 14, 38050 Trento, Italy
{kokash,dandrea}@dit.unitn.it

Abstract. Composing existing web services to obtain new functionali-
ties is important for e-business applications. Deficiencies of aggregated
web services can be compensated involving a redundant number of them
for critical tasks. Key steps lie in Quality of Service (QoS) evaluation
and selection of web services with appropriate quality characteristics in
order to avoid frequent and severe faults of a composite web service. This
paper, first, surveys the existing approaches for QoS-driven web service
selection. Then, it proposes a novel approach for evaluating quality of re-
dundant service compositions through analysis of risk related to the use
of external web services. Finally, we describe an improved selection algo-
rithm that takes into account success rate, response time and execution
cost of involved web services.

Keywords: Web services, Quality of Service, Selection, Composition,
Risk Analysis.

1 Introduction

Web services are software applications with public interfaces described in XML.
According to the established standards, web service interfaces are defined in
Web Service Description Language (WSDL). Published in Universal Description,
Discovery and Integration (UDDI) directory web services can be discovered and
invoked by other software systems. These systems interact with web services
using XML-based messages conveyed by Simple Object Access Protocol (SOAP).
Web services are considered a promising technology for Business-to-Business
(B2B) integration. A set of services from different providers can be composed
together to provide new functionalities. One of the most notable efforts in the
area of web service composition is the Business Process Execution Language for
Web Services (BPEL4WS). BPEL4WS is a language for describing service-based
business processes and specifying interaction protocols for involved services.

Web service composition is a complex process involving analysis of process
requirements, semantics and behavior of existing services, service testing, adap-
tation, contracting and management. Despite all the efforts problems both on
technical and semantical levels may appear. Modifications of the involved services
and their unexpected faults may affect a client application. Erroneous services
can be replaced with analogues to allow for correct behavior of client applica-
tions in such situations. Since much work is required to safely introduce a new
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component in a system, alternative services must be known in advance. In re-
dundant service compositions a set of services are not normally used but cater
for fault-tolerance, i.e. the ability of a system to behave in a well-defined manner
once faults occur.

Definition 1. A web service composition c is said to be redundant iff for all
executions E of c in which no faults occur, the set S of all services of c contains
services that are not invoked in E.

Due to unsteadiness of business environments service-based systems require run-
time monitoring. Statistics about user experience with web services may be used
to select well-behaved services. Quality of Service (QoS) is a set of parameters
such as service execution cost, performance, reliability, robustness and the like.
In this paper, we will refer to quality of composite web services as to Quality of
Composition (QoC).

Analysis of QoS of web services is of paramount importance. Multiple pro-
posals aiming at QoS evaluation and selection of better services have appeared
because of multi-dimensionality and volatility of QoS parameters. They will be
surveyed in the next section. In this paper, we present a novel web service selec-
tion algorithm. In contrast to existing work, it does not rely on a simple additive
weighting technique for involving QoS parameters such as success rate, response
time and execution cost into an objective function. A generalized strategy for
QoC evaluation inspired from risk analysis is proposed. We apply our strategy to
evaluate quality of redundant compositions, assuming failures of atomic services
and regarding composition structure.

The paper is structured as follows. Section 2 discusses related work. In section 3,
a notation for modelling redundant service compositions is explained. Section 4
discusses risk management and its application to analysis of QoC. Sections 5
studies failures of composed web services and evaluates impact of these failures
on the service composition. In Section 6, an example is given that helps better
understand how QoC is calculated. Our service selection algorithm is presented
in Section 7. Section 8 presents experimental results. Conclusions and future
work are sketched in the last section.

2 Related Work

Description of quality characteristics of web services can be found in [1]. Among
them are throughput (the number of requests served in a given time period), capac-
ity (a limit of concurrent requests for guaranteed performance), response time (the
time taken by a service to process its sequence of activities), execution cost (the
amount of money for a single service execution), availability (the probability that
a service is available), reliability (stability of a service functionality, i.e., ability of
a service to perform its functions under stated conditions), and so on.

There are several proposals aiming at measuring and specifying QoS for web
services. Tosic et al. [2] developed a Web Services Offering Language (WSOL)
that allows a service provider to specify five QoS-related constructs: constraints
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(functional constraints, QoS and access rights), statements, constraint groups,
constraint group templates and service offerings. Maximilen and Singh [3] pro-
pose an agent-based framework and ontology for QoS measurement. In this ap-
proach service providers publish their services to registries and agencies, and
service consumers use their agents in order to discover the desired service. The
metrics concept is absent in this ontology. A QoS ontology proposed in [4] fills
this gap. It consists of three layers: the QoS Profile Layer, used for matchmak-
ing; the QoS Property Definition Layer, used to present the property’s domain
and range constraints; and the Metrics Layer that provides measurement details.
Multiple QoS profiles can be attached to one service profile in this approach.

An interesting task is how to choose web services to be used by a new (com-
posite) web service in order to have a guarantee that required quality level of
the composition is reached. Cardoso et al. [5] introduced several models for QoS
measurement in workflows. In particular, the authors evaluate expected response
time, execution cost and reliability of a workflow applying sequential, parallel,
conditional, loop and fault-tolerant system reduction rules. For example, the ex-
pected execution cost of a composition including two parallel services s1 and s2
is qcost(s1) + qcost(s2) while its response time equals max(qtime(s1), qtime(s2)).
Lakhal et al. [6] extends this work by reviewing the estimation of reliability and
response time of fault-tolerant compositions.

Service compositions that embed low-quality services inherit their drawbacks
as well. This poses a challenge for software developers that build new systems on
the basis of available components. One can compensate deficiency of such systems
if many web services with compatible functionality exist. Elaborating this idea,
a good number of QoS-driven service selection algorithms have appeared. One
of the first works in this direction is done by Zeng et al. [7]. They consider
web service selection as a global optimization problem. Linear programming is
applied to find the solution that represents the service composition optimizing
the target function. The target function is defined as a linear combination of five
parameters: availability, successful execution rate, response time, execution cost
and reputation. In [8] the service selection is considered as a mixed integer linear
program where both local and global constraints are specified. The model by Yu
and Lin [9] comes to the complex multi-choice multi-dimension 0-1 knapsack
problem. In this approach, the practice of offering different quality levels by
services is taken into consideration. Gao et al. [10] apply integer programming
to dynamic web service selection in the presence of inter service dependencies and
conflicts. Wang et al. [11] consider the measurement of non-numerical qualities.
Accuracy, security and exception handling are taken into account. As in the
previous work, QoS-driven web service selection is based on assessment of a
linear combination of scaled QoS parameters. Yang et al. [12] turn QoS factors to
a form following the ascent property. Along with the five QoS attributes used in
[7] a service matching degree is analyzed. Matching degree defines a compliance
between composed services and, in principle, is a functional parameter. The
Multiple Criteria Decision Making (MCDM) technique is used to give an overall
evaluation for a composite web service.
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The above solutions depend strongly on user weights assigned to each pa-
rameter. There is no clear mechanism allowing a user to set up these weights
in order to obtain the desired result. Several approaches try to avoid a user
involvement in the selection procedure. For example, in [13] service selection
is formulated as Multiple Attribute Decision Making (MADM) problem. Four
modes for determining relative weights for QoS attributes are proposed: sub-
jective, single, objective and subjective-objective. Claro et al. [14] follows the
quality model proposed in [7] with several improvements. The first extension
concerns the concept of reputation that is ranked based on the user’s knowl-
edge of the service domain. Secondly, a multi-objective problem is considered
as opposed to Zeng’s aggregation functions. It is resolved using multi-objective
genetic algorithm called NSGA-II, without giving any weight to any quality cri-
terion. Canfora et al. [15] extend works by Cardoso [5] and Zeng [7] in a similar
way. A genetic algorithm for QoS-aware workflow re-planning is proposed. An
interesting approach is taken by Martin-Diaz et al. [16] who propose a constraint
programming solution for procurement of web services with temporal-aware de-
mands and offers. Bonatti and Festa [17] formalize three kinds of service selec-
tion problems to optimize the quality of the overall mapping between multiple
requests and multiple offers with respect to the preferences associated to services
and invocations. In particular, they prove that the problem of cost minimization
is NP-hard by reduction from the Uncapacitated Facility Location Problem. Ex-
act and approximated algorithms to solve the formulated problems are proposed.
Several works experiment with expressing user QoS preferences in a fuzzy way.
Mou et al. [18] set up a QoS requirement model with support of fuzzy metrics for
expressing user requirements on target service QoS. In [19] the service selection
problem is formalized as a Fuzzy Constraint Satisfaction Problem. Deep-first
branch-and-bound method is applied to search for an appropriate web service
composition.

Assuming that the failure of any individual web service causes the failure of
the composite service, the overall reliability of composite service is the product of
the reliability of constituent web services. Therefore, one unreliable web service
can decrease the overall reliability to a very low level. The upper bound of overall
reliability is often determined by the weakest constituent web services. Jaeger
and Ladner [20] consider identification of such weak points. For each weak point
they identify alternative candidates that meet the functional requirements. Three
possible replacement patterns are analyzed: Additional Alternative Candidate,
AND-1/n and XOR-XOR. Dealing with the analogous problem, Stein et al.
[21] apply an algorithm for provisioning workflows that achieve higher success
probability in uncertain environments through varying the number of providers
provisioned for each task.

Diversity of quality metrics, their value ranges and measurements makes it
difficult to provide a single QoS-driven selection algorithm for web services.
The existing approaches cover a wide range of methods for multi-objective op-
timization, but fail to provide a valid formalization of the problem that would
sufficiently reflect the real world conditions. A consistent analysis of pros and
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cons of the listed algorithms is out of the scope of this work. Among the negative
characteristics of state-of-the-art algorithms that will be addressed are:

– Choice of an objective function. Dependency between different QoS factors
is not considered by the existing solutions. Suppose that two weather fore-
casting services are available: the first one provides reliable forecasts but,
as a consequence, it is expensive and rather slow, whereas the second one
is cheap and fast but generates forecasts at random. Algorithms based on a
simple additive technique are likely to select the second web service despite
the fact that the service response time and execution cost are not important
if the service is unreliable. Another grave drawback of the methods compar-
ing a weighted sum of relative scores for each quality factor is that bigger
compositions are likely to have higher total score. On the other hand, con-
straint satisfaction algorithms consider QoS separately and do not reason
about overall quality of a service.

– Absence of redundancy. Despite the efforts aimed at insuring web service re-
liability (e.g., contracts), service composition failures are almost inevitable.
Nevertheless, they can be gently treated without leading to the composition
breakdown. As failure-tolerance can be reached through composition redun-
dancy, an important characteristic of a service is the number and quality of
services compatible with it in a particular environment. This implies that
services must be selected with respect to their context within the composite
service and its structure. So, the problem must not be reduced to the selec-
tion of a simple execution path where only one web service is assigned to
each task.

3 Modelling Redundant Web Service Compositions

Composite web services can be defined using a set of workflow patterns [22]:

– Sequence. Several services are executed in a sequence.
– Loop. The execution of a service is repeated several times.
– AND split followed by AND join. Several services are invoked in parallel and

all services must be executed successfully.
– AND split followed by m-out-of-n join. Several services (n) are invoked si-

multaneously, but only m ≤ n of them must be executed successfully.
– XOR split followed by XOR join. Only one service is invoked from a set of

available services. The synchronizing operation considers only the invoked
service.

– OR split followed by OR join. Several services (n) from all available (k) are
invoked and all of the invoked services are required to be finished successfully
for synchronization.

– OR split followed by m-out-of-n join. Several services (n) from all available
(k) are invoked and m ≤ n services must be executed successfully.

The above workflow patterns form a set of functional and structural require-
ments which cover most service-based flow languages (e.g., BPEL4WS). We sup-
pose that sequential composition prescribes an order for the execution of services.
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Table 1. A notation for representing composite web services

Graphical Syntactical Description
si si A web service.

The start and the end states.
→ (s1; s2; ...; sk) Sequential operator.

|mn (s1|s2|...|sk)m
n

Parallel operator. Indices m and n are used to
represent AND split followed by m-out-of-n join
(bottom index n = k and upper index m = n can
be omitted).

+m
n (s1 + s2 + ... + sk)m

n

Choice operator. Indices m and n are used to rep-
resent OR split followed by m-out-of-n join (bot-
tom index n = k and upper index m = 1 can be
omitted).

The situation when the execution of a set of services can be performed in an
arbitrary order is also possible in practice. It can be modelled as XOR split
followed by XOR join of all alternative sequences with a prescribed order. Loop
can be seen as a special case of sequential composition. For specifying composite
web services with redundancy we will use a notation drawn in Table 1.

Several services are composed in an application that can be available as a new
web service (see Fig. 1). The provider of this service is in a difficult situation as
(s)he must guarantee a certain level of QoS to end users, and in the same time,
quality of the provided service depends on agreements established among the
partners and quality of the involved services. For example, one of the possible
problems is a limited capacity of the atomic services. A composite service will
be forced to pay penalties to its clients because it cannot satisfy all requests
in a required time. To avoid such bottlenecks, the maximum capacity of the
composition must be controlled. A set of run-time changes in the composition
model should be taken into account:

– Service capacity correction. It reflects changes in the monitored service per-
formance related to the increase/decrease of service load by external clients,
problems in a communication network or middleware, etc.

– Service deletion. Some web service is not available for the invocation.
– Service addition. A new service is introduced into a composition.
– State deletion. All services that can be invoked from this state are deleted.
– Sub-composition deletion. Any service can be deleted if there is no path be-

tween the start state and the end state that includes this service. Iteratively
repeating state and service deletion we can delete a sub-composition.

– Sub-composition addition. The reverse operation to the sub-composition dele-
tion arises if a new sub-composition is involved in the model.

Distributions of the service capacity and the expected number of concurrent
requests must be compared to guarantee a stable execution of the composite
web service. Generally, we may speak about risk that quality of a composite web
service will be affected because of problems with involved services. If this risk is
significant we must try to mitigate it, for example, negotiating quality of service
with partners or adopting other services.
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Fig. 1. An example of a service-based workflow

In the next section we discuss risk management and its application to QoS-
driven web service selection.

4 Risk Management

The purpose of risk management is to reduce or neutralize potential risks and
offer opportunities for some positive improvements. Risk management operates
with notions of threats (danger sources), probabilities of threats (likelihoods that
given threats will be triggered) and their impacts on the organization (monetary
loss, breach of reputation, etc.). Risk r can be expressed mathematically as a
probability p of a threat e multiplied by a respective magnitude q of its impact:
r(e) = p(e)q(e). Three main steps of risk management include identification,
which is needed for surfacing risks before they become problems, analysis, when
identified risk data is converted into decision-making information, and control,
which consists of monitoring the status of risk and actions taken to reduce them.
Appropriate risk metrics must be developed to enable the evaluation of the risk
status and mitigation plans.

Risk management covers all steps of software development and business
process modelling lifecycle. Several risk management frameworks [23][24] have
been created to keep software projects within established time and budget con-
straints. Other related work concerns risk analysis for business processes [25][26].
A business process is a structured set of activities which are designed to produce
a specified output for a particular customer or market. Business processes are
subject to errors in each of their components: to enable the successful completion
of a business process it is important to manage risks associated with each pro-
cess activity and with the overall process. Defining a business process, a company
can rely on outsourcing, i.e., a formal agreement with a third party to perform
a service for an organization. In this case, the risk management process requires
evaluation of proposals, identification of best providers and sources, evaluation
of supplier financial viability, country risk assessment, etc. along with costs of
failure or non-delivery of outsourced functional modules [27].
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Further we will consider risks specific for execution of service-based business
processes to that extent as they may affect composition design. Such risks can
be divided into three basic categories:

– Inter-organizational risks are caused by providers of web services used in a
service composition. Into this category we can put risks related to such events
as disposal of a service by the provider, changes in interface and behavioral
logics of a service, contract violation, obtrusion of a new contract with worse
conditions, intentional disclosure of private user information, etc.

– Technical risks are related to technical aspects of distributed systems such
as network or service failures.

– Management risks may be caused by the use of automatic management sys-
tems. For example, requests from some unprivileged clients may be ignored
or delayed because of the limited capacity of a web service, etc.

Risk analysis uses two basic types of techniques, namely quantitative and
qualitative. Qualitative analysis involves the extensive use of mathematics and
reports based on probabilities of threats and their estimated costs. Qualitative
analysis is a verbal report based on system knowledge, experience, and judg-
ment. Statistical information about service behavior is essential for risk analysis.
The assessment has to be ongoing and evaluations of the probability of events
happening revised as the system is used and evolves. Without the benefit of a
quantitative assessment risk analysis is subjective and has to be based largely on
common sense and experience. For example, services provided by a large well-
known company can be considered less risky than services of a small unknown
company.

In ideal risk management a prioritization process is followed: the higher risks
are handled first, and the lower risks are handled later. Each external web service
can be seen as a black box with a certain QoS. Several actions are possible to
manage risks caused by use of external web services:

– Communicate with the service provider in order to establish an agreement
that can help to mitigate the risk.

– Mitigate the impact of the risk by identifying a triggering event and devel-
oping a contingency plan.

– Try to avoid risks by changing the design of the application. In particular,
functionality of unreliable services can be (1) implemented from scratch, (2)
taken from open source projects, (3) provided by software components that
are deployed locally.

– Accept the risk and take no further actions, thus, accepting the consequences.
– Study the risk further to acquire more information and better determine the

characteristics of the risk to enable decision making. For example, conditions
when failures of external services are more likely can be discovered.

As standard protocols simplify involvement of new web services, we can try
to reduce risks through web service selection. However, if too many services are
included in the composition, its cost increases. A composition that maximizes
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the overall profit must be selected. As risks define expected loss in some period
of time, the problem can be formalized as selection of a composition c0, such
that

Qprofit(c0) = Qincome(c0) − R(c0) = max
c∈C

(Qincome(c) − R(c)),

where Qincome(c) is an income expected by the provider, and

R(c) =
∑

ej∈E(c)

r(ej) =
∑

ej∈E(c)

p(ej)Qloss(ej)

is an estimated risk of the composition c internally used by the composite service.
Here, C denotes a set of all available compositions, E(c) is a set of independent
risk-related events identified for a composition c, p(ej) is a probability that an
event ej will occur and Qloss(ej) is an estimated loss function of this event.
In a ProRisk Management Framework [28] other strategies for risk assessment
are provided, given that some events are not totally independent of others. For
example, assuming that there exist one dominating threat, the following fuzzy
model for risk assessment is valid1:

R(c) = max
ej∈E(c)

r(ej) = max
ej∈E(c)

p(ej)q(ej).

5 Failure Risk

Failure risk is a characteristic considering probability that some fault will occur
and the resulting impact of this fault on the composite service. For an atomic
service si it equals

r(si) = p(si)q(si),

where p(si) is a failure probability of service si, and q(si) is a loss function.
Service s1 is better than service s2 if it has a smaller failure risk r(s1) < r(s2).

Let c = (s1; s2; ...; sk) be a sequential composition. If a service si fails the
results of services {s1, s2, ..., si−1} will be lost as well whereas their response
time and execution cost increase the total expenses to satisfy a user request.
These expenses are included in a loss function of a service si failure. Hence, a
failure risk of a service si in a sequential composition equals:

r(s1; ...; si) = p(s1; ...; si−1; si)q(s1; ...; si) =
i−1∏

j=1

p(sj)p(si)
i∑

j=1

q(sj).

Let us consider an example. Suppose that a user needs to translate a text from
Belarusian to Turkish provided that five translation web services are available:
b-e translates from Belarusian to English, b-g from Belarusian to German, g-t
from German to Turkish, e-t from English to Turkish, and g-e from German to
1 The original formula includes also weighting coefficients to scale the impact of the

threat into an appropriate utility measure.
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Fig. 2. A redundant service composition with three possible execution paths

English (see Fig. 2). There are three configurations that can fulfill the user goal,
i.e., the text can be initially translated (1) from Belarussian to English and then
from English to Turkish, (2) from Belarussian to German and then from German
to Turkish, (3) from Belarussian to German, then from German to English and
finally from English to Turkish. Suppose we have chosen the first composition.
If the service e-t fails, the task will not be completed and the translation done
by the service b-e will be lost. Instead, if the second composition is chosen, in
case of a g-t failure, the task still can be completed successfully by switching to
the third composition without rollback.

In our example, r(e-t) = p(b-e)p(e-t)(q(b-e)+q(e-t)), where p(e-t) is a failure
probability of the service e-t. Loss function q(.) can refer either to execution cost
of the services b-e and e-t or to their expected response time. In the latter case,
the estimation of time loss will be obtained. It may be important for tasks with
deadlines, i.e., with limits on the latest time for a task to be accomplished.

In complex service oriented systems calculation of a loss function may involve
analysis of transactional aspects of the process. The loss function of the AND
split followed by AND join pattern with service sequences in each branch c =
(s1; ...; sn)|(t1; ...; tm) depends on the service coordination mechanism. We may
distinguish centralized and decentralized compositions. In the first case, parallel
branches can be interrupted immediately after the fault detection, therefore loss
functions of a service si failure are:

qtime(c|si) =
i∑

j=1

qtime(sj), qcost(c|si) =
i∑

j=1

qcost(sj) +
k∑

j=1

qcost(tj),

where k (1 ≤ k ≤ m) is the number of services executed before the si failure
has been detected. In the second case, additional expenses can be involved since
additional time is required to forward an error message to a place where it can
be correctly processed.

6 Failure Risk of Redundant Service Compositions

In this section, we provide an example of failure risk management for redundant
service compositions.

Redundant compositions include one or more XOR/OR split followed by
XOR/OR/m-out-of-n join patterns that define alternative ways to accomplish
some tasks. In our scenario, end users invoke a composite web service, which
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(a) c1 = s1; s2 (b) c2 = (s1 + s3); s2

(c) c3 = (s1; s2) + (s3; s4) (d) c4 = s1; (s2 + s3)

(e) c5 = (s1; s2) + (s1; s4) + (s3; s2) + (s3; s4)

Fig. 3. Composite web services with different structure

invokes a set of other services to fulfill user requests. If the user task is not sat-
isfied, the provider of the composite service pays a compensation. Similarly, if
an atomic service fails, the provider of the composite service receives a compen-
sation from the provider of the failed service. A Service Level Agreement (SLA)
with the end user can be established in such a way that a service composition
will satisfy the constraints on response time and execution cost provided that no
faults occur. Unexpected failures of component services lead to resource loss and
may cause a violation of negotiated parameters. If there are stand-by resources
(the maximum budget for a task is not reached, there is time before a task exe-
cution deadline), a user task can be completed by other web services. Therefore,
it is reasonable to create a contingency plan in order to improve fault resistance
of a composite web service. For redundant compositions a contingency plan is a
set of triples 〈ak, tj , ci〉, expressing the fact that a sub-composition ci is started
from a state tj after an event ak. Here, tj is one of the XOR/OR split states,
and ak refers to the actions discussed in Section 4.

Let qcost(si) be an execution cost and qpnlt(si) be a penalty of an atomic
service si. We will denote a difference between the service execution cost and
the penalty paid if the service si fails by qdf (si) = qcost(si) − qpnlt(si). Let also
qpnlt(c) be a penalty paid by the provider of the composite web service in case of
its failure. Figure 3 shows five web service compositions with different internal
structure. Their failure risk is shown in Table 2. It is assumed that service failures
are independent, i.e., p(si|sj) = p(si), 1 ≤ i, j ≤ n, i �= j. Failure risk defines
an expected amount of money the provider will lose exploiting external services
with certain QoS, provided different levels of redundancy: in the first case, only
one service is assigned to each task; in the last case, two services are assigned
to each task. An alternative combination is used only if the previous one fails to
complete the process.
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Table 2. Failure risk for compositions in Fig. 3. The risk values are given for the
following parameters: p(si) = p(si) = 0.5, qcost(si) = qpnlt(si) = 1, qpnlt(c) = 2.

ci Failure risk calculation formula R(ci)

c1 p(s1)
(
qdf (s1) + qpnlt(c)

)
+ p(s1)p(s2)

(
qcost(s1) + qdf (s2) + qpnlt(c)

)
. 1.75

c2 p(s1)
(
qdf (s1)+p(s2)(qdf (s2)+qpnlt(c))+p(s2)p(s3)(qcost(s2)+qdf (s3)+

qpnlt(c)
)

+ p(s1)p(s3)
(
qcost(s1) + qdf (s3) + qpnlt(c)

)
.

1.625

c3 p(s1)
(
qdf (s1)+p(s3)(qdf (s3)+qpnlt(c))+p(s3)p(s4)(qcost(s3)+qdf (s4)+

qpnlt(c))
)

+ p(s1)p(s2)
(
qcost(s1) + qdf (s2) + p(s3)(qdf (s3) + qpnlt(c)) +

p(s3)p(s4)(qcost(s3) + qdf (s4) + qpnlt(c))
)
.

1.5625

c4 p(s1)
(
qdf (s1)+qpnlt(c)

)
+p(s1)p(s2)

(
qdf (s2)+p(s3)(qcost(s1)+qdf (s3)+

qpnlt(c))
)
.

1.375

c5 p(s1)
(
qdf (s1)+p(s3)(qdf (s3)+qpnlt(c))+p(s3)p(s4)(qcost(s3)+qdf (s4)+

qpnlt(c))
)

+ p(s1)p(s2)
(
qdf (s2) + p(s4)(qcost(s1) + qdf (s4) + qpnlt(c))

)
.

1.25

Failure risk is a compound measure considering probability of constituent ser-
vice failures, their response time and/or execution cost along with the structure
of a composition graph. Intuitively, compositions with many OR branches are
more reliable. However, which configuration will be selected depends on the bal-
ance between the above parameters. For example, if only two web services can
accomplish some task and one of them failed, it might be better for the com-
posite service to stop the execution instead of trying a second service if it is too
expensive.

7 Web Service Selection Algorithm

In this section we present a modification of the method by Zeng et al. [7] for
web service selection based on the above ideas.

Let us consider a composite service that invokes a set of external web services.
Success rate of a service s can be defined statistically as p(s) = Nsuc(s)/Ntotal(s),
where Nsuc is the number of successful service responses and Ntotal is the total
number of observed invocations. A service invocation is considered successful if
the user goal is satisfied or we can proceed along with the execution, i.e., (1)
the service is available, (2) the successful response message is received within an
established timeout, (3) no errors are detected automatically in the output, (4)
service effects are satisfied, (5) preconditions of a subsequent service are met. If
necessary, we can distinguish the above situations and consider several metrics
for service successful invocation. Success rate defines the probability of success
p(s) for future service invocations. Along with the probability of success we can
consider the probability of failure p(s) = 1 − p(s).

The main idea of the service selection algorithm is to search for a simple path
(s1; ...; sk) between the start and the end states in the composition graph that
maximizes the following target function:
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f(c) = p(c)(qmax − q(c)) = p(s1; ...; sk)(qmax − q(s1; ...; sk)) =

=
k∏

i=1
p(si)(qmax −

k∑

i=1
q(si)),

where qmax defines the resource limit, taken from an SLA or chosen big enough to
guarantee the positive value of f(c). This formula can be inferred from the more
general one (see Section 4) assuming that the provider pays for external web ser-
vices only if all of them are executed successfully, and no penalty is paid to a user
if the composite service fails. Thus, to maximize the profit, the percentage of the
successful invocationsmust be maximized and cost of each invocationmust be min-
imized. Here q(.) can refer to response time, execution cost, or a function including
both of them. For instance, we can use a linear combination of execution cost and
response time: q = w1qtime +w2qcost | w1 +w2 = 1, 0 ≤ w1, w2 ≤ 1. Service avail-
ability is not considered explicitly as in [7], however, according to our definition,
this aspect is characterized by the service success rate.

8 Experimental Evaluation

In order to analyze our approach empirically, we compared the proposed service
selection algorithm with the linear programming approach by Zeng et al. [7]. We
developed a simulation of a web service composition engine and generated a large
number of random service compositions. For the data presented in this paper, we
used 100 compositions of 10 atomic web services. Such a relatively small number
of services included in one composition is chosen to follow the realistic scenarios.
For each atomic web service its execution cost, response time and success rate
are defined randomly with uniform distribution, from 0 to maxCost = 1000$
for execution cost, from 0 to timeout = 1000ms for response time, and from 0.5
to 1 for success rate (values greater than 0.5 are generated to avoid services
with very low success rate). We compared the performance of our method with
the performance of the linear programming approach by recording the expected
response time, execution cost and success rate of the compositions chosen by
these two methods. We also simulated invocation of the chosen compositions
and compared their real success rates. We assigned weights wi = 1

3 for each
of the three parameters for the linear programming approach, and wi = 0.5
for response time and execution cost in our approach. The solutions proposed
by our modified algorithm had better response time and execution cost than
the solutions found by the linear programming approach, in 96% and 89% of
tests, correspondingly. In the same time, expected success rates of these solutions
were always better. More details about the presented results are available in our
technical report [29].

9 Conclusion

We have proposed a risk-driven methodology for QoS evaluation. This approach
may help to simplify web service selection by considering cost equivalent of
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various QoS factors. We have demonstrated how risk analysis can be used to
measure impact of atomic service failures on a service composition. Our exper-
iments prove that the difference between expected income and expenses better
characterizes the problem of QoS-driven web service selection from provider’s
perspective than a linear combination of scores for various QoS factors.

An obvious drawback of our metric is that different redundant compositions
require risk recalculation, which makes the approach computationally less effi-
cient than methods relying on the QoS evaluation of well defined patterns [20]. In
our previous work [30] a polynomial-time greedy heuristic selecting a less risky
sub-composition in each XOR split state was proposed.

Service oriented systems are open to various risks. Different techniques might
be needed for their identification, analysis and control. In our future work we
are going to systematize and elaborate the above ideas.
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Abstract. Biometric technology is critical to the rapidly growing suite
of civilian applications. In this paper, we offer a broader scope of bio-
metrics by a novel concept, the biometrics grid. The architecture of bio-
metrics grid aims to overcome/resolve three main problems of existing
biometric technology using the grid computing: 1) the need for coop-
eration in different fields, 2) duplicated works and 3) the consideration
of application demands in different levels. The proposed architecture of
biometrics grid provides a Web portal based virtual environment as well
as features like biometric applications meeting QoS goals. Experimental
results are given in order to show the feasibility to deploy the idea of
grid computing in biometric applications.

Keywords: Grid technology, Biometrics, Face recognition, Grid appli-
cation.

1 Introduction

In this age of digital impersonation, biometric techniques are being used in-
creasingly as a hedge against identity theft. The premise is that a biometrica
measurable physical characteristic or behavioral traitis a more reliable indicator
of identity than legacy systems such as passwords and PINs. Biometric systems
have been defined by the U.S. National Institute of Standards and Technology
(NIST) [1, 2] as systems exploiting “automated methods of recognizing a person
based on physiological or behavioral characteristics” (biometric identifiers, also
called features). Physiological biometrics is based on data derived from direct
measurement of a body part (i.e., fingerprints, face, retina, iris), while behavioral
biometrics is based on measurements and data derived from a human action [2]
(i.e., gait and signature).
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Biometric systems are being used to verify identities and restrict access to
buildings, computer networks, and other secure sites [3]. Recent global terrorism
is pushing the need for secure, fast, and non-intrusive identification of people as a
primary goal for homeland security. As commonly accepted, biometrics seems to
be the first candidate to efficiently satisfy these requirements. For example, from
October 2004, the United States control the accesses to/from country borders
by biometric passports [4, 5]. Biometrics systems are traditionally used for three
different applications [6, 7]: physical access control for the protection against
unauthorized person to access to places or rooms, logical access control for the
protection of networks and computers, and time and attendance control.

Biometric technology, an integral part of law enforcement, is critical to the
rapidly growing suite of civilian applications, such as citizen ID cards, e-passports,
and driver license. These systems not only need advanced biometric technology
interfaces but also the ability to deal with security and privacy issues. The inte-
gration of biometrics with access control mechanisms and information security is
another area of growing interest. The challenge to the research community is to de-
velop integrated solutions that address the entire problems from sensors and data
acquisition, to biometric data analysis and systems design.

However, biometric technology suffers problems in its way of research and
applications:

– Cooperation in diverse fields. From a technical viewpoint, biometrics spans
various technologies, such as fingerprint and face recognition, mathematics
and statistics, performance evaluation, integration and system design, in-
tegrity, and last but not least, privacy and security. Therefore, there is a
need for scientists and practitioners from the diverse fields of computing,
sensor technologies, law enforcement and social sciences to exchange ideas
research challenges and results.

– Duplicated works. Currently, most biometric technology research in offered
production are either actually intra-organizational or operated by application
domains, such as FaceVACS-SDK produced by Cognitec. It is wasteful with
duplicated efforts in building test databases as well as difficulty in providing
uniform performance standards. For example, face recognition researchers
spend great efforts in building face databases (i.e., FERET, PIE, BANCA,
CAS-PEAL, AR) while these databases are not easily accessed by others.

– Large scale databases. The population in a database can significantly affect
performance [8]. In a system with a large scale database, the ordinary recog-
nition processes perform poorly: with the increase of the database scale,
the identification rates of most algorithms may decline rapidly; meanwhile,
querying in a large scale database may be quite time-consuming. So how
to deal with a large scale database has been a difficult problem faced by
researchers on biometric technology in recent years. Su et al presented a face
recognition system framework constructed on the client-server architecture
[9]. A distributed and parallel architecture was introduced to this system.
The clients and servers are connected by 1000MB networking switch. Al-
though this system has gained good performance: querying one face image
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in 2,560,000 faces costs only 1.094s and the identification rate is above 85% in
most cases, it is limited in accessing and extending due to its C/S framework.

– Application demands in different levels. One important aspect of biometrics
that has not been adequately addressed by the research community thus far is
that of large scale applications. There is a dichotomy between established and
newer biometric approaches. Some biometric technologies, such as fingerprint
identification and speaker verification, are relatively mature and have drawn
considerable attention over 40 years, from both a research and a development
viewpoint. Other, less mature biometric technologies, such as recognition
based on face, hand, palmprint and iris, have brought much recent innovation
and excitement and are starting to be successfully deployed in commercial
systems.

Grid systems [10, 11] are the gathering of distributed and heterogeneous re-
sources (CPU, disk, network, etc.). A grid is a high-performance hardware and
software infrastructure providing scalable, dependable and secure access to the
distributed resources. Unlike distributed computing and cluster computing, the
individual resources in grid computing maintain administrative autonomy and
are allowed system heterogeneity; this aspect of grid computing guarantees scal-
ability and vigor. Therefore, the grids resources must adhere to agreed-upon
standards to remain open and scalable. They are promising infrastructures for
executing large scale applications and to provide computational power to every-
one. To promote both biometric technology and grid computing, this paper aims
to present a biometrics grid (BMG).

• We present a description of the architecture of BMG mainly based on Globus
Toolkit components. BMG provides a Web portal based virtual environment,
biometric applications with different QoS demands. The Globus Toolkit,
currently at version 4, is an open source toolkit for building computing grids
provided by the Globus Alliance.

• A Web portal based virtual environment. Considering cooperation in diverse
fields, BMG creates a virtual collaborative environment linking distributed
centers, users, models, and data. The virtual collaborative environment pro-
vides advantages to urge cooperations in diverse fields.

• Biometric applications with different QoS demands. Considering application
demands in different levels and Large scale databases, biometric applications
with different QoS demands or large scale databases can be solved by grid
computing. Users can easily enjoy these applications because BMG is based
on the Globus Toolkit and the WS-Resource Framework (WSRF). WSRF
is a set of six Web Services specifications that define what is termed the
WS-Resource approach to model and manage state in a Web Services con-
text, WSRF enables the discovery of, introspection on, and interaction with
stateful resources in standard and interoperable ways.

The remainder of the paper is organized as follows: the architecture is de-
scribed in Section 2. The BMG-specific features are presented in Section 3. The
discussion is given in Section 4. We give experimental results in Section 5 and
conclude our work in Section 6.
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2 Concepts

The goal of the BMG system is to simplify both the resource management task
and support mature biometric applications with different QoS demands, by mak-
ing it easier for resource managers to make resource available to others, and the
resource access task, by making biometric data as easy to access as Web pages
via a Web browser.

2.1 Architecture

We present an architecture of BMG in Fig. 1 (a). The major components involved
in the BMG system are described as follows:

• Databases and servers: They are the basic resources on which BMG is con-
structed, the Web Services container is used to host the BMG portal services.

• Globus/Grid infrastructure: This provides remote, authenticated access to
the shared BMG resources. All these components are specified by WSRF.

• High-level and the BMG-specific services: These services span the BMG re-
sources and provide capabilities such as services (submitted by users) deploy-
ment, site to site data movement, distributed and reliable metadata access,
and data aggregation and filtering.

• Client applications: All biometric applications are wrapped to Web Services
specified by WSRF and deployed into the Web Services container. The Web
portal control and render the user interfaceCinteraction.

Moreover, such efforts are wasteful, with duplicated work in building test
databases as well as difficulty in providing uniform performance standards. So
we attempt to give an uniform dataset whose data structure can be defined as
follows:

struct Person{
/*personal information*/
name,
address,
nationality,
......
/*physiological characteristics (NULL when absent)*/
fingerprints,
face,
retina,
iris,
....
/*behavioral characteristics (NULL when absent)*/
gait,
signature
......

}
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(a)

(b)

Fig. 1. (a) The BMG architecture schematic showing major components. (b) Its illus-
tration shows a portal providing an aggregation service for the BMG applications of a
content providing Web Service.

According to the mentioned definition, all kinds of licensed biometric char-
acteristics can be aggregated for further applications without replicated work.
However, a basic requirement is for tools that allow data managers to make
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licensed “person” data available to the BMG community. These tools include
the means to create searchable databases of persons, provide catalogs of the
data that locate a given piece of data on an archival system or online storage,
and make catalogs and data accessible via the Web. Prior to the advent of the
grid, these capabilities did not exist, so potential users of the model data had
to contact the data managers personally and begin the laborious process of re-
trieving the data they wanted.

3 The BMG-Specific Features

As a typical nugget programming challenge, we must take into account the
needed latency and bandwidth of application and network constraints (firewalls)
to decide the most appropriate communication mechanism between nuggets.
This runtime specification of a service-service interaction’s implementation has
no agreed-upon approach. Given the bandwidth and capacity constraints of com-
putation nodes, BMG provides biometric services with different QoS demands
meeting with the QoS goals.

3.1 Providing Services with Different QoS Demands

The service deployment component take charge of deploying the biometric Web
Services on BMG.

Fig. 2. An example of a fingerprint service invocation

Some biometric technologies, such as fingerprint identification and speaker
verification, are relatively mature and can be firstly deployed on BMG for com-
mercial applications. Globus provides tools for us to wrap applications to Web
Services. For example, a fingerprint application can be easily wrapped into a
Web Service (see Fig. 2):

1. Whenever the client fingerprint application needs to invoke the fingerprint
Web Service, it will really call the client stub. The client stub will turn
this ‘local invocation’ into a proper SOAP request. This is often called the
marshaling or serializing process.
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2. The SOAP request is sent over a network using the HTTP protocol. The
server receives the SOAP requests and hands it to the server stub. The
server stub will convert the SOAP request into something the service imple-
mentation can understand.

3. Once the SOAP request has been deserialized, the server stub invokes the
fingerprint service implementation, which then carries out the work it has
been asked to do.

4. The result of the requested operation is handed to the server stub, which
will turn it into a SOAP response.

5. The SOAP response is sent over a network using the HTTP protocol. The
client stub receives the SOAP response and turns it into something the client
application can understand.

6. The fingerprint application receives the result of the Web Service invocation
and uses it.

We can use grid computing to distribute computing applications on the In-
ternet [13] with meeting the QoS goals, given the bandwidth and capacity con-
straints of computation nodes.

Consider a set of M applications A = {a1, . . . , aM} and a set of K computa-
tion nodes C = {c1, . . . , cK}. The bandwidth of the network connection for each
computation node cj in C is Bj bits per second. We can deploy more than one
application to any computation node, but a given application runs entirely on a
single computation node. Not all possible allocations are feasible. If the network
demands of the applications allocated to a given computation node exceed that
bandwidth of computation node.

QoS goals are associated with each application. Such goals for application ai

include its maximum average execution time rmax
i and its minimum throughput

xmin
i . The workload intensity associated with the application ai is equal to λi

requests per second. The resource demand of application ai is characterized
by the tuple (pi, di, ni), where pi is the processing time of application at one
of the computation nodes in C, taken as a reference computation node; di is
the application’s I/O demand measured in seconds of disk service time; and ni

is the applications network demand measured in bps. Let us consider that all
computation nodes have the same capacity.

Not all possible allocations are feasible. If the network demands of the appli-
cations allocated to a given computation node exceed that bandwidth of com-
putation node:

Bj ≥
∑

ai∈Ω(cj)

f(ai), j = 1, ..., K (1)

where Ω(cj) is the set of applications allocated to cj , f(ai) = ni.
An allocation isn’t feasible if at least one of the QoS goals for the application

is violated. Let ri be the average response time of application ai. Then, for any
feasible allocation, the following relationship must hold:
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ri ≤ rmax
i , i = 1, ..., M (2)

The average response time ri of application ai depends on its resource de-
mands, its workload intensity, and the resource demands pi and di and workload
intensities of all applications allocated to the same computation node as ai. BMG
can use a multi-class open queuing network model [14] to compute the average
response time for each application in a given allocation. BMG need to create a
queuing network model for each computation node, with the applications allo-
cated to that computation node for a given allocation constituting the various
classes of model.

3.2 A Web Portal Based Virtual Environment

A key architectural of Web portal is shown in Fig. 1 (b). Generally, portals let
you take multiple Web pages, automatically produce controls to link between
them, and let subsets of them be displayed on a single Web page. All biomet-
ric applications are wrapped to Web Services (each with user-facing ports) are
aggregated for the user into a single client environment.

We assume that all material presented to users originates from a Web service,
called a content provider in this case. This content could come from a simulation,
data repository, or stream from an instrument. Each Web Service has resource-
or service-facing ports that communicate with other services [12]. However, we
are more concerned with the user-facing ports, which produce content for users
and accept input from client devices. These ports use an extension of the Web
Services Definition Language (WSDL), which is being standardized by the Or-
ganization for the Advancement of Structured Information Standards (OASIS).
Most user interfaces need information from more than one content provider.
For example, a computing portal could feature separate panels for job submit-
tal, job status, visualization, and other services. We could integrate this in a
custom, application-specific Web Service, but providing a generic aggregation
service is more attractive. This lets users and administrators choose which con-
tent providers to display and what portion of the display real estate the content
will occupy.

3.3 Large Scale Biometric Database Supported

Grid computing represents the latest and most exciting technology to evolve
from the familiar realm of parallel, peer-to-peer, and client-server models that
can address the problem of fault-tolerant storage for backup and recovery of bio-
metric data. A grid is a high-performance hardware and software infrastructure
providing scalable, dependable and secure access to the distributed resources.
Unlike distributed computing and cluster computing, the individual resources
in grid computing maintain administrative autonomy and are allowed system
heterogeneity; this aspect of grid computing guarantees scalability and vigor.
Therefore, the grids resources must adhere to agreed-upon standards to remain
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open and scalable. They are promising infrastructures for executing large scale
applications and to provide computational power to everyone.

So, BMG can conquer disadvantages of C/S framework because in the het-
erogeneous grid environments, we can hide the heterogeneity of computational
resources and networks by providing Globus Toolkit Services and can implement
the distributed parallel computing of a large scale problem by taking full advan-
tage of Internet resources. According to the applied demand, there are two im-
plementations for grid-based distributed parallel computing, which are Loosely
Coupled Parallel Services and grid MPI Parallel Program. Loosely coupled par-
allel services combine the service-oriented architecture with parallel batch model
to implement the parallel computing; that is to say, the parallel computing can be
achieved by parallel services. Grid MPI parallel program is offered for specialized
applications. Its design sustains and integrates closely with parallel processing
from the bottom, so it can be applied in different applications.

4 Discussions

BMG offers advantages over the classical biometric system. However, Some chal-
lenges stand in the way of the BMG building. We will discuss three of them here.

Standardization. Standards are key to the industry’s growth and a technol-
ogy’s acceptance [15]. Biometrics is a relatively young industry with immense
potential and is thus a key target for standardization (e.g., according to an uni-
form definition, all kinds of licensed biometric characteristics can be aggregated
for further applications without replicated work). Its roots lie in law enforcement
and other government applications, in which custom integration was the norm,
so it is not surprising that the standards to adapt biometrics to off-the-shelf
applications are still evolving. Tracing the lineage of the current effort toward a
biometric application programming interface standard provides insight into its
architecture, components, functions, and data.

Several technical issues await resolution [16] (e.g., how will the consortium
implement scoring and thresholding, will they include normalization, how will
they handle model adaptation), either because they werent adequately addressed
in any of the three earlier APIs or because these APIs addressed each issue in
different ways.

Liberties. BMG poses threats to civil liberties. In biometric systems, the de-
gree of similarity between templates required for a positive match depends on a
decision threshold, a user-defined system parameter. The user can specify high
security, in which case innocent subjects might be caught when the system casts
a broader net. Alternatively, the user might specify low security, in which case
terrorists could escape. Setting this parameter thus directly affects the false posi-
tive rate, which in turn directly affects subjects’ privacy. Another important civil
liberty issue involves the potential for biometric systems to locate and physically



204 A. Ming and H. Ma

track airline passengers. People being scanned and possibly tracked may not be
aware of the system and thus cannot control it.

Who are the BMG Makers. Obviously, the BMG designers and developers
must be aware of lots of issues such as development of grid computing, their
work’s civil liberty implications, cost, and the tremendous effect their decisions
and actions can have on society as a whole. So, the BMG makers are undeter-
mined.

5 Experiments

In our experiments, we carry out a face recognition process on grid with the same
interfaces using four different face recognition methods. The face recognition
approaches we used are listed as: the line based face recognition algorithm [17],
the improved line based face recognition algorithm [18], PCA and PCA+LDA
[19].

5.1 The Experimental Environment

We build a grid platform for the implementation of a biometric paradigm. The
schematic architecture of our grid platform is shown as Fig. 3 (a), the flowchart
of a face recognition job is denoted in Fig. 3 (b), the Web portal we used for face
recognition is shown in Fig. 4 (a). Table 1 shows our experimental environment.

Table 1. Experimental Environment

Grid computing nodes P4 2.93GHz

OS Linux Fedora Core 4

Toolkit Globus Tookit 3.2

DBMS MySQL 5.0

Web server platform Apache Tomcat 5.0

Others HTML, JSP, XML, Java Bean

We use a face database established by ourselves to evaluate the performance
of our algorithm. Pictures of 35 persons are taken by a standard camera (6 pic-
tures per person) under different environments of illumination intensity (weak,
medium and strong). We select 3 views of each person for training, and the other
3 views (in weak, medium, and strong illumination intensity respectively) is used
for test.

5.2 A Face Recognition Process on Grid

We define 3 simple interfaces, which are executable files of c language in Linux
platform, to run a face recognition job.
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(a)

(b)

Fig. 3. (a) The schematic architecture of our experimental grid platform. (b) The
flowchart of a face recognition job (URI represents Uniform Resource Identifier).
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(a) (b)

Fig. 4. (a) The Web portal; (b) The relation between the execution times and the
numbers of grid computation nodes (GCNs) of the improved line based face recognition
algorithm

– Interface 1 Training.exe, a executable file for face images training, can be
invoked as follows:

Training.exe face image 1 face image 2...

– Interface 2 FeatureExt.exe, a executable file for extracting feature vectors
using training results, can be invoked as follows:

FeatureExt.exe face image

– Interface 3 FeatureMat.exe, a executable file for matching feature vectors
between two face images, can be invoked as follows:

FeatureMat.exe face image 1 face image 2

Algorithm 1. A face recognition algorithm on grid
Input: X, N , K. {X is an face image for recognition. N is the number of face views

in the face database. Each face view has K feature vectors}
Output: R. {R is a face view in the database.}
1: Read face feature vectors from the face database
2: Extract K feature vectors from X;
3: Finished = 0
4: while Finished < N do
5: Finished = Finished + 1
6: if There exists a spare grid computation node then
7: Compare X with a face view in the database
8: else
9: Finished = Finished - 1, and wait a second

10: end if
11: Get a face view R with the maximum similarity;
12: end while
13: Return R
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We implemented each face recognition method and build 3 exe files respec-
tively, then these files would be submitted to grid by GRAM Server and RSL
(XML file) for recognition.

The uniform face recognition process on grid for different methods is shown in
Algorithm 1. We have tested four face recognition methods on the same, but
individually processed, face database. Moreover, as illustrated in and Fig. 4 (b),
the average execution time of the improved line based face recognition algorithm
can be shorten by increasing the number of grid computation nodes.

6 Conclusion

We propose the new concept and an architecture of BMG. The goal of the BMG
system is to simplify both the resource management task, by making it easier
for resource managers to make resource available to others, and the resource
access task, by making biometric data as easy to access as Web pages via a
Web browser. Also, BMG would support existing biometric applications with
different QoS goals. Applications would be wrapped to Web Services based on
WSRF and deployed into Web Services container.

BMG is designed for the contributions of saving processing time and improving
resource management. However, the Web portal does not guarantee that QoS
demands are meeting with the QoS goals, when defining QoS more broadly than
bandwidth and capacity.

According to the analysis discussed in Section 4, the advent of BMG should
be under the legal guidelines of governments. With the development of grid
computing, the technical scheme of BMG will also be improved.
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Abstract. Slicing is a method that can extract required segments from
data according some special criteria. Program slicing and model slicing
are two familiar slicing techniques. By introducing slicing technique into
ontology engineering domain, an ontology slicing method is provided in
this paper. In the method, an Ontology Dependency Graph (ODG) is de-
rived from OMG’s Ontology Definition Metamodel (ODM), and then on-
tology slices are generated automatically according slicing criteria. This
method has many applications in which large scale ontology processing
is needed.

1 Introduction

Slicing is a method that can extract required segments from data according
some special criteria. Program slicing [1] and model slicing [2] are two familiar
slicing techniques. Program slicing has many important applications in program
test, debugging, parallelization, synthesizing, understanding, software security
and software maintenance, etc. Model slicing technique is based on program
slicing and has been applied to UML (Unified Modeling Language) [3] model
analysis.

Currently, Semantic Web [4] is an active research domain of information tech-
nology, which takes ontology [5] as its kernel and basis. With the development
and application of Semantic Web, ontologies become larger and larger. How
to process these large scale ontologies is current a new issue of ontology engi-
neering domain. Many research works have tight relation to it, such as ontology
modularizing, ontology reuse, large scale ontology reasoning, ontology evolution,
ontology mapping and contextual ontology, etc.

By introducing slicing technique into ontology engineering domain, we provide
an ontology slicing method in this paper. In the method, an Ontology Depen-
dency Graph (ODG) is derived from OMG’s Ontology Definition Metamodel
(ODM), and then ontology slices are generated automatically according slicing
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criteria. This method has may applications in which large scale ontology pro-
cessing is needed.

The rest of this paper is organized as follows. Section 2 introduces Model
Driven Semantic Web (MDSW) [6] and its kernel – Ontology Definition Meta-
model [7]. Based on ODM, section 3 provides an ontology slicing method com-
posed of construction of Ontology Dependency Graph, formal description of
ontology slicing and semantic completeness processing. Section 4 simply ana-
lyzes applications of ontology slicing in some ontology engineering domains. In
the last section, we discuss the results and mention some aspects for future
work.

2 Ontology Definition Metamodel

Model Driven Semantic Web is a new direction of semantic web. It combines
Model Driven Architecture (MDA)[8] of software engineering and ontology tech-
nique of Semantic Web, and provides a new idea for resolving problems in using
large scale ontologies. The kernel of MDSW is Ontology Definition Metamodel,
which is current undergoing standardization through the Object Management
Group (OMG).

ODM contains a family of metamodels of knowledge representation languages
and conceptual modeling languages, which are defined by MDA meta-meta
model – Meta-Object Facility (MOF) [9]. Among these metamodels, RDF (Re-
source Description Framework) [10] and OWL (Web Ontology Language) [11]
are two mainstream languages of current Semantic Web. We will investigate
OWL ontology slicing in this paper. If not mentioned, ontologies are all OWL
ontologies in the rest of the paper.

A segment of ODM is shown in Figure 1.

Fig. 1. A segment of ODM
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Form the figure we can see that ODM uses several kinds of elements as follows.

– Hierarchical classes identified by class names (e.g. OWLDatatypeProperty);
– Attributes composed of attribute names (e.g. functional), attribute types

(e.g. Boolean type for functional attribute), and attribute cardinalities
(e.g. [1..1] for functional attribute);

– Associations composed of association names (e.g. OWLinverseOf), and asso-
ciation cardinalities (e.g. [0..1] for OWLinverseof association).

For an example, an ontology O represented by Description Logic [12] is as follows.

O = {Car � V ehicle, V ehicle �=1 (colorOfV ehicle.Color),
Color �=1 (colorName.string), string � �, Car(myCar),
colorOfV ehicle(myCar, redColor), Color(redColor),
colorName(redColor, red), string(red)}

Fig. 2. An example of an ontology

Under ODM, it can also be represented in a UML-like graph as Figure 2. This
kind of graph is simple, intuitionistic and easy understandable, and it suits for
intercommunions between ontology engineers and domain engineers.

3 Ontology Slicing

Similar to the program slicing method based on Program Dependency Graphs
(PDG) [13], our ontology slicing method is based on Ontology Dependency
Graphs derived from ODM, which can represent dependent relations among
ontology elements.

3.1 Ontology Dependency Graph

Definition 1. An Ontology Dependency Graph (ODG) of an ontology O is a typed
graph G =< V, E >, where V is the vertex set and E is the edge set, each element
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of vertex set v ∈ V ∧ v =< vt, A > is an instance of ODM class, where the ver-
tex type vt is corresponding to ODM class name and A is the attribute set, each
attribute a ∈ A ∧ a =< name, value > is a pair of name and value, the name
is just ODM attribute name, and the value is an instance of corresponding ODM
attribute type; each element of edge set e ∈ E ∧ e =< et, from, to > is an instance
of ODM association, where the edge type et is just ODM association name, and
from, to ∈ V are start vertex and end vertex separately, the direction of an edge
specifies dependent relations between start and end vertexes, there are two cases:
(1) if et ∈ {OWLequivalentClass, OWLdisjointWith, OWLequivalentProperty,
OWLinverseOf, OWLdifferentFrom, OWLsameAs}, for the sake of the symmetric
feature of these associations, bidirectional edge is needed in the ODG, that is to say
e =< et, from, to >∈ E ∧ e′ =< et, to, from >∈ E; (2) otherwise, e has a same
direction as its corresponding ODM association.

For an example, contents of ODG of the ontology shown in Figure 2 are shown
in Table 1. Its graphical representation is shown in Figure 3, in which vertex
types and attributes are omitted.

Table 1. Contents of the ODG

v0 =< CardinalityRestriction, {} >
v1 =< TypedLiteral, {lexicalForm = ”1”,

datatypeURI = ”http : //www.w3.org/2001/XMLSchema#int”} >
v2 =< OWLClass, {localName = ”Car”} >
v3 =< OWLClass, {localName = ”Color”} >
v4 =< OWLClass, {localName = ”V ehicle”} >
v5 =< OWLDatatypeProperty, {localName = ”colorName”, functional = ”true”} >
v6 =< OWLObjectProperty, {localName = ”colorOfV ehicle”} >
v7 =< Individual, {localName = ”myCar”} >
v8 =< Individual, {localName = ”redColor”} >
v9 =< OWLClass, {uri = ”http : //www.w3.org/2001/XMLSchema#string”} >
v10 =< OWLClass, {uri = ”http : //www.w3.org/2002/07/owl#Thing”} >
v11 =< TypedLiteral, {lexicalForm = ”red”,

datatypeURI = ”http : //www.w3.org/2001/XMLSchema#string”} >
v12 =< ObjectSlot, {} >
v13 =< DatatypeSlot, {} >

e0 =< OWLonProperty, v0, v6 > e1 =< OWLcardinality, v0, v1 >
e2 =< RDFSsubClassOf, v2, v4 > e3 =< RDFSsubClassOf, v4, v0 >
e4 =< RDFSsubClassOf, v4, v10 > e5 =< RDFSdomain, v5, v3 >
e6 =< RDFSrange, v5, v9 > e7 =< RDFSdomain, v6, v4 >
e8 =< RDFSrange, v6, v3 > e9 =< RDFType, v7, v2 >
e10 =< objectSlot, v7, v12 > e11 =< content, v12, v8 >
e12 =< property, v12, v6 > e13 =< RDFType, v8, v3 >
e14 =< datatypeSlot, v8, v13 > e15 =< content, v13, v11 >
e16 =< property, v13, v5 >
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Fig. 3. Graphical representation of an ODG

3.2 Formal Description of Ontology Slicing

After construction of Ontology Dependency Graphs, ontology slicing becomes a
process of graph reachable analysis.

Definition 2. Ontology slicing is a mapping SL : G × C → G, where G =<
V, E > is an Ontology Dependency Graph; C =< I, S, D > is an ontology slic-
ing criterion; the initial-vertex set I = {v|v ∈ V ∧ PI(G)} specifies the initial
vertexes of the slice, the predicate PI(G) is constructed to be satisfied for ver-
texes in the initial set, the selected-vertex set S = {v|v ∈ V ∧ PS(G)} specifies
the vertexes selected for inclusion in the result slice, the predicate PS(G) is de-
fined so that only vertexes of interest are selected; the dimension-set D = {e|e ∈
E ∧ PD(G) ∧ T (G) ∧ B(G)} specifies the edges of interest (a.k.a., dimensions)
to be included in the slice and traversed in its computation; the predicate PD(G)
defines which edges are included in the slice; the predicate T (G) defines a termi-
nating condition of the computation with respect to each of, or all, the edges; the
bounding predicate B(G) is the computational upper bound on the path length
between vertexes with respect to each of, or all the edges, of the slice.

For an example, as to the ontology shown in Figure 2, we let

PI(G) := {v2} ⊆ V, PS(G) := True, PD(G) := et ∈ ODM,

T (G) := False, B(G) := False

That is to say, the result is composed of all vertexes and edges that v2 =<
OWLClass, {localName = ”Car”} > of G can reach. The result ontology slice is
Gs =< {v0, v1, v2, v3, v4, v6, v10}, {e0, e1, e2, e3, e4, e7, e8} >, the OWL segment
of this ontology slice is as follows.
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<owl:Class rdf:ID="Color"/>
<owl:Class rdf:ID="Vehicle">
<rdfs:subClassOf>
<owl:Restriction>

<owl:cardinality
rdf:datatype="http://www.w3.org/2001/XMLSchema#int"

>1</owl:cardinality>
<owl:onProperty>
<owl:ObjectProperty rdf:ID="colorOfVehicle"/>

</owl:onProperty>
</owl:Restriction>

</rdfs:subClassOf>
<rdfs:subClassOf
rdf:resource="http://www.w3.org/2002/07/owl#Thing"/>

</owl:Class>
<owl:Class rdf:ID="Car">
<rdfs:subClassOf rdf:resource="#Vehicle"/>

</owl:Class>
<owl:ObjectProperty rdf:about="#colorOfVehicle">
<rdfs:range rdf:resource="#Color"/>
<rdfs:domain rdf:resource="#Vehicle"/>

</owl:ObjectProperty>

3.3 Semantic Completeness

When using the ontology slicing method based on ODM, we have to consider
two levels of semantic completeness: 1) ontology slices must satisfy the definition
of ODM; 2) ontology slices must preserve connection information of original
ontologies.

Our ontology slicing method is a general method. Users can provide arbitrary
slicing criteria, such as criteria with restrictions on path length. So ontology
slices may break semantic completeness. We give four semantic completeness
processing strategies as follows.

1. Do nothing strategy
In general cases, an ontology slice can not be looked as a complete ontology
and can not be used by reasoners directly. But it can be used for ontology
analysis. For an example, if users are only interested in inherit relations
among ontology concepts, they can use PD(G) := et = RDFSsubClassOf as
slicing criteria to generate corresponding ontology slices.

2. Minimal semantic completeness strategy
As we have mentioned before, ODM uses attribute/association cardinalities
as number semantics to restrict attributes/associations. When low bound of
a cardinality is equal or great than 1, there must be at least one attribute or
association in the ontology model. Such restriction can not be guaranteed by
ontology slicing. In order to resolve this problem, we can analyze every vertex
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during slicing process and add vertexes into the result slice even though they
are not considered by slicing criteria. For an example, ODM requires just one
OWLClass connecting to a ComplementClass through a OWLComplementOf
association, then we must add the corresponding OWLClass vertex of the
ComplementClass vertex into the result slice.

3. Simple semantic completeness strategy
For convenience, we give the concept of ontology slice boundary as follows.

Definition 3. Given an Ontology Dependency Graph G =< V, E > and an
ontology slice of it Gs =< Vs, Es >, we call Vb = {vb|vb ∈ V \ Vs ∧ vs ∈
Vs ∧ ∀e =< et, vb, vs >∈ E \ Es} the ontology slice boundary.

That is to say, ontology slice boundary is a vertex set, of which each vertex
connects to vertexes of the ontology slice directly.

Definition 4. Binary relation R = (x, y) is an equivalence relation on the
ontology slice boundary Vb of an Ontology Dependency Graph G, which sat-
isfies x.vt ≡ y.vt, we call [x]R = {y|y ∈ Vb ∧ xRy} is an ontology slice
boundary equivalence class of x respect to R, written in [x], types of every
element of an equivalence class are the same, we call it the type of ontology
slice boundary equivalence class, written in [x]vt.

New ontology slice Gs∪ < Vn, En > is calculated under the simple semantic
completeness strategy, where Vn = {vn|vn �∈ V ∧vn.vt = [x]vt} is a set of new
vertexes, which are used to replace every element of corresponding ontology
slice boundary equivalence class, En = {en =< et, vn, vs > |en �∈ E ∧ e′ =<
et, vb, vs >∈ E \ Es ∧ vb ∈ Vb ∧ vs ∈ Vs} is a set of new edges constructed
according to edges between the ontology slice boundary and the ontology
slice. For an example, if there is an ontology slice boundary equivalence
class [x] that satisfies [x]vt = OWLClass, we create a new vertex vn =<
OWLClass, {localName = ”GeneralOWLClass0”} > to replace all vertexes
of [x], and then create edges according to edges between vertexes of this
equivalence class and original ontology slice, finally, we add vn and all these
new edges to the ontology slice to preserve the connection semantics. During
the processing of simple semantic completeness strategy, we must process
minimal semantic completeness strategy to keep semantic completeness of
these new added vertexes.

4. Maximal semantic completeness strategy
In simple semantic completeness strategy, we use a common vertex to replace
an ontology slice boundary equivalence class, and only parts of connection
semantics of the ontology slice is preserved though the result slices can be
reasoned. We can also create different vertexes for every element of the on-
tology slice boundary, then we can get a more larger ontology slice that can
preserve more information of connections.

To continue above example, because ontology slice Gs satisfies ODM, process
results of strategy 1 and strategy 2 are the same. Ontology slice boundary of
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Gs is Vb = {v5, v7, v8, v12}, equivalence classes of it are {v5}, {v7, v8} and {v12}.
Process result of strategy 3 is

Gs ∪ {{vn5 = < OWLDatatypeProperty, . . . >,

vn78 = < Individual, . . . >,

v12 = < ObjectSlot, . . . >},

{en5 = < RDFSdomain, vn5, v3 >,

en9 = < RDFType, vn78, v2 >,

e12 = < property, vn12, v6 >,

en13 = < RDFType, vn78, v3 >}},

and process result of strategy 4 is

Gs ∪ {{vn5 = < OWLDatatypeProperty, . . . >,

vn7 = < Individual, . . . >,

vn8 = < Individual, . . . >,

v12 = < ObjectSlot, . . . >},

{en5 = < RDFSdomain, vn5, v3 >,

en9 = < RDFType, vn7, v2 >,

e12 = < property, vn12, v6 >,

en13 = < RDFType, vn8, v3 >}}.

4 Applications of Ontology Slicing

Ontology Reasoning. An ontology slice is a segment of original ontology, it
has less contents and restrictions than original ontology, so reasoning on these
slice can get coarser information and will be faster than original ontology.

Ontology Debugging. As an increasingly large number of OWL ontologies
become available on the Semantic Web and the descriptions in the ontologies
become more complicated, finding the cause of errors becomes an extremely
hard task even for experts. Aditya Kalyanpur and co-authors provided a grass
and a black box debugging approaches for OWL ontologies [14]. Because our
ontology slicing method can determine dependent contents of special ontology
elements and reduce the scope for finding errors, it can assist these two ontology
debugging approaches and can improve efficiency of ontology debugging.

Ontology Modularizing. Modularity in ontologies is key both for large scale
ontology development and for distributed ontology reuse on the Web [15]. Re-
searchers have developed many ontology modularizing methods, among which
ontology extraction method based on graphs is an important approach [16,17,18].
Our Ontology Dependency Graph has a strict theory basis and can preserve all
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information of original ontology, so it can replace current ontology graph model
using in graph-based ontology modularizing method. And more, our ontology
slicing method is a general method with flexible criteria, it can act as the basis
of ontology modularizing implementation.

Ontology Evolution. Ripple-effect analysis is an important quantificational
analysis method of ontology evolution [19]. Ontology Dependency Graph can
determine dependent contents of special elements, which are just the changed
ontology elements in ripple-effect analysis. At the same time, ontology slicing
can reduce contents for analyzing, and improve analysis efficiency.

Ontology Merging. An important issue of ontology merging [20] is to calculate
ontology similarity. We can take elements that may be similar among different
ontologies as initial-sets, after ontology slicing, we can get several ontology slices
that are simpler for compare than original ontologies. At the same time, to merge
ontology slices may be easier than to merge original ontologies.

Contextual Ontology. Contextual ontology has been recognized as an impor-
tant research domain of Semantic Web. Paolo Bouquet and co-authors provided
Context OWL (C-OWL) [21] – an extension of the OWL, for describing contex-
tual ontologies. If we look an ontology slice as a stand-alone ontology, then we
can look the rest portion after slicing as its context. Thus ontology slicing can
help to construct contextual ontologies.

5 Conclusion

By introducing slicing techniques into ontology engineering domain, we provide
an ontology slicing method in this paper. In the method, an Ontology Dependency
Graph is derived from OMG’s Ontology Definition Metamodel (ODM), and then
ontology slices can be generated automatically according slicing criteria. We also
investigate the semantic completeness problem about ontology slicing.

As ontology slicing is a new research domain, we have many works to do in the
future. Application domains of ontology slicing mentioned above is the result of
simple analysis of features of ontology slices, and more works have to be done be-
fore ontology slicing becomes an important ontology engineering technique. Op-
timization of automatic ontology slicing algorithms, implementation of ontology
slicing tools and ontology slice applications are the important works in the future.
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Abstract. Most approaches to B2B interoperability are based on language  
syntax standardisation, usually by XML Schemas. However, due to XML 
expressivity limitations, they are difficult to put into practice because language 
semantics are not available for computerised means. Therefore, there are many 
attempts to use formal semantics for B2B based on ontologies. However, this is 
a difficult jump as there is already a huge XML-based B2B framework and on-
tology-based approaches lack momentum. Our approach to solve this impasse is 
based on a direct and transparent transfer of existing XML Schemas and XML 
data to the semantic world. This process is based on a XML Schema to web on-
tology mapping combined with an XML data to semantic web data one. Once in 
the semantic space, it is easier to integrate different business standards using 
ontology alignment tools and to develop business information systems thanks to 
semantics-aware tools. 

Keywords: Semantic Web, ontology, B2B, integration, mapping. 

1   Introduction 

As more and more business is performed in the Internet and stronger inter-
organisational links are established, enterprises needs for advanced information proc-
essing and data integration grow.  

The objective is then to settle shared information spaces. The more mature initia-
tives come from standards bodies and enterprises organisations. They try to build 
common business model and languages and they usually root on standardised gram-
mars based on XML technologies. 

The previous approach finds difficulties due to the complexity of the business do-
main. Business languages grow more and more and it is difficult to manage them by 
computerised means if just their grammar is formalised. Moreover, different lan-
guages proliferate and their integration is almost impossible moving at just the syntac-
tic level.  

Therefore, recent approaches explore the possibilities of formal semantics through 
ontologies. They seem promising but, as they are recent, they lack momentum. More-
over, they find difficulties in getting it as they do not see support from the business 
world and stay as research issues. 
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Our approach to solve this impasse situation is to take profit from the great efforts 
that have been done in the XML e-business world and transfer them to the semantics-
oriented one. More concretely, our objective is to map them to Semantic Web ontolo-
gies as they are a way of formalising semantics in a way that integrates smoothly in 
the Web.  

The key point is that, as B2B standards are developed by people with domain con-
cept models in their minds, they partially formalise their semantics while defining the 
XML Schemas for the different business languages. However, as XML Schemas are 
not semantics aware, this implicit semantics remain hidden from the computational 
point of view. They can be made explicit by mapping XML Schema constructs to the 
ontology language ones that correspond to their implicit semantics. 

The previous XML Schema to Web Ontology mapping is combined with a trans-
formation from XML data to RDF semantic data. Altogether, both mappings allow a 
transparent transfer of existing XML-based business data to the Semantic Web. Al-
though there are other attempts to connect the XML and Semantic Web worlds, they 
just concentrate on the XML Schemas or the XML data so they do not achieve this 
level completeness and transparency in the transfer.  

Once in the Semantic Web, it is possible to use semantics tools that make it easier 
to integrate data coming from disparate sources and to develop business management 
applications. For instance, it is possible to perform intelligent retrieval by semantic 
queries. 

The rest of this paper is organised as follows. First, Section 2 presents the state of 
the art in the B2B domain. Then, in Section 3, the proposed methodology for a trans-
parent transfer from XML-based B2B data to the Semantic Web is detailed. The re-
sults for this methodology when applied to some of the main B2B standards are 
shown in Section 4, together with the benefits obtained for data integration and in-
formation processing. Finally, Section 5 concludes the paper and presents the future 
work. 

2   State of the Art 

There are many B2B initiatives from international standardisation bodies and organi-
sations and most of them are based on XML Schemas. For instance Biztalk1, Roset-
taNet2, ebXML3 or UBL4. 

As it has been introduced, the XML approach does not scale well when the stan-
dardised domains are as complex as the business one. In this case, the lack of formal 
semantics makes it very difficult to automate sophisticated information processing 
mechanisms like integrating data from different standards and making them interop-
erate. Moreover, there is a lot of domain knowledge that remains hidden to implemen-
tations due to XML Schema expressive limitations. It is written down in the standards 
specifications and must be read and interpreted each time an implementation of the 
standard is persuaded. 
                                                           
1 http://www.microsoft.com/biztalk 
2 http://www.rosettanet.org 
3 Electronic Business using eXtensible Markup Language, http://www.ebxml.org 
4 Universal Business Language 1.0, http://docs.oasis-open.org/ubl/cd-UBL-1.0 
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Consequently, many research efforts have moved to the formal semantics domain 
and there are many business modelling initiatives based on ontologies, and more con-
cretely Semantic Web ontologies [1]. Most of them take profit from the enhanced  
expressive power so they try to build a complete enterprise model on the basis of a 
formal conceptualisation [2,3,4].  

There are also other initiatives that are based on ontologies but that start from ex-
isting conceptualisations, which is an approach nearer to the one proposed in this  
paper. For instance, there is the eClassOWL ontology based on the products and ser-
vices categorization standard eCl@ss [5], and EDI Ontology5 that formalises EDI 
X12 Transaction Sets or the RosettaNet Ontology6, an OWL implementation of Ro-
settaNet Partner Interface Processes (PIPs). 

However, these attempts to move B2B standards to the Semantic Web are based on 
an ad-hoc mapping from the source documents. This effort has to be done each time a 
new standard is mapped. Moreover, they just deal with the schema part so any exist-
ing data based on these standards is not semantically enriched. Therefore, what we get 
is a quite empty semantic framework. It has good conceptualisations but it lacks the 
semantic data it can operate on. 

3   XML Semantics Reuse Methodology 

On the contrary to the previous initiatives to B2B standards semantics formalisation, 
our approach provides an automatic and transparent mapping from XML Schema-
based standard conceptualisations to OWL ontologies complemented with an XML 
B2B data to semantic RDF data one. The objective is to get a functional semantic 
framework full of semantic data. 

Section 3.1 presents the related work and its limitations for the objectives stated in 
the introduction. These limitations have motivated the development of the XML Se-
mantics Reuse Methodology. There is an overview of the proposed methodology in 
Section 3.2 and its two main components, the XML Schema to OWL and XML to 
RDF mappings, are detailed in sections 3.3 and 3.4. The architecture of the system 
that implements the methodology is presented in Section 3.5. 

3.1   Related Work 

This has been already detected as a key issue in order to add momentum to the Se-
mantic Web so there are many attempts to move conceptualisations and data from the 
XML domain to the Semantic Web.  

Some of them just model the XML tree using the RDF primitives [6] so there are 
not formalised semantics. The same happens when the approach is to encode XML 
semantics integrating RDF into XML documents [7,8] as the result is not semantic 
data, just ad-hoc XML. 

In order to get semantic data, other initiatives concentrate on modelling the knowl-
edge implicit in XML languages definitions, i.e. DTDs or the XML Schemas, using 
web ontology languages [9,10,11]. However, they do not generate transparent semantic 
                                                           
5 http://www.wsmo.org/TR/d27/v0.1 
6 http://lsdis.cs.uga.edu/projects/meteor-s/wsdl-s/ontologies/rosetta.owl 
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data as the formalised semantics root on RDF ad-hoc semantics, i.e. they rely on cus-
tom RDF constructs that should be interpreted in a specific way in order to capture the 
formalised semantics. Therefore, existing applications that are not aware of these inter-
pretations have no access to the semantics. 

The most transparent approach we have found is Gloze XML to RDF [12]. It pro-
vides a direct mapping from XML data to RDF semantic data, which is based on the 
XML Schema implicit semantics. However, it does not fix the XML Schema seman-
tics into an ontology. Therefore, it is not possible to work with the semantic data us-
ing semantic tools that rely on ontologies formal semantics or to perform semantic 
data integration at the conceptual level by mapping ontologies. 

As it has been shown, none of them facilitates an extensive transfer of XML data to 
the Semantic Web in a general and transparent way. Their main problem is that the 
XML Schema implicit semantics are not made explicit when XML data instantiating 
this schemas is mapped.  

Consequently, they do not take profit from the XML semantics and produce RDF 
data almost as semantics-blind as the original XML. Or, on the other hand, they cap-
ture these semantics but they use additional ad-hoc semantic constructs that produce 
less transparent data. 

3.2   Overview 

In order to overcome the limitations detected in the previous section, the “XML Se-
mantic Reuse Methodology” [13] has been developed and implemented in the ReDe-
Fer7 project. It combines an XML Schema to OWL web ontology mapping, called 
XSD2OWL, with a mapping from XML to RDF, XML2RDF. The ontologies gener-
ated by XSD2OWL are used during the XML to RDF step in order to generate RDF 
data enriched by the XML Schema semantics made explicit.  

3.3   XSD2OWL Mapping  

The XML Schema to OWL mapping is responsible for capturing the schema implicit 
semantics. This semantics are determined by the combination of XML Schema con-
structs. The mapping is based on translating this constructs to the OWL ones that best 
capture their semantics. These translations are detailed in Table 1.  

Some mappings depend on the context where the XML Schema construct appears. 
Therefore, XPath pointers have been used in order to detail this context, e.g. “com-
plexType//element” refers to an element definition that appears inside a complex type 
definition. 

The XSD2OWL mapping is quite transparent and captures a great part XML 
Schema semantics. The same names used for XML constructs are used for OWL 
ones, although in the new namespace defined for the ontology. XSD and OWL con-
structs names are identical; this usually produces uppercase-named OWL properties 
because the corresponding element name is uppercase, although this is not the usual 
convention in OWL. 

                                                           
7 ReDeFer, http://rhizomik.net/redefer 
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Table 1. XSD2OWL mappings and shared semantics 

XML Schema XPath OWL Shared informal semantics 

element|attribute 
rdf:Property 
owl:DatatypeProperty
owl:ObjectProperty  

Named relation between nodes or 
nodes and values 

element@substitutionGroup rdfs:subPropertyOf 
Relation can appear in place of a 
more general one 

element@type rdfs:range The relation range kind 

complexType|group|attributeGroup owl:Class 
Relations and contextual 
restrictions package 

complexType//element owl:Restriction 
Contextualised restriction of a 
relation 

extension@base|restriction@base rdfs:subClassOf 
Package concretises the base 
package 

@maxOccurs 
@minOccurs 

owl:maxCardinality 
owl:minCardinality 

Restrict the number of occurrences 
of a relation 

sequence 
choice 

owl:intersectionOf 
owl:unionOf 

Combination of relations in a 
context 

 
One of the key points is the xsd:element and xsd:attribute mapping. As it can be 

observed in Table 1, there are three alternatives, which are selected depending on the 
kind of values they can take as specified in the schema. All attributes are mapped to 
owl:DatatypeProperty as all of them have simple type values. This is also the case for 
elements that have a simple type value. On the other hand, if the value is a complex 
type, they must be mapped to an owl:ObjectProperty. 

The third option is necessary as xsd:elements can have both simple and complex 
type values. In these cases, the element must be mapped to an rdf:Property, which can 
deal with both data type (for xsd:simpleType) and class instance (for xsd:complexType) 
values. 

From the combination of all these XML Schema constructs mappings, XSD2OWL 
produces OWL ontologies that make the semantics of the corresponding XML Sche-
mas explicit. The only caveats are the implicit order conveyed by xsd:sequence and 
the exclusivity of xsd:choice.  

For the first problem, owl:intersectionOf does not retain its operands order, there is 
no clear solution that retains the great level of transparency that has been achieved. 
The use of RDF Lists might impose order but introduces ad-hoc constructs not present 
in the original data. Moreover, as it has been demonstrated in practise, the element or-
dering does not contribute much from a semantic point of view. For the second prob-
lem, owl:unionOf is an inclusive union, the solution is to use the disjointness OWL 
construct, owl:disjointWith, between all union operands in order to make it exclusive. 

The XSD2OWL mapping has been checked using OWL validators, e.g. Pellet8, 
which have been used in order to test the semantic consistency of the resulting on-
tologies. 

                                                           
8 Pellet OWL Consistency Checker, http://www.mindswap.org/2003/pellet/demo.shtml 
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3.4   XML2RDF Mapping 

Once all the XML Schemas are available as OWL ontologies, it is time to map the 
XML data that instantiates them. The intention is to produce RDF data as transpar-
ently as possible. Therefore, a structure-mapping approach has been selected [6]. It is 
also possible to take a model-mapping approach [14], which is based on representing 
the XML information set using semantic tools. However, this approach reduces the 
transparency of the mapped data as it depends on the particular modelling decisions. 

Transparency is achieved in structure-mapping models because they only try to 
represent the XML data structure, i.e. a tree, using RDF. The RDF model is based on 
the graph so it is easy to model a tree using it. Moreover, we do not need to worry 
about the semantics loose produced by structure-mapping. We have formalised the 
underlying semantics into the corresponding ontologies and we will attach them to 
RDF data using the instantiation relation rdf:type. 

The structure-mapping is based on translating XML data instances to RDF ones that 
instantiate the corresponding constructs in OWL. The more basic translation is be-
tween relation instances, from xsd:elements and xsd:attributes to rdf:Properties. Con-
cretely, owl:ObjectProperties for node to node relations and owl:DatatypeProperties 
for node to values relations.  

However, in some cases, it would be necessary to use rdf:Properties for 
xsd:elements that have both data type and object type values. Values are kept during 
the translation as simple types and RDF blank nodes are introduced in the RDF model 
in order to serve as source and destination for properties. They will remain blank until 
they are enriched with type information from the corresponding ontology. The result-
ing RDF graph model contains all that can be obtained from the XML tree, as it is 
shown in Fig. 1.  

Root

elem elem
elem

elem elem

Empty Text

elem
attr

Empty Text Text Text

Blank nodes

   rdf:Properties
XML tree model

RDF graph model

 
Fig. 1. RDF model for the XML tree 

It is already semantically enriched thanks to the rdf:type relation that connects each 
RDF properties to the owl:ObjectProperty or owl:DatatypeProperty it instantiates. It 
can be enriched further if the blank nodes are related to the owl:Class that defines the 
package of properties and associated restrictions they contain, i.e. the corresponding 
xsd:complexType. This semantic decoration of the graph is formalised using rdf:type 
relations from blank nodes to the corresponding OWL classes. 

At this point we have obtained a semantics-enabled representation of the input data. 
The instantiation relations can now be used to apply OWL semantics to data. There-
fore, the semantics derived from further enrichments of the ontologies, e.g. integration 
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links between different ontologies or semantic rules, are automatically propagated to 
instance data thanks to inference. 

The XML2RDF mapping has been validated using some test XML instances. This 
test instances have been mapped to RDF and then back to XML. Then, it has been 
possible to compare the original and derived XML instances in order to detect map-
ping errors as, due to the mapping transparency, the underlying XML tree structure is 
preserved. 

3.5   System Architecture 

Based on the previous XML world to Semantic Web domain mappings, a system ar-
chitecture that facilitates B2B data integration and retrieval has been developed. The 
architecture is sketched in Fig. 2. 

 

BPEL 
Ontology

XML2RDF

Rosetta
Ontology

RDF

RDF

ebXML
Ontology

XML Integration

Retrieval

DL 
Classifier

Rules

XSD2OWL

XMLSchemas: ebXML, BPEL-WS,...

RDFS/OWL: RosettaNet

B2B Data

B2B Semantic Data

 
Fig. 2. B2B data integration and retrieval architecture 

First of all, the architecture is fed with existing OWL ontologies, e.g. the Rosetta-
Net Ontology, or those generated by XSD2OWL. For instance the ebXML or BPEL 
ontologies detailed in Section 4.1. These ontologies constitute the system semantic 
framework shown in the centre of Fig. 2. 

Then, it is time to load B2B data. Semantic data can be directly fed into the system. 
On the other hand, B2B XML data must pass through the XML to RDF mapper. The 
mapping relies on the existing ontologies framework in order to produce semantically 
enriched RDF data. 

All the data and ontologies are persisted in a RDF data store, where semantic tools 
like rule engines or semantic queries operate. Once all data has been put together, the 
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semantic integration can take place. Finally, it is possible to perform intelligent data 
retrieval using semantic queries. 

4   Preliminary Results 

The XML Semantic Reuse Methodology has been tested with some XML-based B2B 
standards, ebXML and BPEL-WS. First, the XML Schemas for the standards selected 
parts have been mapped to OWL ontologies using the XSD2OWL mapping, as it is 
detailed in Section 4.1. Once the ontologies for these standards have been generated, 
automatic tools for ontology alignment have been used in order to derive some pre-
liminary integration rules. This exercise shows how existing semantic web ontology 
alignment tools can be then applied in order to generate interoperability rules for B2B 
data based on these standards. Some of the integration rules are detailed in Section 4.2 
while Section 4.3 shows the benefits of semantic queries compared to XML ones, fact 
exemplified with a piece of RDF mapped from XML B2B data. 

4.1   Mapped Ontologies 

Currently, the XML Semantics Reuse Methodology has been applied to some of the 
main B2B standards from the OASIS standardisation body. Their schemas are avail-
able online and they provide a good test bed for the XML Schema to OWL mapping 
and the subsequent semantic tools applications. 

From the OASIS Electronic Business using eXtensible Markup Language 
(ebXML) initiative, the Business Process (ebBP) and Collaboration Protocol Profile 
and Agreement (ebCPPA) schemas have been considered. On the other hand, from 
the OASIS Web Services initiative, the Web Services Business Process Execution 
Language (BPEL-WS) schema has been selected. 

This standards focus on business process modelling and on how collaborations 
among business parties are established in order to connect them. Although all of them 
come from the same standardisation body, there are not formal links among the corre-
sponding schemas. Therefore, there are not integration means for them that facilitate 
interoperation. 

All the resulting ontologies, together with some additional links and documenta-
tion, are available from the BizOntos web page9. Fig. 3 shows a portion of the ebBP 
class hierarchy. This hierarchy shows how the ontology makes the semantics in the 
XML extension relations among xsd:ComplexTypes explicit as a class hierarchy gov-
erned by inheritance relations. 

4.2   Semantic Integration 

Once the semantics of the B2B standards are formalised as OWL ontologies, they are 
easily integrated using OWL semantic relations for equivalence and inclusion: sub-
ClassOf, subPropertyOf, equivalentClass, equivalentProperty, sameIndividualAs, etc. 

                                                           
9 BizOntos, http://rhizomik.net/ontologies/bizontos 
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Fig. 3. Portion of the class hierarchy in the ebXML Business Process ontology 

These relationships capture the semantics of the data integration. Moreover, this in-
tegration can be partially automated using ontology matching methods [15]. Some of 
these mappings generated by the OWL Ontology Aligner10 are presented in the fol-
lowing subsections 4.2.1 and 4.2.2, which are devoted to the ebBP to ebCPPA map-
ping and the ebBP to BPEL-WS mappings respectively. 

With all the relevant integration mappings, semantically-enriched B2B data coming 
from different standards is automatically integrated. The OWL relations formal seman-
tic allow inference engines to derive the necessary mappings among instance data.  

4.2.1   ebXML BP to ebXML CPPA Mappings 
Some of the mappings derived by the OWL Ontology Aligner for the ebXML Busi-
ness Process (ebBP) ontology and the ebXML Collaboration Protocol Profile and 
Agreement (CPPA) ontology are shown in Table 2. These are equivalence and inclu-
sion relations for related ontology classes and properties. 

4.2.2   ebXML BP to BPEL-WS 
Some mappings for the ebXML Business Process (ebBP) ontology to the Business 
Process Execution Language for Web Services (BPEL-WS) ontology are shown in 
Table 3. They have been also generated by the OWL Ontology Aligner. 
                                                           
10 OWL Ontology Aligner, http://align.deri.org 
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Table 2. ebXML BP to ebXML CPA mappings 

ebbp:location
ebbp:Role
ebbp:type

ebbp:mimeType
ebbp:RoleType

ebbp:ProcessSpecificationType
ebbp:Start

ebbp:ProcessSpecification
ebbp:value
ebbp:name
ebbp:uri

ebbp:BusinessAction
ebbp:isAuthenticated

Specification
...

≡
≡
≡
≡
≡
≡
≡
≡
≡
≡
≡
⊆
≡
⊆

cppa:location 
cppa:Role 
cppa:type 
cppa:mimetype 
cppa:RoleType 
cppa:ProcessSpecificationType 
cppa:Start 
cppa:ProcessSpecification 
cppa:value 
cppa:name 
cppa:uri 
cppa:action 
cppa:authenticated 
cppa:ProcessSpecification 
... 

 

Table 3. ebXML BP to BPEL-WS mappings 

ebbp:expression
ebbp:expressionLanguage

ebbp:name
ebbp:pattern

ebbp:Variable
ebbp:PreCondition

ebbp:BusinessPartnerRole
...

≡
≡
≡
≡
≡
⊆
≡

bpel:expression 
bpel:expressionLanguage 
bpel:name 
bpel:pattern 
bpel:variable 
bpel:condition 
bpel:partnerRole 
... 

4.3   Semantic Applications 

Once the B2B ontologies and the integration rules have been generated, it is time for 
the semantic enrichment of B2B data corresponding to the mapped standards. For in-
stance, Table 4 shows a portion of the RDF data generated by the XML2RDF map-
ping from a CPPA XML example. As it can be observed, the input XML data tree is 
modelled using RDF properties and it is enriched with typed blank nodes. These types 
correspond to the XML Schema complex types mapped to OWL classes during the 
XSD2OWL step. 

Thanks to this semantic enrichment, it is possible to take profit from the XML 
Schema implicit semantics using Semantic Web tools. Therefore, it is not even re-
quired to add more semantics to the resulting ontology; just with the semantics im-
plicit in the original XML Schema, it is possible to provide new functionalities. For 
instance, the classes’ hierarchy, which is formalised in the ontology and linked to the 
RDF data through the typed blank nodes, can be used by semantic query engines. 

In order to illustrate this, a hypothetical ebBP application scenario can be consid-
ered. One of its functionalities is to process all the nodes referring to signal envelope 
types, which correspond to the SignalEnvelopeType complex type. If an XML-based 
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Table 4. Part of the RDF version of cpp-example.xml 

<rdf:RDF xmlns:tp="...ontologies/2006/06/cpp-cpa-v1_0.owl#" 
    xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#">   
<tp:CollaborationRoleType rdf:about=".../cpp-example.rdf#N00"> 
    <tp:ProcessSpecification> 
      <tp:ProcessSpecificationType> 
        <tp:name>buySell</tp:name> 
        <tp:version>1.0</tp:version> 
      </tp:ProcessSpecificationType> 
    </tp:ProcessSpecification> 
    <tp:Role> 
      <tp:RoleType> 
        <tp:name>buyer</tp:name> 
      </tp:RoleType> 
    </tp:Role> 
    <tp:CertificateRef> 
      <tp:CertificateRefType> 
        <tp:certId>N03</tp:certId> 
      </tp:CertificateRefType> 
    </tp:CertificateRef> 
    ... 
  </tp:CollaborationRoleType> 
  ... 
</rdf:RDF> 

 
tool like XQuery is used to do that, we must be aware of the implicit hierarchy of seg-
ment types and implement an XQuery that considers all possibilities, i.e. ReceiptAc-
knowledgementType, GeneralExceptionType, AcceptanceAcknowledgementType, etc.  

On the other hand, once the hierarchy of segments types is available in OWL form, 
semantic queries benefit from the now explicit semantics. Therefore, a semantic query 
for SignalEnvelopeType will retrieve all subclasses without requiring additional de-
veloping efforts. Table 5 shows a query based on the SPARQL semantic query lan-
guage [16] which demonstrates the simplicity of a query capable of dealing with all 
the kinds of SignalEnvelopeType. 

This is so because, although XML Schemas capture some semantics of the domain 
they model, XML tools are based on syntax. The captured semantics remain implicit 
from XML processing tools point of view. Therefore, when an XQuery searches for a 
SignalEnvelopeType, the XQuery processor has no way to know that there are many 
other kinds of segment types that can appear in its place, i.e. they are more concrete 
kinds of segments. 

Additionally, semantic queries use integration rules, like the ones presented in  
Section 4.2, in order to perform B2B data integration. For instance, when a semantic  
 

Table 5. SPARQL semantic query for SignalEnvelopeType 

PREFIX ebbp: <http://rhizomik.net/ontologies/2006/06/ebbp-2.0.3.owl#> 
SELECT ?r 
WHERE (?r <rdf:type> ebbp:SignalEnvelopeType) 
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query for “ebbp:location” elements is performed, the “ebbp:location ≡ bpel:location” is 
interpreted and due to the semantics it carries the query also retrieves “bpel:location” 
elements automatically. Therefore, ebPB and BPEL-WS data is integrated and proc-
essed seamlessly by existing ebPB or BPEL-WS semantic applications.  

5   Conclusions and Future Work 

As it has been shown, the increase of B2B interactions and their complexity make ex-
isting standards, most of them based on XML technologies, very difficult to manage 
and to make them interoperate. Consequently, there are many initiatives trying to 
profit from ontologies greater level of expressivity and the formal semantics they pro-
vide in order to make B2B management and interoperability easier. 

However, these initiative lack momentum as most of the available B2B systems 
and data are based on XML tools. In order to mitigate this, this paper proposes to ap-
ply the XML Semantics Reuse Methodology, which contributes a complete and trans-
parent transfer of B2B data from existing XML-based standards to the Semantic Web. 
It is based on a generic XML Schema to OWL mapping and complemented with an 
XML data to RDF mapping.  

As it has been shown, XSD2OWL is used to map some of the main B2B standards 
XML Schemas and generate the corresponding OWL ontologies. These ontologies 
provide the anchor points for semantic integration and ontology matching tools are 
used to align them and derive integration rules. 

These rules are used to integrate XML B2B data once it is mapped to RDF and se-
mantically-enriched by the XML2RDF mapping. Then, semantic tools can be used to 
facilitate B2B applications development, e.g. semantic query engines.  Semantic que-
ries take profit from the complex types and elements hierarchies implicit in the XML 
Schema definitions. 

All this process is transparent as it is based on a structure-mapping approach that 
preserves the original XML tree structure. Therefore, it is easy to go back to XML 
data if just the RDF graph properties are considered, which correspond to the XML 
data elements. 

The future plans concentrate now on performing detailed alignments among the 
generated OWL ontologies in order to get a complete data integration framework. 
Another objective is to integrate the ontologies mapped from XML Schemas with ex-
isting ontologies like the Enterprise Ontology. These are rich ontologies with much 
more formal semantics as they are developed from the beginning using more expres-
sive tools. If they are aligned with XSD2OWL ontologies, it will be possible to reuse 
the detailed semantics captured by this ontology in order to implement advanced B2B 
applications operating on existing XML-based standards. 
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Abstract. We present an approach for efficient semantic-based building-blocks
selection in the context of ERPs fast customizing, introducing Enduring Oak,
a framework that implements an optimized greedy concept covering algorithm,
able to deal with thousands of building block descriptions with reasonable com-
putational times. The proposed approach uses a Description Logics reasoning
engine in conjunction with a RDBMS to reduce the computational burden. We
motivate the approach, present the framework and algorithms and illustrate ex-
periments confirming the validity of our setting.

1 Introduction

In [7,8] algorithms and a prototype system were proposed for the automated selection
of semantically-annotated building blocks in ERPs business processes customization.
The framework adopted a polynomial greedy concept-covering algorithm, exploiting
non-standard inference services named concept abduction and concept contraction [9].
The system was specifically designed to ease SAP R/3 best-practices [11] re-usability
during the so-called customizing. While effective and theoretically sound, the approach
—though based on a greedy approach— was unable to efficiently scale-up to the thou-
sands of building blocks descriptions that can be present in a real scenario deployment.
In this paper we show that by smoothly combining inference services provided by a
reasoning engine with efficient storage and retrieval of relational DBMS we are able
to drastically reduce computational times obtaining the desired scalability, with only
a limited reduction in the effectiveness of the semantic-based selection process. The
remaining of the paper is as follows: next section summarizes the domain we tackle.
Then we move on to basics of the formalisms and algorithms we use, in order to make
the paper self-contained. Section 4 presents and motivates the approach we propose; In
section 5 we briefly outline our semantic-based system and then we report on experi-
ments carried out. Conclusions close the paper.

2 Application Scenario

Enterprise Resource Planning (ERPs) systems have become more and more common in
a number of different enterprise and companies; nevertheless they are able to actually

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 233–244, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



234 E. Tinelli et al.

improve the quality and efficiency of companies business processes as long as they are
properly tailored and tuned on the actual organization. To this aim they provide a huge
number of parametric customizations in order to adapt the system to the various organi-
zational contexts. This process is often much more expensive than the actual purchase
of the ERP software [18]. To simplify this stage ERPs producers tend to offer support
methodologies and tools to rapidly re-use solutions from previous well established im-
plementations. In particular, for SAP R/3, such process is known as Customizing [2,13].
Customizing methodologies include: Global Accelerated SAP (GASAP), Accelerated
SAP (ASAP) and Best Practices [13,11]. Here we focus on the Best Practices method-
ology, which has —at its core— the Building Block (BB) concept [11]. The basic idea
is the modularization of a vertical solution, i.e., in SAP terms a complete SAP R/3 solu-
tion developed for a well defined organization scenario, identifying and extracting all its
client independent information. BB contents in SAP Best Practices are defined consid-
ering from the start the possibility of their reuse from an implementation point of view.
Basically, the BB content is defined by the identification of which Business Process
parts can be reused within a predefined solution. The BB Library [16] provided by SAP
in fact aims at sharing SAP knowledge within the community of developers. It is also
possible to develop specific BBs able to provide particular solutions within a company
context. Nevertheless, because of the rapid growth of the BBs number, choosing the
correct BB in order to satisfy part of a specific Business Process, is increasingly expen-
sive in terms of time, as the selection is driven only by the developers experience. The
need to automate such a process, and similar ones, providing support in the customiza-
tion stage, is therefore increasingly acknowledged. Furthermore we note that, although
the system we developed so far —which exploits knowledge representation techniques
to automatically select annotated building blocks from available business processes to
compose new ones satisfying a given need— has been designed for SAP R/3 BBs, it is
obvious that algorithms and solutions devised are applicable to a number of different
business processes composition scenarios.

3 Framework and Basic Algorithms

Our semantic-based approach relies on Description Logics (DLs) formalization [3].
Description Logics (DLs) are a family of logic formalisms for Knowledge Representa-
tion. We briefly present introductory notions of DLs. Basic syntax elements are: con-
cept names, role names, individuals. Intuitively, concepts stand for sets of objects, and
roles link objects in different concepts. Individuals are used for special named elements
belonging to concepts. Depending on the expressivity of the language and on the al-
lowed constructors e.g., number restrictions, transitive roles, full negation, etc., differ-
ent names have been used to identify different Description Logics. Many of them are
built upon the simple AL([3]); they all define two special concept names, namely �
and ⊥ representing respectively, all the objects within the domain and the empty set.
Concept expressions can be used in inclusion assertions, and definitions, which impose
restrictions on possible interpretations according to the knowledge elicited for a given
domain. Definitions are useful to give a meaningful name to particular combinations.
Sets of such inclusions are called TBox (Terminological Box), and amount to what
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is usually called an ontology. Individuals can be asserted to belong to a concept using
membership assertions in an ABox. The semantics of inclusions and definitions is based
on set containment: an interpretation I satisfies an inclusion C � D if CI ⊆ DI , and
it satisfies a definition C ≡ D when CI = DI . A model of a TBox T is an interpreta-
tion satisfying all inclusions and definitions of T . DL-based systems are equipped with
inference services: logical problems whose solution can make explicit knowledge that
was implicit in the assertions. Basic inferences are:

Concept Satisfiability — T |= C � ⊥ : given an ontology T and a concept C, does
there exist at least one model of T assigning a non-empty extension to C?

Subsumption — T |= C � D : given an ontology T and two concepts C and D, is C
more general than D in any model of T ?

Given an ontology T modeling the investigated knowledge domain, a request de-
scription D and a resource description BB, in our setting a building block (BB), using
subsumption it is possible to evaluate either (1)if BBcompletely fulfills the request –
T |= BB � D, full match – or (2)if they are at least compatible with each other –
T �|= BB � D � ⊥, potential match – or (3)not – T |= BB � D � ⊥, partial match
[10]. It is easy to see that in case of full match all the information specified on BB
is expressed, explicitly or by means of the ontology T , also in D. Responses to calls
for subsumption and satisfiability checks are obviously Boolean. When we need to deal
with approximation, other inferences may help. Let us consider two concepts C and D;

Fig. 1. Relational structure of the database
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Fig. 2. An annotated snapshot of the User Interface

if their conjunction C �D is unsatisfiable in the TBox T representing the ontology, i.e.,
they are not compatible with each other, we may want, as in a belief revision process, to
retract requirements in D, G (for Give up), to obtain a concept K (for Keep) such that
K � C is satisfiable in T .

Definition 1. Let L be a DL, C, D, be two concepts in L, and T be a set of axioms in
L, where both C and D are satisfiable in T . A Concept Contraction Problem (CCP),
identified by 〈L, D, C, T 〉, is finding a pair of concepts 〈G, K〉 ∈ L × L such that
T |= D ≡ G � K , and T �|= K � C � ⊥. We call K a contraction of D according to
C and T .

Q is a symbol for a CCP, and SOLCCP (Q) denotes the set of all solutions to Q.
Obviously, there is always the trivial solution 〈G, K〉 = 〈D, �〉 to whatever CCP, that
is give up everything of D. When C �D is satisfiable in T , the “best” possible solution
is 〈�, D〉, that is, give up nothing — if possible. When subsumption does not hold i.e.,
a full match is unavailable, one may want to hypothesize some explanation on which
are the causes of this result.

Definition 2. Let C, D, be two concepts in a Description Logic L, and T be a set
of axioms, where both C and D are satisfiable in T . A Concept Abduction Problem
(CAP), denoted as 〈L, C, D, T 〉, is finding a concept H such that T �|= C � H � ⊥,
and T |= C � H � D.

P is a symbol for a CAP, and SOL(P) denotes the set of all solutions to P . Given a
CAP P , if H is a conjunction of concepts and no sub-conjunction of concepts in H is a
solution to P , then H is an irreducible solution.
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The rankPotential algorithm [10] allows to numerically compute the length of H .
Recalling the definition, rankPotential (C, D) returns to a numerical measure of what
is still missing in C w.r.t. D. If C ≡ � the maximum value for rankPotential (C, D) is
computed, that is the maximum (potential) mismatch of C from D. Hence, the value re-
turned by rankPotential(�,D) amounts to how specific is a complex concept expression
D with respect to an ontology T , what we call the depth of D: depth(D).

Concept Covering, originally defined in [12] for a particular set of DLs with limited
expressiveness, was later extended and generalized in terms of Concept Abduction in
[5]. We recall here this definition:

Definition 3. Let D be a concept, R = {S1, .., Sk} be a set of concepts in a Descrip-
tion Logic L and T be a set of axioms, where D and Si, i = 1..k are satisfiable in T .

1. A Concept Covering Problem (CCoP), denoted as CCoP(〈L, R, D, T 〉), is finding,
if it exists, a set Rc ⊆ R, such that both for each Sj ∈ Rc, T �|= �Sj ≡ ⊥, and
H ∈ SOL(〈L, �Sj , D, T 〉) is such that H �� D.
2. We call 〈Rc, H〉 a solution for the CCoP 〈L, R, D, T 〉.

Intuitively, Rc is a set of concepts that completely or partially cover D w.r.t. T , while
the abduced concept H represents what is still in D and is not covered by Rc. A greedy
approach is needed for performance reasons as also the basic set covering problem is
NP-Hard. A Concept Covering Problem is similar, but has remarkable differences when
compared to classical set covering [7]. There can be several solutions for a single CCoP,
depending also on the strategy adopted for choosing candidate concepts in Rc. In [7]
the greedy Algorithm 1 was proposed, which we recall here for the sake of clearness.
The algorithm GsCCoP(R, BP, T ) ha as inputs BP , i.e., the concept expression rep-
resenting the required Business Process, R = {BBi}, i = 1...n the set of available
Building Blocks descriptions, the reference ontology T .

The algorithm tries to cover BP description “as much as possible”, using the con-
cepts BBi ∈ R. If a new building block BBi can be added to the already composed set
Rc, i.e., T �|= (�BBk∈RcBBk) � BBi � ⊥, then an extended matchmaking process is
performed (rows 8–21). If BBi is not consistent with the uncovered part of the business
process BPu, the latter is contracted and subsequently a CAP is performed between the
contracted uncovered part and BBi (rows 8–10). If BBi is consistent with BPu, only
a CAP is solved (rows 11–15). Based on the previously computed concepts G, K and
H a global score is computed as a metric to evaluate how good BPi is with respect
to the covering set (rows 16–21). The score is determined through Ψ function. It takes
into account what has to be given up (G), kept (K) in the uncovered part (BPu) of BP
in order to be compatible BBi and what has to be hypothesized (H) in order to fully
satisfy the contracted BPu, i.e., K . For ALN DL, that we adopt here the following
formula is used [6]:

Ψ(G, K, H, BBi, BPu) =
∣
∣
∣
∣1 − N

N − g
∗ (1 − h

k
)
∣
∣
∣
∣ (1)

where N , k, g, h represent numerical evaluation, computed via the rankPotential
algorithm[10], for respectively:
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Input: BP , R, where BP and all BBi ∈ R are satisfiable in T
Output: Rc, BPu, KBP , Gcontraction

BPu = BP ;1

Hmin = BP ;2

Rc = ∅;3

repeat4

BBmax = �;5

dmin = ∞;6

foreach BBi ∈ R such that Rc ∪ {BBi} covers BPu contraction according to7

Q = 〈L, �BBk∈RcBBk � BBi, BPu, T 〉 do

if T |= BPu � BBi ≡ ⊥ then8

〈G, K〉 = contract(BBi, BPu, T );9

H = abduce(BBi, K, T );10

else11

H = abduce(BBi, BPu, T );12

K = BPu;13

G = �;14

end15

d = Ψ(G, K, H, BBi, BPu);16

if d < dmin then17

BBmax = BBi;18

Hmin = H ;19

dmin = d;20

end21

end22

if (BBmax �≡ �) then23

R = R\{BBi};24

Rc = Rc ∪ {BBi};25

BPu = Hmin;26

end27

until (BBmax �≡ �) ;28

〈KBP , GBP 〉 = contract(�BBk∈RcBBk, BP, T );29

BP u = abduce(�BBk∈RcBBk, KBP , T );30

return (Rc, BP u, KBP , GBP );31

Algorithm 1. GsCCoP(R, BP, T ) – Extended Concept Covering

-BPu the uncovered part of BP in an intermediate step of the covering process: N =
rankPotential(�, BPu, T );
-K: belonging to a solution of Q = 〈ALN , BBi, BPu, T 〉: k = rankPotential(�,
K, T );
-G: belonging to a solution of Q = 〈ALN , BBi, BPu, T 〉: g = rankPotential(BPu,
K, T );
-H : a solution of P = 〈ALN , BBi, K, T 〉: h = rankPotential(BBi, K, T ).
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The outputs of GsCCoP are:

-Rc : the set of building blocks selected to compose the business process;
-BPu : the part of the business process description that has –in case no exact cover
exists– not been covered;
-KBP : the contracted BP;
-GBP : the part of the business process description given-up at the end of the whole
composition process.

We note that the proposed approach also allows to explicitly define mandatory require-
ments M and preferences P within their request as BP ≡ M � P (as proposed in [6]).

4 Enduring Oak: An Efficient Concept Covering Framework

Several recent approaches try to merge DL-based reasoning with classical Relational
DBMS. The objective is obvious: by pre-classifying large knowledge bases on RDBMS
it is possible to reduce the burden on inference engines and deal efficiently with
large datasets. Such approaches can be classified as either RDF-based, and include
[4,17,19,20] or OWL-based [15,14]. In most cases they are limited to the persistent stor-
ing of ontologies on RDBMS, and sometimes have limited inference capabilities. We
developed a novel Java-based framework, Enduring Oak, which was designed specifi-
cally to support persistence and the ability to efficiently solve Concept Covering prob-
lems. It is compliant with DIG specifications, uses Hypersonic SQL DB for storage
and retrieval of persistent data, and calls a DIG-compliant DL reasoner for computing
inferences. Currently we adopt MaMaS-tng 1, which implements rankPotential and al-
gorithms to solve concept abduction and contraction problems. The database schema
(see Figure 1) includes various tables, namely: Individuals, Concepts, Roles, Individual
types, Children, Descendants, Roles range, and Roles domain, with the obvious mean-
ing. The relational model we adopted is clearly redundant [1], as e.g., , the children ta-
ble could have been withdrawn by adding a Boolean attribute with a true value assigned
whenever a descendant is also a child. Our design choices were guided by the will to
improve retrieval efficiency, also at the expenses of normalization, with a greater storage
area and a more complex insert mechanism. In the following we illustrate the modified
Concept Covering algorithm implemented in the Enduring Oak framework (see Algo-
rithm 2). Before starting to compute the actual Concept Covering, a preprocessing step
is needed for the ontology T . For each role R in T having as range a concept C, add the
definition axiom AUX ≡ ∀R.C to T 2. Notice, that since AUX is a defined concept
i.e., it is introduced via an equivalence axiom, the structure of the domain knowledge
modeled in the original T is not modified.

It is easy noticing that the main difference w.r.t. the original algorithm are the calls
to the Candidate Retrieval procedure (see Algorithm 3). Candidate Retrieval
selects a subset of all available BB descriptions in order to avoid checking all the avail-
able dataset. Retrieval is carried out combining database queries and inference services
calls to the reasoner. Differently from the basic version of the algorithm, using GsC-
CoP a “full” check for covering condition is not needed. In fact, C contains concepts

1 http://dee227.poliba.it:8080/MAMAS-tng/
2 We recall that a range relation can be modeled with the axiom �  ∀R.C in T .
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Input: BP , R, where BP and all BBi ∈ R are satisfiable in T
Output: Rc, BPu, KBP , GBP

RC = ∅;1

BPu = BP ;2

Hmin = BP ;3

C = candidateRetrieval(D,R, T );4

repeat5

BBMAX = �;6

dmin = ∞;7

foreach BBi ∈ C do8

if T |= BPu � BBi  ⊥ then9

〈G, K〉 = contract(BBi, BPu, T );10

H = abduce(BBi, K, T );11

else12

H = abduce(BBi, BPu, T );13

K = BPu;14

G = �;15

end16

d = Ψ(G, K, H, BBi, BPu);17

if d < dmin then18

BBMAX = BBi;19

Hmin = H ;20

dmin = d;21

end22

end23

if (BBMAX �≡ �) and (R ∪ {BBi} ∪ T ) is satisfiable then24

Rc = Rc ∪ {BBi};25

BPu = Hmin;26

C = candidateRetrieval(BPu, R, T );27

end28

until Smin ≡ �) ;29

〈KBP , GBP 〉 = contract(�BBk∈RcBBk, BP, T );30

BP u = abduce(�BBk∈RcBBk, KBP , T );31

return (Rc, BP u, KBP , GBP );32

Algorithm 2. GsCCoP+(R, D, T ) – Fast Concept Covering

which are surely consistent with BPu. What is still to evaluate is if the best concept
–from a covering point of view– in C is consistent with the ones in Rc (row 24 in
Algorithm 2). Then, only a consistency check is needed instead of a full covering check.
On the other hand, while computing a covering, the size of C cannot increase. In fact,
candidateRetrieval computes the candidates to be added to Rc considering only the
ones which overlap BPu. Since BPu decreases after each iteration, the same is for C.
Notice that, due to the preprocessing step, also AUX concepts are taken into account
and returned by candidateRetrieval, in this way also complex concepts involving
roles are taken into account.
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Input: D, R, T , where D and all Ci ∈ R are satisfiable in T
Output: C
CN = ∅;1

A = parents(D,T );2

CN = A;3

foreach CNj ∈ A do4

CN = CN ∪ descendants(CNj , T );5

end6

foreach Ci ∈ R do7

foreach CN ∈ CN do8

if Ci T CN then9

C = C ∪ {Ci};10

end11

end12

end13

return C;14

Algorithm 3. candidateRetrieval(D,R, T ) — Candidates Retrieval

Fig. 3. Comparison of concept covering time performances (GsCCoP: basic composer algorithm,
GsCCoP+: enhanced composer algorithm)

5 System and Performance Evaluation

The architecture of our system comprises MaMaS-tng (which is currently the only
reasoner equipped with the above mentioned services), communicating via DIG HTTP
and a Hypersonic SQL DBMS interfaced via JDBC. Building Blocks and Business
Processes descriptions are all annotated in the ALN subset of OWL-DL (www.w3.org/
TR/owl-features/) language. Obviously, interaction with the system is carried out using
a GUI, both for query composition and retrieval of results. The GUI allows to compose
a request for a single business process or a composed one. When a fully satisfying
result cannot be found, the system returns the degree of completion together with
a logical explanation of what remains missing (BPu) and/or conflicting (GBP ) with the
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Fig. 4. Comparison w.r.t. the BPu (uncovered part H)(GsCCoP: basic composer algorithm, GsC-
CoP+: enhanced composer algorithm

request, see Figure 2. Extensive experiments aimed at both quantitative and qualitative
evaluation have been carried out, comparing the enhanced Enduring Oak approach with
the existing system. We note that all experiments presented here have been carried out
w.r.t. purely abductive versions of both algorithms, to ease comparison with existing
data from previous tests. The test dataset is a randomly generated population of Build-
ing Blocks descriptions having a rank with a Gaussian distribution μ = 7, σ = 5.
Tests have been run using as sample requests descriptions randomly extracted from the
dataset, having rank 5, 10, 15, vs. sets of 10, 50, 100, 500, 1000, 5000 descriptions
randomly extracted from the same dataset at each iteration of the tests. Tests were run
on PC platform endowed of a Pentium IV 3.06GHz, RAM 512MB, Java 2 Standard
Edition 5.0. We point out that reported results include time elapsed for T uploading and
database connection, with a duration, on average of 5.81 and 0.26 secs, respectively.
Obviously such bootstrap times should not be kept into account in the actual usage of
the system. Figure 3 presents a comparison between the basic greedy algorithm and the
one presented in this paper, clearly showing the computational benefits of the enhanced
approach, also in the presence of huge datasets. In both cases, time is normalized w.r.t.
to depth(BP ). To evaluate the effectiveness of the approach we carried out another
set of tests using the same dataset. In this case requests were built as conjunction of
a description randomly extracted from the selected dataset with a randomly generated
description generated at run time. The rationale is that in this way we ensured that at
least a part of the request would have to be satisfied by the description available in the
dataset. Results refer to datasets of respectively 10 and 50 descriptions and are sum-
marized in terms of BPu rank3, see Figure 4, and covering percentage, see Figure 5,
w.r.t. the basic GsCCoP and the enhanced GsCCoP+ algorithms. The tests show that
approximations introduced in GsCCoP+ affect in a limited way the effectiveness of the
covering procedure. We note that these are worst case tests, as the population is ran-
domly generated; tests carried out with actual building block descriptions and requests
provide results that are practically equivalent for both algorithms.

3 Recall that BPu is the part that has to be hypothesized, i.e., what remains uncovered.
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Fig. 5. Successful covering percentage(GsCCoP: basic composer algorithm, GsCCoP+: enhanced
composer+ algorithm

6 Conclusion

While semantic-based systems offer several benefits, they often become inapplicable on
real world large datasets. In this paper we have faced such problem in the context of a
framework for the automated selection of building-blocks for ERP customizing. Build-
ing on a pre-existing solution that implemented a greedy Concept Covering algorithm
we have presented an enhanced approach that, partially relying on a relational DBMS,
allows to scale our approach up to thousands of BB descriptions with negligible loss in
terms of effectiveness.
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Abstract. It is widely recognized that ontologies can be used to support the 
semantic integration and interoperability of heterogeneous information systems. 
Resource Event Agent (REA) is a well-known business ontology that was 
proposed for ontology-driven enterprise system development. However, the 
current specification is neither sufficiently explicit nor formal, and thus difficult 
to operationalize for use in ontology-driven business information systems. In 
this paper REA is redesigned and formalized following a methodology based on 
the reengineering extension of the METHONTOLOGY framework for ontology 
development. The redesign is focused on developing a UML representation of 
REA that improves upon existing representations and that can easily be 
transformed into a formal representation. The formal representation of REA is 
developed in OWL. The paper discusses the choices made in redesigning REA 
and in transforming REA’s UML representation into a OWL representation. 

Keywords: Business Ontologies, Interoperability, Ontology Engineering, UML, 
OWL. 

1   Introduction 

For many years now ontology research has been a growing research domain in 
Knowledge Engineering and Artificial Intelligence. The most cited definition of an 
ontology is the definition by Gruber: “an ontology is an explicit specification of a 
conceptualization” [1, p. 199]. A conceptualization is an intensional semantic structure 
which encodes the implicit rules constraining the structure of a piece of reality [2]. 
Ontologies can be used to represent explicitly the semantics of structured and semi-
structured information enabling automatic support for maintaining and accessing 
information [3]. The Gruber definition was modified slightly by Borst [4] who added 
that the specification must be formal and the conceptualization should be shared. 
Formal means that a machine must be able to process the specification and shared 
indicates that the knowledge captured by the ontology is the consensus of a community 
of experts [5]. 

Domain ontologies specify a conceptualization of a selected part of reality (i.e. a 
domain) [6]. They describe the concepts that exist in a domain, the classification of the 
concepts, the relations between the concepts and their axioms (i.e. basic propositions 
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assumed to be true). For instance, business ontologies (see [7] for an overview) have as 
‘Universe of Discourse’ business, which is “the activity of providing goods and services 
involving financial, commercial and industrials aspects” (WordNet). Business ontologies 
have been proposed to support requirements elicitation, modeling and engineering of 
business applications, enterprise systems and e-collaboration systems [8-11]. For 
instance, in ontology-driven business modelling, they are used to constrain the contents 
and structure of business models, thereby helping to identify and organize relevant 
objects, relationships and other knowledge [12].  

The use of ontologies at run-time (i.e. ontology-driven systems instead of 
ontology-driven development [12]) also offers great potential for business ontologies. 
Specifically in and between enterprises ontology-driven information systems can be 
used to create interoperability at different enterprise levels: shop-floor, intra-
enterprise and inter-enterprise level. Recently there have been research efforts on how 
ontologies can be used for information integration [13, 14] and process integration 
[15-17]. However, real-world applications of business ontologies that explore these 
opportunities are still scarce.  

The Resource Event Agent (REA) ontology [18] is an example business ontology 
that has been proposed for ontology-driven enterprise systems development. As an 
‘event ontology’ [19], REA focuses on the events occurring within the realm of a 
company, their participating agents, affected resources, and regulating policies. REA 
can be used as a reference for modelling a single business cycle (e.g. sales-collection) 
or a chain of business cycles, connected through resource flows. Applications 
supported by REA-driven modelling include the design of accounting and operations 
management systems [20], auditing and internal control (e.g. SOX compliance 
checking) [21] and conceptual data modelling [19]. REA has been used in a number 
of international standardization efforts for e-collaboration systems. For instance, REA 
was the basis for the business process ontology in the UMM business process and 
information model construction methodology [22], the ECIMF system interoperability 
enabling methodology [23], and the Open-EDI business transaction ontology which is 
part of the ISO/IEC 15944-4 standard. REA has further been proposed as a theoretical 
basis for the reference models that underlie ERP systems [24]. 

In this paper we investigate REA’s potential to be used at run-time (i.e. in 
ontology-driven information systems). The origin of REA is an accounting data 
model [25] that has been extended first into an enterprise information architecture and 
later into a full-scale enterprise ontology. This development followed an ad-hoc 
process rather than being guided by an Ontology Engineering methodology. The REA 
developers focused more on the theoretical background of the ontology (events 
accounting and Micro-Economic theories) than on the representation, formalization 
and computational correctness of the ontology (although they did perform in [18] an 
ontological analysis using Sowa’s classification [26]). As a consequence, there is no 
formal representation of REA. Furthermore, the available literature sources on REA 
(e.g. [20, 21, 27, 28]) present different views on the REA conceptualization of an 
enterprise and use a variety of different formats (including text, tables and diagrams) 
to specify the ontology. The lack of a generally accepted conceptualization and a 
uniform, complete and formal representation of the ontology causes imprecision in its  
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definition and ambiguity in its interpretation. For instance, in [29] we showed that the 
ontological concepts and the relations between the concepts are not strictly defined and 
that the ontological axioms, only informally defined in text, are confusing (mixing  
up types and instances of concepts). There have been attempts to formalize REA (e.g. 
[30, 31]), but the results obtained were highly dependent on the researchers’ subjective 
interpretation of REA. 

As currently REA is not formally represented, not sufficiently explicit, and not 
based on a demonstrable shared conceptualization, it needs improvement before it can 
be applied on a wide scale in ontology-driven systems. The aim of this paper is to 
facilitate the operationalization of REA (i.e. increasing its applicability to be used at 
run-time) by making it more explicit and formal. We first present the development of a 
new graphical UML representation of REA that presents a unified and consistent view 
on the ontology’s concepts, relations and axioms. This new conceptual representation 
is subsequently used as the basis for a more formal representation of REA in OWL. 
Improving the conceptual and formal representations of REA makes the ontology more 
understandable, easier to compare to alternative business ontologies, easier to analyse 
(e.g. for consistency), and more operational (e.g. executable). The paper focuses on 
representation and formalization aspects, but not on the contents of REA. The new 
representations will not make REA more accepted per se (in the sense of a having a 
conceptualization that is widely shared in the business community). However, they do 
facilitate ontological analysis and the evaluation whether there is agreement upon the 
ontological definitions and axiomatization. 

It is our position that the reengineering of business ontologies to improve their 
applicability should be guided by proven Ontology Engineering principles and 
techniques. The two REA reengineering activities presented in this paper are part of a 
more encompassing business ontology reengineering methodology that we have 
developed and are currently refining. The proposed reengineering methodology is 
presented briefly in the next section. Section three presents the new conceptual 
representation of REA (as a UML class diagram) based on our redesign and synthesis 
of the currently available representations. Section four then presents the OWL 
representation of REA and discusses the UML-OWL language mappings employed. 
Section five ends with conclusions and future work. 

2   Reengineering Business Ontologies 

An Ontology Engineering methodology can provide guidelines for different purposes. 
It can prescribe a stepwise ontology development process, provide decision rules to 
follow during the modelling of the ontology, and address various design, representation 
and management aspects of the ontology [32]. In [7] we proposed a reengineering 
methodology for business ontologies. The first part of this section outlines the process, 
phases and main activities of this methodology. The second part focuses on those 
activities that are relevant for the reengineering of REA as intended in this paper, i.e. 
developing an improved conceptual representation of the ontology and formalizing it. 
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2.1   Business Ontology Reengineering Methodology 

The proposed reengineering methodology (see Figure 1) is based on the METHONTOLOGY 
framework for ontology development [33] which has its roots in Software Engineering  
and Knowledge Engineering methodologies. METHONTOLOGY is especially useful  
for our purpose because it has an ontology reengineering extension [34]. The 
METHONTOLOGY framework defines ontology reengineering as “the process of 
retrieving and transforming a conceptual model of an existing and implemented ontology 
into a new, more correct and complete conceptual model, which is reimplemented”. 
Three phases are identified in this reengineering process: reverse engineering, 
restructuring and forward engineering. These phases provide the core structure of our 
business ontology reengineering methodology. 

 

Fig. 1. Business Ontology Reengineering Methodology – Process, Activities and Artifacts 

The Reverse Engineering phase starts from the currently available representation(s) 
of the ontology as specified in whatever language(s) (i.e. the Current Representation 
artifact). The goal is to recover the original conceptualization specified by the 
ontology. If only a formal representation of the ontology is available, then this formal 
representation should be transformed into a conceptual representation by using the 
right transformation rules for the chosen representation languages. For example, if the 
ontology is available in OWL, visualization rules that transform OWL into UML  
can be used to create a graphical representation of the ontology [35]. Sometimes  
there is neither a formal representation, nor a complete conceptual representation of  
the ontology (or there exists alternative specifications as with REA). In that case the 
reverse engineering will mainly be a ‘unification’ effort, gathering information on  
the conceptualization selected from the available sources, thereby focusing on the 
commonalities in the existing representations and underlying interpretations. The result 
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of the reverse engineering activities is referred to as the Recovered Conceptualization 
of the ontology. 

During the Restructuring phase the recovered conceptualization is evaluated and its 
specification is redesigned based on the shortcomings identified. The METHONTOLOGY 
restructuring process distinguishes two distinct sub-phases: analysis and synthesis. During 
the analysis phase the class hierarchy, the concept definitions and the axioms are evaluated. 
Studies that compare different ontology evaluation methods can be used for selecting the 
appropriate analysis method [36, 37]. The synthesis phase then uses the outcome of the 
analysis to re-specify the conceptualization. Also all changes made to the ontology are 
recorded. 

The restructuring phase results in a Redesigned Conceptualization of the ontology. 
Forward Engineering activities transform the conceptual representation of this 
redesigned conceptualization into a machine readable representation, referred to as the 
Reengineered Representation of the ontology. The transformation rules used depend 
on the representation format of the redesigned ontology and the target ontology 
language. 

2.2   From Lightweight Ontology to Formal Ontology 

REA as it stands can be characterized as a lightweight ontology [38]. To formalize a 
lightweight ontology a specification is needed that provides a complete view of the 
conceptualization with as much explicit semantics as possible. Preferably such a 
specification is developed in a language that can easily be mapped onto an ontology 
language but at the same time allows for ontology modelling. 

Recently, Ontology Engineering researchers have proposed the use of conceptual 
modelling languages (ER, UML, ORM, …) for modelling ontologies [39-41]. Most 
conceptual modelling languages propose graphical representations with well-defined 
syntax and semantics that are close to how humans perceive the world [42]. 
Specifically in a business context the diagrammatic techniques offered by conceptual 
modelling languages are known (or can easily be learned) by business domain experts 
[43]. Conceptual modelling languages therefore provide a more suitable basis for the 
analysis and refinement of the content of an ontology than the more formal 
knowledge representation languages as the resulting representation of the ontology 
will be more natural and hence easier to understand for the domain experts.  

REA uses a combination of informal text, table definitions and diagrams. These 
definitions and diagrams can be found in different sources by different authors. To 
facilitate the formalization of REA we first developed a representation of REA that 
unifies these partial (and often imprecise) definitions into a single coherent view with 
explicit semantics. In case of doubt we referred to the ‘official’ version of the ontology 
as described by the REA developers in their most recent papers (i.e. [20, 21]). We 
developed this new representation in UML (using a class diagram) and refer to it as the 
conceptual representation of REA because its intended users are humans and not 
machines. UML was chosen as ontology modelling language because it provides a 
standard and tool-supported notation. Furthermore, the Ontology Definition 
Metamodel (ODM) request for proposal of the Object Management Group (OMG) has 
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resulted in the proposal of semantically correct mapping rules in both directions 
between UML and the ontology languages RDF and OWL[44]. 

The development of the new UML representation of REA corresponds roughly to 
the reverse engineering and restructuring steps of Figure 1. The currently available 
representations of REA had to be gathered, analysed and combined to recover to the 
best possible extent the original conceptualization (i.e. reverse engineering). Unifying 
the existing definitions, resolving inconsistencies and explicitly representing the 
recovered semantics in a UML class diagram can be seen as a restructuring activity. 
The result should however be seen as a redesigned representation of REA rather than 
a redesigned conceptualization as no fundamental changes to the intended content of 
the ontology were proposed. The proposed reengineering methodology is intended as 
an iterative process and in future iterations the new conceptual representation can be 
used for in-depth analysis of REA’s conceptualization of business and subsequent 
discussion and refinement. In this first iteration, the UML class diagram was 
primarily meant as a starting point for the formalization of REA.  

The purpose of the formalization activity is to map the conceptual representation 
into a formal representation, meaning a machine-readable representation (i.e. the 
intended users are machines and not humans). The ontology language chosen was 
OWL because of its wide acceptance as a web ontology language. Also, the 
availability of ontology tools that support OWL (e.g. Description Logic reasoners) 
will make it easier to experiment with REA-driven business applications. The OWL 
representation that results from this forward engineering step corresponds to the 
reengineered representation artefact in Figure 1. 

3   Redesigning REA 

REA specifies five basic concepts (Economic Resource, Economic Event, Economic 
Agent, Commitment, Contract) in terms of which an enterprise is described. These 
five concepts (defined in Table 1) are the ontological primitives upon which the other 
ontological elements (e.g. specialized concepts, typified concepts, relations) are built 
and in terms of which domain axioms are defined. We also assume these definitions 
when redesigning the conceptual representation of REA. 

Table 1. Definitions of the basic REA concepts 

Concept Definition 
Economic Resource A thing that is scarce and has utility for economic agents and is 

something users of business applications want to plan, monitor and 
control. 

Economic Agent An individual or organization capable of having control over economic 
resources, and transferring or receiving the control to or from other 
individuals or organizations. 

Economic Event A change in the value of economic resources that are under control of 
the enterprise. 

Commitment A promise or obligation of economic agents to perform an economic 
event in the future 

Contract A collection of increment and decrement commitments and terms. 
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REA further defines and names a number of relations between the basic concepts. 
For instance, economic resources are associated with the economic events that cause 
their inflow or outflow (stockflow relations). Economic events that result in resource 
inflows (e.g. purchases) are paired by economic events that result in resource 
outflows (e.g. cash disbursements) (duality relations). Participation relations identify 
the economic agents involved in economic events. A commitment will eventually be 
related to an economic event of the specified type by a fulfilment relation. Reciprocity 
relations are analogous to duality relations, but relate commitments instead of 
economic events.  

These and other concept relations are defined informally in text or are depicted as 
relationships in ER diagrams, UML class diagrams or other graphical formalisms that 
provide a partial view on the ontology. Implicitly they introduce a number of derived 
concepts like specializations of basic concepts (e.g. economic events that cause an 
inflow (increment economic events) versus economic events that cause an outflow 
(decrement economic events)) and type images (e.g. economic event type), as well as 
constraints (e.g. if commitments A and B are linked by reciprocity, and economic 
events C and D fulfil respectively A and B, then C and D must be linked by duality). 
Apart from type images (described extensively in [21]) these inferred concepts and 
constraints are underspecified. 

Also a minimal set of ontological axioms is defined, again informally. The 
definitions of axioms 1 and 2 are literally copied from [20]. Axiom 3 is based on [27] 
and is more precisely formulated than its equivalent in [20]. 

• Axiom1 – At least one inflow event and one outflow event exist for each economic 
resource; conversely inflow and outflow events must affect identifiable resources. 

• Axiom2 – All events effecting an outflow must be eventually paired in duality 
relationships with events effecting an inflow and vice-versa. 

• Axiom3 – Each economic event needs to have at least one provide and one receive 
relationship with an economic agent. 

The main problem with these definitions is that it not always clear whether the 
axioms apply to instances or types. For instance, an enterprise can own an economic 
resource that it has produced or acquired (e.g. a car) but not sold, used or consumed 
yet. Clearly the existence of a decrement event for every economic resource under the 
control of a company is not an axiom. However, following economic rationale (i.e. 
value creation), we could say that for every type of economic resource there exists at 
least one type of decrement economic event (e.g. a car manufacturer produces cars to 
sell them). Axiom 3 further introduces specializations of the participation relation: 
provide and receive. 

The new conceptual representation that we propose for REA is shown in Figure 2. 
REA concepts are shown as classes, concept relations are shown as associations or 
association classes, and axioms are specified by means of multiplicities. For a more 
detailed and complete account of the shortcomings in the current REA representations 
and how we resolve them in our UML class diagram, we refer to [7]. The two main 
improvements are: 
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• The explicit specification of specializations of basic REA concepts and their type 
images: Increment Economic Event, Decrement Economic Event, Increment Com- 
mitment, Decrement Commitment, Increment Economic Event Type, and Decrement 
Economic Event Type. Less commonly used in UML is the specialization of 
association classes (that are used to represent concept relations): inflow and outflow 
as specializations of the stockflow relation and provide and receive as specializations 
of the participation relation. These new classifications add formerly implicit 
semantics to the conceptual representation. The diagram shows, for instance, that 
inflows relate increment events to resources, outflows relate decrement events to 
resources, increment events fulfil increment commitments, and decrement events 
fulfil decrement commitments. Note that Contract is not shown in the diagram, 
though it can be added by reifying the reciprocity relation. Further, both Contract and 
Commitment can be typified (again not shown in Figure 2). 

• The extensions make it also possible to specify the REA axioms by means of 
multiplicities. For instance, the first part of axiom 1 can now be stated more precisely 
by enforcing the participation of every Economic Resource Type object in at least 
one inflowType link and at least one outflowType link. It is however not required 
that every Economic Resource object is related to at least one Economic Increment 
Event and one Economic Decrement Event. Other multiplicities than the ones shown 
in Figure 2 can be specified, but for the sake of clarity we only included the 
multiplicities that correspond to the three basic axioms. There is only one exception; 
the multiplicities shown for the reciprocity relation imply that every increment 
commitment must be paired with at least one decrement commitment, and vice versa 
(i.e. the economic reciprocity principle of capitalist market economies that underlies 
every written or unwritten contract). This example shows that additional domain 
axioms can easily be integrated into the conceptual representation. 

4   Formalizing REA 

Different authors have stipulated guidelines for transforming UML class diagrams 
into a formal representation in an ontology language [39, 40] and vice versa [35]. In 
the absence of a uniform approach, the recent adoptedOntology Definition Metamodel 
proposal [44] is used to guide the formalization of REA in OWL. All classes, 
relationships and constraints presented in the UML class diagram (Figure 2) are 
transformed into OWL by mapping them to OWL constructs. In most cases these 
transformations are straightforward but some of them require additional explanation. 
One of the problems with the ODM specification is that sometimes for the same UML 
construct different mapping rules can be used and that for some UML constructs no 
appropriate OWL construct exists. As a result the mapping from UML to OWL 
depends to some extent on the transformation choices made. The used UML to OWL 
transformations and corresponding examples are shown in tables 2, 3, 4 and 5. The 
complete OWL formalization of the conceptual REA representation developed in this 
paper can be downloaded from http://users.ugent.be/~fgailly/REAontology/.  

In Table 2, the UML classes Economic Event (Type), Economic Agent (Type), 
Economic Resource (Type) and Commitment are mapped onto disjoint OWL classes (i.e. 
disjoint subclasses of owl:Thing). The binary associations and association classes (but 
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not their sub-classes) in Figure 2 are represented by OWL properties (using the 
ObjectProperty construct). In OWL a property name has a global scope, while in UML 
the association name scope is limited to the class and subclasses of the class on which it 
is defined. As a result we have decided to give all associations a unique name. The 
transformation from UML binary association to OWL properties follows the approach 
taken in the ODM specification which states that every bidirectional binary association 
must be translated into a pair of properties where one is inverseOf the other. For an 
association class the same approach is followed.  

Table 2. Transformations UML to OWL (UML class, UML association (class)) 

UML elements OWL elements
Class Class, disjointWith
<owl:Class rdf:ID="Economic_Agent"> 
 <owl:disjointWith rdf:resource="#Economic_Agent_Type"/> 
 <owl:disjointWith rdf:resource="#Economic_Event"/> 
 <owl:disjointWith rdf:resource="#Economic_Resource_Type"/> 
 <owl:disjointWith rdf:resource="#Economic_Resource"/> 
 <owl:disjointWith rdf:resource="#Economic_Event_Type"/> 
 <owl:disjointWith rdf:resource="#Commitment"/> 
</owl:Class>

Binary association ObjectProperty, domain, range, inverseOf
<owl:ObjectProperty rdf:ID="fulfill"> 
 <rdfs:domain rdf:resource="#Economic_Event"/> 
 <rdfs:range rdf:resource="#Commitment"/> 
 <owl:inverseOf rdf:resource="#inverse_of_fulfill"/> 
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="inverse_of_fulfill"> 
 <rdfs:domain rdf:resource="#Commitment"/> 
 <rdfs:range rdf:resource="#Economic_Event"/> 
 <owl:inverseOf rdf:resource="#fulfill"/> 
</owl:ObjectProperty>

Association class ObjectProperty, domain, range, inverseOf
<owl:ObjectProperty rdf:ID="stockflow"> 
 <rdfs:domain rdf:resource="#Economic_Resource"/> 
 <rdfs:range rdf:resource="#Economic_Event"/> 
 <owl:inverseOf rdf:resource="#inverse_of_stockflow"/> 
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="inverse_of_stockflow"> 
 <rdfs:domain rdf:resource="#Economic_Event"/> 
 <rdfs:range rdf:resource="#Economic_Resource"/> 
 <owl:inverseOf rdf:resource="#stockflow"/> 
</owl:ObjectProperty>

 
 

UML specializations can be very straightforward transformed into OWL by using 
the subclass construct for specialized classes (subClassOf) and the subproperty 
construct for properties (subPropertyOf) for specialized association classes (Table 3 
and 4). In UML specialization structures can be declared as being disjoint, meaning 
each member of a superclass may be a member of no more than one subclass. In 
OWL this constraint is added by declaring that the subclass must be disjoint with the 
other subclasses.  
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Table 3. Transformations UML to OWL (total disjoint subclasses) 

UML elements OWL elements
Total disjoint subclasses disjointWith, unionOf, subClass

<owl:Class rdf:ID="Economic_Event"> 
 <rdfs:subClassOf> 
 <owl:Class> 
 <owl:unionOf rdf:parseType="Collection"> 
 <owl:Class rdf:about="#Decrement_Economic_Event"/> 
 <owl:Class rdf:about="#Increment_Economic_Event"/> 
 </owl:unionOf> 
 </owl:Class> 
 </rdfs:subClassOf> 
</owl:Class>
<owl:Class rdf:ID="Decrement_Economic_Event"> 
 <rdfs:subClassOf rdf:resource="#Economic_Event"/> 
 <owl:disjointWith rdf:resource="#Increment_Economic_Event"/> 
</owl:Class>
<owl:Class rdf:ID="Increment_Economic_Event"> 
 <rdfs:subClassOf rdf:resource="#Economic_Event"/> 
 <owl:disjointWith rdf:resource="#Decrement_Economic_Event"/> 
</owl:Class>

 

 
Table 4. Transformations UML to OWL (total disjoint  subrelations) 

UML elements OWL elements
Total disjoint ‘subrelations’ subPropertyOf

<owl:ObjectProperty rdf:ID="inflow"> 
 <rdfs:domain rdf:resource="#Economic_Resource"/> 
 <rdfs:range rdf:resource="#Increment_Economic_Event"/>
 <owl:inverseOf rdf:resource="#inverse_of_inflow"/> 
 <rdfs:subPropertyOf rdf:resource="#stockflow"/> 
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="inverse_of_inflow"> 
 <rdfs:domain rdf:resource="#Increment_Economic_Event"/> 
 <rdfs:range rdf:resource="#Economic_Resource"/> 
 <owl:inverseOf rdf:resource="#inflow"/> 
 <rdfs:subPropertyOf rdf:resource="#inverse_of_stockflow"/> 
</owl:ObjectProperty>

 
 
Notice that also the stockflow and participation relations are specialized in disjoint 

'sub-relations'. The corresponding association classes in the UML class diagram are 
represented by means of the OWL ObjectProperty construct. The current specification 
of OWL does not allow declaring subproperties as being disjoint (this issue will 
probably be solved by the OWL 1.1 extensions). A solution could be reifying the 
stockflow and participate relations (i.e. declaring them as OWL classes and next 
declaring disjoint subclasses). A drawback of this approach is that additional OWL 
properties are needed to represent all associations between the reified associations and 
the original classes. These additional OWL properties will have no direct counterpart 
in the REA conceptual representation, so it might be hard to give them meaningful 
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names. That is why we preferred not to reify them. The UML constraints on the 
specializations in Figure 2 are also total or complete, meaning that all members of a 
superclass must be members of at least one subclass. This can be formalized be 
defining a covering axiom on the superclass which states that the superclass is the 
union of the subclasses. 

The formalization of the REA axioms is less straightforward and different 
approaches can be taken. Based on the ODM proposal we decided to formalize the 
multiplicities on the association ends by adding OWL minimum and maximum 
cardinality restrictions to the range of properties where necessary (see Table 5). This 
might not be the most appropriate solution because of semantic differences between 
cardinality restrictions in OWL and cardinality constraints in conceptual modeling 
languages [45]. An alternative for a maximum cardinality of one on the range of the 
property is to declare the OWL property as functional (see [7] for an example). A 
property is functional if for a given individual, there can be at most one individual 
that is related to the individual via the property. 

Table 5. Transformations UML to OWL (multiplicities) 

UML elements OWL elements
Multiplicities maxCardinality, minCardinality

<owl:Class rdf:ID="Increment_Economic_Event"> 
<rdfs:subClassOf>
 <owl:Restriction> 
 <owl:onProperty rdf:resource="#inverse_of_inflow"/> 
 <owl:minCardinality 
  rdf:datatype="&xsd;int">1</owl:minCardinality> 
 </owl:Restriction> 
</rdfs:subClassOf>
<rdfs:subClassOf>
 <owl:Restriction> 
 <owl:onProperty rdf:resource="#inverse_of_inflow"/> 
 <owl:maxCardinality  
  rdf:datatype="&xsd;int">1</owl:maxCardinality> 
 </owl:Restriction> 
</rdfs:subClassOf>
</owl:Class>

 

5   Conclusion and Future Research 

This paper presents the development of two new representations of the Resource 
Event Agent (REA) business ontology. This development addresses shortcomings in 
the current specification that are likely to impede REA’s use as a run-time ontology 
supporting semantic integration and interoperability of heterogeneous business 
applications and enterprise systems. The first representation is a UML class diagram 
that can be used by human users as an explicit, unified and uniformly represented 
specification of REA’s conceptualization of business. The second representation is a 
formal, machine-readable specification obtained by applying UML to OWL 
mappings. The OWL formalization of REA, which would not be possible without first 
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redesigning its conceptual representation, will facilitate its operationalization in 
ontology-driven systems as it makes REA executable. 

A research contribution of the paper is the embedding of the REA redesign and 
formalization activities into a comprehensive business ontology reengineering 
methodology. Other activities suggested by this methodology, such as ontological 
evaluation and synthesis, can readily be performed based on the proposed conceptual 
representation. This new UML representation of REA may also serve as an improved 
basis to compare REA to other business ontologies and to evaluate the degree to which 
this business conceptualization is shared in the business community. The OWL 
representation of REA is of practical value for those wishing to explore the use of REA 
as a run-time ontology. It also allows for formal ontology evaluation, for instance 
verifying the consistency of the concept definitions using a Description Logic reasoner. 

The limitation of this research is its focus on representation and formalization issues. 
Future research is needed to validate REA and to address ontological content rather than 
just form. An ontological analysis with respect to an upper-level ontology (e.g. SUMO, 
Dolce, GFO, BWW, SOWA, …) is part of this validation. Future research may also 
investigate the use of other languages for business ontology modelling. In particular, 
enterprise modelling languages may offer the same advantages as UML (given the 
availability of UML profiles for these languages) whilst allowing semantically richer 
descriptions of business domain semantics (through domain-specific modelling 
constructs).  

Currently, we are developing a ‘proof of concept’ REA-driven enterprise information 
integration application to demonstrate effectiveness (i.e. the use of the reengineered 
REA as an operational ontology) and feasibility (i.e. REA creating interoperability 
between heterogeneous business applications). Additionally we are also developing a 
revised graphical representation of the formalized REA-ontology specification by using 
the OWL UML profile which is part of the ODM specification. This graphical 
representation will be further discussed and evaluated in the REA research community. 
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Abstract. Web pages representing offerings of products and services are a 
major source of data for Semantic Web-based e-commerce. This data could be 
useful for numerous applications, e.g. (1) more precise product search engines 
and shopping bots, (2) aggregation or enrichment of multi-vendor catalogs 
using public product descriptions, or (3) the automated discovery of additional 
alternatives based on the combination of multiple items. While there are already 
some ontologies for products and services available, they are very large in size 
(20 – 70,000 classes), and thus not always suitable as ontology imports. In this 
paper, we take a different approach: We represent the semantics of offerings on 
the Web using a very lightweight ontology of datatype properties in combi- 
nation with popular classifications like UNSPSC and eCl@ss. We then 
demonstrate how this representation can be mapped easily to comprehensive 
ontologies for products and services like eClassOWL1. Our approach provides a 
straightforward solution for annotating offerings on the Web while avoiding the 
overhead of importing fully-fledged products and services ontologies in every 
single annotation. We can show that our proposal has technical advantages and 
eliminates legal problems when reusing existing standards. 

1   Introduction 

Web pages representing offerings of products and services are a major source of data for 
Semantic Web-based e-commerce. This data covers technical and commercial aspects 
and could be useful for numerous future applications. Firstly, it could be used by novel 
product search engines and shopping bots that identify suitable alternatives for a given 
need and a given set of preferences. Secondly, the data could be used for assembling, 
augmenting, or maintaining multi-vendor catalogs for e-shops. For example, product 
descriptions and technical features from pages published by manufacturers of a product 
could be exploited for maintaining product descriptions in retail e-shops. Thirdly, it 
could support the discovery of additional, implicit purchasing options that are possible 
by the combination of multiple individual offers.  

However, most of the product data on the Web is available only in a format suitable 
for rendering by browsers and interpretation by humans; and despite much research in 
using ontologies for supporting such scenarios, no comprehensive and practically 
useful framework exists so far for making Web offerings accessible at a semantic level. 
                                                           
1 http://www.heppnetz.de/eclassowl/ 
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In B2B scenarios, quite comprehensive classification standards for products and 
services have evolved, namely UNSPSC [1] and eCl@ss [2]. Their reuse for e-commerce 
applications of the Semantic Web vision is, however, non-trivial, as has been shown in 
[3], [4], and [5]. 

With eClassOWL, there exists now a consistent OWL variant of the eCl@ss 
standard, containing ontology classes for more than 25,000 different goods categories 
plus more than 5,000 properties for representing product characteristics [6]2. While 
this ontology is freely available and can be readily used for many applications, the 
idea of annotating existing Web resources that describe products and services still 
faces several problems. 

a) Size 
Due to their original design purpose of aggregating data on an enterprise-wide level, 
most available classifications are very large in size with usually more than 20,000 
categories. 

b) Intellectual Property Rights 
It has recently been stressed that many standards are subject to copyright and other 
types of intellectual property rights [7]. Thus, creating and publishing an ontology by 
transforming an existing standard usually requires explicit agreements with the 
owners of the standard [8]. In the case of eCl@ss, such an agreement has been 
established. For UNSPSC, however, the issue has not yet been settled. 

c) Unclear semantics of categories in standard classifications 
Most informal classifications lack a clear notion of what it means to be an instance of 
a respective category. This is no problem when employing a classification schema in 
a well-defined context known to all users of the data, but it causes some problems 
when deriving ontologies from such classifications, since the latter requires a clear 
semantics. For example, UNSPSC codes are used both for classifying expenses and 
for describing actual products. Deriving an ontology from a classification thus 
includes important modeling decisions in this issue [4]. Otherwise, the meaning of an 
ontology class derived from a category must remain very broad, e.g. “anything that 
can, in any context, be subsumed under this type of good”. As one direction, there has 
been work on adding a formal semantics to informal classifications by [9, 10].  

From a practical perspective, we need to be able to describe and distinguish (1) 
actual products and services instances, (2) models of products and services, and (3) 
entities just related to a certain type of goods (e.g. invoices). 

d) Type of relationship between a product category and a business entity 
When representing the products and services domain, a lot of semantics is kept in the 
relation between a Web resource and a type of product or service. In fact, in most cases 
we do not just want to say that a specific Web resource is an instance of a specific 
product category. Much more, we want to represent a different type of relationship 
between a Web resource and a product definition, e.g. “This Web page contains an 
offer of product instances that meet the following specification” or “The company 
identified by this URI repairs products of the following kind”. A valuable standard 

                                                           
2 A similar ontology derived from UNSPSC called unspscOWL has been created but is waiting 

for copyright clearance. 
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providing common concepts for this problem is the UNSPSC Business Function 
Identifier (BFI) [11]. It is a simple two-digit value that reflects the kind of relationship 
between a business entity and a product category. Table 1 shows the currently 
supported values.  

Table 1. UNSPSC Business Function Identifiers [11] 

UNSPSC BFI Meaning 
10 Rental or Lease 
11 Maintenance or Repair 
12 Manufacturer 
13 Wholesale 
14 Retail 
15 Recycle 
16 Installation 
17 Engineered 
18 Outsource 

In short, we assume that the creation and usage of true ontologies derived from 
products and services classifications is in general useful, for it provides a proper 
conceptual base for describing offerings, demands, and related items like invoices 
properly. However, it may not be realistic to annotate a majority of current Web shops 
by references to such ontologies in the near future, mainly for practical reasons. In 
particular, the scalability of current reasoners is still a bottleneck, which implies that 
drawing inferences about hundreds of thousands of offerings instances may not yet 
scale. Also, the amount of reasoning supported by such ontologies, e.g. eClassOWL, is 
rather limited. This is because popular product classifications have just four 
hierarchical levels with a limited amount of branching. Table 2 shows the median of 
branching between the levels of hierarchy in eCl@ss 5.1 and UNSPSC 7.0901. In here, 
the median tells us the maximum number of descendents for the lower half of the 
categories. We can see that from the third level to the fourth, half of all categories have 
not more than two descendents. This level of branching is particularly interesting, 
because the fourth level contains classes for actual commodities. UNSPSC is a bit more 
advanced in the branching at the lowest level with up to six descendents for the lower 
half of all categories. One may ask whether it always makes sense to import a very 
large ontology for all operations on product data if the amount of reasoning is that 
limited. 

Table 2. Amount of branching in popular product classification standards [data taken from 12] 

 Median 
 eCl@ss 5.1 UNSPSC 7,0901 
Top level  2nd level 18 5 
2nd level  3rd level 6 4 
3rd level  4th level 2 6 

As a consequence, we are proposing a very lightweight mechanism that allows 
capturing the product semantics of Web offerings by referring to popular classification 
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standards. This mechanism should avoid the burden of replicating the whole standard in 
the form of a huge ontology but still be upward compatible to such comprehensive 
ontologies. It should also be possible to work with respective annotations in a meaningful 
way even in the absence of scalable reasoning, e.g. on the level of plain RDF. 

1.1   Related Work 

The potential of using ontologies for e-commerce scenarios has been stressed e.g. by 
[13], [14], [15], and [16]. Gupta and Qasem argued that semantic e-commerce may 
reduce the price dispersion in markets [17]. In the information systems community, 
the benefits of product content standards have been discussed e.g. by [18]. 

A major focus of previous works on using ontologies in e-commerce scenarios was 
on the integration of product data, i.e. the challenge of harmonizing catalogue items 
or expenses referring to incompatible classifications. The complexity of this problem 
has been described e.g. in [19] and [20]. Respective tasks in B2B relationships have 
been detailed by [21]. The future role of ontologies on B2B marketplaces has been 
discussed in [22]. A prototype of catalogue data integration based on ontologies and 
ontological mappings was reported in [23]. An approach of identifying equivalences 
and other types of mappings between multiple product schemas is presented in [24]. 

Modeling aspects of product representation and respective ontology engineering 
tasks are covered by [25], [26], and [27]. 

The reuse  of existing standards for e-commerce scenarios has been suggested e.g. 
in [28] and [29]. A  domain-specific analysis of the problems faced when reusing 
product classifications for constructing products and services ontologies is given in 
[4]. A more generic analysis of the transformation of classifications into ontologies is 
presented in [10]. Recently, the W3C has proposed SKOS [30] as a very lightweight 
schema for representing classifications in the Semantic Web. While SKOS variants 
from standards can be created almost fully automatically, the resulting formalization 
cannot be directly used as a product and services ontology, like eClassOWL, while its 
size will still be very large. 

Currently, there exist at least three ontologies for products and services ontologies, 
which were derived from eCl@ss or UNSPSC [31], [32], and [6]. While the last one 
is very current and also includes product attributes, the two former ones are somewhat 
dated snapshots of past UNSPSC versions. A comparison is given in [4]. 

1.2   Our Contribution 

In this paper, we (1) describe how the semantics of offerings on the Web can be 
represented using a very lightweight ontology in combination with popular classifications 
like UNSPSC and eCl@ss. We then show how this representation can be mapped easily 
to comprehensive ontologies for products and services like eClassOWL. Our approach 
provides a straightforward solution for annotating offerings on the Web while avoiding 
the overhead of importing fully-fledged products and services ontologies in any single 
annotation. 
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2   The ProdLight Ontology 

In the following, we describe a novel approach for using the class identifiers of common 
product and service classification schemas for the annotation of Web offerings. The 
main idea is to capture the class identifiers as literal values of simple datatype properties 
in the form “hasClassificationCode 1234” instead of making an offering an instance or a 
subclass of a fully-fledged products and services ontology like eClassOWL. This 
approach requires only a very small, hand-crafted ontology. At the same time, it is easy 
to create mappings to eClassOWL at any time. 
Our approach requires the following steps: 

 

1. We define four classes 
a. ProductOrServiceOrRelatedInstance  
b. ProductOrService 
c. ProductOrServiceProxyInstance 
d. ProductOrServiceRelatedEntity 

          and make b, c, and d subclasses of class a. 
 

The class ProductOrServiceOrRelatedInstance contains everything that 
is either an actual product or service, an entity that acts as a proxy for multiple actual 
product or services instances (which themselves are not exposed, i.e., unknown), or 
items that are related to product or services categories but which are no actual products 
or services (e.g. related invoices). 

The class ProductOrService is a subclass of the former class and contains 
only actual product or services instances, i.e., individuals on which property rights 
can be established and transferred. 

The class ProductOrServiceProxyInstance is a work-around for such 
products and services instances that are existentially quantified but not directly 
exposed. This is necessary, because in many situations, Web shops do not publish 
actual instances of a product or service, but just state that such exist. Since existential 
quantification, which would be the proper modeling for such situations, is 
computationally costly and makes a respective OWL ontology fall into OWL DL, we 
use instances of this class to represent existentially quantified product offerings. 

The class ProductOrServiceRelatedEntity contains everything that may 
be characterized by a product or services category but is not a product or service 
instance (or “instance proxy”) itself.  
In OWL Abstract Syntax, the respective class definitions are as follows: 
 

Class (ex:ProductOrServiceOrRelatedInstance partial) 
Class (ex:ProductOrService partial  
   ex:ProductOrServiceOrRelatedInstance) 
Class (ex:ProductOrServiceProxyInstance partial  
   ex:ProductOrServiceOrRelatedInstance) 
Class (ex:ProductOrServiceRelatedEntity partial  
   ex:ProductOrServiceOrRelatedInstance) 

2. For the actual categories from the source classification standard  
themselves, we just define one single owl:DatatypeProperty, e.g. 
relevantEclassCategory_v5.1 with the range of a string, and use 
the primary keys of categories in  eCl@ss version 5.1 as the literal value. 
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In OWL Abstract Syntax, the respective property definition will be as follows: 
 
DatatypeProperty(ex:relevantEclassCategory_v5.1 
   range(xsd:string)) 
 

This can happen in parallel for multiple categorization schemes or versions from the 
same schema. For instance, we can define an additional datatype property for 
UNSPSC version 8: 

DatatypeProperty(ex:relevantUnspscCategory_v8 
   range(xsd:string)) 
 
If we allow the parallel usage of multiple classifications (e.g. UNSPSC and eCl@ss) or 
multiple values from the same standard, we need to be clear about the semantics of 
such assertions. The natural interpretation is that a resource annotated using multiple 
such statements reflects the intersection of both categories. For instance, if we use 
relevantEclassCategory_v5.1 with the value “AAB29200202” (“Photo 
Cameras”) plus relevantUnspscCategory_v8 with the value “45121504” 
(“Digital Cameras”), then the actual meaning of this shall be that the resource is related 
to the intersection of both; in this case, that it is related to digital cameras only. 

This aspect may be obvious for logicians; however, domain experts must be 
advised that a resource that contains two different offerings (e.g. cell phones and cell 
phone antennas) must be treated as two different resources (e.g. by adding URI 
fragment identifiers #phone and #antenna). Otherwise, a domain expert may add the 
UNSPSC codes for both categories to the same resource, which would be equivalent 
to the intersection of cell phones and cell phone antennas and thus, most likely, an 
empty set. 

In addition to capturing the type of good, there is a need of expressing the type of 
business function that is supported for a particular product or service category, e.g., 
whether a Web page offers the sale, repair, or disposal of a particular type of goods. A 
first approach for capturing this aspect is by defining an additional datatype property 
that reflects the business function in the form of one or more UNSPSC Business 
Function Identifier values (see [11] for details). 

In OWL Abstract Syntax, the respective property definition will be as follows: 
 

DatatypeProperty(ex:supportedBusinessFunctionsUNSPSC-BFI 
   range(xsd:int)) 
 

In here, we also need to agree upon the semantics of multiple property assertions for 
one resource. We suggest defining the semantics of this property such that multiple 
statements imply that the union of the respective business functions is supported. In 
our opinion, this is intuitive; it also means that we can express support for multiple 
business functions (“We sell and lease out boats”) without duplicating much of the 
resource descriptions. 

Instead of using xsd:int for the UNSPSC Business Function Identifier, we 
could also create instances in the ontology for any of the types as specified in Table 1. 
However, since we are aiming at the most lightweight solution, we decided against  
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that. We are in parallel working on a fully-fledged ontology for business functions, 
into which the proposed lightweight approach can easily be grounded later. This can 
be achieved using similar patterns as for mapping categories to eClassOWL classes as 
shown in section 4. 

3   Example 

In the following, we give a brief example of our approach in plain OWL DLP. Even 
though we are using owl:Class for upward compatibility reasons, no reasoner 
support is necessary at this stage; i.e., the approach could also be used in a meaningful 
manner on the level of plain RDF. 
We assume there are four entities: 

1. CameraInvoice: An invoice related to a digital camera purchase. 
2. CameraWebsite: A Web site on which cameras are sold to end users 

(retail). 
3. myCamera: An actual camera. 
4. CameraModelSony123: A Sony camera make and model, of which 

multiple actual instances exist, which will all share several technical features, 
e.g. weight, pixel resolution, etc. – however, the actual instances are only 
existentially quantified. 

In the example, “AAB29200202” is the identifier of the category “Photo Camera” in 
eCl@ss 5.1. In UNSPSC v8, the closest category “Digital Cameras” has the identifier 
“45121504”[1]. The UNSPSC Business Function Identifier “14” means “Retail” [11].  

Using the approach described in section 4.3.1, this leads to the following 
statements in OWL Abstract Syntax:  
 
Individual(ex:CameraInvoice 
   type(ex:ProductOrServiceRelatedEntity) 
   value(ex:relevantEclassCategory_v5.1   
   "AAB29200202"^^<http://www.w3.org/2001/XMLSchema#string>)) 
 
Individual(ex:CameraModelSony123 
   type(ex:ProductOrServiceProxyInstance) 
   value(ex:relevantEclassCategory_v5.1   
   "AAB29200202"^^<http://www.w3.org/2001/XMLSchema#string>)) 
 
Individual(ex:CameraWebSite 
   type(ex:ProductOrServiceOrRelatedInstance) 
   value(ex:relevantEclassCategory_v5.1   
   "AAB29200202"^^<http://www.w3.org/2001/XMLSchema#string>) 
   value(ex:supportedBusinessFunctionsUNSPSC-BFI   
   "14"^^<http://www.w3.org/2001/XMLSchema#int>)) 
 
Individual(ex:myCamera 
   type(ex:ProductOrService) 
   value(ex:relevantEclassCategory_v5.1      
   "AAB29200202"^^<http://www.w3.org/2001/XMLSchema#string>)) 
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We can also specify the product semantics by using eCl@ss and UNSPSC codes. 
However, we must keep in mind that this reflects the intersection of both product 
categories: 
 
Individual(ex:CameraInvoice 
   type(ex:ProductOrServiceRelatedEntity) 
   value(ex:relevantEclassCategory_v5.1   
   "AAB29200202"^^<http://www.w3.org/2001/XMLSchema#string>) 
   value(ex:relevantUnspscCategory_v8   
   "45121504"^^<http://www.w3.org/2001/XMLSchema#string>)) 

All those annotations can be queried in a meaningful manner even without reasoning 
support, e.g. by SPARQL queries against RDF data. At the same time, they can be 
integrated into eClassOWL or similar ontologies, as shown in the next section. 

4   Upward Compatibility: Mapping to eClassOWL 

In this section, we show how annotations based on the lightweight approach proposed 
in this paper can be mapped to eClassOWL or similar products and services ontologies. 
This allows taking into account the subsumption hierarchy of eClassOWL and other 
features when interpreting such data. It is important to note that this mapping does not 
need to be created individually for each annotation. Rather, one may create one big 
mapping document for each relevant release of eCl@ss. This document can then be 
imported as needed. Since the mapping within the same classification standard (e.g. 
between eCl@ss literal values and eClassOWL classes) follows a simple schema, such 
document can be created fully automatically. The next release of eClassOWL will 
include such a mapping document as a separate OWL file. The same holds for the 
mapping between UNSPSC categories and UNSPSC ontology variants. More difficult 
is a mapping that bridges two or more such standards, e.g. from UNSPSC to eCl@ss 
[see e.g. 19]. This challenge is a research topic in its own right and not considered 
further in this paper.  

It is important to know that eClassOWL has two types of classes for each category 
in the original classification: Firstly, one generic class (“gen”) that contains only 
actual products of that kind (i.e. an instance of “TV set” is a real product of that 
type), and secondly, a taxonomic class that contains “anything than can be subsumed 
under this label in any relevant context”. Those taxonomic classes also cover related 
products. These characteristics of eClassOWL and the underlying rationales are 
explained in more detail in [4] and [5]. For the following example, it is sufficient to 
know the general semantics of the generic and the taxonomic classes.  

The class identifiers in eClassOWL are derived from the category identifiers by 
adding a preceding “C_” for “class” and adding a trailing “-gen” (C_xxxxxxxxxxx-gen) 
for generic classes and “-tax” (C_xxxxxxxxxxx-tax) for the taxonomic classes. Thus, 
the two classes for the eCl@ss category “Photo Cameras” with the original identifier 
“AAB29200202” have the eClassOWL identifiers “C_AAB29200202-gen” (for actual 
cameras) and  “C_AAB29200202-tax” (for anything that is camera-related in any 
relevant context). 
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The mapping itself can be implemented in OWL by value restrictions on the 
respective datatype properties.  

Accordingly, the mapping definition for the generic classes will look as follows in 
OWL Abstract Syntax: 

 
Class (eclass51:C_AAB29200202-gen complete  
   intersectionOf( 
      ex:ProductOrService 
      restriction(ex:relevantEclassCategory_v5.1  
       value ("AAB29200202"@EN))) 

The mapping definition for the taxonomic classes will differ in that it is based on the 
intersection of ProductOrServiceOrRelatedInstance, i.e. the more general 
concept from our lightweight ontology: 

Class (eclass51:C_AAB29200202-tax complete  
   intersectionOf( 

ex:ProductOrServiceOrRelatedInstance       
restriction(ex:relevantEclassCategory_v5.1  
 value ( "AAB29200202"@EN))) 
 

Since value restrictions on datatype properties are outside of OWL DLP and OWL 
Lite, importing these mapping statements makes the resulting ontology reside in 
OWL DL. This is a bit of a disadvantage, since eClassOWL itself does not go beyond 
OWL DLP.  

5   Evaluation 

In the following, we compare the direct use of fully-fledged products and services 
ontologies with our lightweight approach and take into account practical and legal 
aspects. Our analysis considers the following dimensions: 

1. Size of the ontology: How big is the ontology that needs to be imported 
when processing Web resources and their annotations? 

2. Upward Compatibility to eClassOWL: Can the representation be mapped 
easily to fully-fledged products and services ontologies, namely eClassOWL? 

3. Ability to handle new types of products and services: If additional 
products and services categories are needed, e.g. due to product innovation, 
how quickly and easily can they be agreed upon and used? 

4. Intellectual Property Issues: Does the implementation of the approach 
require a legal agreement with the owners of existing e-commerce standards? 

5. Expressivity: How much explicit and implicit knowledge about the products 
and services offerings can be gained from a respective annotation? 

Table 3 gives a comparison of the two approaches.. One can see that our proposal of 
using category identifiers as datatype properties by means of the small ontology 
presented in section 2 has several appealing characteristics:  
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1. It does not require replicating the whole standard in the form of an ontology 
specification. This also eliminates the overhead for importing a large 
ontology when interpreting respective annotations.   

2. It is easily upwards compatible with eClassOWL. In fact, the next release of 
eClassOWL will include respective mapping files. 

3. It does not depend on an agreement with the standards owners prior to being 
allowed to publish the resulting ontology. 

4. It can be used in a meaningful way even without the availability of a scalable 
reasoner, i.e., on the level of plain RDF data.  

Table 3. Comparison of approaches for the representation of products and services 

Approach 

Criterion 

Ontologies derived from  
classification standards 

Lightweight product description based 
on datatype properties 

Size of the 
ontology 

Huge  
(tens of megabytes) 

Very small 

Upward 
compatibility to 
eClassOWL 

Simple (difficult may only be 
determining the correct relationship 
between product categories from 
multiple standards)  

Simple  
(by value restrictions on the datatype 
properties) 

Ability to handle 
new types of 
products and 
services 

Limited (if new categories are 
needed, one must submit change 
requests to the respective 
standardization body; only after the 
standard has been updated, a new 
version of the ontology can be 
derived) 

Limited  
(if new categories are needed, one must 
submit change requests to the respective 
standardization body; however, once the 
standard is updated, the new category 
identifiers are immediately usable – no 
delay caused by an ontology update).  

Note: Major release changes in the 
standards require new datatype 
properties. 

Intellectual 
Property Issues 

Problematic (explicit agreements 
with IPR owners required) 

Simple  
(no agreements with IPR owners required 
as long as the usage of the codes 
themselves is granted to the general 
public, which is mostly the case) 

Expressivity Medium to High (depending on the 
amount of effort invested in lifting 
the standard to an ontological level) 

Limited, but grounding in rich 
ontologies is straightforward 

 
One might argue that the pure reference to flat concepts in external standards 

provides little help for reasoning about products in the Semantic Web. However, 
already a lot of gain in precision can be achieved by being able to search Web 
offerings by UNSPSC or eCl@ss category codes alone. Also, our approach eases the 
development of intelligent applications significantly, because it decouples the two 
spheres of (1) product data annotation and (2) the development of richly axiomatized 
vertical ontologies for small product domains. In other words, we can annotate 
offerings already now with respective category codes, while the development of richer 
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ontology variants of eCl@ss or UNSPSC may be an ongoing research challenge. Also, 
we assume useful lightweight applications can be developed right away. 

A possible extension of our approach is to combine it with just the large property 
library provided by eClassOWL. This part of eClassOWL defines more than 5,500 
datatype and object properties for typical product characteristics, like “weight”, 
“diameter”, “screen size”, etc. However, the property library of eClassOWL can 
currently not be separated from the class definitions for legal reasons. 

One could also consider importing the vast amount of standardized properties from 
the DIN Properties Dictionary [33] in order to complement the lightweight approach 
with more specific product properties. 

6   Conclusion 

We have presented a straightforward solution for annotating offerings on the Web 
which avoids the overhead of importing fully-fledged products and services ontologies 
in every single annotation of a Web resource. The latter is unfeasible, since the 
respective ontologies are very large (20 – 70,000 classes), which makes them too large 
for frequent retrieval on-the-fly. Our approach does not require explicit legal 
agreements with the owners of popular classification schemas, while it can be easily 
mapped to fully-fledged ontology variants. The full ontology plus documentation will 
be released shortly at http://www.heppnetz.de/prodlight/. Also, the next release of 
eClassOWL will include mappings, as described in section 4, as an optional module, to 
be imported on demand. This will support interoperability between the ProdLight 
approach, meant for annotations embedded in Web resources and simple search, and 
heavyweight ontology applications that import eClassOWL and other large ontologies. 
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Abstract. The main purpose of an enterprise ontology is to promote the 
common understanding between people across enterprises, as well as to serve as 
a communication medium between people and applications, and between 
different applications. This paper outlines a top-level ontology, called the 
context-based enterprise ontology, which aims to advance the understanding of 
the nature, purposes and meanings of things in enterprises with providing basic 
concepts for conceiving, structuring and representing things within contexts 
and/or as contexts. The ontology is based on the contextual approach according 
to which a context involves seven domains: purpose, actor, action, object, 
facility, location, and time. The concepts in the ontology are defined in English 
and presented in meta models in a UML-based ontology engineering language.  

Keywords: enterprise ontology, contextual approach, ontology engineering. 

1   Introduction 

A great number of applications are run in enterprises to provide information for, and to 
enable communication between, various stakeholders, inside and outside the 
organization. An increasingly large portion of enterprise knowledge is hold, processed 
and distributed by applications. Enterprise knowledge is “local knowledge” by its nature, 
in that its meaning and representation is agreed in relatively small, local contexts. A 
prerequisite for the successful use of the applications is, however, that the shared 
understanding about that knowledge is reached and maintained across the enterprise(s). 
Especially in modern inter- and intra-organizational applications the need to support the 
establishment of shared knowledge is crucial [5]. This implies that besides technical 
interoperability, the enterprises are facing with the challenge of achieving semantic and 
pragmatic interoperability among the applications.  

For human beings to understand what individual things in reality mean necessitates 
that they know for what purposes the things are intended, by whom, when, and where, 
how the things are related to other things and the environment, how the things have 
emerged and evolved, etc. Shortly, people need to know about the contexts to which 
the things belong. Considering this, it is understandable how important the role of the 
notion of context is in many disciplines, such as in formal logic, knowledge 
representation and reasoning, machine learning, pragmatics, computational linguistics, 
sociolinguistics, organizational theory, sociology, and cognitive psychology. In the 
most of these fields, the notion is used, in particular, to specify, interpret, and infer 
from meanings of the things through the knowledge about the contexts they appear. 
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In recent years a large number of enterprise and business ontologies and 
frameworks (e.g. TOVE [14, 15], EO [48], EKD [34], REA [36, 16], CEO [4], BMO 
[39]) have been proposed. Some of them are generic, whereas the others are aimed at 
specific business fields (e.g. UNSPC, NAICS, and OntoWeb for e-commerce). In 
addition, there are several languages (e.g. IDEF5, PIF, IEM, EEML, GRAI/Actigrams) 
intended for enterprise modeling. We focus here on enterprise ontologies. The main 
purpose of the enterprise ontologies is to promote the common understanding between 
people across different enterprises. They also serve as communication medium 
between people and applications, and between different applications, and refer, on a 
general level, to activities, products, resources and organizational structures in 
enterprises. Enterprise ontologies differ from business models (e.g. [17], [39], [35]), 
which contain concepts to express the business logic of a specific enterprise, and from 
business process models (e.g. [1]) which are more about how a business case is 
implemented in processes. Taking the significance of the role the sharing of meanings 
plays in communication in enterprises, and experience obtained from the use of context 
in capturing meanings in other disciplines, it is surprising how ignored a contextual 
view is in current enterprise ontologies. We propose that the semantic and pragmatic 
interoperability of applications in enterprises should be advanced by a more explicit 
use of context and other contextual concepts in the enterprise ontologies.  

Our aim in this study is to present a context-based enterprise ontology. It is a top-
level ontology [20], which provides a unified view of the enterprise as an aggregate of 
contexts. This ontology can be specialized into task ontologies or domain ontologies 
to meet particular needs of the enterprises, and still maintaining connections of the 
specialized things to their contexts. The concepts in the ontology are defined in 
English and presented in meta models in a UML-based ontology representation 
language. The UML language [6] has been applied because it has a large and rapidly 
expanding user community, it is supported by widely adopted engineering tools, and 
there are positive experience from the use of UML in presenting ontologies (e.g. [10], 
[49]). We apply a subset of the concepts of the class diagram. 

The article is structured as follows. In Section 2 we will define the notions of 
context and contextual approach, and describe the overall structure of the context-
based enterprise ontology. In Section 3 we will define the contextual concepts of the 
ontology and present them in meta models. In Section 4 we will end with some 
discussions and conclusions.  

2   Context and Contextual Approach  

Based on a large literature review about the notion of context in several disciplines, 
we conclude that a context is a whole composed of things that are connected to one 
another with contextual relationships. A thing gets its meaning through the 
relationships it has with the other things in that context. To define a proper set of 
contextual concepts and relationships we draw upon relevant theories about meanings. 
Based on the three topmost layers in the semiotic ladder [45], we identify semantics 
(e.g. case grammar [13]), pragmatics [31], and the activity theory [11] to be such 



 A Context-Based Enterprise Ontology 275 

 

theories. They concern sentence context, conversation context and action context, 
correspondingly. 

Anchored on this groundwork, we define seven domains, which serve concepts for 
specifying and interpreting contextual phenomena. These contextual domains are: 
purpose, actor, action, object, facility, location, and time (Figure 1). Structuring the 
concepts within and between these domains is guided by the following scheme, called 
the seven S’s scheme: For Some purpose, Somebody does Something for Someone, 
with Some means, Sometimes and Somewhere.  

 

Context

Purpose

Facility

Actor

Action

Object

Location

Time

Enterprise

Inter-context
relationship

 

Fig. 1. An overall structure of the context-based enterprise ontology 

We define the contextual approach to be the approach according to which 
individual things are seen to play certain contextual roles in a context, and/or to be 
contexts themselves. The contextual approach has been earlier applied to information 
systems development [30], method integration [29] and method engineering [28]. 
Here, we apply it to enterprises. We define an enterprise to be an aggregate of 
contexts that are composed of people, information and technologies, performing 
functions in the defined organizational structure, for agreed purposes, and responding 
to events, both internal and external, and needs of stakeholders. The contexts can be 
decomposed into more elementary contexts, and they are related to one another with 
inter-context relationships.  

An ontology is an explicit specification of a conceptualization of some part of 
reality that is of interest [18]. The context-based enterprise ontology is an ontology 
which aims to promote the understanding of the nature, purposes, and meanings of the 
things in the enterprise with providing concepts and constructs for conceiving, 
structuring, and representing things within contexts, and/or as contexts. The ontology 
is intended to assist the acquisition, representation, and manipulation of enterprise 
knowledge.  

The concepts and constructs in the enterprise ontology have been defined in a 
deductive and an inductive manner. Following an iterative procedure derived from 
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[48] and [12], we first determined the purpose, domain and scope of the ontology. 
Second, we searched for disciplines and theories that address social and organizational 
contexts and derived the basic categorization of concepts into seven contextual 
domains from them. Third, we defined the basic concepts and constructs for each 
contextual domain. Fourth, we analyzed current enterprise ontologies and modeling 
languages to find out whether they include parts that could be reused and integrated, as 
such or generalized, in our ontology. Results from this gradually evolving conceptuali- 
zation were presented in a graphical form. The last step of the ontology engineering 
procedure was evaluation that was carried out in several stages, based on a set of 
quality criteria (e.g. [8], [19], [46]).  

In the next section, we will first define five contextual domains (i.e. purpose, actor, 
action, object, facility) and the most essential concepts within them. Then we will 
shortly present relationships between the domains. Due to the limitation of space, the 
location and time domains are excluded. 

3   Contextual Domains 

3.1   Purpose Domain 

The purpose domain embraces all those concepts and constructs that refer to goals, 
motives, or intentions of someone or something (Figure 2). The concepts are also used 
to express reasons for which something exists or is done, made, used etc. We use 
purpose as the general term in this domain.  

 

Fig. 2. Purpose domain 

A goal means a desired state of affairs ([34], [26]). It can be related to other things 
(e.g. actors and actions) of the context. A reason is a basis or cause for some action, 
fact, event etc. [50]. It can be a requirement, a problem, a strength/weakness, or an 
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opportunity/a threat. Between a goal and a reason there is the dueTo relationship, 
meaning that a reason gives an explanation, a justification or a basis for setting a goal. 
The goals can be specialized based on their lifespan. Strategic goals are kinds of 
missions, answering questions such as “What is the direction of an enterprise in the 
future”. Tactic goals show how to attain strategic goals. Operative goals are generally 
determined as concrete requirements that are to be fulfilled by a specified point of 
time. The goals can also be categorized based on whether it is possible to define clear-
cut criteria for the assessment of the fulfillment of goals. Hard goals have pre-
specified criteria, and soft goals have not [32].  

Requirements mean some things that are necessary and needed. They are 
statements about the future [38]. Actually, the goals and the requirements are two 
sides of a coin: some of the stated requirements can be accepted to be goals to which 
actors want to commit. Instead of directly referring to a desirable state, a purpose can 
also be expressed indirectly with a reference to problems that should be solved. A 
problem is the distance or a mismatch between the prevailing state and the state 
reflected by the goal [22]. To reach the goal, the distance should be eliminated, or at 
least reduced. Associating the problems to the goals expresses reasons, or rationale, 
for decisions or actions towards the goals [41]. The problems are commonly divided 
into structured, semi-structured and unstructured problems [43]. Structured problems 
are those that are routine, and can be solved using standard solution techniques. Semi-
structured and unstructured problems do not usually fit a standard mold, and are 
normally solved by examining different scenarios, and asking “what if” type 
questions.  

Other expressions for the reasons, of not so concrete kind, are strengths, 
weaknesses, opportunities and threats related to something for which goals are set (cf. 
SWOT-analysis, e.g. [23]). Strength means something in which one is good, 
something that is regarded as an advantage and thus increases the possibility to gain 
something better. Weakness means something in which one is poor, something that 
could or should be improved or avoided. Opportunity is a situation or condition 
favorable for attainment of a goal [50]. Threat is a situation or condition that is a risk 
for attainment of a goal.  

A general goal is refined into more concrete ones. The refinement relationships 
between the goals establish a goal hierarchy, in which a goal can be reached when the 
goals below it (so-called sub-goals) in the hierarchy are fulfilled (cf. [25]). The 
influence relationship indicates that the achievement of a goal has some influence, 
positive or negative, on the achievement of another goal (cf. [34], [25]). The 
relationships between the requirements are similar to those between the goals. 
Consequently, a requirement can influence on another requirement, and a requirement 
can be a refinement of another requirement. The relationships between the problems 
manifest causality. The causalTo relationship between two problems means that the 
appearance of one problem is at least a partial reason for the occurrence of the other 
problem.  

3.2   Actor Domain 

The actor domain consists of all those concepts and constructs that refer to human 
and active parts in a context (Figure 3). Actors perform actions such as buy, pay, 
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send, receive, communicate, plan etc. in the contexts. They are responsible for and/or 
responsive to triggering and causing changes in the states of objects in the same 
context, or in other contexts. Human actors are distinguished from non-human actors, 
often called agents, which are here regarded as tools (see Section 3.5). 

 

 
Fig. 3. Actor domain 

An actor is a human actor or an administrative actor. A human actor is an 
individual person or a group of persons. A person is a human being, characterized by 
his/her desires, intentions, social relationships, and behavior patterns conditioned by 
his/her culture (cf. [7], [40]). A person may be a member of none or several groups. 
An administrative actor is a position or a set of positions. A position is a post of 
employment occupied by zero or many human actors. For each position, specific 
qualifications in terms of skills and demands on education and experience are 
specified. 

An organizational role, shortly a role, is a collection of responsibilities, stipulated 
in an operational or structural manner. In the former case, a role is composed of tasks 
that a human actor occupying the position with that role has to perform. In the latter 
case, a role is charged with responsibilities for some objects. A role can be played by 
several persons, in or without the position(s) they hold. In business environment, 
common roles are manager, customer, vendor, partner, shareholder and competitor. 
The supervision relationship involves two positions in which one is a supervisor to 
another that is called a subordinate. A supervisor position has responsibility and 
authority to make decisions upon the positions subordinate to it, and those occupying 
the subordinate positions have responsibility for reporting on one’s work and results 
to those occupying the supervisor position. 

An organization is an administrative arrangement or structure established for some 
purposes, manifesting the division of labor into actions and the coordination of 
actions to accomplish the work. It can be permanent and formal, established with 
immutable regulations, procedures and rules. Or it may be temporally set up, like a 
project organization, for specific and often short-range purposes. An organizational 
unit is composed of positions with the established supervision relationships. An 
organization consists of organizational units.  
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3.3   Action Domain 

The action domain comprises all those concepts and constructs that refer to deeds or 
events in a context. Actions can be autonomous or cooperative. They can mean highly 
abstract work such as strategic planning, or at the other extreme, physical execution of 
a step-by-step procedure with detailed routines. There are a large number of action 
structures, which an action is a part of. We distinguish between four orthogonal action 
structures: the decomposition structure, the control structure, the temporal structure, 
and the management – execution (Mgmt-Exec) structure (Figure 4). 
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Fig. 4. Action domain 

In the decomposition structure, actions are divided into sub-actions, these further 
into sub-sub-actions etc. Parts of actions are functions, activities, tasks or operations. 
Decomposition aims at reaching the level of elementary actions, where it is not 
possible or necessary to further decompose. The control structure indicates the way in 
which the actions are logically related to each other and the order in which they are to 
be executed. The control structures are: sequence, selection, and iteration. The 
sequence relationship between two actions act1 and act2 means that after selecting the 
action act1 the action act2 is next to be selected. The selection relationship means that 
after selecting the action act1 there is a set of alternative actions {act2,.., actn} from 
which one action (or a certain number of actions) is to be selected. The iteration 
relationship means that after selecting the action act1 the same action is selected once 
more. The selection is repeated until the stated conditions become true. The temporal 
structures are like the control structures but with temporal conditions and events. 
They are specified using temporal constructs, such as during, starts, finishes, before, 
overlaps, meets, and equal [2]. With these constructs, overlapping, parallel and 
disjoint (non-parallel) executions of actions can be specified. 

The management – execution structure (Mgmt-Exec) is composed of one or more 
management actions and those execution actions that put into action prescriptions got 
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from the management actions (e.g. [37], [51]). Management actions mean planning, 
organizing, staffing, directing and controlling, in order to ensure the achievement of 
goals and constraints (cf. [9], [44]). Execution actions aim to implement plans and 
orders with the given resources. In business environment it is a commonplace to use 
specialized terms of execution actions such as order, transport, supply, invoice, and pay.  

The action structures are enforced by rules. A rule is a principle or regulation 
governing a conduct, action, procedure, arrangement, etc [50]. It is composed of four 
parts event, condition, thenAction, and elseAction, structured in the ECAA structure 
[21]. An event is an instantaneous happening in the context, with no duration. A 
condition is a prerequisite for triggering an action. A thenAction is an action that is 
done when the event occurs and if the condition is true. An elseAction is an action that 
is done when the event occurs but the condition is not true. An aggregate of related 
rules constitutes a work procedure, which prescribes how the course of action should 
proceed. Depending on the knowledge of, and a variety of, actions, work procedures 
may be defined at different levels of detail.  

3.4   Object Domain 

The object domain contains all those concepts and constructs that refer to something, 
which actions are directed to (Figure 5). It can be a product, a message, a decision, an 
order, a service, a list of problems etc. We use object as the generic term to signify 
any concept in the object domain. The objects can be categorized into goods (e.g. car, 
CD-rom) and services (e.g. hair cut, consultation), on the one hand, and into material 
objects and informational objects, on the other hand. Business in many enterprises is, 
directly (e.g. in law firms, newspapers, and consultancies) or indirectly (e.g. in banks 
and insurance companies), related to information, its production and dissemination. 
Also for the other enterprises, such as in manufacturing industry, informational 
processing is crucial. Therefore, we next consider the informational objects more 
closely. 

Informational objects can be classified based on the intentions by which they are 
provided and used (e.g. [27], [42], [45]). Informational objects can be descriptive or 
prescriptive. A descriptive object, called a description, is a representation about a 
slice of reality. An informational object can be descriptive in various ways. An 
assertion is a description, which asserts that a certain state has existed or exists, or a 
certain event has occurred or occurs. A prediction is a description of a future possible 
world with the assertion that the course of events in the actual world will eventually 
lead to this state (cf. [27]). A prescriptive object, called a prescription, is a 
representation of the established practice or an authoritative regulation for action. It is 
information that says what must or ought to be done. A prescription composed of at 
least two parts (i.e. (E or C) and A) of the ECAA structure is called a rule. A 
prescription with neither an event part nor a condition part is called a command. A 
plan is a description about what is intended. It can also be regarded as a kind of 
prediction, which is augmented with intentions of action. It is assumed that the future 
possible world described in the plan would not normally come out, except for the 
intended actions (cf. [27]). Informational objects can be formal, semi-formal or 
informal depending on a language used to represent them. 
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Fig. 5. Object domain 

There are several relationships between the objects. The versionOf relationship holds 
between two objects obj1 and obj2, if properties of, and experience from, the object obj1 
have influenced the creation of another object obj2 intended for the same purposes  
(cf. [24]). The copyOf relationship holds between two objects, the original object and a 
copy object, which are exactly, or to an acceptable extent, similar. The supports rela- 
tionship involves two informational objects, obj1 and obj2, such that the information 
“carried” by the object obj1 is needed to produce the object obj2. The predAbstract 
relationship between two informational objects means that one object is more abstract 
than the other object in terms of predicate abstraction and both of the objects signify the 
same thing(s) in reality. The partOf relationship means that an object is composed of 
two or more other objects. 

3.5   Facility Domain 

The facility domain contains all those concepts and constructs that refer to the means 
by which something can be accomplished, in other words, to something which makes 
an action possible, more efficient or effective. We distinguish between two kinds of 
facilities, tools and resources (Figure 6). 

A tool is a thing that is designed, built and installed to serve in a specific action 
affording a convenience, efficiency or effectiveness. A tool may be a simple and 
concrete instrument held in hand and used for cutting or hitting. Or, it may be a highly 
complicated computer system supporting, for instance, an engineer in his/her 
controlling a nuclear power station. Tools can be manual, computer aided, or 
computerized. A resource is a kind of source of supply, support, or aid. It can be 
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Fig. 6. Facility domain 

money, energy, capital, goods, manpower etc. The resources are not interesting in 
terms of pieces, but rather in terms of amount. When a resource is used, it is 
consumed, and when consuming, the amount of the resource diminishes. Thus, a 
resource is a thing, about which the main concern is how much it is available (cf. [33].  

There are a great number of relationships between the concepts within the facility 
domain, representing functional and structural connections, for instance. We only 
consider some of them. For being operative and useful, tools should be compatible. 
Two tools are compatible if their interfaces are structurally and functionally 
interoperable. Tools are composed of one or more components that develop through 
consecutive versions. Only some versions of components are compatible with the 
certain versions of the other components. A configuration is an assembly that is 
composed of the compatible versions of the components.  

3.6   Inter-domain Relationships  

Until now we have defined contextual relationships which associate concepts within 
the same contextual domain. There is, however, a large array of contextual 
relationships that relate concepts in different domains. For example, an actor carries 
out an action, an object is an input to an action, and a facility is situated in a location. 
We call these inter-domain relationships. Figure 7 presents an overview of inter-
domain relationships. The space is divided into seven sub-areas corresponding to the 
seven contextual domains. In each of the sub-areas we present the concerned generic 
concepts and relate them with one another through the inter-domain relationships. It 
goes beyond the space available to define the relationships here.  

In addition to the binary inter-domain relationships seen in Figure 7, there are 
multiple n-ary relationships. With these relationships it is possible to specify and 
interpret things in the enterprise in a way that discloses their contextual meanings. An 
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Fig. 7. Overview of inter-domain relationships 

example of this kind of specification is: the customer c places the order o for the 
product p at time t, based on the offer o from the supplier s owned by the partners 
{p1,…pn}, to be delivered by a truck tr to the address a by the date d. It depends on the 
situation at hand which contextual domains and concepts are seen to be relevant to be 
included in the specification. 

4   Discussions and Conclusions 

In this article we have presented the context-based enterprise ontology to promote the 
understanding of the nature, purposes and meanings of things about which 
information is stored and processed in, and transmitted between, various applications 
in enterprises. This ontology, grounded upon relevant theories [11, 13, 31], guides 
how to achieve a conceptualization of the structure and behavior of the enterprise in 
contextual terms. 

The context-based enterprise ontology differs favorably from existing enterprise 
ontologies (cf. [4], [15], [48]). Based on our comparative analysis, the current ontologies 
mostly lack a theoretical background. Some of them do contain sub-ontologies that 
cover, to some extent, three of our contextual domains. For instance, the work area 
Organization in [48] and the ontology Organization in [15] correspond to the actor 
domain, Activity in [48] and Activity in [15] stand for the action domain, and 
Marketing::product in [48] and Requirements::part in [15] provide some concepts of the 
object domain. However, compared to the three domains in our ontology these ontologies 
are narrow-scoped and ignore many important contextual aspects of the enterprises. 
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Furthermore, they provide only a few of those concepts and constructs that are included 
in the purpose, facility and location domains in our enterprise ontology. 

The context-based enterprise ontology can be deployed as a frame of reference to 
analyze and compare other enterprise ontologies in terms of contextual concepts. In 
addition, it can be specialized into a task ontology or a domain ontology for the needs 
of a particular business task or domain, respectively. An ontology resulted from this 
kind of specialization can be used, among other things, as a basis of business model 
design, enterprise architecture design, or legacy systems integration in enterprises.  

In future research we continue to follow our top down approach to ontology 
engineering and focus on a more systematic derivation of specialized concepts and 
constructs, and use them in empirical studies on semantic and pragmatic interoperability of 
enterprise applications.  
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Abstract. This paper presents nexus, an event extraction system, de-
veloped at the Joint Research Center of the European Commission uti-
lized for populating violent incident knowledge bases. It automatically
extracts security-related facts from on-line news articles. In particular,
the paper focuses on a novel bootstrapping algorithm for weakly super-
vised acquisition of extraction patterns from clustered news, cluster-level
information fusion and pattern specification language. Finally, a prelim-
inary evaluation of nexus on real-world data is given which revealed
acceptable precision and a strong application potential.

Keywords: ontology population, event extraction, machine learning, se-
curity informatics.

1 Introduction

Nowadays, ontologies are widely used for organizing knowledge of a particular
domain of interest. Since any knowledge evolves in time, a key part of the on-
tology engineering cycle is the ability to keep an existing ontology up to date.
Recently, we have witnessed and ever-growing trend of utilizing natural language
processing technologies for automatic ontology population.

This paper reports on on-going endeavour at the Joint Research Center (JRC)
of the European Commission for populating violent incident knowledge base via
automatically extracting event information from on-line news articles collected
through the Internet with the Europe Media Monitor system [1]. Gathering
information about violent events is an important task for better understanding
conflicts and for developing early warning systems for automatic detection of
precursors for threats in the fields of conflict and health.

In particular, we present nexus – an event extraction system. It deploys a
novel bootstrapping algorithm for semi-automatically acquiring extraction pat-
terns from clustered news. Exploiting clustered news for learning patterns intu-
itively guarantees better precision. Since information about events is scattered
over different documents voting heuristics can be applied in order to aggregate
information extracted locally within each cluster. Further, in order to find a
trade-off between ’compact linguistic descriptions’ and efficient processing, we
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c© Springer-Verlag Berlin Heidelberg 2007



288 J. Piskorski, H. Tanev, and P. Oezden Wennerberg

have developed our own pattern matching engine. A preliminary evaluation of
nexus on real-world data revealed acceptable precision and a strong application
potential. Although our domain centers around security domain, the techniques
deployed in nexus can be applied in other domains, e.g., tracking business-
related events for risk assessment.

The rest of this paper is organized as follows. First, sections 2 and 3 briefly
introduce the task of event extraction and our ontology model for violent events.
The architecture of nexus is described in 4. Next, the pattern-matching engine
is presented in 5. The issues concerning automatic pattern acquisition are ad-
dressed in section 6. Subsequently, section 7 elaborates on information fusion.
Some evaluation figures are given in 8. Finally, we end up with some conclusions
and an outlook in section 9.

2 Event Extraction

The task of event extraction is to automatically identify events in free text and
to derive detailed information about them, ideally identifying Who did what to
whom, when, with what methods (instruments), where and eventually why? In-
formation about an event is usually represented in a so called template which
can be seen as a attribute-value matrix. An example illustrating an event tem-
plate is presented in figure 1. Automatically extracting events is a higher-level

⎡

⎢⎢
⎢
⎢
⎢
⎢
⎢⎢
⎣

TYPE killing

METHOD shooting

ACTOR Americans

VICTIM Five Iraqi

LOCATION Bagdad

TIME 12.10.2003

⎤

⎥⎥
⎥
⎥
⎥
⎥
⎥⎥
⎦

Fig. 1. An example of an event template derived from the sentence Five Iraqi were
shot by the Americans in Bagdad on the 12th of October 2003

IE task which is not trivial due to the complexity of natural language and due to
the fact that a full event description is usually scattered over several sentences
and documents. Further, event extraction relies on identifying named entities
and relations holding among them. Since the latter tasks can be achieved with
an accuracy varying from 80 to 90%, obtaining precision/recall figures oscilating
around 60% for event extraction (usually involving several entities and relations)
is considered to be a good result.

The research on automatic event extraction was pushed forward by the
DARPA-initiated Message Understanding Conferences (1987-1998)1, which or-
ganized several competitions for the research community in the area of IE and
formally defined extraction tasks. A wide range of topics were covered, e.g., fleet
1 MUC - http://www.itl.nist.gov/iaui/894.02/related/projects/muc
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operation information, terrorist activities, joint ventures and leadership changes
in business. The ACE (Automatic Content Extraction) Program2 started in 1999
is a follow-up to MUC endeavor. It defines new extraction tasks focusing on en-
tity, relation and event extraction which are significantly harder to tackle than
MUC-defined tasks. In particular, varying source and quality of input data is
considered. Further, ACE defines a wider spectrum of event types and introduced
more complex template structures.

Although, a considerable amount of work on automatic extraction of events
have been reported, it still appears to be a lesser studied area in comparison
to the somewhat easier tasks of named-entity and relation extraction. Interest-
ingly, most of the event extraction systems apply a blend of knowledge-based
and machine-learning techniques. Two comprehensive examples of the current
functionality and capabilities of event extraction technology dealing with identi-
fication of disease outbreaks and conflict incidents are given in [2] and [3] respec-
tively. A most recent trends and developments in this area are reported in [4].

3 Ontology Model for Violent Events

The extracted information about violent events and related entities such as peo-
ple and organisations is mapped to a domain ontology, namely the Ontology
of Politically Motivated Violent Events (PMVE). It was constructed following
a formal methodology presented in [5] and is described in more detail in [6].
The PMVE domain ontology consists of the concepts, the relationships and the
properties that formally describe the PMVE as they are reported in the online
news articles. The purpose of the ontology mapping process is to assign each vi-
olent event to its relevant concept in the ontology to obtain the instances for the
knowledgebase. Currently there are 84 concepts covering events, places, people,
groups and organisations in the ontology. 59 properties describe these concepts
and 30 relationships connect them with each other. The figure 2 displays the
higher and the mid-level concepts of the ontology hierarchy. Typically, a violent
event has the following conceptualization:

Concept Name: ConflictEvent
Concept Properties: eventTitle (string)

damage (integer)
numberKilled (integer)
numberWounded (integer)

Concept Relations: affiliatedWith (Person|Organization)
hasActor (Person|Organization)
subeventOf (Event |Event)

Concept Name: Person
Concept Properties: ...
Concept Relations: affiliatedWith

collegeagueOf (Person|Person)

Note that the ontology adapts a property and relationship topology as discussed
in [7], in that they can be hierarchical. This enables a convenient exploration of
2 ACE - http://projects.ldc.upenn.edu/ace
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the model. As seen above, numberKilled and numberWounded properties are sub-
properties of the damage property. Thus, finding the number of people killedAt
a given violent event, we can also find the number of people woundedAt by first
navigating from the numberKilledproperty up to damage and then down again to
woundedAtproperty. Same applies to the relationships in the ontology, in that they
can be not only hierarchial but also symmetric, reflexive, transitive and inverse. For
example, the three relations subeventOf, hasActor and collegeagueOf are sub-
relationships of affiliatedWith. Moreover, subeventOf is reflexive-transitive
and colleagueOf is symmetric-transitive. To provide semantic completeness for
every relationship an inverse relationship is also defined. More concretely, if it is
true that a relationship called subeventOf exists, it is true that a relationship
hasSubevent also exists. These aspects particularly support the subsequent
inference process.

Thing
|-Agent
| |-Person
| | | |-CivilianPerson
| | | |-UnknownPesron
| | | |-GovernmentalPerson
| | |
| | -------
| | |
| |-Group |
| | |-PeopleGroup
| | |-GovernmentalPeopleGroup
| | |-CivilianPeopleGroup
| | |-UnknownPeopleGroup
| |__ Organization
|
|-Location
|-Event

|-MilitaryEvent
|-GovernmentalEvent
|-CivilianEvent
|-SocioReligiousEvent
|-ConflictEvent
|-CoupAttempt
|-Sneaking
|-Killing
|-Arrest
|-Kidnapping
|-FailedTerrorPlot
|-Uncovering
|-Bombing
|-Assasination
|-HostageTaking
|-Execution

Fig. 2. Ontology higher and mid-level structure

4 Nexus

This section describes our endeavor toward fully automatic event extraction. In
order to tackle this task we created a prototype of an event extraction system
called nexus (News cluster Event eXtraction Using language Structures). The
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system processes news articles on a daily basis and for each detected violent
event it produces a frame, whose main slots are: date and location, number of
killed and injured, kidnapped people, actors, and type of event. The architecture
of nexus is depicted in figure 3.

News Clustering Text 
Processing

Pattern 
Matching

Information 
Aggregation Events

Fig. 3. The architecture of nexus

First, before the proper event extraction process can proceed, news articles
are gathered by dedicated software for electronic media monitoring, namely the
EMM system [1], which regularly checks for updates of headline across multiple
sites. Secondly, the input data is grouped into news clusters ideally including
documents on one topic. Further, clusters describing security-related events are
selected via application of key-word based heuristics. For each such cluster the
system tries to detect and extract only the main event via analyzing all docu-
ments in the cluster.

In the subsequent step, the documents in each cluster are further linguistically
preprocessed in order to produce a more abstract representation of the texts. This
encompasses following steps: sentence splitting, named-entities recognition (e.g.,
organizations, people, locations), simple chunking, labeling of key terms like
action words (e.g. kill, shoot) and unnamed person groups (e.g. five civilians).
In the text preprocessing phase, a geo-coding of documents in each cluster is
performed, which is relevant for defining the place where the main event of the
cluster took place.

Once texts are grouped into clusters and preprocessed, the pattern engine
applies a set of extraction rules on each document within a cluster. For creating
extraction patterns we apply a blend of machine learning and knowledge-based
techniques. Firstly, we acquire patterns for recognition of event slots in a semi-
automatic manner. Contrary to other approaches, the learning phase is done via
exploiting clustered news, which intuitively guarantees better precision of the
learned patterns. Secondly, we enhanced the set of automatically learned pat-
terns by adding manually created multi-slot extraction patterns. The extraction
patterns are matched against the first sentence and the title of each article from
the cluster. By processing only the top sentence and the title, the system is more
likely to capture facts about the most important event in the cluster.

Finally, since information about events is scattered over different documents,
the last step consists of cross-document cluster-level information fusion, i.e., we
aggregate and validate information extracted locally from each single document
in the same cluster. For this purpose simple voting-like heuristics are deployed,
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e.g., among the phrases which appear as a filler of a given slot in the event tem-
plates extracted from all documents in the cluster, we select the most frequent
one.

The more thorough description of our pattern engine, automatic pattern ac-
quisition and information fusion follows in the subsequent sections. The data
gathering, clustering and text preprocessing is addressed in [1] and [8].

5 Pattern Matching Engine

State-of-the art IE systems make use of patterns to recognize named entities,
semantic relations and roles. In the context of event extraction patterns are used
to find information relevant to events detected in a text: participants, places,
dates, consequences, damages, etc. Consider the following sample patterns.

[1] [NUMBER] "people were killed"
[2] [ORGANIZATION] "launched an attack"

The first pattern([1]) may be used to extract the number of the victims in a
violent event, whereas the second extracts actors which initiate violent events. In
general, IE patterns can be linear sequences or syntactic trees, they may contain
NE classes or semantic elements. Usually, each pattern is a language construction
which contains one or more slots and some context. In violent event extraction,
patterns are intended to extract text entities which have different roles, e.g.,
affected dead, affected wounded, material damages, actors, places, dates, etc.

In the last decade, several high-level specification languages for creating ex-
traction patterns have been developed and presented. The widely-known GATE

platform comes with JAPE (Java Annotation Pattern Engine) [9]. A JAPE

grammar consists of pattern-action rules. The left-hand side (LHS) of a rule is
a regular expression over arbitrary atomic feature-value constraints (the recog-
nition part), while the right-hand side (RHS) constitutes a so-called annotation
manipulation statement which specifies the output structures. Additionally, the
RHS may call native code, which on the one side provides a gateway to the outer
world, but on the other side makes pattern writing difficult for non-programmers.

In order to find a trade-off between ’compact linguistic descriptions’ and ef-
ficient processing we have developed our own extraction grammar formalism
which is similar in spirit to JAPE, but also encompasses some features and
syntax borrowed from XTDL, a significantly more declarative and linguisti-
cally elegant formalism used in SProUT platform [10]. In the new formalism,
the LHS of a pattern is a regular expression over flat typed feature structures
(TFS)3, i.e., non-recursive TFSs without coreferencing, where types are not or-
dered in a hierarchy. Unlike JAPE, we allow for specifying variables tailored to
string-valued attributes on the LHS of a pattern in order to facilitate information
3 Typed feature structures are related to record structures in many programming

languages. They are widely used as a data structure for natural language processing
and their formalizations include multiple inheritance and subtyping, which allow for
terser descriptions.
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transport into the output structures. Further, like in XTDL, functional oper-
ators are allowed on the RHSs for forming and manipulating slot values (e.g.,
calling external components which post-process the slot values). In particular,
the aforementioned features make our pattern formalism more amenable than
JAPE since writing ’native code’ is eliminated. Finally, we adapted the JAPEs

feature of associating patterns with multiple actions, i.e., producing more than
one annotation (eventually nested) for a given text fragment. The following
pattern for matching partial information concerning violent events, where one
person is killed by another, gives an idea of the syntax.

killing-event :> ((person & [FULL-NAME: #name1]):killed
key-phrase & [METHOD: #method, FORM: "passive"]

(person & [FULL-NAME: #name2]):killer):event
-> killed: victim & [NAME: #name1],

killer: actor & [NAME: #name2],
event: violence & [TYPE: "killing",

METHOD: #method,
ACTOR: #name2,
VICTIM: #name1,
ACTOR_IN_EVENTS: inHowManyEvents(#name2)]

The pattern matches a sequence consisting of: a structure of type person rep-
resenting a person or group of persons who is (are) the victim of the event,
followed by a key phrase in passive form, which triggers a killing event, and
another structure of type person representing the actor. The symbol & links a
name of the structure type with a list of constraints (in form of attribute-value
pairs) which have to be fulfilled. The variables #name1 and #name2 establish vari-
able bindings to the names of both humans involved in the event. Analogously,
the variable #method establishes binding to the method of killing delivered by
the key-phrase structure. Further, there are three labels on the LHS (killed,
killer, and event) which specify the start/end position of the annotation ac-
tions specified on the RHS. The first two actions (triggered by the labels killed
and killer) on the RHS produce structures of type victim and actor respec-
tively, where the value of the NAME slot is created via accessing the variables
#name1 and #name2. Finally, the third action produces an output structure of
type violence. The value of the ACTOR_IN_EVENTS attribute is computed via a
call to a functional operator inHowManyEvents() which contacts some knowl-
edge base to find out the number of all events the current actor was involved
in the past (such information might be useful on higher strata). The pattern
presented above matches the phrase Five Iraqi were shot by the Americans. It
is worthwhile to note that grammars can be cascaded, i.e., output produced by
one grammar can be used as input for the grammar on higher level.

6 Automatic Pattern Acquisition

While in the past, IE systems used patterns created manually by human ex-
perts, the modern approach is to use automatic or semi-automatic techniques
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for their acquisition [11,12]. However, since machine learning (ML) approaches
are error-prone, building a high quality pattern library still requires some man-
ual intervention. Therefore, we first automatically learn an initial set of patterns
and subsequently, we manually filter out implausible ones. Due to the known
data sparsity problem hard-to-learn patterns are added manually to the library.

6.1 Pattern Learning Approach

We adopted a combined iterative approach for pattern learning which involves
both ML and manual validation. Currently, we run it separately for learning
patterns for each event-specific semantic role (slot). The method uses clusters of
news articles produced automatically by our European Media Monitoring Web
mining infrastructure [13]. Each cluster includes articles from different sources
about the same news story. Therefore, we assume that each entity appears in
the same semantic role (actor, victim, injured) in the context of one cluster.

Here are the basic steps of the pattern acquisition algorithm:

1. Annotate a small corpus with event-specific information, e.g., date, place, ac-
tors, affected dead, etc. As an example consider the following two sentences:
a. <actor>Hezbollah</actor>claimed the responsibility for the kidnapping

of the Israeli corporal.
b. <actor>Al Qaida </actor>claimed the responsibility for the bombing

which killed <affected dead>five people</affected dead>.
2. Learn automatically single-slot extraction patterns (see 6.2), e.g., the pattern

[ORGANIZATION] "claimed the responsibility" could be learned from
both sentences, where the entity filling the slot [ORGANIZATION] is assigned
the role actor.

3. Manually check, modify and filter out low quality patterns. Eventually add
new patterns. If the size of the list is exceeds certain threshold (the desired
coverage is reached)- terminate.

4. Match the patterns against the full corpus or part of it. Next, entities which
fill the pattern slots and comply to the semantic constraints of the slot are
taken as anchor entities. If an anchor entity A (e.g., five people) is assigned
a role R (e.g., affected_dead) in the news cluster C, we assume with high
confidence that in the cluster C entity A appears mostly in the same role R.
Consequently, annotate automatically all the occurrences of A in C with the
label R, e.g., in our example all the occurrences of five people in the cluster
from which the second sentence originate will be labeled as affected_dead.

5. Go to step 2.

After single-slot patterns are acquired by this algorithm, we use some of them
to manually create double slot patterns like X shot down Y. A similar kind of
learning using the Web as a corpus has been reported previously [14,15]. How-
ever Web-based learning approaches exhibit following bottlenecks: (a) they de-
pendent on the speed of public search engines, (b) the linguistic quality of the
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Web documents is in general lower than the quality of a news corpus, and (c)
Web documents are not clustered, consequently capturing the set of documents,
where an anchor appears in the same semantic role, is hard. Some similar-in-spirit
approaches to ours that exploit clustered data for learning extraction patterns
were reported in [16,17].

6.2 Learning Linear Patterns from Anchor Contexts

In step 2 of the pattern acquisition schema single-slot patterns are learned from
a corpus with labeled entities (anchors). We developed a ML approach which
learns sequences of tokens which have a slot on its left (right) side. Therefore, the
left and right contexts of all the equally labeled anchors is considered separately.
Suppose we have to learn a pattern from the following right contexts of anchors
labeled as affected_wounded, where the position of the anchor entity (i.e. the
slot) is denoted by P:

P "was heavily wounded in a mortar attack"
P "was heavily wounded when a bomb exploded"
P "was heavily injured in an accident"
P "was heavily injured by a bomb"
P "was heavily injured when a bomb exploded"

There are different pattern candidates. For example P "was heavily" is the
most general one, but it is not very informative. On the other hand, the pattern
P "was heavily wounded in a mortar attack" is too specific and contains
redundant words. Our criterion for pattern selection is based on the so called
local context entropy maximum. For each candidate pattern we consider all its
occurencies and their immediate context (i.e., adjacent words). In the above
example, the pattern P "was heavily" has two context words: wounded and
injured, each of which co-occurs twice with the pattern. Taking this into consid-
eration, a context entropy for each pattern t can be calculated using the following
formula:

context entropy(t) =
∑

w∈context(t)

p(w|t) · ln(p(w|t)−1),

where context(t) is the set of the words in the immediate context of the pattern
t and p(w|t) is the probability that a word appears in this context.

Intuitively, the more words we add to a phrase, the lower its context entropy be-
comes. However, when a pattern is semantically consistent and complete, it may
have higher context entropy than some of its sub-patterns. This is because a com-
plete phrase is less dependent on the context and may appear in different linguistic
constructions, while the incomplete phrases appear in a limited number of immedi-
ate contexts which complete it. For example, the phrase P "was heavily injured"
has higher right-context entropy than P "was heavily" which can be completed
by only two words in the above example.



296 J. Piskorski, H. Tanev, and P. Oezden Wennerberg

In order to introduce formally our selection criterion, we have to consider a
partial order of the pattern constructions. For simplicity we will explain this par-
tial order for constructions in which the slot is on the left: We say that a phrase
t1 precedes t2, when t2 can be obtained from t1 by adding one word on the right.
For example P "was heavily" precedes P "was heavily wounded". Consider-
ing this ordering, we may introduce our Local context entropy maximum

criterion: A pattern t satisfies this criterion only when all the patterns which
precede it have the same or lower context entropy and all the patterns it precedes
have lower context entropy. Finally, we select only the patterns which satisfy this
context entropy maximum criterion and do not contain other patterns which sat-
isfy it. In the example above we will select only P "was heavily wounded" and
P "was heavily injured".

7 Information Aggregation

nexus firstly uses linear patterns in order to capture partial information con-
cerning an event and secondly merges the single pieces into event descriptions via
application of various heuristics. After the pattern matching phase, the system
has a set of text entities with semantic roles assigned to them for each cluster
in the collection. If one and the same entity has two roles assigned, a prefer-
ence is given to the role assigned by the most reliable group of patterns. The
double-slot patterns like X shot down Y which extract two entities at the same
time are considered the most reliable. Regarding the one-slot constructions, the
system considers the ones for detection of affected_dead, affected_wounded,
and affected_kidnapped as more reliable than the ones for extraction of the
actor (the latter one being more generic). All these preference rules are based
on empirical observations.

Another ambiguity arises from the contradictory information which news
sources give about the number of killed and wounded. nexus uses an ad-hoc
algorithm for computing the most probable estimation for these numbers. After
this estimation is computed, the system discards from each news cluster all the
articles whose reported numbers of killed and wounded are significantly different
from the estimated numbers. The entities which are extracted from the discarded
articles are also filtered out. In this way, only the most important named enti-
ties of the news clusters are taken into consideration when merging the pieces of
information and filling the slots of the final event description. To illustrate the
approach, consider the following two sentences.

[1] Two killed in U.S. hostage standoff.

[2] A gunman killed a female hostage and then himself in a Thanksgiving Day
standoff in the northeastern U.S. city of Chicago, CBS News reported Friday.

In sentence 1 nexus finds a match for the pattern [NUMBER] "killed in" for
extracting the affected-dead slot (two is extracted as a candidate). The second
candidate for this slot is a female hostage. nexus will extract it from the second
sentence together with the actor (a gunman) via application of the 2-slot pattern
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[PERSON:ACTOR] "killed" [PERSON:VICTIM]. Consequently, after the pattern
extraction phase, the affected-dead slot of the event will contain two entities
(a female hostage and two) which constitute candidate for the final value of
this slot. Next, in the information-aggregation phase, the number of victims is
estimated to be 2, referring to the second entity. The heuristic behind this esti-
mation gives preference to the largest number of victims, since smaller numbers
usually refer to victim sub-groups (In fact, it is the case in the example).

The sketched heuristics perform well on our news data. However, it has some
limitations, the most important of which is that it considers only one main event
per news cluster, ignoring events with smaller importance or incidents subsumed
by the main event. In the security related domain it is often necessary to detect
links between events. For example, a kidnapping typically includes capturing a
hostage, a statement by the kidnappers in which they declare what they want to
liberate the abducted person, police action to liberate the hostage, and finally his
or her liberation. The current version of nexus detects these events separately,
but it cannot aggregate them into one complex event since temporal reasoning
is not applied, i.e. references to past events are captured as current events.

8 Evaluation

A preliminary evaluation of the nexus performance has been carried out on
26333 English-language news articles grouped into 826 clusters from the period
24-28 October 2006. We implemented in nexus an ad-hoc text classification
algorithm for detection of security-related news clusters based on frequency of
patterns matched, number of articles and keywords present. This algorithm clas-
sified as security-related 47 events; for 39 of them the classification was correct.
Since only the texts returned by the system were taken into consideration, in
general, only the precision was measured.

We observed that in the news articles the most important information about
the main event appears typically in the first sentence and in the title. There-
fore, for each news cluster estimated as security related, nexus considers only
the title and the first sentence of each article in the cluster to find an estimate
for the number of killed and wounded. Only the title and sentences, where the
numbers of killed and wounded are close to the cluster estimate, are returned by
the system. The aforementioned pieces of texts were used for evaluating nexus

accuracy with respect to security-related events classification, date and place
detection, and pattern-based slot filling for dead, wounded, kidnapped, and ac-
tors. Since nexus assumes that the date of the news cluster is the date of the
extracted event, the date is considered correctly detected, only if the cluster re-
ports a current event. In the contrary, references to past events are considered
as incorrect date detection. The evaluation of the slot filling 4 was carried out
only on the 39 events which were correctly classified as security-related. Table 1
summarizes the precision figures.
4 The size of the annotated corpus for learning extraction patterns amounts to circa

4,5 MB.
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Table 1. NEXUS performance

Detection task (slot) Precision Detection task (slot) Precision
security-related events classification 83 affected dead 91

date 76 affected wounded 91

country identification 95 affected kidnapped 100

city, town, village 28 actors 69

Regarding the identification of places, our geo-location algorithm is precise
at the level of country (95%), but due to some temporary technical problems
relatively low accuracy (28%) at the level of city, town and village can be ob-
served. Further, the precision of pattern-based slot filling (the last two columns
in Table 1) oscialates between 69% and 100%. Additionally, for the slot actor
the recall was measured (63%), but still considering only the texts which nexus

returns. The evaluation revealed that there is still space for improvement, espe-
cially in case of date detection and security-related events classification. However,
taking into account that nexus relies on superficial patterns and no syntactic in-
formation is exploited, the presented figures can be considered quite satisfactory
at this stage.

9 Conclusions and Outlook

Automatic event extraction from free text is an extremely relevant application
for many areas such as risk assessment and early warning. In this paper, we have
presented results on event extraction from on-line news for populating violent
event ontology. In particular, we introduced nexus – an event extraction system,
which deploys a novel bootstrapping algorithm for semi-automatically acquiring
extraction patterns and performs heuristic-based cluster-level information fu-
sion in order to merge partial information into fully-fledged event descriptions.
Considering the lightweight techniques which are applied, the results of the pre-
liminary evaluation are satisfactory and show that nexus is already operational.
Although our endavour is focused on violent events, tackling the task of extract-
ing other types of events, e.g., company take overs, management successions,
etc., can be done in a similar manner.

In order to improve on the semantics derived from event reports several ex-
tensions are envisaged. Firstly, some work on improving the coverage of pre-
processing modules and manual creation of additional extraction patterns is is
planed. Secondly, a long-term goal is to automatically discover hierarchical struc-
ture of events, i.e., discovering sub-events (or side events) of the main event and
incidents which are part of it. Clearly such structure would provide a more mean-
ingful information for discovering complex patterns by an inference apparatus
on higher strata. Some of the problems encountered in the current version of
the system were caused by the clustering module which occassionally returns a
group of documents which do not only refer to the main event, but also to some
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related events or events happening in the same region (in particular for hot areas
like Iraq and Afghanistan). Therefore, we intend to perform experiments with
subclustering in order achieve a more fine-grained structure of the document
collection.
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Abstract. In this paper we introduce a prototype job portal which uses
semantically annotated job offers and applicants. In our opinion, using
Semantic Web technologies substantially increase market transparency,
lower transaction costs and speed up the procurement process. How-
ever adding semantics is not a panacea for everything. We identify some
outstanding problems in job search using the system and outline how
the technique of query approximation can be the basis for a solution.
Through an Industry-Research co-operation we are extending the proto-
type with these semantic techniques to demonstrate a more accurate job
search.

1 Introduction

Nowadays many business transactions are carried out via the Internet. Human
resources management has also discovered the Internet as an effective communi-
cation medium. As reported in [7] 90% of human resource managers in Germany
rated the Internet as an important recruitment channel. One reason for this
high rate is that the Internet, in particular, reaches applicants who are young
and highly qualified. Despite the fact that companies use more than one channel
to publish their job openings, over half of all personnel recruitment is the result
of online job postings [13]. Despite these achievements, the information flow in
the online labour market is far from optimal.

As a result the German national project Wissensnetze (Knowledge Nets1)
has worked together with German job portal provider WorldWideJobs GmbH2

on developing an innovative semantic approach to searching for job offers or
potential applicants on the Internet. In this paper we will present this approach,
which has been demonstrated in a web-based prototype job portal. However, it is
important to recognize that adding semantic annotation to the existing syntactic
data is not a panacea for everything. On the other hand, the use of semantics
1 http://wissensnetze.ag-nbi.de
2 http://www.worldwidejobs.de/

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 301–313, 2007.
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based on formal logic models such as the RDF and OWL specifications within a
human resource domain [5,10] brings with it the possibility of new solutions to old
problems, which would not be possible with pure syntactic data. In this paper,
we introduce the approach of query approximation and show how it applies to
the semantic job portal, further improving the results of job search. As a result
we wish to demonstrate that while all aspects of a business problem will not
be solved immediately by annotating semantically the existing business data,
the introduction of semantics into business systems is the first step towards
uncovering new IT solutions to typical business processes.

The rest of the paper is organized as follows: Section 2 gives a brief overview
of a job procurement taking into account current (Sec. 2.1) as well as future
(Semantic Web based) solutions (Sec. 2.2). Section 3 describes the semantic
search approach used in the semantic job portal at the same time identifying
some still outstanding problems. These issues are addressed in Section 4 which
outlines how query approximation techniques can be the basis for the possible
solution of such difficulties. We summarize the research on the application of
query relaxation on the job procurement tasks with a brief status of the work
and outlook considering future activities in Section 5.

2 Job Procurement: Old and New Ways

2.1 State of the Art

A large number of online job portals have sprung up, dividing the online labour
market into information islands and making it close to impossible for a job
seeker to get an overview of all relevant open positions. On the other side, the
strong market position of the job portals as the prime starting point for job
seekers allows them to charge employers high fees for publishing open positions
which causes that in spite of a large number of portals employers still publish
their openings on a rather small number of portals in order to keep costs and
administrative effort down. The hiring organizations simply assume that a job
seeker will visit multiple portals while searching for open positions.

Furthermore, the German Federal Employment Office (BA), for example,
launched the platform “virtual employment market” in December 2003. This
initiative is an effort to increase transparency of the job market and to decrease
the duration of job procurement. In spite of high investments, these goals have
not been reached yet. Some of the problems of the BA portal are, on the one
hand, the necessity for all participants of the virtual employment market to use
the proprietary data exchange format issued by the BA and some defects in
quality of data and query results on the other hand.

Alternatively, companies can publish job postings on their own website [11].
This way of publishing, however, makes it difficult for job portals to gather
and integrate job postings into their database. Thus search engines such as
Google or Yahoo! have become vital in the job search. Furthermore, dedicated
search engines, such as worldwidejobs.de3, are entering into the market, allowing
3 http://www.wwj.de

http://www.wwj.de
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detailed queries as opposed to the keyword-based search of current search en-
gines. The quality of search results depends not only on the search and index
methods applied. Further influential factors include the processability of the
used web technologies and the quality of the automatic interpretation of the
company-specific terms occurring in the job descriptions. The deficiencies of a
website’s machine processability result from the inability of current web tech-
nologies, such as HTML, to semantically annotate the content of a given website.
Therefore, computers can easily display the content of a HTML site, but they
lack the ability to interpret the content properly.

2.2 Semantic-Based Solution

In our opinion, using Semantic Web technologies in the domain of online recruit-
ment and skill management can cope with such problems and substantially in-
crease market transparency, lower the transaction costs for employers and speed
up the procurement process. For this reason, in the Wissensnetze project, which
explores the potential of Semantic Web from a business and a technical view-
point by examining the effects of the deployment of Semantic Web technologies
for particular application scenarios and market sectors, we developed a job portal
which is based on Semantic Web technologies. Every scenario includes a tech-
nological component which makes use of the prospected availability of semantic
technologies in a perspective of several years and a deployment component as-
suming the availability of the required information in machine-readable form.
The combination of these two projections allows us, on the one hand, to build
e-business scenarios for analysis and experimentation and, on the other hand, to
make statements about the implications of the new technology on the partici-
pants of the scenario in the current early stage of development.

In a Semantic Web-based recruitment scenario the data exchange between em-
ployers, applicants and job portals is based on a set of vocabularies which provide
shared terms to describe occupations, industrial sectors and job skills [12]. In this
context, the first step towards the realization of the Semantic Web e-Recruitment
scenario was the creation of a human resources ontology (HR-ontology). The on-
tology was intended to be used in a job portal, not only to allow for a uniform
representation of job posting and job seeker profiles but also to support semantic
matching (a technique that combines annotations using controlled vocabularies
with background knowledge about a certain application domain) in job seek-
ing and procurement tasks. Another important requirement was extending the
Semantic Web-based job portal with user needs, considering this is already com-
mon practice in the industry. Accordingly to this specification we focused on
how vocabularies can be derived from standards already in use within the re-
cruitment domain and how the data integration infrastructure can be coupled
with existing non-RDF human-resource systems.

In the process of ontology building we first identified the sub-domains of the
application setting (skills, types of professions, etc.) and several useful knowl-
edge sources covering them (approx. 25)[3]. As candidate ontologies we selected
some of the most relevant classifications in the area, deployed by federal agencies
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or statistic organizations: German Profession Reference Number Classification
(BKZ), Standard Occupational Classification (SOC), German Classification of
Industrial Sector (WZ2003), North American Industry Classification System
(NAISC), German version of the Human Resources XML (HR-BA-XML) and
Skill Ontology developed by the KOWIEN Project[18]. Since these knowledge
sources were defined in different languages (English/German) we first generated
(depending on the language) lists of concept names. Except for the KOWIEN
ontology, additional ontological primitives were not supported by the candidate
sources. In order to reduce the computation effort required to compare and
merge similar concept names we identified the sources which had to be com-
pletely integrated to the target ontology. For the remaining sources we identified
several thematic clusters for further similarity computations. For instance BKZ
was directly integrated into the final ontology, while the KOWIEN skill ontology
was subject of additional customization. To have an appropriate vocabulary for a
core skill ontology we compiled a small conceptual vocabulary (15 concepts) from
various job portals and job procurement Web sites and matched them against
the comprehensive KOWIEN vocabulary. Next, the relationships extracted from
KOWIEN and various job portals were evaluated by HR experts and inserted
into the target skill sub-ontology. The resulting conceptual model was translated
mostly manually to OWL (since except for KOWIEN the knowledge sources were
not formalized using a Semantic Web representation language) [15]. More infor-
mation regardinR ontology can be found in [16,12].

The planned architecture for the Semantic Web-based job portal which uses
our HR-ontology implies three basic roles [2] (cf. Fig.1) information providers,
aggregators and consumers.

Fig. 1. Architecture of the Job Portal [2]

Information Providers who publish open positions and company background
information in the RDF format using controlled vocabularies. They have
two different approaches for publishing annotated job postings depending
on their existing software infrastructure. If they use database standard soft-
ware in the back-end, they can export related data directly into RDF using
mapping tools like D2RQ [4]. If they do not use any enterprize software to
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manage open positions, they can annotate existing HTML versions of their
postings using annotation tools and publish RDF version of their postings
using, for example the RDF NetAPI or RAP.

Information Aggregators who crawl the published information and present
it to the users in the desired format and level of aggregation. Combining job
postings with background knowledge about the industrial sector allows the
aggregators to offer semantic matching services. The usage of URIs as an
employer identification mechanism allows the enrichment of postings with
information about employers from different external information services.

Information Consumers who use one portal of their choice as a central access
point to all published open positions and background information about
employers, instead of collecting information fragments from different sites.

Having modelled the HR-ontology and prepared the RDF-Repository to store
applicant profiles and job description, we developed the matching engine which
as the core component of the system plays the crucial role in the procurement
process (cf. Sec. 3).

3 Semantic Job Search

Semantic Matching is a technique which combines annotations using controlled
vocabularies with background knowledge about a certain application domain. In
our prototypical implementation, the domain specific knowledge is represented
by concept hierarchies like skills, skill level classification, occupational classifica-
tion, and a taxonomy of industrial sectors. Having this background knowledge of
the recruitment domain (i.e. a formal definition of various concepts and specifi-
cation of the relationships between these concepts) represented in a machine-
understandable format allows us to compare job descriptions and applicant
profiles based on their semantic similarity [17] instead of merely relying on the
containment of keywords like most of the contemporary search engines do.

In our HR-scenario, our matching approach4 utilizes metadata of job postings
and candidate profiles and as the matching result, a ranked list of best candidates
for a given job position (and vice versa) is generated. Inside both job postings
and applicant profiles, we group pieces of information into “thematic clusters”,
e.g. information about skills, information regarding industry sector and occu-
pation category, and finally job position details like salary information, travel
requirement, etc. Each thematic cluster from a job posting is to be compared
with the corresponding cluster from an applicant profile (and the other way
round). The total similarity between a candidate profile and a job description is
then calculated as the average of the cluster similarities. The cluster similarity
itself is computed based on the similarities of semantically corresponding con-
cepts from a job description and an applicant profile. The taxonomic similarity
between two concepts is determined by the distance between them which reflects
their respective positions in the concept hierarchy. Following this, the distance
4 For further information about used matching framework SemMF see [14].
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d between two given concepts in a hierarchy e.g. Java and C (cf. Fig. 2) repre-
sents the path from one concept to the other over the closest common parent.
The semantic differences between upper level concepts are bigger than those
between concepts on lower hierarchy levels (in other words, two general con-
cepts like ObjectOrientedLanguages and ImperativeProceduralLanguages
are less similar than two specialized like C++ and TURBOPASCAL) and the dis-
tance between siblings is greater than the distance between parent and child
(d(Java,VisualBasic) > d(Java,PureObjectOrientedLanguages)).

ObjectOriented
Languages

ImperativeProcedural
Languages

PureObjectOriented
Languages

HybridLanguages C COBOL

Java VisualBasic TURBOPASCAL C++

HighLevelProgramming
Languages

Fig. 2. Skills hierarchy

Since we also provide means for specifying competence levels (e.g. expert or
beginner) in applicants’ profiles as well as job postings we compare these levels
in order to find the best match. Furthermore, our approach also gives employers
the opportunity to specify the importance of different job requirements. The
concept similarity is then justified by the indicated weight (i.e. the similarity
between more important concepts) like the skills crucial for a given job position
and will have greater influence on the similarity between a job position posting
and an applicant profile.

3.1 Outstanding Problems

In the first version of the HR-prototype we concentrated on the modelling of the
human resource ontology and development of a matching approach for compar-
isons of applicant profiles and job openings with a focus on skills and occupations
as well as industry sector descriptions. The further specification of the job portal
contains the comparison of applicants and vacancies not only under considera-
tion of skills and their levels but also professional experience of a job seeker in
relation to the requirements of the hiring company. We want to be able to ex-
press not only the duration of particular experience (e.g. 3 years experience in
Java programming) but also to deliver those job applications which maybe do
not fit 100% to the defined requirements but are still acceptable for the employer
(e.g. 3 years instead of 5 years industry experience). Furthermore, to verify the
consistency of the job opening descriptions we also have to avoid the definition
of nonsensical requirements like job postings which demand only very young yet
highly qualified people (e.g. under 25 with at least 10 years work experience).
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Following this, we need an additional method which starts checking the data
with the strongest possible query that is supposed to return the “best” answers
satisfying most of the given conditions and then weaken the query if the returned
result set is either empty or contains unsatisfactory results.

Since we have been working very close with one German job search engine
we were able to define (in cooperation with the industry) several exemplary use
cases which focuses on the definition of such requirements and issues. From the
practical point of view the use-cases may represent the kind of queries which
happen in the real world. However from the scientific point of view these use-
cases are challenges to the techniques which we want to apply.

When implementing a (Semantic Web) job portal the requirements of the
system depend on the meaningful use cases which are derived by the industrial
project partner from its day to day business practices within the HR-domain.
To clarify the still outstanding problems we will briefly present one such use
case which (at first view) seems to be quite simple. However, if we look closer
and try to represent the data in an ontology or satisfy the requirements in the
semantic portal we will meet some difficulties, which at the same time show the
complexity of such “simple” queries.
We are looking for a person which:

1. has experiences in CORBA, JavaScript, Java and Databases,
2. has worked for at least 5 years in industrial and 5 years in research projects,
3. should have experience as project or team manager,
4. should be not older then 25.

This example serves as a guideline and a thread in the rest of the article.

4 Query Relaxation

It lays in the nature of this application that instead of returning many exact
answers to a request only a few or zero answers will be returned. Normally the
description of the job requirements are too specific to be matched. A few or zero
answers would immediately disappoint users and they would not continue to use
a job portal. Therefore the job portal has to return not only the exact matches;
it also has to return the most similar matches to a query.

Since Semantic Web reasoning is founded on logics which are perfect in re-
turning exact answers but are inappropriate in order to return similar answers,
it must be adopted or extended for the usage in such cases. The obvious ap-
proach uses a similarity measure which calculates the similarity between the job
posting and request(cf. Sec. 3). Such a function f(p, r) �→ [0..1] directly provide
a ranking between the results because answers which are more similar can be
higher ranked. However, each of such function does not explain how the job post-
ing and the request differ since it only returns a value like 0.78. Furthermore,
the difference between answers can not explored, i.e. the difference with another
answer with ranking value 0.79 is not obvious and is not explained.

In order to ensure that the job portal ranks certain answers higher than others
— and can ensure that the system will respect our preferences during the ranking
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— similarity measures can be biased in that way that weights wi are attached
to some parts of the calculation, i.e. f(p, r) =

∑n
i=1 wi ∗ fi(p, r). But again this

give only the impression that the ranking function can be biased in the preferred
way. Furthermore, it still does not explain the difference of one answer with the
request or other answers. On the other hand, the user is directly able to specify
how he wants to relax his request. The user may specify directly: “if nobody
have 5 years industrial experience then I will also accept 3 years experience”.
Furthermore, the system can also explain how this set of returned answers is
related to the original query, e.g. here comes now the answers not with 5 but
with 3 years experiences (cf. Sec. 3.1).

In the following we describe an approach which uses rewriting rules to capture
this knowledge explicitly and show how this knowledge is used to relax the orig-
inal query into a set of approximated queries. We propose an approach for query
rewriting based on conditional rewriting rules. This rewriting relaxes the over-
constrained query based on rules in an order defined by some conditions. This
has an advantage that we start with the strongest possible query that is supposed
to return the “best” answers satisfying most of the conditions. If the returned
result set is either empty or contains unsatisfactory results, the query is modi-
fied either by replacing or deleting further parts of the query, or in other words
relaxed. The relaxation should be a continuous step by step, (semi-)automatic
process, to provide a user with possibility to interrupt further relaxations.

In [6] the authors proposed a rule-based query rewriting framework for RDF
queries independent of a particular query language. The framework is based
on the notion of triple patterns5 as the basic element of an RDF query and
represents RDF queries in terms of three sets:

– triple patterns that must be matched by the result (mandatory patterns);
– triple patterns that may be matched by the results (optional triple patterns);
– conditions in terms of constraints on the possible assignment of variables in

the query patterns.

Re-writings of such queries are described by transformation rules Q
R−→ Q′ where

Q the original and Q′ the rewritten query generated by using R. Rewriting rules
consist of three parts:

– a matching pattern represented by a RDF query in the sense of the descrip-
tion above;

– a replacement pattern also represented by an RDF query in the sense of the
description above;

– a set of conditions in terms of special predicates that restrict the applicability
of the rule by restricting possible assignments of variables in the matching
and the replacement pattern.

A re-writing is now performed in the following way: If the predicates in the con-
ditions are satisfied for some variable values in the matching and the replacement
pattern and the matching pattern matches a given query Q in the sense that the
5 RDF statements that may contain variables.
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mandatory and optional patterns as well as the conditions of the matching pat-
tern are subsets of the corresponding parts of Q then these subsets are removed
from Q and replaced by the corresponding parts of the replacement pattern.

To clarify the approach we take the example from the Section 3.1: someone
who has experiences in CORBA, JavaScript, Java and Databases. Looking for
such a person requires the system to translate this free text description into
an instance retrieval problem6. The query must be translated into a concept
expression. The retrieval process will return all job seekers which belong to that
concept expression, i.e. fulfill all the requirement in the concept expression. The
following OWL expression shows the concept expression for some person who
has experience in some of CORBA, JavaScript, Java and Databases7.

<owl:Class rdf:ID="Query">
<rdfs:subClassOf>

<owl:Class rdf:ID="Person"/>
</rdfs:subClassOf>
<rdfs:subClassOf>

<owl:Restriction>
<owl:someValuesFrom>

<owl:Class>
<owl:intersectionOf rdf:parseType="Collection">

<owl:Class rdf:about="CORBA"/>
<owl:Class rdf:about="JavaScript"/>
<owl:Class rdf:about="Java"/>
<owl:Class rdf:about="Databases"/>

</owl:intersectionOf>
</owl:Class>

</owl:someValuesFrom>
<owl:onProperty>

<owl:ObjectProperty rdf:ID="hasExperience"/>
</owl:onProperty>

</owl:Restriction>
</rdfs:subClassOf>
...

</owl:Class>

In the following we give some examples for the rewriting rules which use the
aforementioned example as a basis.

Making use of the predicates we can use generic rewriting rules that are guided
by information from the ontology. The predicate subsumed for example is satis-
fied when X is more specific than Y . With the following rewriting rule we are
able to consider the knowledge in the ontology.
6 Users provide the appropriate description manually in the structured form over the

web-interface.
7 Originally we modelled these as nominals (enumerations like Week =Monday, Tues-

day, ...). Nominals are instances and classes at the same time. However current DL
systems have problems with nominals therefore we use classes in the current ap-
proach.
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pattern(<owl:Class rdf:about="X"/>) ==>
replace(<owl:Class rdf:about="Y"/>) && subsumed(X,Y).

Following the general rewriting rule a specific rule taking into account a required
skill, e.g. Java, can be defined. The simplest approach relaxes some require-
ments in the applicant’s experience, i.e. instead of JAVA thePureObjectOriented
Languages or even theObjectOrientedLanguages could be possible weakenings
of the original query (cf. Fig. 2 ):8

pattern(<owl:Class rdf:about="Java"/>) ==>
replace(<owl:Class rdf:about="PureObjectOrientedLanguages"/>) && true.

This means that if the term <owl:Class rdf:about="Java"/> appears in a
query it can be replaced by:
<owl:Class rdf:about="PureObjectOrientedLanguages"/>. This rule is a
very specific one as it only applies in one special case and does not make use
of information stored in the experience ontology. In the same way some number
restrictions can be applied. In our example the requirement that a person has
five years experience in industrial projects is encoded with the help of the (ar-
tificial) class FiveYearsOrMore. This class represents all numbers representing
years which are larger or equal to five. This class can be replaced by the class
TwoYearsOrMorewhich obviously is more general (weaker) then the former. Fur-
thermore we can restrict the replacement in that way that we only allow this for
the restriction on property hasDuration. The corresponding rewriting rule look
like:

pattern(<owl:Restriction>
<owl:onProperty rdf:resource="#hasDuration"/>
<owl:someValuesFrom>
<owl:Class rdf:ID="FiveYearsOrMore"/>

</owl:someValuesFrom>
</owl:Restriction>)

==>
replace(<owl:Restriction>

<owl:onProperty rdf:resource="#hasDuration"/>
<owl:someValuesFrom>
<owl:Class rdf:ID="TwoYearsOrMore"/>
</owl:someValuesFrom>

</owl:Restriction>)
&& true.

The main problem of the rewriting approach to query relaxation is the definition
of an appropriate control structure to determine in which order the individual
rewriting rules are applied to generalize new queries. Different strategies can be
applied to deal with the situation where multiple re-writings of a given query
are possible. Example is a Divide and Conquer (i.e. Skylining) [8,9] strategy:
The best results of each possible combinations of re-writings is returned. In the
current version of the system we have implemented a simple version of skylining.
8 For the sake of readability the examples are simplified.
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In particular, we interpret the problem of finding relaxed queries as a classical
search problem. The search space (Fig. 3) is defined by the set Q of all possible
queries. Each application of a rewriting rule R on a query Q is a possible action
denoted as Q

R−→ Q′. A query represents a goal state in the search space if it
does have answers. In the current implementation we use breadth-first search for
exploring this search space. Different from classical search, however, the method
does not stop when a goal state is reached. Instead the results of the corre-
sponding query are returned, goal state is removed from the set of states to be
expanded and search is continued until there are no more states to be expanded.
As each goal state represents the best solution to the relaxation problem with
respect to a certain combination of re-writings, the goal states form a skyline
for the rewriting problem and each of them is returned to the user together with
the query answers.

Fig. 3. Search space

The second difference to classical search is that we do not allow the same rule
to be applied more than once with the same parameters in each branch of the
search tree. The only kind of rules that can in principle be applied twice are rules
that add something to the query9. Applying the same rule to extend the query
twice leads to an unwanted duplication of conditions in the query that do not
change the query result, but only increase the complexity of query answering.

5 Status and Future Work

The above mentioned co-operation between leading research in the area of se-
mantic query approximation and the industry scenario of a semantic job portal
has been enabled by the EU Network of Excellence KnowledgeWeb10. The aim
9 Rules that delete or replace parts of the query disable themselves by removing parts

of the query they need to match against.
10 http://knowledgeweb.semanticweb.org/o2i
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of KnowledgeWeb is to enable transfer of semantic technologies from academia
to industry. To achieve this, one of the first steps taken in the network was to
collect industrial use cases where semantic technologies could form a potential
solution, as well as derive from those use cases industry requirements for Seman-
tic Web research. The results of this use case collection and analysis showed a
real potential for the Semantic Web to solve real world business problems [1].

Currently, Knowledge Web is promoting the co-operation of leading Semantic
Web researchers with selected industry partners with a real world business prob-
lem to solve. The co-operation between VU Amsterdam, Free University Berlin
and WorldWideJobs GmbH is just one of these co-operations. In the co-operation
on the semantic job portal, the following tasks have already been achieved:

– Ca. 10-20 good examples of queries which will include the characteristic of
experience have been defined,

– The HR ontology has been extended in order to be able to model the property
of experience,

– Ca. 250 job seeker and 250 job position instances have been added to the
HR knowledge base which include the extended properties of the ontology
and can be used to test semantic queries such as the one given in Sec. 3.1,

– An interface to the rule rewriting tool has been specified (which is more
general than the DIG interface in that it is not limited to Description Logics),

– The first concrete technical details of rule rewriting (e.g. abstract query
syntax) have been defined,

– A first implementation of the rule rewriting tool has been completed.

It is planned by early 2007 to have a working extended version of the semantic
job portal which will support queries which cover the types of sample query
mentioned in Sec. 3.1. A benchmark will be used to test the extended prototype
against the original prototype which does not support query approximation. As a
result, we hope to acquire a clear view of the benefits of applying query approx-
imation to enable more relevant responses to over-constrained or inconsistent
queries, which is currently not possible in the present prototype.

The aim of query approximation is to allow more robust and efficient query
response from knowledge bases which can scale to real world enterprise size.
Furthermore, this approach is useful in areas such as eRecruitment to loosen
queries that are too specific in order to allow users to find best matches rather
than simply receive no results at all. Extending the HR-prototype provides us
with a real life example to test the value of the query approximation approach.
On top of the extended prototype we plan to continue our research in testing the
scalability of the approach, as well as techniques for modelling and generating
rewriting rules.
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Abstract. Profiles are the basis for individual communication, because they 
provide information about website users. Ontologies represent a possibility for 
modeling user profiles. The ontology development within the paper is based on 
a concept which shows firstly criteria of segmentation and secondly product 
programs of a retailer. A meta-ontology is built to enforce a mapping between 
the ontologies. Due to ontology-based recommendations it is obvious that they 
imply an additive character regarding conventional recommender systems. 
Therefore, the possibility arises to increase the turnover and to achieve 
customer satisfaction. But, the usage of ontology-based profiles is currently 
disputable relating to economic efficiency. 

Keywords: Profiling, Ontologies, Recommender Systems, E-Commerce. 

1   Introduction 

A recommender system is a kind of software which presents a recommendation list to 
 a user according to his/her preferences. Due to this, a website of an e-shop can be 
understood as an integration point, because the web presence is the semantic 
entanglement between the customers´ data and the product data. This integration point 
is origin of the necessary analytical tasks for recommendations. But a problem occurs 
due to the reason that there is often no semantic linkage between user profiles  
and product profiles. Therefore, we make the following case: The usage of ontologies 
enhances the usability of user profiles and product profiles and improves recom-
mendation results and customer satisfaction.  

This paper presents an approach to model ontologies in favor of a recommendation 
system. The ontologies link semantically harmonized heterogeneous data derived 
from different systems, for example shop systems and server protocols. In Section 3 
we will show the ontology construction which enhances the idea of recommender 
systems. Firstly we build a product ontology and secondly a profile ontology. Based 
on this, we will use a meta-ontology as a linkage between e-shop-products and user 
information. Section 4 will analyze the realized ontology-models and section 5 will 
summarize the findings. 
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2   Conceptual Framework 

Ontologies represent knowledge within a system. Thus, they can be used to generate 
profiles. Ontology-based hierarchical classifications provide a clear illustration and 
structure of domains [4]. On this account, the following profile-, product- and meta-
ontology are modelled in so called superclasses and subclasses. Based on this 
hierarchy, it is possible to connect relationships between classes of an ontology which 
cannot directly observed by customers´ behavior [14]. The used procedure to design 
ontologies is called On-To-Knowledge, introduced by Sure, Staab, and Studer [20].  

We emphasize that a product program of a virtual retailer set out the bottleneck of a 
product-ontology. Reasons for using the program are quite simple: a product program 
already exists for planning and controlling methods. Moreover, those programs contain 
the property of a structured composition. Consequently, a transformation in a 
hierarchical classification is effortless to realize. A modification of the product-ontology 
is needed, if the retailer would provide new products to the customer. 

The meta-ontology connects both individual-ontologies and maps them in case of 
modifications, for example a product launch. Due to this mapping, all concepts 
within the ontology are updated regularly. Moreover, the meta-ontology represents 
synonyms concerning the generated concepts, which support search functions as well 
as the profile development.  

3   Ontology Construction 

The user-oriented data analysis requires a user profile and the knowledge of valid 
problem-oriented variables of a specific problem domain. This chapter deals with the 
construction of a product-ontology and a profile-ontology. 

3.1   Product- and Profile-Ontology 

The breadth of a product program provides information about the amount of alternative 
products which are called product lines. The depth of a product program reflects the 
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Fig. 1. Product program for diving area 
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Fig. 2. Product program for windsurfing area 

amount of products in a program line [12]. Figure 1 outlines a product program in a 
matrix and it contains various products in the area of diving sports. The product lines 
exhibit diving suits, diving masks, and diving fins. 

Regarding the program depth, the product lines differ in various colors. Thus, 
product XT-B represents a blue diving suit. Another product program contains the area 
of windsurfing and can be interpreted in the same way as the program before (figure 2). 

Finally, the last product program includes goods for snowboarding (figure 3). In 
this case, the breadth of the program gives information about different products. The 
depth of the program points out a gender specific manufacture. 

The described programs are used to generate a product-ontology. Thereby, the first 
step affords the benefit of an indirect link to the profile-ontology. A problem can 
arise, if the retailer holds a large amount of products. Therefore, the hierarchical 
structure of concepts would be very complex. Beside the product notation, the 
ontology will be endorsed with heading terms of these products.  
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Fig. 3. Product program for snowboarding area 
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Fig. 4. Product-ontology for sport areas 

To achieve a unique nomenclature of concepts, a determination of a technical 
agreement is needed [4]. As a result of the ontology engineering process, figure 4 
shows a product-ontology based on three product programs which will be actualized 
in specific time intervals or after a product program modification. 

From a technical point of view, a profile can be based on a tree structure. Thus, it is 
possible that every heading term, for example sport, assigns to a corresponding sub 
term like water sports [19]. The logical construction is reflected in a hierarchical 
classification of elements [1]. In this context, the concept customer number represents 
a root node and can be connected with concepts like interests or hobbies. There, a user 
profile contains descriptive information about the user and prescriptive information 
about determined and selectable interests and preferences [4]. 

3.2   Necessary Information Criteria 

An online transaction is only feasible, if a customer is registered. During the 
registration, the user has to provide information about his/her personal data. 
Dispensable data should be avoided at the starting point, because a potential customer 
should not get annoyed by unnecessary questions and the volume of databases should 
not get increased without a reason. Segmentation criteria from marketing science 
provide an information basis to retailers in order to build a user profile. Those criteria 
contain important factors relating to a customer information basis and enable a 
segmentation of potential and de facto customers. 

The geographic criteria show indications for data which cannot be acquired with 
observations of customers` behavior. Therefore, the retailer has to ask for those data 
within a registration form. Due to continuous actualizations of geographic data, a 
retailer has the ability to forecast buying probabilities for specific products [12]. 
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As well as geographic data, sociodemographic data cannot be generated by keeping 
track of clickstreams. Even though a user would buy the product DQ-R, it is not 
ambiguous that the customer is in fact a woman, because the product may be a gift. 
Due to this reason, demographic data like age, sex, marital status and number of 
children as well as socioeconomic data like job, apprenticeship and revenue indicate 
social levels and should be acquired at the beginning of a business relation [12]. 

The psychographic criteria cover information about customers´ lifestyle, for 
instance activities, interests and attitudes. Product specific characteristics expose 
motives and cognitions relating to the benefit of a product. In this coherence, a 
segmentation of user types is possible regarding their interests in such a way as to 
enable for summing up similar users in a group. Even though such information can be 
discovered by observing the behavior of a user in the variation of time, a virtual 
retailer should collect information at the beginning of a business connection [19]. 

The behavior-oriented segmentation criteria refer to a customers´ price behavior 
and point out to that effect, if a customer buys frequently special offers. Furthermore, 
the choice of a brand or the buying volume can refine a user profile and improve the 
quality of recommendations. In return to the previous criteria, those data cannot be 
asked for, but allegorize a result of a logfile-analysis within the framework of 
dynamic user profile development. 

3.3   Approach of Static Profile Development 

Within the approach of static profile development, the illustrated geographic and 
socioeconomic criteria are used in a registration form. The explicit data acquisition in 
context of static profile development can be accomplished with a XML-document, 
because of an easy transformation from a typical tree structure of XML to a 
graphically modelled ontology. A representation of hierarchical dependencies will be 
arranged by utilizing nested elements [16]. The questions for psychographic criteria 
are integrated in a pull-down menu. In this context, the graphical representation 
orientates to the structure of the product-ontology. Thus, a website user is allowed to 
choose areas of sports, which fit to his/her interests. Accordingly, recommendation 
services provide a user who is interested in windsurfing, products of this area like AY-
R. Afterwards, this product can be evaluated by the user via rating scale. Starting from 
this result, the retailer can estimate an individual product benefit. 

3.4   Approach of Dynamic Profile Development 

Behavior-oriented criteria figure within a dynamic profile development and can be 
identified on the basis of a logfile-analysis. This is a matter of implicit data 
acquisition, whereas for instance clickstreams and search keys provide information 
about product preferences of users. In the following description we analyze a users´ 
buying behavior (brand preference, price consciousness). 

We act on the assumption that a user purchases the product AY-R after his/her 
registration. Thus, a preference regarding the brand ProStyle of AY-R can be discovered. 
The identification of buying brands plays a decisive role for an improvement of a user 
profile and will be put as a brand name and as a property in the profile-ontology. In this 
context, a recommender system can offer further products of this brand, in such a way 
continuative transactions verify or falsify the supposed disposition. 
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3.5   Static and Dynamic Ontology Engineering 

A feasibility study contains an analysis of problems and possibilities in the 
engineering process. As a chance it is to state that a systematic attention handling of 
the most important segmentation criteria and a linked static and dynamic data 
acquisition generates a hierarchical structure. This structure can be used to infer 
individual recommendations during a business relation. However, a risk consists in a 
content of concepts, which results from a logfile-analysis. The analyzed information 
does not possess always an adequate goodness.  

During the kick-off, a user profile represents the ontologies´ domain. As knowledge 
resources serve acquired information from the XML-form, the pull-down menu and the 
rating scale. Finally, user properties can be traced back to a logfile-analysis. For 
engineering a baseline-taxonomy, the top-down method is to be used and thus we start 
with the root node customer number. The tree structure within the XML-form can be 
consulted as a guideline regarding geographic and sociodemographic criteria. Psycho- 
graphic criteria, which are specified by means of a rating result, orientate to a structure 
of an already determined pull-down menu. At the end, the behavior-oriented data can 
be added to the described user interests. A customers´ brand preference can be related 
to all product programs on the one hand. On the other hand it can be related to a single 
product. 

The refinement shows connections between illustrated concepts of the baseline-
taxonomy. These connections provide information about a relation without a 
hierarchical background. 
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Fig. 5. Profile-ontology of a user 

The grey fields of figure 5 represent all acquired data of the static approach, 
whereas the white fields illustrate the demonstrated results of the dynamic approach. 
An automatic generated customer number forms the root node of this profile-ontology. 
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3.6   Construction of a Meta-ontology 

The objective of ontologies is to capture a common knowledge basis of a domain in a 
formal way. In this context, it can be inferred incorrectly that there is just a single 
ontology for one domain [7]. But this does not reflect the reality. The profile- and 
product-ontology will be mapped to a meta-ontology which specifies a common 
semantic of concepts [5]. There, a set of inference rules or relations must be generated 
for translating annotations from one ontology into another [17]. The meta-ontology 
shows a mapping of identical concepts of both individual ontologies and resolves 
redundancies. In addition, a meta-ontology presents, besides identical concepts, all 
other concepts of the individual-ontologies. Thus, against the background of mapping, 
new concepts can be integrated in the meta-ontology and can be transferred through 
its connections to the profile-ontology as well as the product-ontology.  

Within our described example, a meta-ontology contains synonyms regarding 
determined terms of concept, comparable to a thesaurus. If a user feeds surfing into a 
website, the system interprets this term as an interest in windsurfing. Thus, on a 
semantic level both terms correspond to each other.   

To construct a meta-ontology, we use the top-down method and start with a 
customer number. Afterwards, we add all identical concepts of the modelled ontolo- 
gies. Finally, we put the residuals of the concepts to the meta-ontology. Figure 6 
illustrates the result of the constructed meta-ontology as a joining element between the 
individual-ontologies. 
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Fig. 6. Meta-ontology as a joining element 
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The grey fields represent constituents of the product-ontology, whereas the white 
fields reflect components of the profile-ontology. In the middle of the meta-ontology 
are dashed fields, which point out the identical concepts of the individual-ontologies. 

3.7   Utilization of Ontology-Based User Profiles 

Individualized recommender systems are divided in content-based and collaborative 
filtering relating to personalization methods. Within a content-based filtering, a 
classifier must be able to dispose objects in a database regarding positive and negative 
user interests. This can be enabled by analyzing a feedback or behavior of a user. On 
its basis a user profile is generated [14]. Afterwards, the product must be compared 
with user profiles and can be recommended, if the information fit his/her profile [21]. 
Thus, those objectives will be recommended, which consist the highest similarity with 
positive patterns and which are determined by a similarity measure of a classifier 
[14]. The comparison is called filtering in this context [21]. 
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Fig. 7. Ontology-based recommender systems [14] 

Software agents assume the accomplishment of deductions and presumptions and 
apply intelligent inference methods [21]. Such an agent can generate conclusions on 
basis of a connection between sensory cognitions of environment events and a 
combination of those events with knowledge [2]. Because of an agents´ learning 
aptitude, it can optimize and extend constantly user profiles [21].  

The information about a user interest in windsurfing via pull-down menu results in 
an assimilation of a new concept in our profile-ontology. Due to a mapping of both 
individual-ontologies, all products can be found to this specific user interest within 
the meta-ontology. In our case, products like AY-F, AY-W, BY-S, BY-W are available 
to be recommended to potential customers. Product AY-R is excluded from this 
operation, because the customer already bought it. Now, all listed products can be 
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filtered on the basis of observed characteristics, for instance brand preference, to 
generate individual recommendations.  

This method is comparable to a product search. We assume that another user feeds 
surfing into a search tool of a website. Because of a synonym relation between surfing 
and windsurfing within meta-ontology, it can be inferred that this user is interested in 
windsurfing, too. This information was transferred through a mapping with the 
profile-ontology. After a filtering process with the user profile, search results or 
indirect recommendations of the product program for windsurfing area are presented 
on the website.  

Besides the previous methods for generating product recommendations, there is a 
further possibility to offer profile adequate products due to a hierarchical structure. In 
this context, the fundament represents knowledge, which can be acquired by logical 
conclusions and is called inference. This knowledge within an ontology can be used 
to infer other interests which are not able to acquire with a user observation [14]. 

Ontology-based inference points out for example, that our above-mentioned 
customer of product AY-R has an interest in diving besides his/her well known 
enthusiasm in windsurfing. But this interest is to be inferred, because it was not 
emanated from observations and statements of the user. Due to an ontology structure 
with superclasses and subclasses we assume that a user, who is interested in 
windsurfing, has a weakness for further water sports like diving. In this context, 
diving represents as well as windsurfing a subclass of the superclass water sports. 
Thus, it appears that we climb up from a subclass to a superclass first and then we 
step down in another subclass. It is important to pay attention to potential preference 
areas of a user and to avoid supposing random classes. Against this background, we 
must calculate a likelihood which provides information whether products of other 
classes should be offered or not. For this purpose, we set up collaborative filtering to 
find similar profiles relating to the profile of our target user. Often a statistical 
function estimates such a correlation. Therefore, it can be provided evidence that 89 
percent of all users who are interested in windsurfing have also a preference for 
diving. On the basis of this high value, our presumption is verified and the 
recommender system has to offer diving products, too. 

In contrast, it is possible to generate recommendations by means of direct 
references to subclasses. We assume that a user offers only information about a 
preference for water sports. In this case, a user interest in water sports´ subclasses like 
windsurfing and diving can be inferred. As well as in the previous method, likelihoods 
support the verification process of stated presumptions. If a sufficient value is 
reached, the inferred user preference could be included in his/her profile and could be 
used for respective recommendations. 

Finally, we state an interrelation of external concepts relating to user interests 
within an ontology. A reason for this presumption is a pretended similarity of 
products, which represents a tendency of a users´ hobby. Along the way it can be 
assumed that a user who is interested in windsurfing is also interested in 
snowboarding. This correlation must be verified again on the basis of a user 
clustering. If a high correlation value exists, the user will get product offers. It has to 
keep in mind that it remains unclear whether a user has a true interest in external 
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concepts or not. Therefore, the user must be able to evaluate the recommendations 
due to a rating scale. 

4   Analysis and Appraisal of Ontology-Based User Profiles 

This chapter deals with an analysis of the constructed architecture and the included 
ontologies relating to a user profile development.   

4.1   Analysis of the Ontology-Based Architecture 

The architecture of an ontology-based user profile development points out its 
structure and constituents. In addition, the following remarks analyze the problems 
and the possibilities of ontologies in the framework of personalization. 

As already mentioned, two specific domains are treated within the architecture and 
are represented in the individual-ontologies. A connection between these ontologies is 
reflected by a mapping of a meta-ontology, which allows a personalization based on 
ontology-based recommender systems. Moreover, a meta-ontology is easier to 
actualize in case of a product program modification and it transfers respective 
concepts to the individual-ontologies. 

4.2   Appraisal of the Product-Ontology 

If there would be a unique and correct ontology, this would lead to an existence of an 
implicit conformity of basic concepts of a domain. Thus, an ontology would be 
superfluously. We can see that ontologies differ for instance in a level of abstraction, 
a number of relations as well as a granularity of the taxonomy, even when consulting 
the same domains [10]. Against this background, all conventions about potential 
relations between concepts are determined by ontology-engineers and can pose 
problems relating to necessity and sense. The generated ontology does not claim to be 
universal, but represents one of many other potential solutions. Non-universality can 
be attenuated, if the existing product program provides an approach for the structure 
of product-ontologies. 

Our described product program reflects a structure with two dimensions. Thus, it is 
illustrated in terms of a matrix and can be transferred easily into a baseline-taxonomy. 
In this context, problems arise in case of multidimensionality of a product, so that a 
cube must be utilized for the representation of product properties. Thus, the 
development of an ontology shows a higher complexity and reduces the benefit of 
clearly arranged concepts [4]. In conclusion, it makes sense to use and to extend 
existing ontologies [9]. 

4.3   Appraisal of the Profile-Ontology 

The quality of the profile-ontology depends on segmentation criteria. These criteria 
are used in terms of milestones for necessary information, which are transferred into 
ontology concepts and are inspected regarding product- and company-specificity. The 
benefits of consulting segmentation criteria are an easy use as well as a holistic 
provision for all needed information.  
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However, problems can arise within an interpretation of geographic criteria, 
because it can lead to an incorrect appraisal of the user in some cases. But, the data 
reliability is to declare as correct, when a respective high value of likelihood was 
generated. Moreover, it can happen that users do not trust data acquiring services and 
feed no or false information [8].  

Furthermore, a problem can occur within a clickstream-analysis, if an accidentally 
clicking on different websites generates incorrect data. In addition, some users deactivate 
so-called cookies, because they do not want that their surfing-behavior get analyzed. 
Such actions restrict the effectiveness of implicit data acquisition. Finally, we can state 
that analysis results can be incorrect sometimes, because it is just possible to identify a 
computer in general, but not a single person in a household [6]. Nevertheless, in principle 
clickstream results optimize a profile-ontology and improve recommendations. 

In conclusion, the process contains high costs and thus it should be executed just 
one time or actualized after special events [4]. The representation of user interests in 
form of an ontology consists a deficit of a fine granularity, but in return it approves 
inference that supports the profile and builds communication to other ontologies [14]. 

4.4   Appraisal of the Meta-ontology 

A final determination of equivalence relations must be accomplished by engineers, 
because term definitions of an ontology cannot be read automatically. As well as 
within the ontology engineering process, the ontology mapping costs time and money 
[17]. But at least costs of maintenance relating to individual-ontologies can be 
reduced, because new concepts must be included only in the meta-ontology. In 
addition, the benefit of a meta-ontology is a prevention of redundancies through a 
unification of concepts of individual-ontologies. The connected individual-ontologies 
provide a possibility of ontology-based recommendations, because relations between 
user interests and corresponding products as well as synonyms are represented.  

4.5   Appraisal of Utilization 

The described recommender systems are based on ontologies with potential inconsisten- 
cies and generate possibly fuzzy offers. In spite of using collaborative filtering to verify 
our presumptions about interests, the user can get bad recommendations. In this case, the 
recommender system bothers the user. This has to be avoided. Therefore, a user must 
have a possibility to evaluate products or to hide the recommendations. The most 
important thing in context of recommender systems and personalization is a realization of 
benefits from the perspective of a user. 

Even though critical points, ontology-based recommender systems have a decisive 
advantage, because they can infer user interests on basis of a hierarchical structure. In 
addition, they can use relations between external concepts for recommendations. In 
this way, the cold-start-problem can be reduced significantly. Besides it can be 
supposed that ontology-based user profiles, which are developed by inference, 
generate better recommendations than profiles which do not use inference-rules. Due 
to the ontological inference, user profiles can be rounded off and can be matched 
better to the wide range of user interests [14]. There, we assume that a software agent 
consists of a large spectrum of intelligent properties. But an information interpretation 
based on software technology is very complex and currently hard to realize [3]. 
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A general problem in user profile development can arise, if a profile is too sharp at 
its borders and if it becomes manifest in an unjustified direction [13]. So, it can 
happen that a customer gets a tendency to a product in the variation of time, even 
though he/she had an aversion for this product in a previous time. In this case, the 
recommendation system will never offer this product to the user because of the 
information within the profile.  

4.6   Economic Appraisal 

The benefit of ontologies is difficult to measure in a quantitative way from a company 
perspective. The utilization of ontologies in an information system raises questions 
about development time, consistency and maintenance [11]. Against this background, 
it is not possible to automate the process of maintenance. Thus, specialists are needed 
who allegorize an expense factor at least due to time intensity. In particular, a user 
profile development underlies dynamic changes and must be actualized immediately. 
Under these restrictions an adoption of ontologies seems to be inefficient, because the 
costs of modification are very high [17]. To capture costs relating to ontology 
engineering, appraisal methods from the discipline software engineering like function 
point can be used as a guideline, but must be customized to the specific requirements 
of ontologies. 

Besides ontology development, further costs can arise for instance within an 
explicit data acquisition. Mostly, a user does not offer voluntarily data into a 
questionnaire and thus a vendor has to offer incentives. Based on individual and 
adequate recommendations, the customer satisfaction increases and thus the customer 
loyalty, too. Moreover, the potential of cross-selling emphasizes [18], which is 
supported by recommendations of external concepts.   

From the perspective of a customer, providing personal data represent costs (time 
and effort) as well as the indirectly linked data misuse. The benefit for a customer 
consists in an individual consulting and in recommended products [18]. In the 
framework of such personalized services, those products are recommended which 
were mostly unknown before and are customized to his/her profile. Thus, an 
information overload can be avoided and the product choice is easier to handle for a 
customer. In addition, transaction costs can be reduced significantly regarding the 
time factor due to automated order transactions. However, the doubts relating to data 
security as well as administration efforts cannot balance the advantages of 
personalization in many cases [15]. 

5   Conclusion 

Within this paper we pointed out a conceptual framework for constructing ontology-
based user profiles. There, we used the explicit and implicit acquired data, which are 
represented as ontologies, to personalize recommendations in a virtual B2C-market. 
In this context, the utilization of ontology-based recommender systems showed 
innovative possibilities of inferences based on hierarchical structures and relations. A 
condition for inferring coherences is a semantic linkage between user profiles and 
product profiles. 
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In conclusion, we can verify our stated thesis according to an enhancement of the 
usability of user profiles and product profiles and its subsequent improvement of 
individual recommendations. Thus, good results of recommendations often increase 
customer satisfaction and turnover. In spite of an effective benefit regarding the usage 
of ontologies for individual offers, the efficiency in terms of engineering and 
maintenance costs is discussible in specific cases. Therefore, there is still a need to 
improve the engineering and the maintenance of ontologies. 
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Abstract. This article mainly proposes a bottom-up method to in-
dex XML document. Firstly we discuss the underlying properties of the
method, architecture, creation algorithm and query algorithm, then con-
duct a set of experiments referring to the Timber and XIndice system.
The demo system convinces that, this method can maintain excellent in-
dexing and querying performance under given queries with normal PC on
the DBLP XML test set of which the size is 315M, so it can be regarded
as a prospective application with good performance. XML, indexing,
Inter-relevant Successive Trees.

1 Introduction

With the wide acceptance of XML standard, XML format has become the major
data exchange format inside and among enterprises, governments and research
institutes. Along with the massive and autonomous generation of data, the prob-
lem of indexing and querying is emerging.

The problem of indexing and querying semi-structured data such as XML has
been brought out at the end of last century, resulting in the birth of many demo
systems. Nevertheless, Jagadish H.V. et al. pointed out that related presentation
systems have good performance only when the data volume is relatively small
but are incapable of processing huge storage [1]. To develop a new index method
with high efficiency and low cost that can practically support huge storage is
the aim of this paper.

This paper proposes a new XML index with bottom-up querying method. In
Section 2, we briefly introduce the related researches. In the first part of Section 3,
we present the coding scheme; in the second part we present the algorithms and
some basic properties; and we analyze the performance at last. Section 4 intro-
duces the location coding method and Section 5 describes the system architec-
ture. In Section 5, We illuminate the organization of the experiments and report
the results. We conclude our work and view the prospects in the end.

2 Related Work

At present, the methods of XML indexing can be categorized into three types:
path coding, node coding and sequence coding. The core principle of path coding

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 328–338, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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is to generate a certain path abstract from XML source data, and accomplish
path query by join operator. Typical methods of this type include Dataguides [2],
Index Fabric [3] etc.; the methods of node coding, such as XISS [4], mainly
apply certain coding strategy to design codes for each node, in order that the
relationship among nodes can be evaluated by computation; the methods of
sequence coding transform the source data and query into sequences, leading to
direct query of sequences. ViST [5] and D(k)-Index [6] are among the typical
methods. From this point of view, the method proposed in this paper should be
classified into path coding.

Generally speaking, every method has its own advantages, however, short-
comings do exist: path coding methods need large amount of join with elements;
node coding method is very difficult to be applied to ever-changing data source;
and sequence coding method is likely to generate approximate solutions, thus
requiring a great deal of validation. Some kinds of index do need a mass of IO
operations for simple query due to extremely separate storage, while some others
can only be applied to query that begins from the tree root.

As far as bottom-up querying methods are concerned, Gottlob G. et al. ex-
plained its efficiency [7] and Ishikawa Y. et al. advised how to convert a XPath
query to methods applying bottom-up query operator [8].

Catania, B. et al. systematically summarized the researches concerning XML
indexing in recent years [9], in which systems such as dbXML, eXist, XIndice,
Ipedo, Timber, Tamino are investigated. To check the performance of the method
applied in this paper, we select XIndice and Timber as our reference systems.

The index of Timber is based on B-Tree, and supports value indices, element
index, name index, and term-based inverted indices [1]. XIndice is an open source
project on Apache Software Foundation, and it’s the continuation of the project
that used to be called the dbXML Core. XIndice supports Element and attribute
values index [10].

3 Index Model

In this section, we mainly introduce how to develop the index. In the first sub-
section, we propose some concepts and properties to lay the ground of the index
model, in the second part the creation and query algorithms are discussed, and
the complexity of the algorithms are analyzed at last. A sample XML data of
DBLP in Figure 1 is quoted from [11].

3.1 General Introduction

Every tree is composed of nodes and edges. Firstly we define the node set and
edge set.

Definition 1. If we assemble all edges with the same name C → P , of which
C is the child of P, in XML tree as a vector, we can call it edge vector Vcp.

Definition 2. If we assemble all edge vectors Vcx, of which X is all possible
parents of C, with the same node name C according to the sequence of X, we
can regard it as node vector Vc.
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Fig. 1. A Sample XML

Now we can use a node name and a logic position in node vector to address
an edge, for example, if one edge with name C → P has a position i in node
vector C, its address is Ci, which is short for (C, i).

Definition 3. The upper edge P → G of C → P is defined when there is an
edge P → G, of which G is the parent node of P and the grandpa node of C.

To preserve the relationship between nodes and edges, for every edge C → P ,
we should store the address Pi of upper edge P → G in corresponding position
of C → P .

Definition 4. All the Node Vectors represented by logic addresses of their
Upper Edge compose a set of vectors of edges, and we call them XML Inter-
Relevant Successive Trees(Xistree).

Xistree is the applications of Inter-Relevant Successive Trees (IRST) [13], [14],
[15] in the domain of XML indexing. The Xistree model of Figure 1 is presented
in Figure 2.

dblp

##

article

d1d1 d1d1

thesis

title author year

d1d1d1 d1d1d1

s2s1a3a2a1 s2s1a3a2a1 s1a3a1 s1a3a1s2s1a3a2a1 s2s1a3a2a1

Fig. 2. The Index Structure of Figure 1
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Note that in Figure 2, inside a node vector we use different colors to represent
different edge names, and the same color to represent the same edge names.
The node name is substituted by a character, for example, “d” for dblp, “a” for
article, and “#” for a document which is the parent of the root node, etc.. If
an element stores “d1”, its parent is the first element of dblp node vector. It is
easy to discover that the same node name is always contiguous in a single edge
vector, therefore not all elements are required to store node names, and what
should be done is to collectively label the vector section corresponding to each
node name.

Example 1. Take path /1/10/12 for example, whose name is /dblp /thesis
/author. After decomposition, we get author → thesis, thesis → dblp, dblp →
null, whose position in Xistree is (s, 2), (d, 1), (#, 0). Note that the position of
(s, 1) has been occupied by /1/6/8 now.

Definition 5. Every edge vector Vcp of tag pair C → P has a count denoted
as Countcp, and Countcp ≥ 0. So vector Vc of node C corresponds to a vector
Count(Countc1, Countc2, ..., Countcn). Set Sumcm =

∑
Countci(0 < i ≤ m),

here (Sumc1, Sumc2, ..., Sumcn) is called section count vector.

Table 1. Section Count Vector

dblp article thesis title author year #

dblp +∞ +∞ +∞ +∞ +∞ +∞ 1
article 1 4 0 0 0 0 0
thesis 1 3 0 0 0 0 0
title +∞ 1 4 6 0 0 0

author +∞ 1 4 6 0 0 0
year +∞ 1 3 4 0 0 0

Example 2. Suppose a query “/dblp/thesis/author” in Figure 2. Firstly, it
should be decomposed into “author → thesis, thesis → dblp, dblp → null”.
Then the set (s1, s2)(whose original code is (8, 12)) is fetched from the vector;
From section count vector we get the count section of thesis/dblp, (1, 2), because
1 and 2 both fall into the section (1, 2), so s1, s2 are the solution of the join; a
further step can get the content of s1 and s2, which is (d1, d1)(original code is
(6, 10)), and the count section of dblp/null should be (1, 1), so the final solution
is (u4, u5).

3.2 Algorithms and Properties

The following is the creating algorithm in Figure 3 and querying algorithms in
Figure 4.

Theorem 1. All the path patterns can be composed by edge vectors and
join operations, so Xistree can express the structure of the source xml document
correctly.
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Algorithm 1: Xistree building algorithm
Input: XML documents set xmlDocs;
Output: Section count vector Vcs; indices xistree;

1  traverse xmlDocs and generate the section count vector Vcs;
2  for each doci in xmlDocs do
3   add all edges of the root to xistree;
4   for each edge C P in doci do
5    arrange the position of the current edge posc according to Vcs;
6    record the upper edge at P R at posc of xistree;
7    add the value of the node C to xistree according to its type;
8   end for
9  end for

Fig. 3. Creating Algorithm of Xistree

Some good properties of Xistree are presented as follows.

Property 1. In Xistree, each node tag corresponds exclusively to a node
vector, and each node in source tree per se corresponds exclusively to a vector
element. In this way, the information of nodes path is not compact, so the path
information will not be ill retrieved.

Property 2. Xistree can search out all the results of path sequence initially
from any node name in the source tree. This property guarantees that Xistree
can retrieve arbitrary path segment queries, not only queries from the root of
XML trees.

Property 3. Xistree adopts the “node name: relative position” logic address
pair, resulting in a simple structure. The coding scheme is independent of device.
Once the storage is transferred, the addresses may not be changed.

Algorihm 2: Query processing based on Xistree
Input: Xpath query expression exp; indices xistree;
Output: Query results set resultset; 

1   assign the lowest edge set to resultset;
2   translate exp into elementary bottom-up operations connected by logic ops;
3   for each layer of query path C P and its upper edge P G do
4        solve the value query ops separately and store the results in newset;
5        for each value addr in resultset do
6           compare addr with SumP, G and SumP, G+1 in Vcs;
7           if addr falls in section [SumP, G, SumP, G+1] then add the value of Gaddr to pathset;
8        end for
9        compute resultset with newset and pathset;
10 end for

Fig. 4. Query processing algorithm based on Xistree

In Xistree model, we can compute operators such as “and”, “or”, “not”, etc. on
the basis of edge vector, and we can convert the operator “child of” to “parent
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of”. So according to the method mentioned in [8], Xistree can satisfy most of
Xpath operators. As far as operators such as “//” and “*” are concerned, the
method that we apply now is to create an edge index for every node tag name.
From the index we can get all the edge name occurred for a given node tag
name, and then we can compose all the possible path patterns that can be used
to accelerate the query.

Now let’s take a look at time complexity. In order to reserve position for
edges to facilitate the subsequent infilling, the system firstly needs to visit once
to calculate the section count vector. Then normally the index can be established
after one visit of each document, therefore the time complexity is O(n).

In algorithm 2, the lowest edge set is the initial set, which may be the vector
of bottom edge in the query. If the size of the upper edge is m, then the time
complexity of path join operation is basically linear(that is O(m)). For the similar
structure with invert files, the first step of path selection can be done without
any join cost and reduce to a candidate set of 1/n2 in average, therefore the
initiatory candidate edge set is relatively small and the actual query complexity
is very low.

In Figure 2, according to Property 1, in order to code each node in the entire
document set, the coding space should be the count of all node n in the whole
system. So the bit count to represent each element should be log2n. It has been
mentioned above that not every element will take storage space to save the node
name since the same edges all have the same node name. The requirement is
only to store the relative position. Therefore, if the number of node names is z,
each element takes approximately (log2n− log2z)bit. Thus the entire system has
a storage cost of approximately (n ∗ (log2n − log2z))bit.

Updates on index can be accomplished with deletion and insertion operations.
The method of deletion is, we should query the object edge and set a flag to
represent the deletion. As for insertion, firstly some empty address spaces are left
between edge vectors and edge vectors are stored separately in physical storage,
so insert operations just means appending at the end of edge vector.

4 Location Coding

Today, locating query results precisely becomes very important. Catering to this
need, we propose a method to find the nodes in original XML documents based
on Xistree. Inspired by [4], all children of each node can be numbered from 1
respectively, as is shown in Figure 5. If we find node t4 in the index, i.e. node
7 in Figure 1, we may locate its position in original documents precisely by its
relative position number (1, 2, 1).

It can be noticed, in Xistree model, each edge corresponds to an edge vector
exactly and each node corresponds to an element in the edge vector uniquely.
As indicated in Figure 6, to denote the position information of a node in the
index, we only need to mark its relative position number. For example, node 7
referred before, has a relative number “1” in its parent node, while node 18 has
a relative number “2” in its parent node.
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Doc
1

1 2 3 4 5

1 2 3 1 2 3 1 2 31 21 2

Fig. 5. The Location Code of Fig. 1

The relative numbers corresponding to Xistree model in Figure 2 are indicated
by row 3 of each edge vector in Figure 6, which coincides with their original nodes
and Xistree nodes exactly. So, to give the exact position in query result set, we
need to write down relative position number when query is executed. It is likely
to locate result set precisely through relative position number. Moreover, the
relative position number has many advantages, such as fixed length, simple and
short, and easy to locate, etc. Therefore it has great application prospect.
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Fig. 6. The Location Code of Xistree

5 System Architecture

In this section, we’ll depict architecture of Xistree model. The framework in-
cludes source data, which is composed of the XML Data and DTD, the command
interpreting interface, the index engine, the query engine, index supervision agent
and index data. The command interpreting interface complies with international
XML standards of Xpath, Xquery Language or a subset of Xquery Language,
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which realizes conversion between system functions and users or applications.
The index engine will create indices when files are put into the system or a user
asks to create indices.

Query Engine

Xistree

fulltext

dtimenumber

Index Data

User

Index 
Engine

Source Data

XMLData Dtd

Filter

Xpath&XQuery

Query Engine

Xistree

fulltext

dtimenumber

Index Data

User

Index 
Engine

Source Data

XMLData Dtd

Filter

Xpath&XQuery

Fig. 7. The System Architecture

As shown in Figure 7, query engine is the key connection component between
user and indexed data. It dominating task is to perform specific functions and
operations, including supervision of index model, optimization of query execu-
tion, and etc. Sometimes the query engine may query source data directly.

The index supervision proxy is responsible for operations concerning specific
index structure. It may query, update, maintain indices, or coordinate multi-
ple concurrent threads running, or even operating in parallel. The proxy likely
implements query task independent of specific index structure, localizes index
structure according to its characteristics and assures that the alteration of in-
dex structure has no impact on the running of the whole system. In a multi-
computers, multi-indices system, the index supervision proxy may help to fulfill
the task efficiently.

6 Experimental Results

We have implemented path query function and full text query function of every
node in the demo system. We finally select Timber [17] and XIndice [10] as
reference systems for two reasons: on one hand, they are prominent systems
in this field, on the other hand, they share similarity with Xistree as for the
category of indexing methods.

The experiment is conducted under the environment of AMD2500+ CPU,
448M memory and 160G hard disk, and the systems all run on windows 2003.
The test set selected is the standard data set of 315M DBLP [18]. To show
the variation of the performance on different sizes of data set, we create data
file of 0.5M, 1M, 3M, 5M, 11M, 20M, 30M, 50M, 113M, 315M separately. After
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Table 2. Sample Queries

Q1 /dblp//journal[contains(.,“Advances in Computers”)]

Q2 /dblp//url[contains(.,“http://www.yahoo.com/”)]

Q3 /dblp//author[contains(.,“Tim Berners-Lee”)]

Q4 //*[contains(mdate,“2002-01-03”)]

Q5 //year[contains(.,“1994”)]
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Fig. 8. The Query Time on 5MB Set
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Fig. 9. The Query Time of Q2

removing the biggest and the smallest figures, all the following data is the average
result of 5 groups of experiments.

The query cases are selected and presented in Table 2.
Figure 8 shows the query time cost of Timber, XIndice and Xistree on 5MB

data set. The average time cost of Xistree with Q1, Q2, Q3, Q4, Q5 is 0.4s, while
that of Timber is 7.7s, and that of XIndice is 25.9s.
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Figure 9 shows the experiment result of Timber, XIndice and Xistree on all
data set under Q2. What we should mention is that the system crash on 11M data
set occurs due to memory deficiency during experiments of XIndice and Timber,
therefore no more result data can be collected. And Xistree runs smoothly on a
single file of 315M.

The time of index creating consumed on 11MB data set by Timber is 402s,
higher than 401.9s, which is the cost on 110MB data set by Xistree.

At present, the index data of Xistree is nearly 1.85 times of the original size,
while that of Timber is 2.64 times. It should be noted that even though the
index occupies a great deal of space, the ratio of path index to original XML
data is only 0.11, that is, the path index part of 315M data set is 35.1M.

7 Conclusion

The demo system is developed from scratch, and the index structure is simple,
consistent and easy to maintain. It can support queries started at any point in
the path with high efficiency, and it is very suitable for queries with a known path
pattern. Experiments demonstrate that this method is practically applicable to
query of huge XML data storage.

In the subsequent research, we will realize the optimizing method mentioned
above and go into the problem of XML tags overlapping [12]. Meanwhile, we will
carry out more experiments in order to develop this method into an all-round
and excellent practical system.
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Abstract. The problem of spatial configuration information retrieval is
a Constraint Satisfaction Problem (CSP), which can be solved using tra-
ditional CSP algorithms. But the spatial data can be reorganized using
index techniques like R-tree and the spatial data are approximated by
their Minimum Bounding Rectangles (MBRs), so the spatial configura-
tion information retrieval is actually based on the MBRs and some special
techniques can be studied. This paper studies the mapping relationships
among the spatial relations for real spatial objects, the corresponding
spatial relations for their MBRs and the corresponding spatial relations
between the intermediate nodes and the MBRs in R-tree. Three algo-
rithms are designed and studied, and their performances are compared.

1 Introduction

Spatial configuration retrieval is an important research topic of content-based
image retrieval in Geographic Information System (GIS), computer vision, and
VLSI design, etc. A user of a GIS system usually searches for configurations
of spatial objects on a map that match some ideal configuration or are bound
by a number of constraints. For example, a user may be looking for a place to
build a house. He wishes to have a house A north of the town that he works,
in a distance no greater than 10km from his child’s school B and next to a
park C. Moreover, he would like to have a supermarket D on his way to work.
Under some circumstances, the query conditions cannot be fully satisfied at
all. The users may need only several optional answers according to the degree
of configuration similarity. Of the configuration similarity query problem, the
representation strategies and search algorithms have been studied in several
papers[1,3,7,16,17,21,25,26].

A configuration similarity query can be formally described as a standard bi-
nary constraint satisfaction problem which consists of: (1) a set of n variables,
v0, v1, · · · vn−1 that appear in the query, (2) for each variable vi, a finite domain
Di = {u0, · · · , um−1} of m values, (3) for each pair of variables (vi, vj), a con-
straint Cij which can be a simple spatial relation, a spatio-temporal relation or
a disjunction of relations. In addition, unary constraints such as physical and
semantical features can be added to the variables. The goal of query processing is
to find instantiations of variables to image objects so that the input constraints

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 339–352, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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are satisfied to a maximum degree. The dissimilarity degree dij of a binary in-
stantiation {vi ← uk, vj ← ul} is defined as the dissimilarity between the relation
R(uk, ul) (between objects uk and ul in the image to be searched) and the con-
straint Cij(between vi and vj in the query). The inconsistency degree can be cal-
culated according to the principles such as conceptual neighborhood[25] or binary
string encoding[26]. Given the inconsistency degrees of binary constraints, the
inconsistency degree d(S) of a complete solution S = {v0 ← up, · · · vn−1 ← ul}
can be defined as:

d(S) =
∑

∀i,j,i�=j,0≤i,j<n

dij(Cij , R(uk, ul)), {vi ← uk, vj ← ul} (1.1)

Given the defined dissimilarity degree d(S), the similarity degree sim(S), which
is not affected by the problem scale and is within the range [0,1], can be defined
as:

sim(S) =
n(n − 1) · D − d(S)

n(n − 1) · D
(1.2)

Where d(S) is the dissimilarity degree of the solution S for a query, n is the
number of variables in a query, n(n-1) is the set of constraints between distinct
variable pairs (including inverse and unspecified constraints), and D is the maxi-
mum dissimilarity degree between two constraint relations. Setting an appropri-
ate minimum value MIN for sim(S) can help to obtain the balance between the
approximation degree of the solutions to query conditions and processing cost.
The smaller the MIN, the more the solutions obtained, while the processing cost
increases too.

In the real world, spatial data often have complex geometry shapes. It will be
very costly if we directly to calculate the spatial relationships between them, while
much invalid time may be spent. If N is the number of spatial objects, and n the
number of query variables, the total number of possible solutions is equal to the
number of n-permutations of the N objects: N !/(N−n)! . Using Minimum Bound-
ing Rectangles (MBRs) to approximate the geometry shapes of spatial objects and
calculating the relations between rectangles will reduce the calculation greatly. So
we can divide the spatial configuration retrieval into two steps: firstly the rectangle
combinations for which it is impossible to satisfy the query conditions will be elim-
inated, and then the real spatial objects corresponding to the remaining rectangle
combinations will be calculated using computational geometry techniques. To im-
prove the retrieval efficiency, the index data structure which is called R-tree[4]or
the variants R+-tree[5] and R*-tree[6] can be adopted.

The next section takes topological and directional relations as examples to
study the mapping relationships between the spatial relationships for MBRs and
the corresponding relationships for real spatial objects; section 3 studies three spa-
tial configuration retrieval algorithms; section 4 presents the experimental system
for comparing the three algorithms, designs the experiments, analyzes the exper-
imental results and make a conclusion; the last section concludes this paper.

2 Spatial Mapping Relationships

This paper mainly concerns the topological and directional relations for MBRs and
the corresponding spatial relationships for real spatial objects. The ideas in this
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paper can be applied to other relationships such as distance and spatio-temporal
relations, etc.

2.1 Topological Mapping Relationships

This paper focuses on RCC8[9] (see Fig.1) relations and studies the mapping
relationship between the RCC8 relations for real spatial objects and the RCC8
relations for the corresponding MBRs. Let p and q be two real spatial objects,
p’ and q’ be their corresponding MBRs. If the spatial relation between p and
q is PO (Partly Overlap), then the possible spatial relation between p’ and q’ is
PO(Partly Overlap) or TPP (Tangential Proper Part) or NTPP (Non-Tangential
Proper Part) or EQ (Equal) or TPPi (inverse of Tangential Proper Part) or
NTPPi (inverse of Non-Tangential Proper Part) which can be denoted by the
disjunction form PO(p’, q’) TPP(p’, q’) NTPP(p’, q’) EQ(p’, q’) TPPi(p’, q’)
NTPPi(p’, q’). To use R-tree to improve the efficiency of the spatial configuration
retrieval, the topological relations in the query condition should first be trans-
formed to the corresponding topological relations for the MBRs, which can be
used to eliminate the rectangle combinations that cannot fulfill the constraints
from the leaf nodes in the R-tree. The intermediate nodes in the R-tree can also
be used to fast the retrieval process. Let p” be the rectangle that enclose p’, i.e.
the parent node of leaf node p’ in the R-tree, which is called intermediate node.
Given the spatial relation between p’ and q’, the spatial relation between p” and
q’ can be derived. For example, from the spatial relation TPP(p’, q’), the spatial
relation PO(p”,q’) TPP(p”,q’) EQ(p”,q’) TPPi(p”,q’) NTPPi(p”,q’) can be ob-
tained. It is very interesting that the parents of the intermediate nodes also have
the same property. Table 1 presents the spatial relations between two real spatial
objects, the possible spatial relations that their MBRs satisfy and the possible
spatial relations between the corresponding intermediate node and the MBR.

Based on the above mapping relationship and the R-tree, the candidate MBR
combinations can be retrieved efficiently, and then a refinement step is needed
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Fig. 1. Two-dimensional examples for the eight basic relations of RCC8
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Table 1. The spatial relations between two real spatial objects, the possible spatial
relations that their MBRs satisfy and the possible spatial relations between the corre-
sponding intermediate node and the MBR

RCC8 relation
between p and q

RCC8 relation between
MBRs p’ and q’

RCC8 relation between p” and q’

DC(p,q) DC(p’,q’) ∨ EC(p’,q’) ∨
PO(p’,q’) ∨ TPP(p’,q’)
∨ NTPP(p’,q’) ∨
EQ(p’,q’) ∨ TPPi(p’,q’)
∨ NTPPi(p’,q’)

PO(p”,q’) ∨TPP(p”,q’) ∨
NTPP(p”,q’) ∨ EQ(p”,q’)
∨TPPi(p”,q’)∨ NTPPi(p”,q’)
∨ EC(p”,q’) ∨ DC(p”,q’)

EC(p,q) EC(p’,q’) ∨ PO(p’,q’)
∨ TPP(p’,q’) ∨
NTPP(p’,q’) ∨ EQ(p’,q’)
∨ TPPi(p’,q’) ∨
NTPPi(p’,q’)

EC(p”,q’) ∨ PO(p”,q’) ∨
TPP(p”,q’) ∨ NTPP(p”,q’) ∨
EQ(p”,q’) ∨ TPPi(p”,q’) ∨
NTPPi(p”,q’)

PO(p,q) PO(p’, q’) ∨ TPP(p’,
q’) ∨ NTPP(p’,q’) ∨
EQ(p’,q’) ∨ TPPi(p’, q’)
∨ NTPPi(p’, q’)

PO(p”, q’) ∨ TPP(p”, q’) ∨
NTPP(p”, q’) ∨ EQ(p”, q’) ∨
TPPi(p”, q’) ∨ NTPPi(p”, q’)

TPP (p,q) TPP(p’, q’) ∨ NTPP(p’,
q’) ∨ EQ(p’, q’)

PO(p”, q’) ∨ TPP(p”, q’) ∨
NTPP(p”, q’) ∨ EQ(p”, q’) ∨
TPPi(p”, q’) ∨ NTPPi(p”, q’)

NTPP (p,q) NTPP(p’, q’) PO(p”, q’) ∨ TPP(p”, q’) ∨
NTPP(p”, q’) ∨ EQ(p”, q’) ∨
TPPi(p”, q’) ∨ NTPPi(p”, q’)

TPPi (p,q) EQ(p’, q’) ∨ TPPi(p’, q’)
∨ NTPPi(p’, q’)

EQ(p”, q’) ∨ TPPi(p”, q’) ∨
NTPPi(p”, q’)

NTPPi (p,q) NTPPi(p’, q’) NTPPi(p”, q’)
EQ(p,q) EQ(p’, q’) EQ(p”, q’) ∨ TPPi(p”, q’) ∨

NTPPi(p”, q’)

to derive the spatial relations among the real spatial objects that the MBRs
enclose, which means that the spatial relation between p and q should be derived
from the spatial relation between p’ and q’. From the spatial relation between
two MBRs, we can derive several possible spatial relations or only one definite
spatial relation between two real spatial objects that the MBRs enclose. In the
former case the complex geometry computation will be applied whereas it will
be omitted in the latter case. For example, given the spatial relation NTPPi(p’,
q’), we can derive DC(p, q)∨ EC(p, q)∨ PO(p, q)∨ NTPPi (p, q)∨ TPPi (p,
q), the geometry computation must be adopted to ascertain the spatial relation
between p and q. But if we know the spatial relation DC(p’, q’), then spatial
relation DC(p, q) can be derived directly.

2.2 Direction Mapping Relationships

According to Goyal and Egenhofer’s cardinal direction model[10], there are 9
atomic cardinal direction relations(O, S, SW, W, NW, N, NE, E, SE) (see Fig.2)
and totally 218 cardinal direction relations for non-empty connected regions in
the Euclidean space �2 (illustrated by 3 × 3 matrix, see Fig.3) [11].
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Fig. 2. Capturing the cardinal direction relation between two polygons, A and B,
through the projection-based partitions around A as the reference object

There are 36 cardinal direction relations for the non-empty and con-
nected regions’MBRs: O, S, SW, W, NW, N, NE, E, SE, S:SW, O:W,
NW:N, N:NE, O:E, S:SE, SW:W, O:S, E:SE, W:NW, O:N, NE:E, S:SW:SE,
NW:N:NE, O:W:E, O:S:N,SW:W:NW,NE:E:SE, O:S:SW:W, O:W:NW:N,
O:S:E:SE, O:N:NE:E, O:S:SW:W:NW:N, O:S:N:NE:E:SE, O:S:SW:W:E:SE,
O:W:NW:N:NE:E, O:S:SW:W:NW:N:NE:E:SE(see Fig.4). This kind of cardinal
direction relation has the rectangle shape, so it is also named rectangle direction
relation, otherwise it is called non-rectangle direction relation.

In the following, we study the mapping relationships between the cardinal
direction relations for real spatial objects and the cardinal direction relations for
the corresponding MBRs. First of all, we give a definition as follows.

Definition 1. a cardinal direction relation R contains another cardinal direction
relation R’, if all the atomic relations in R’ also exist in R.

The mapping relationships from the cardinal direction relations for real spatial
objects to the ones for their MBRs can be described using the following theorems.

Theorem 1. if the cardinal direction relation between the real spatial objects p
and q is rectangle direction relation R(see Fig.4), the cardinal direction relation
between their MBRs p’ and q’ is also R; if the cardinal direction relation between
the real spatial objects p and q is non-rectangle direction relation R, the cardinal
direction relation between their MBRs p’ and q’ is the rectangle direction relation
R’ in Fig.4 which contains relation R and has the minimum area.

Theorem 1 can be derived by combining Fig.3 and Fig.4. Assume that the
cardinal direction relation between two real spatial objects p and q is N:NW:W
which obviously is not rectangle direction relation, from Fig.4 the rectangle
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Fig. 3. 218 cardinal direction relations between two non-empty and connected
regions[11]
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Fig. 4. 36 cardinal direction relations for MBRs

direction relation that contains N:NW:W and has the minimum rectangle area
is O:W:NW:N, so the cardinal direction relation between two MBRs p’ and q’
is O:W:NW:N.
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Similarly the mapping relationships from the cardinal direction relations for
MBRs to the ones for the possible real spatial objects can be described as follows.

Theorem 2. if the cardinal direction relation R between two MBRs p’ and q’
contains no more than 3 atomic cardinal direction relations (including 3), the
corresponding cardinal direction relation between the real spatial objects p and q
is also R; otherwise, the possible cardinal direction relations between p and q will
be the subsets of relation R which can be transformed to relation R when p and
q are approximated by p’ and q’.

For example, if the cardinal direction relation between two MBRs is
S:SW:SE(including three atomic relations:S,SW,SE), then the cardinal direc-
tion relation between the corresponding two real spatial objects definitely is
S:SW:SE. If the cardinal direction relation between two MBRs is O:S:SW:W,
the possible cardinal direction relations between two real spatial objects include
O:W:SW, W:O:S,SW:S:O,SW:S:W and O:S:SW:W.

Given the cardinal direction relation between the MBRs p’ and q’, the cardinal
direction relation between p”, which is the parent node of p’ in R-tree, and q’
can be described using the following theorem.

Theorem 3. if the cardinal direction relation between MBRs p’ and q’ is R, the
possible cardinal direction relations between p” and q’ are the rectangle direction
relations containing R.
For example, if the cardinal direction relation between p’ and q’ is O:S:SW:W,
the possible cardinal direction relations between p” and q’ will be O:S:SW:W,
O:S:SW:W:NW:N, O:S:SW:W:E:SE and O:S:SW:W:NW:N:NE:E:SE.

3 Algorithms for Spatial Configuration Information
Retrieval

As mentioned above, topological relations and directional relations can all be
transformed into spatial relations for MBRs. Given a spatial configuration query,
we can first transform the spatial relations constraints among spatial objects into
spatial relations constraints among their MBRs, then some efficient retrieval al-
gorithm and the R-tree that organizes the spatial data can be applied to pick
out the MBR combinations that will later be checked using computational ge-
ometry technique(some real spatial relations can be derived directly from MBR
combinations according to spatial relation properties, e.g., theorem 2). This pa-
per concentrates on systematic algorithms in spatial configuration information
retrieval for spatial relations among MBRs, which are transformed from the
spatial relations in the query constraints according to table 1 and theorem 1.
Heuristic algorithms are not in the scope of this paper. Systematic algorithms
use techniques for constraint satisfaction problems(e.g., forward checking), dy-
namic variable ordering and R-tree, etc. to process the domain values of variables
efficiently. This paper studies and implements three algorithms.

3.1 SFC-DVOSolver Algorithm

The spatial configuration information retrieval problem is essentially a binary
constraint satisfaction problem[12]. Many efficient algorithms have been put
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forward to solve constraint satisfaction problems. One of these efficient methods
is Forward Checking (FC), which has been proved to be better than other meth-
ods on many problems[13,14]. Dynamic Variable Ordering (DVO) is a strategy
that some algorithms use to improve efficiency for solving constraint satisfaction
problems[15]. The main idea of FC-DVO is to sort the uninstantiated variables
according to the domain size and select the variable having the smallest do-
main as the next one to be instantiated after each forward checking process.
The algorithm that adopts the FC-DVO strategy to solve spatial configuration
information retrieval problem is named SFC-DVOSolver.

The R-tree and its variants have been used to improve the efficiency of spatial
information retrieval in many applications[16,17,18]. There are two ways to com-
bine SFC-DVOSolver algorithm and R-tree: one is to use R-tree to fast pruning
in the forward checking process, e.g., RSFC-DVOSolver and RSFC-DVOSolver
which will be introduced in the following section; another is to apply SFC-
DVOSolver to R-tree from the top level to the bottom level, which means all
the nodes in the same level of R-tree compose the domain of every variable.
The latter way has been proved to be very costly, so we particularly present the
former way.

3.2 RSFC-DVOSolver and HRSFC-DVOSolver Algorithms

The basic idea for the RSFC-DVOSolver algorithm is that when the current
variable Vi is assigned a value Uk, the domain of any uninstantiated variable
Vj is rebuilt by searching all the leaf nodes in the R-tree satisfying the query
constraint Cji between Vi and Vj using Uk as the search window. We present the
algorithm WindowSearch (see Fig.5) that utilizes R-tree to search values that
satisfy the query constraint Cji with Uk, and the other parts of RSFC-DVOSolver
algorithm are basically the same as SFC-DVOSolver algorithm. Given the query
constraint Cji between two real spatial objects p and q, we can obtain the relation
constraint Rji for their MBRs p’ and q’ and the relation constraint R

′

ji between
the intermediate node p” and q’ according to table 1, theorem 1 and theorem 3.
Algorithm WindowSearch checks whether the parameter root is a leaf node or
not (when the function is first called, it is the root node of the R-tree). If it is a
leaf node, for any MBR Ul that the parameter root contains the algorithm checks
if there exists the spatial relation Rji(Ul, Uk) . if the relation Rji(Ul, Uk) exists
and Ul also belongs to the old domain of Vj , then Ul is added to the new domain
of Vj ; if root is not a leaf node, for any intermediate node Ul that the parameter
root contains the algorithm checks if there exists the spatial relation R

′

ji(Ul, Uk).
if the relation R

′

ji(Ul, Uk) exists, for any childnode Ul of the root it is passed to
the parameter root and the algorithm WindowSearch is called recursively. In the
above algorithms the MBRs that satisfy the query constraints are not directly
added to the new domain but have the set intersection operation with the old
domain, because the old domain might have been pruned. The set intersection
operation includes the float computation of checking if two rectangles are equal,
which is time-consuming. To improve the efficiency of rectangle matching, we
use the hash index technique [18] for reference to reorganize the MBRs data (i.e.
the rectangle data that the leaf nodes in R-tree contain). We use a number of
buckets to accommodate the MBRs, and through calculating the index value
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Fig. 5. WindowSearch function in the RSFC-DVOSolver algorithm

according to an MBR’s coordinates the algorithm decides to put it into which
bucket. The set intersection operation will be replaced by calculating the index
value i of an MBR that satisfies the query constraint and comparing it with all
the MBRs in the bucket with the index value i. The RSFC-DVOSolver algorithm
using the hash index technique is named HRSFC-DVOSolver.

4 Experiments

The algorithms SFC-DVOSolver, RSFC-DVOSolver and HRSFC-DVOSolver are
implemented in this paper and their performance is analyzed. The programmes
are developed in Java language with the free Eclipse development environment
[27], which have been run on a PC(1.7G) with 256MB of RAM. The traditional
CSP algorithms are implemented using the JCL (Java Constraints Library) al-
gorithm library[19] developed by Bhattacharjee etc.. The R-tree algorithms by
Guttman[4]are implemented using Hadjieleftheriou’s source code[20]. Based on
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these open source codes, the algorithms mentioned above in this paper are real-
ized. To evaluate these algorithms, this paper only considers topological relations
(adding the other spatial relations can make the algorithms run faster, but it
is unnecessary) and requires that the query condition must be completely sat-
isfied, i.e. the similarity degree is 1. The system implemented in this paper can
be applied to the spatial information system [23] based on qualitative spatial
reasoning[22].

The experiment data in this paper include MBR datasets that are randomly
produced with different quantities and different data densities (the data den-
sity is the sum of all the areas of the MBRs divided by the area of the whole
space) and the real German street MBR dataset[24]. For every dataset, we design
queries respectively with 3, 5, 7, 10 and 15 variables and 10 query instances for
every query. The results of 10 query instances are averaged for every query. The
algorithms SFC-DVOSolver, RSFC-DVOSolver and HRSFC-DVOSolver are run
with a certain dataset and a query.

To use R-tree there are two parameters that should be decided. One is the
maximum number of entries that will fit in one node of the R-tree (we call it
capacity); the other is the worst-case space utilization for all nodes, i.e. the rate
of the minimum number of entries that will fit in one node of the R-tree to
capacity (we call it fillfactor). According to the previous experiences and our
experiments, the capacity and the fillfactor are set to 40 and 0.5, respectively.

Fig. 6. The illustration of the relationship between the number of buckets and the run-
ning time of algorithm HRSFC-DVOSolver (R-tree fillfactor=0.5, R-tree capacity=40,
and the number of query variables=5) on four datasets
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The number of the hash buckets (hashsize) should also be decided first. We use
three datasets, each of which has 10,000 MBRs, with data densities 0.01, 0.25
and 6.1, respectively, and one dataset, which has 5,000 MBRs, with data density
11.6. For every dataset, the algorithm HRSFC-DVOSolver with 5 query variables
and R-tree (fillfactor=0.5, capacity=40) is run to test the performance when the
hashsize is assigned the value 50, 100, 200, 300, 400, 500, 600, respectively.
The results are illustrated in Fig.6. From the figure with data size 10000 and
data density 0.01, we can see that the efficiency of this algorithm improves
sharply when hashsize changes from 50 to 500, which gives us the intuition
that the efficiency of the algorithm should become better and better as the
hashsize increases. But from the figure with data size 10000 and data densities
0.25 and 6.1, we can see that the efficiency decreases as the figure with data size
5000 and data density 11.6 also shows. The reason for this phenomenon is that
when the data density increases, the data will be assigned to each hash bucket
more uniformly, which results in that the performance of this algorithm will
not improve much. The performance of this algorithm maybe decrease because
when the number of hash buckets increases to an extent the stack space of the
Java Running Environment will be occupied so much that the efficiency of the
running programme will be affected negatively. So for the experiments in this
paper, the hashsize is set to 500.

The algorithms SFC-DVOSolver, RSFC-DVOSolver and HRSFC-DVOSolver
are tested using query sets with 3, 5, 7, 10 and 15 variables (10 queries per
set) over the dataset with data size 5000 and data density 1.99. The parameters
fillfactor and capacity of the R-tree are set to 0.5 and 40, respectively, and the
hashisize is set to 500. The experiment results are displayed in table 2. The
first column of table 2 shows the number of variables, the second column shows
the topological relations and their proportions in the queries, the third column
shows the cpu time in milliseconds required for the algorithm SFC-DVOSolver
to find a solution for different queries, the fourth column shows the cpu time
in milliseconds required for the algorithm RSFC-DVOSolver to find a solution
for different queries, and the fifth column shows the cpu time in milliseconds
required for the algorithm HRSFC-DVOSolver to find a solution for different
queries. From table 2, we can see that with all the query conditions except for
the one with 3 variables and topological relations property PO:NTPP=1:2 (i.e.
in the topological relations of the query the proportion of relation PO is 1/3,
and the proportion of relation NTPP is 2/3) the algorithm SFC-DVOSolver
outperforms the algorithm RSFC-DVOSolver. For the query with 3 variables
and topological relations property PO:NTPP=1:2, both the algorithm RSFC-
DVOSolver and the algorithm HRSFC-DVOSolver outperform the algorithm
SFC-DVOSolver, and especially the algorithm HRSFC-DVOSolver outperforms
the algorithm SFC-DVOSolver by an order of magnitude. In all the cases the
algorithm HRSFC-DVOSolver outperforms, or has almost the same performance
as, the algorithm SFC-DVOSolver. In some cases (especially 5, 7, and 15) the
algorithm RSFC-DVOSolver performs the worst.

In the following we analyze the results presented in table 2. From table 1
we can see that the corresponding topological relation for MBRs of topological
relation DC is the disjunction of all RCC8 relations, which adds the process-
ing of many intermediate nodes to the algorithms using the R-tree. So for the
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Table 2. the efficiency comparison of algorithms SFC-DVOSolver, RSFC-DVOSolver
and HRSFC-DVOSolver tested with different query conditions

The number of
query variables

Topological rela-
tions and their
proportions in
the query

SFC-DVO
Solver(ms)

RSFC-DVO
Solver(ms)

HRSFC-DVO
Solver(ms)

3 PO:NTPP= 1:2 2994 661 301
5 PO:DC= 2:3 3175 110249 2233
7 PO:NTPP:DC=

7:3:11
9373 339538 10745

10 PO:NTPP:DC=
28:5:12

23945 67487 10055

15 PO:NTPP:DC=
53:9:43

64503 2167257 45415

queries that contain the topological relation DC the algorithm RSFC-DVOSolver
performs worse than the algorithm SFC-DVOSolver, by orders of magnitude in
some cases (e.g., 5, 7, 15). According to table 1 the corresponding topological
relations for MBRs and intermediate nodes of PO, TPP, NTPP, TPPi, NTPPi
and EQ are much less than the corresponding topological relations of DC, which
helps the algorithms RSFC-DVOSolver and HRSFC-DVOSolver using R-tree to
improve the efficiency of pruning the search space. For example, for the query
with 3 variables and property PO:NTPP=1:2 the algorithms RSFC-DVOSolver
and HRSFC-DVOSolver outperform the algorithm SFC-DVOSolver. For the al-
gorithm HRSFC-DVOSolver combines the R-tree technique with the hash in-
dex strategy that improves the efficiency of MBRs matching, it outperforms, or
has almost the same performance as, the algorithm SFC-DVOSolver even if the
query contains the topological relation DC. We get the same conclusion when
the datasets with different size and density are used to test the performances of
the three algorithms.

Based on the above experiment results, we can see that the algorithms SFC-
DVOSolver and HRSFC-DVOSolver are feasible ones that solve the spatial con-
figuration information retrieval problems, and they should be applied according
to the query property. If the query constraint is weak (e.g. DC, that the query
constraint is weak or strong can be judged by the knowledge base like table 1),
the algorithm SFC-DVOSolver can be applied; if an ordinary or strong query
constraint is given, we should use the algorithm HRSFC-DVOSolver. But it
should be known that when the number of query variables is big (e.g., bigger
than 20) or the dataset is huge (e.g., the number of MBRs it contains is above
one hundred thousand), the systematic algorithms (like SFC-DVOSolver and
HRSFC-DVOSolver) are not recommended, and the heuristic algorithms should
be considered.

5 Conclusion

This paper has studied the spatial configuration information retrieval problem
which includes 1) themapping relationshipamong the spatial relations (topological
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and directional relations) for real spatial objects, the corresponding spatial rela-
tions for the corresponding MBRs and the corresponding spatial relations between
intermediate nodes and the MBRs in R-tree, and 2) three systematic search algo-
rithms. Through experiments two of the three algorithms are shown to be feasible,
i.e. SFC-DVOSolver and HRSFC-DVOSolver. This paper has worked out the pa-
rameter values the algorithms need and the query conditions under which we can
choose one of the two algorithms to be applied. The research work of this paper is
valuable for the information retrieval system related to spatial data.

In the future, the strategies (i.e. R-tree and hash index) used in this paper
can be applied to the heuristic search algorithms, and the research results in this
paper can be generalized to the spatio-temporal information retrieval.
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Abstract. String distance metrics have been widely used in various ap-
plications concerning processing of textual data. This paper reports on
the exploration of their usability for tackling the reference matching task
and for the automatic correction of misspelled search engine queries,
in the context of highly inflective languages, in particular focusing on
Polish. The results of numerous experiments in different scenarios are
presented and they revealed some preferred metrics. Surprisingly good
results were observed for correcting misspelled search engine queries.
Nevertheless, a more in-depth analysis is necessary to achieve improve-
ments. The work reported here constitutes a good point of departure for
further research on this topic.

Keywords: string distance metrics, reference matching, search engine
query correction, information retrieval, inflective languages.

1 Introduction

In many knowledge discovery applications the major issue is to combine informa-
tion originating from different sources. The crucial task is to identify equivalent
data, since data often lacks a unique, global identifier. This is in particular the
case of natural language textual data, where one can refer to the same thing
in many different ways. Therefore, a frequently appearing problem in the con-
text of text processing technologies involves making a decision whether two dis-
tinct strings refer to the same object. Since the emergence of computer science
various communities, e.g., information retrieval, database, artificial intelligence,
statistics, have been heavily researching string distance metrics for tackling this
problem.

In this paper, we focus on exploring the usability of the well-established string
distance metrics for reference matching and automatic spelling correction of Web
queries in the context of processing textual data in highly inflected languages.

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 353–365, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



354 J. Piskorski and M. Sydow

In particular, we present some results of our experiments carried out on a Polish
proper-name dataset and on a collection of Web logs from a leading search engine
in Poland.

The problem of reference matching centers around identifying co-referring en-
tities in a text, i.e., finding text fragments which refer to the same real-world
object, e.g., person, organization, etc. For instance, the text phrases Dr. Jan
Kowalski, Dr Kowalski, Kowalski and Kowlski (typographical error) might con-
stitute different textual mentions of the same person. Reference matching has
been studied thoroughly in the past and approaches ranging from linguistically
oriented ones [1] to very lightweight approximate-string matching techniques
have been proposed. A comparison of string distance metrics for name matching
tasks has been given recently in [2,3]. The main motivation for our work is the
fact that processing highly inflective languages adds another complication to ref-
erence matching. The intuitive way of combating the inflection problem would be
to lemmatize names, and then to apply techniques which turned out to work fine
for inflection-poor languages like English. However, the lemmatization of proper
names in Polish (and similar languages) is both knowledge and time intensive.
Accuracy figures of more than 80% have not been reported [4]. To illustrate the
difficulty of the task, let us consider the declension of full names consisting of
a first name and a surname. Its lemmatization might depend on several factors,
including: (a) the gender of the first name, (b) the part-of-speech information
and gender of the word which constitutes the surname, and (c) origin (country)
and pronunciation of the name. Clearly, even obtaining some of such information
might not be possible without contextual knowledge. Therefore, we decided to
choose the string similarity lane to cope with reference matching. However, it is
important to note at this stage that this paper explores only the performance
of the string distance metrics, but it does not address a fully-fledged solution to
the reference matching task.

Our second line of experiments deals with applying string distance metrics
to the problem of an automated correction of spelling errors in search engine
queries in the same context of highly inflected languages, in particular Polish.
Automatic spelling correction in search engine queries poses a problem of high
practical importance, since a substantial portion of users’ queries are misspelled.
There exist special techniques based on statistical modeling and statistical learn-
ing for solving the problem [5,6], but application of the simple string-similarity
techniques for reference matching turned out, as our experiments show, to be
quite successful for ’guessing’ intended queries. Actually, automatic spelling cor-
rection can be seen as a special variant of reference matching problem, since for
an erroneous query one tries to find a correct one from a Web log collection,
which refers to the same concept.

The remaining part of this paper is organized as follows. First, in section 2 we
introduce the standard string distance metrics used in the experiments. Next,
sections 3 and 4 describe in detail the experiments and evaluation. Finally, we
end up with some conclusions and an outlook in section 5.
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2 String Distance Metrics

Today, quite a number of string distance metrics1 exist which are applied in
different fields of science. In our work, we explore the ones used mainly by the
database community for record linkage and matching. The point of departure
constitutes the well-known Levenshtein edit distance metric given by the mini-
mum number of character-level operations (insertion, deletion, or substitution)
needed to transform one string into the other [7]. In case of the Levenshtein
metric all operations are assigned a unit cost. The basic algorithm for comput-
ing Levenshtein distance between two strings s and t runs in O(|s| · |t|) time.
However, detecting whether two strings have Levenshtein distance less than k
can be done in O(max{|s|, |t|} · k) time [8].

There are several extensions to the basic Levenshtein metric. The Needleman-
Wunsch [9] metric modifies the original one in that it allows for variable cost
adjustment to the cost of a gap, i.e., insert/deletion operation and variable cost
of substitutions (e.g., the cost of replacing A with a might be smaller than
the cost of replacing k with z ). Another variant considered here is the Smith-
Waterman metric [10], which additionally uses an alphabet mapping to costs. A
further variant of the latter one introduces two extra edit operations, open gap
and end gap. The cost of extending the gap is usually smaller than the cost of
opening a gap, and this results in small cost penalties for gap mismatches than
the equivalent cost under the standard edit distance metrics. We will refer to
the aforesaid metric as Smith-Waterman-With-Affine-Gaps. Computation of the
latter metric requires O(|s| · |t| · g) time, where g denotes the maximum length
of the gap, for g ≤ min{|s|, |t|}. All other aforementioned variants of the basic
edit distance metric can be computed in O(|s| · |t|) steps.

Good results in the context of name-matching tasks [2] have been reported
using variants of the Jaro metric [11], which is not based on the edit-distance
model. It considers the number and the order of the common characters between
two strings. Given two strings s = a1 . . . aK and t = b1 . . . bL, we say that ai in
s is common with t if there is a bj = ai in t such that i − R ≤ j ≤ i + R, where
R = min(|s|, |t|)/2). Further, let s′ = a′

1 . . . a′
K be the characters in s which are

common with t (with preserved order of appearance in s) and let t′ = b′1 . . . b′L
be defined analogously. A transposition for s′ and t′ is defined as the position i
such that a′

i �= b′l. Let us further denote the number of transposition for s′ and
t′ as Ts′,t′ . The Jaro similarity for strings s and t is then defined as follows.

Jaro(s, t) =
1
3

· (
|s′|
|s| +

|t′|
|t| +

|s′| − (Ts′,t′/2)
|s′| ) (1)

A Winkler variant of this measure takes into account the length P of the longest
common prefix of s and t and is defined as follows.

1 Distance metrics map a pair of strings s and t to a real number r, where a smaller
value of r indicates greater similarity. In this paper we also refer to similarity metrics
which are defined in an analogous way, except the difference that larger values of r
indicate greater similarity.
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Jaro−Winkler(s, t) = Jaro(s, t) +
max(P, 4)

10
· (1 − Jaro(s, t)) (2)

Jaro family of metrics are intended primarily for short strings. Their time com-
plexity is O(|s| · |t|).

The q-gram metric [12], heavily exploited for approximate string matching, is
based on the intuition that two strings are similar if they share a large number
of character-level q-grams. Let G(s) denote the set of all q-grams of a string s
obtained by sliding a window of length q over the characters of s. The formal
definition of q-gram metric is given below

q−gram−distance(s, t) = 1 − |G(s) ∩ G(t)|
|G(s) ∪ G(t)| (3)

Since q-grams at the beginning and the end of the string can have fewer than
q characters, the strings are conceptually extended by padding the beginning
and the end of the string, i.e., adding q − 1 unique initial and trailing charac-
ters to a string. Most frequently literature reports on using 3-grams for name-
matching tasks (our default setting). Clearly, q-gram distance can be computed
in O(max{|s|, |t|}) steps.

Character-level similarity metrics focus on string-based representation, but
strings may be phonetically similar even if their string representation is not
similar. One of the phonetic-based encodings of strings, namely Soundex [13],
turned out to be useful for matching surnames. The idea is to assign each string
a code, consisting of a character and three digits. The character corresponds to
the first character of the string, whereas the digits are computed via: (1) assign-
ing each consonant (except the first character in the string) a code digit, so that
phonetically similar consonants are mapped to the same digit (vowels are not
coded), (2) consolidating the sequence constructed in (1) by replacing sequences
of identical digits into one digit, and (3) by eventually dropping digits or padding
zeros depending on the length of the code after step (2). Intuitively, names refer-
ring to the same person have identical or similar Soundex code. Consequently,
the Soundex codes are compared for their similarity using an arbitrary string
similarity metric. Although Soundex coding can be parametrized w.r.t. encoding
of single characters, we used the default settings in our experiments, which was
reported to work satisfactorily for many languages. Computing Soundex code is
linear in the length of the string.

Finally, for multi-token strings we tested the recursive matching schema,
known also as Monge-Elkan distance [14]. Let us assume that the strings s and t
are broken into substrings (tokens), i.e., s = s1 . . . sK and t = t1 . . . tL. The intu-
ition behind Monge-Elkan measure is the assumption that si in s corresponds to
a tj with which it has highest similarity. The similarity between s and t equals
the mean of these maximum scores. Formally, the Monge-Elkan metric is defined
as follows, where sim denotes some secondary similarity function.

Monge−Elkan(s, t) =
1
K

·
K∑

i

max
j=1...L

sim(si, tj) (4)
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We experimented with different secondary similarity functions in this context,
including Jaro, Jaro-Winkler, Smith-Waterman, Levenshtein, and q-gram.

3 Matching Entities

This section describes our experiments on using different metrics for the entity
matching task. There are several ways of formulating this problem. In this con-
text, we define it as follows. Let A, B and C be three sets of strings over some
alphabet Σ, with B ⊆ C. Further, let f : A → B be a function representing a
mapping of inflected forms into their corresponding base forms. Given, A and C
(the latter representing the search space), the task is to construct an approxi-
mation of f , namely f̂ : A → C. If f̂(a) = f(a) for a ∈ A, we say that f̂ returns
a correct answer for a. Otherwise, i.e., if f̂(a) �= f(a), we say that f̂ returns
an incorrect answer. Since obtaining a set of answers, of which at least one is
correct, might be useful, we defined an additional task of constructing another
approximation of f , namely function f∗ : A → 2C , where f∗ is said to return a
correct answer for a ∈ A if f(a) ∈ f∗(a).

We could also define the reference matching as a clustering problem. Given
a set of strings, group them into clusters of strings, each referring to the same
object.

In subsection 3.1 our test data is described. Further, in 3.2 the evaluation
methodology is presented. The experiment set-up and the results thereof are
given in 3.3.

3.1 Data

For the experiments on name matching we have mainly used two resources: (a) a
lexicon of the most frequent Polish first names (PL-FNAMES) consisting of pairs
(in, base), where in is an inflected form and base stands for the corresponding
base form, and (b) an analogous lexicon of inflected forms of country names in
Polish (PL-COUNTRIES). The sizes of the aforementioned lexica are 5941 and
1765 respectively. It is important to note that the second resource contains multi-
words since full names of some countries might consist of more than one token
(e.g., Republika Demokratyczna Kongo vs. Kongo). Further, in our experiments
on string distance metrics, we did not consider the lexicon entries (in, base),
where in = base since in such a case finding an answer is straightforward.

Secondly, we utilized the data in the PL-FNAMES lexicon and an additional
list of 58038 uninflected foreign first names as anchors for extracting full person
names (first + last name) from a corpus of 15,724 on-line news articles from
Rzeczpospolita, one of the leading Polish newspapers. This resulted in a list of
22485 full person-name candidates (some of them are clearly not person names
due to the known problem of first names being also valid word forms in a given
language). We will refer to this resource as PL-PNAMES.



358 J. Piskorski and M. Sydow

3.2 Evaluation Methodology

Since for a given string more than one answer can be returned (identical value
of the similarity metric), we measured the accuracy in three ways. Firstly, we
calculated the accuracy with the assumption that a multi-result answer is not
correct and we defined an accuracy measure (all-answer accuracy) which penal-
izes the accuracy for multi-result answers. Secondly, we measured the accuracy
of single-result answers (single-result accuracy) disregarding the multiple-result
answers. Finally, we used a somewhat weaker measure which treats a multi-result
answer as correct if one of the results in the answer is correct (relaxed-all-answer
accuracy). Formal definitions follow.

Let S denote the number of strings, for which a single result (base form) was
returned. Analogously, let M be the number of strings for which more than one
result was returned. Further, let SC denote the number of correct single-result
answers returned. Finally, MC stands for the number of multi-result answers
containing at least one correct result. The definitions of the accuracy metrics
are given below.

all−answer−accuracy =
SC

S + M
(5)

single−result−accuracy =
SC

S
(6)

relaxed−all−answer−accuracy =
SC + MC

S + M
(7)

3.3 Experiments

We started our experiments with the PL-FNAME lexicon and applied all but the
Monge-Elkan metric since it is rather dedicated to matching multi-token strings.
Although Soundex was designed to match surnames, we believed that the nature
of first names is somewhat similar and included this metric in the tests. Further,
5 different metrics have been applied as a metric for comparing Soundex codes.

Additionally, taking a look at the data, we have also defined three simple
similarity measures which can be computed in linear time, to compare with the
standard metrics. Let us first denote the longest common prefix of two strings s
and t with lcp(s, t). The additional measures are defined as follows.

common−prefix(s, t) = |lcp(s, t)| (8)

common−prefix−sq(s, t) =
|lcp(s, t)|2

|s| · |t| (9)

common−prefix−sq2(s, t) =
|lcp(s, t) + δ|2

|s| · |t| (10)

The symbol δ in the lastmetric is an additional parameter for favoring certain suffix
pairs in s (t). For the task of matching the first names we have set δ to 1 if s ends
in one of the characters: o,y,ą,ę, and t ends in an a. Otherwise δ is set to 0. This
setting is a result of our empirical study of the data and the declension paradigm.
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The results of the accuracy evaluation are given in table 1. The acronyms AA,
SR and RAA refer respectively to all-answer accuracy, single-result accuracy
and relaxed-all-answer accuracy. Additionally, in order to get a better picture of
the performance of the measures, the columns labeled with AV and MAX give
the average and maximum number of results returned in an answer.

Table 1. Results for first name matching

Metric AA SR RAA AV MAX
Levenshtein 0.708 0.971 0.976 2.08 8
Needleman-Wunsch 0.728 0.833 0.826 3 20
Smith-Waterman 0.625 0.763 0.786 3.47 74
Smith-Waterman with Affine Gaps 0.603 0.728 0.749 3.36 74
Jaro 0.776 0.822 0.828 2.05 3
Jaro-Winkler 0.805 0.830 0.834 2 2
q-grams 0.812 0.829 0.831 2.06 3
Soundex with Smith-Waterman 0.498 0.942 0.953 2.58 7
Soundex with Jaro 0.455 0.947 0.958 3.41 34
Soundex with Jaro-Winkler 0.498 0.942 0.953 2.58 7
Soundex with Levenshtein 0.474 0.971 0.975 3.21 9
Soundex with q-grams 0.476 0.971 0.974 3.11 28
common-prefix 0.660 0.979 0.983 2.48 25
common-prefix-sq 0.829 0.843 0.844 2.11 3
common-prefix-sq2 0.947 0.956 0.955 2.18 3

Interestingly, the simplest common prefix-based measures turned out to work
best in all the three accuracy categories. Even when we disregard the common-
prefix-sq2 metric which integrates some knowledge on first-name declension, the
basic variant, namely common-prefix-sq2 performs better than q-grams and Jaro
metrics in the AA category, which is the most relevant one. From the compu-
tational point of view common-prefix family and q-grams metric are the ones
which can be computed in linear time, which makes them the most attractive in
this category. Further, Soundex and Levenshtein scored surprisingly well w.r.t.
SR and RAA, but again the ’cheap’ common-prefix metric beats the other ones.
It is important to note at this stage, that circa 10% of the inflected first name
forms in Polish may either refer to a male or female (e.g., Stanisława - geni-
tive form of the male name Stanisław vs. nominative form of the female name
Stanisława), which illustrates additional complexity.

The next test was carried out on the PL-COUNTRIES lexicon, which contains
many multi-token strings. We considered the ’best’ metrics from the previous ex-
periment and included also Monge-Elkan metric, originally designed for match-
ing multi-field records in databases, to better cope with multi-token strings. For
the latter one, we used 8 different settings for the internal metric. Although
Soundex is not designed to perform best on country names, we included one
result on applying it on PL-COUNTRIES for comparison. The results of the
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Table 2. Results for country name matching

Metric AA SR RAA AV MAX
Levenshtein 0.564 0.590 0.586 2.94 12
Needleman-Wunsch 0.714 0.777 0.757 2.93 11
Smith-Waterman 0.903 0.937 0.926 3.22 10
Smith-Waterman with Affine Gaps 0.870 0.899 0.889 2.35 5
Jaro 0.432 0.437 0.436 2 2
Jaro-Winkler 0.433 0.434 0.435 2 2
q-Grams 0.700 0.707 0.707 2 2
Soundex with Smith-Waterman 0.373 0.661 0.426 2.04 5
common-prefix-sq 0.416 0.421 0.420 2.35 3

Table 3. Results for country name matching with Monge-Elkan variants

Metric AA SR RAA AV MAX
ME with Smith-Waterman 0.206 0.484 0.291 4.94 10
ME with Smith-Waterman with affine Gaps 0.172 0.881 0.261 5.10 6
ME with Jaro 0.520 0.576 0.532 2.97 5
ME with Jaro-Winkler 0.521 0.565 0.526 3 4
ME with Levenshtein 0.573 0.639 0.593 2.79 4
ME with Needleman-Winch 0.530 0.658 0.574 3.08 11
ME with q-grams 0.644 0.766 0.665 3.08 4
ME with common-prefix 0.579 0.840 0.632 3.11 21
ME with common-prefix-sq 0.694 0.868 0.716 3.08 4
ME with common-prefix-sq2 0.631 0.845 0.669 3.13 4

accuracy evaluation are given in table 2 and table 3, where the second one
contains only the results for the various settings of the Monge-Elkan metric.

Surprisingly, the best results were achieved by the Smith-Waterman met-
rics. On the contrary, Monge-Elkan performed rather badly. Using each of the
common-prefix measures as internal metric yielded the best results. However,
even simple q-grams turned out to perform better in the AA category than
the best Monge-Elkan setting. Clearly, the Monge-Elkan metric needs some fine-
tuning regarding the order of the tokens in multi-token strings and comparing
strings which consist of a different number of tokens.

We have carried out some preliminary tests on the PL-PNAMES dataset too,
but due to some erroneous entries we encountered in this data, matching full
names has been postponed until PL-PNAMES has been cleaned accordingly.

4 Search Query Correction

Another potentially promising field of application of the string distance metrics
is automated correction of spelling errors in search engine queries. In particular,
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an evaluation thereof for highly inflective languages such as Polish has not been
reported. To explore this, we applied an extensive experiment on a properly
preprocessed sample from query logs of a major Polish search engine [15]. We
formulated the problem in an analogous way as in the case of entity matching,
i.e., match a misspelled query with the ’intended’ query. Consequently, we used
the same evaluation methodology as described in 3.2.

4.1 Data

In order to perform an evaluation of different metrics, we had to identify in a
huge collection of query logs of search-engine pairs of subsequent user queries,
such that the second query was the correction of a misspelled one (ground-truth)
- rather a non-trivial data-mining task [16].

Obtaining this kind of data was done as follows; from an excerpt of search en-
gine Web query logs permitted by the major Polish search engine Netsprint, we
extracted time, IP number and the HTTP request part. This initial log data was
filtered via removing: queries containing non-letter characters, foreign-language
queries and multi-word queries. Next, for each pair of neighbouring queries
(same IP and similar time stamp), only those ’differing little’ were identified
and recorded as potential misspelling-correction pairs. With ’little difference’ we
mean: similar length, similar sum of characters’ codes, and Levenshtein distance
between the queries not exceeding 2.

Subsequently, to distinguish between real query correction and other minor
query modifications (such as query refinement or following a misspelled query
with another misspelled one) the following simple technique was applied. The
search engine’s index was consulted, where for each given word, the number of the
Polish Web documents containing this word is specified. The pairs of queries for
which the terms from the second query were present in less Web documents than
for the first one were rejected as potential examples of so called query refinement,
in which case a user slightly modifies the query to obtain more specific results
(what may be viewed as the opposite to the query correction case, in some
way). Additionally, all the pairs for which the second query was contained in
less than 1000 Polish Web documents (as being unlikely to be spelled correctly)
were rejected. From the remaining data a small dataset of about 400 pairs,
being real misspelling-correction pairs, was obtained. We will refer to it as PL-
LOGS. Additionally, we created another dataset via filtering some misspelling-
correction pairs from PL-LOGS. Each pair, for which the original query term is
in the lexicon of known words, was removed. The rationale behind this is that
our lightweight technique is not capable of ’correcting’ such typographical errors
without considering the context. Secondly, pairs, where both query terms differ
in two non-adjacent positions were removed too, i.e, only the pairs representing
transposition-like errors (of character distance 2) remained. The latter dataset
will be referred to as PL-LOGS-2. Intuitively, PL-LOGS-2 dataset represents
errors which are slightly easier to be corrected.
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4.2 Experiments

We applied 5 different string distance (similarity) metrics, namely Jaro,
Jaro-Winkler, Levenshtein, q-grams and Smith-Waterman with affine gaps on the
PL-LOGS and PL-LOGS-2 datasets. For each ’misspelled’ query term, the correct
answer was searched in a lexicon containing circa 130,000 words. The latter was
obtained via consulting Netsprint’s index consisting of circa 2 million entries for
filtering out the most frequent/rarewords and removing non-alphanumeric strings
and foreign words. The results of the experiments are shown in tables 4 and 5.

Table 4. Results for search query correction on PL-LOGS

Metric AA SR RAA AV MAX
Levenshtein 0.538 0.835 0.813 2.65 19
Jaro 0.521 0.679 0.673 2.83 10
Jaro-Winkler 0.555 0.643 0.652 2.86 7
Smith-Waterman With Affine Gaps 0.396 0.572 0.600 3.39 22
q-grams 0.578 0.737 0.718 3.16 15

Table 5. Results for search query correction on PL-LOGS-2

Metric AA SR RAA AV MAX
Levenshtein 0.652 0.898 0.873 3.58 19
Smith-Waterman with Affine Gaps 0.457 0.628 0.643 3.58 22
Jaro 0.608 0.752 0.743 2.8 10
Jaro-Winkler 0.643 0.719 0.723 3 7
q-grams 0.690 0.830 0.805 3.21 15

They revealed that via using the time-efficient q-gram metric on PL-LOGS, in
almost 60% of the cases it is possible to successfully guess the exact next ’correct’
query of the user. Furthermore, in circa 81% of the cases (Levenshtein metric) it
is possible to include the ’correct’ query suggestion for a misspelled query in a
small set of possible candidates (2-3 candidates on average). Analogously, for PL-
LOGS-2, representing a subclass of misspelling errors, q-grams and Levenshtein
metrics obtained the top results (0.69% and 0.87% resp.) in the same categories,
namely AA and RAA. q-gram metric seems to be the most universal one when
applied on queries of unknown type (we do not know what the query refers to).
An intuitive next step would be to classify the query terms, e.g. person names,
locations, etc., and to explore how different metrics cope with different query
(entity) types.

5 Conclusions and Outlook

String distance metrics have been successfully deployed in various text process-
ing applications and scenarios. This paper reports on the preliminary exploration
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of the usability of some well-known string distance metrics for tackling the refer-
ence matching task and for the automatic correction of misspelled search engine
queries in the Polish Web.

Our experiments revealed that in the case of matching single-token names
even declension-unaware common-prefix-like distance metrics seem to outper-
form other time-costly ones. A combination of common-prefix-like distance met-
rics with the q-gram metric might constitute a reasonable alternative to be
explored in future. For multi-word tokens, we found that a Smith-Waterman
metric performs best. However, this metric has quadratic complexity. Clearly,
some fine-tuning of metrics that were expected to deal better with multi-token
strings (Monge-Elkan) is necessary. Experiments considering more entity types
and experiments with mixed data, i.e., data consisting of names of different
types, are necessary to get a better picture of the behaviour of different met-
rics. On average, the q-gram metric seems to be the most universal and effective
measure due to its performance and linear-time complexity. In the future, an
extension of q-grams, namely positional q-grams [17], which also records the po-
sition of q-grams in the string, should be investigated. Although the default cost
settings for the Smith-Waterman metrics explored in this work proved to be
quite useful in one of the scenarios, in a proximate step we will investigate em-
ployment of training methods for automatically learning optimal cost functions
for edit-distance metrics [18].

The second line of tests proved that simple techniques based on q-grams and
Levenshtein metrics for ’guessing’ the proper version of a misspelled search query
are so successful (automatic suggestion of a correct spelling with circa 80-90%
accuracy), so that it is interesting to investigate the application of more elab-
orated, Web-query-specific methods in future work. The experiments described
here are, to the knowledge of the authors, the first published ones which concern
automatic spelling correction of Polish search engine queries. In the next step,
we intend to apply similar methods for multi-word queries, and to classify the
queries w.r.t. the type of entity they refer to. Potentially, each string distance
metric would perform differently on a different type of query.

In the summary, we believe that, although we do not present here fully-fledged
solutions to the problems of reference matching and a very special case thereof,
namely the search-engine query correction, the presented results constitute kind
of handy guidelines for further research in this area, in the context of highly
inflected languages like Polish.
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Abstract. Business intelligence requires the collecting and merging of
information from many different sources, both structured and unstruc-
tured, in order to analyse for example financial risk, operational risk
factors, follow trends and perform credit risk management. While tradi-
tional data mining tools make use of numerical data and cannot easily
be applied to knowledge extracted from free text, traditional informa-
tion extraction is either not adapted for the financial domain, or does not
address the issue of information integration: the merging of information
from different kinds of sources. We describe here the development of a
system for content mining using domain ontologies, which enables the
extraction of relevant information to be fed into models for analysis of
financial and operational risk and other business intelligence applications
such as company intelligence, by means of the XBRL standard. The re-
sults so far are of extremely high quality, due to the implementation of
primarily high-precision rules.

Keywords: Information Extraction, Ontology, Business Intelligence,
Natural Language Processing, Information Fusion.

1 Introduction

Business intelligence requires the collecting and merging of information from
many different sources, both structured and unstructured, in order to analyse
for example financial risk, operational risk factors, follow trends and perform
credit risk management. The information is published either by the companies
themselves on their web sites (e.g. balance sheets, company reports), by finan-
cial newspapers, specialised directories (e.g. Yahoo! Company and Fund Index1),
1 http://biz.yahoo.com/i/
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governamental bodies, etc. The analytical techniques frequently applied in busi-
ness intelligence, however, have been largely developed for dealing with numerical
data so, unsurprisingly, the industry has started to struggle with making use of
this distributed and unstructured information. For example, Ellingsworth and
Sullivan [8] found that traditional analytic techniques to understand trends in
insurance claims could not help because the information was not fully described
by structured data.

One solution to this problem is to apply text processing and Natural Language
Processing (NLP) techniques to unstructured sources in order to transform them
into structured representations suitable for such analysis. Information Extrac-
tion (IE) is a key NLP technology which automatically extracts specific types
of information from text to create records in a database or populate knowledge
bases, for example. One typical scenario for information extraction in the busi-
ness domain is the case of insurance companies tracking information about ship
sinkings around the globe [21]. Without an IE system, company analysts would
have to read hundreds of textual reports and manually dig out that informa-
tion. Another typical IE scenario is the extraction of information about joint
ventures or other types of commercial company agreements from unstructured
documents [2,12]. This kind of information can help identify not only informa-
tion about who is doing business with whom, but also market trends, such as
which world regions or markets are being targeted by companies.

One additional problem with business information is that even in cases where
the information is structured (e.g. balance sheets), it is not necessarily repre-
sented in a way machines can understand - and this is particularly true with
legacy systems and documentation. One response to this problem has been the
development of the emerging standard XBRL (eXtensible Business Reporting
Language)2. XBRL is a universal XML-based specification for business infor-
mation, providing both public and private companies with an effective way to
prepare and distribute various business reports using the Internet in a cost ef-
fective and universal manner [18]. Structured data such as that from company
balance sheets and tabular reports can be mapped into XBRL using automatic
processes [10]. But when the information is unstructured, then NLP and text
mining techniques are of paramount importance.

In this paper, we report on our work on information extraction for business
intelligence in the context of the EU Musing project3. We are working with do-
main ontologies which represent our understanding of the domain of application
and which capture the experts’ knowledge. Ontologies contain concepts arranged
in class/sub-class hierarchies (e.g. a bank is a financial institution), relations be-
tween concepts (e.g. a bank has a manager), and properties (e.g. a company
has only one CEO). We have developed different applications in the business
domain targeting real business scenarios defined by real users in the areas of fi-
nancial risk management, internationalisation, and IT operational risk - ontolo-
gies are being developed for each of the scenarios. We focus here on applications

2 http://www.xbrl.org
3 IST-2004-027097 http://www.musing.eu
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for extracting information from company profiles and country/region for the de-
veloping internationalisation applications but we will also briefly describe tech-
niques used in other scenarios. One key aspect of our work is the development of
ontology-based information extraction systems4 which are being developed using
robust and adaptable tools from the GATE architecture [5]. A second key aspect
of our work is a framework for merging information across different sources which
also uses a domain ontology. The ontology acts as bridge between the text and a
knowledge base, which in turn feeds reasoning systems or provides information
to end users.

The following section describes the approach to text analysis we have adopted,
while Section 3 describes the information extraction system in more detail.
Section 4 describes the evaluation, and in Section 5 we compare our approach
with previous work in the fields. Finally we discuss some related work and future
directions in the last section.

2 Information Extraction

Information extraction (IE) is a technology for automatically extracting specific
types of information from text [11]. The information to be extracted or the con-
cepts to be targeted by the IE system are predefined in knowledge resources such
as a domain ontology or templates. These concepts are elucidated by domain
experts or can be automatically learnt (at least partially) from domain-specific
texts. In the business domain, an information extraction template for joint ven-
tures might be made up of the following key variables or concepts which need
to be instantiated from text: partners (e.g. companies), nationalities, type of
contractual form (e.g. alliance or joint venture), name of the contractual form,
business sector, date of constitution of the alliance, etc.

Once target concepts, relations, and attributes have been defined for each
domain, the information extraction system can be developed so that new docu-
ments can be semantically annotated by identifying instances of those concepts,
attributes and relations. For example, company names can be identified in a
number of ways such as gazetteer lookup, regular expression matching, or a
combination of techniques. Relations between entities in text can be identified
from syntactic relations found in parse trees or predicate-argument structures
obtained from semantic analysis. The instances identified in text can then be
mapped to the domain ontology, stored in a database, or used as semantic in-
dexes for further processing (e.g. searching, reasoning). Some instances in the
text may be already known to the system, while others may never have been
encountered before: this is one of the key features of the IE technology.

We focus on an information extraction task which targets different domain
ontologies. Ontology-based information extraction is a task which consists of
finding in a text instances of concepts and relations between them as expressed
in an ontology. This process is domain-specific and is carried out with a domain

4 Musing ontologies extend the Proton Ontology http://proton.semanticweb.org



Natural Language Technology for Information Integration 369

ontology over texts which belong to that domain. Figure 1 shows our devel-
opment environment and a text which has been automatically annotated with
respect to an ontology for company information.

Fig. 1. GATE Development Environment and Text Automatically Annotated with
Ontological Classes

2.1 Data Sources and Ontology-Based Annotation Tool

When developing an information extraction system, it is essential to have tex-
tual documents where the key domain concepts have been identified, so that a
language engineer can create accurate information extraction rules. In addition
to data provided by different partners in the project5, a number of on-line data
sources for business intelligence (e.g. Yahoo! Finance, World Bank, CIA Fact
Book) have been targeted in order to boost system accuracy. We rely on the
Ontology-based Corpus Annotation Tool (OCAT), a GATE plugin which uses
one or more ontologies for annotation of concepts/classes. The required ontology
can be selected from a pull-down list of available ontologies which are loaded into
the system. GATE currently provides support for ontologies in both OWL and
RDF. The current version of the tool supports only annotation with informa-
tion about the ontology class, however future work will include the annotation
of relations from the ontology. Ontology-based annotations in the text can be
viewed by selecting the desired classes in the ontology tree.

5 The European Business Register (EBR), Belgium and Verband der Vereine Cred-
itreform e.V. (VVC), Germany are members of the Musing consortium.
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We have developed a Web service which allows the user to annotate texts
with ontological information over the Web (Figure 2). First, a set of documents
(corpus) is annotated with key information using an initial information extrac-
tion system. This information may only be partially correct, so the user uses
a corpus annotation tool to edit the annotations proposed by the system. The
human annotations are then fed back to the system and developer to create a
more accurate information extraction system, either by re-defining new rules or
by machine learning. Once the system achieves the desired performance, the de-
velopment cycle comes to an end and the system can be deployed by the final
user.

Fig. 2. Document Service for Ontology-based Annotation

2.2 Natural Language Processing Tools

We have developed our information extraction system using GATE. While GATE
comes with a default information extraction system called ANNIE [16], it is only
partially relevant to the business domain. The ANNIE system identifies generic
concepts such as persons, locations, organization, dates, etc., so we had to de-
velop new rules or adapt rules for our applications. The tools available in GATE
to perform text analysis consist of: a document structure analyser which parses
different input files into GATE documents; a tokeniser which identifies different
types of words; a sentence splitter which segments the document into sentences;
a part-of-speech tagger which associates POS tags to words and symbols; a
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morphological analyser which produces a root and affix for each word in the doc-
ument; a named entity recognition sub-system composed of a gazetteer lookup
component and a rule-based pattern matching engine; and a coreference reso-
lution algorithm. Other components which are sometimes necessary, depending
on the text and task, are parsers which associate syntactic and semantic struc-
tures with sentences. For the work reported here, we have mainly adapted the
named entity recognition components and developed a conceptual mapping to
map concepts identified by our system into the ontologies of the application
domains. The named entity system in GATE is a rule-based system developed
using a pattern-matching engine called JAPE [6] which is ontologically aware;
making the mapping of entities into ontological classes possible during entity
recognition.

The ease of adaptation of the core ANNIE system to new applications de-
pends on many factors: language, annotation types to be recognised, document
type, level of structure in the text, and level of accuracy required (tradeoff be-
tween precision and recall). ANNIE does not deal with ontologies, however, so
an ontology-based IE application requires a lot more initial adaptation than just
the recognition of new entity types, for example. For more information about the
adaptation process in general, we refer the reader to [13,15]; for another example
of adaptation to ontologies, see [17].

2.3 Merging Information Across Different Sources

One of the fundamental problems one has to address with the proliferation of
information is the identification and merging of ontological instances extracted
from multiple sources. In the Semantic Web community, this problem is known
as ontology population. An example of this is presented in Figure 3, where three
texts refer to the same company Alcoa, using different expressions “ALCOA”,
“Alcoa Inc.” and “Alcoa”. It is important to identify the three instances as
the same company because of the complementary information they bring (note
that the interlinking or coreference between entities in the same text is solved
by our coreference resolution mechanism). While one text provides information
about the company profile (e.g. address, management), a second text provides
information about where the company has business (e.g. 8 plants in the UK), the
third one provides relevant financial information (e.g. share prices). The merging
of these complementary sources provide a clearer picture about the company for
BI purposes.

In the work presented here, merging and interlinking between pieces of in-
formation are carried out in an identity resolution framework which provides a
generic solution to the merging problem. The framework is based on an ontology
of the domain and a knowledge base containing known instances. For each new
ontological instance discovered by the extraction process, the resolution pro-
cess operates in four stages. First, a set of possible candidates is retrieved from
the knowledge base (e.g. instances with the same class information). Second,
evidence is collected from each of the candidate instances (e.g. attributes and
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values stored in the knowledge base). Third, a decision is made based on the sim-
ilarity between the new instance and the instances retrieved from the database.
The decision is based on a set of rules defined by the domain expert which are
used to compute a similarity score between the new instance and each candidate
(these rules may for example check name aliases; or similarity between values for
similar attributes). Finally, the new instances and their attributes are asserted
in the knowledge base. The framework uses the KIM [19] semantic repository
implemented in OWLIM/Sesame.

Fig. 3. Related information from multiple sources

3 MUSING Information Extraction System

In our framework, the documents to be analysed are first loaded into GATE and
undergo document format analysis, which enables the documents to be processed
by the application. Document structure analysis is then carried out in order to
identify the layout. This consists of pre-processing modules such as tokenisation
and sentence splitting. For example, a special splitting module is run in order
to identify each row in a table in documents such as balance sheets. Then the
information extraction system is run and the information is identified as anno-
tations on the document. Finally, this information is mapped into XBRL and
the appropriate ontology.

Because the system needs to take into account information from different
kinds of sources, different applications are needed which may use slightly dif-
ferent sets of components. Not only do gazetteer lists and grammar rules differ
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for different kinds of concepts, but also pre-processing may differ to take into
account different structural information. For example, some web pages may con-
tain a lot of extraneous information that should not be processed. Web pages in
particular often contain information which is useful to the human user look-
ing for other sources of information, such as information about other coun-
tries when looking at information for a specific country. These are often in the
form of tables or drop-down boxes. Such information is very useful to a visual
user but can be very misleading to a system which cannot distinguish the rel-
ative importance of information in different kinds of formats. We use some of
GATE’s processing resources to help us detect such information and ignore what
is unimportant.

In the following sections we describe 3 applications for identifying and extract-
ing information relevant for business intelligence from 3 kinds of domain-specific
unstructured text: company profiles, country profiles, and balance sheets.

3.1 Information Extraction from Company Profiles

Structured information from company profiles needs to be extracted in order to
be able to feed this data into statistical models of financial risk assessment or in-
vestment, e.g. assessment of the creditworthiness of a company. In addition, such
information is necessary for providing services to companies who are looking for
commercial partners working in the same sector in a different country, e.g. all
software companies in Russia. The information from country profiles is therefore
also needed as input. For example, if the system extracts the fact that Russia’s
investment Fitch rating is BBB+, increased from BBB, then the risk assessment
model can take this into account and correspondingly revise risk downwards.
One prototype we are developing is an International Enterprise Intelligence ap-
plication whose objective is to provide customers with up-to-date and correct
information about companies, mined from many different sources such as web
pages, financial news, and structured data sources. A set of company profiles has
been downloaded from Yahoo! and the most relevant concepts to extract have
been identified in the ontology. Each concept is extracted along with the relevant
information, for example the concept “number of employees” is associated with
a feature and a value, such as “Number=2000”.

Table 1. Relevant Concepts for Company Information

Address Data Company Data Financial Data
Name of Company Branch Turnover
Telephone Main Activities Number of Employees
Postcode Import/Export Activities Turnover per Employee
Country Legal Form Shareholders
E-Mail Managerial head Related persons
... ... ...
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Table 1 presents some examples of key concepts which, according to our users,
need to be extracted from text for each company. The company domain specific
ontology which extends the Proton model contains at the present time 24 con-
cepts and 38 properties.

3.2 Country and Region Information Extraction

Our country/region profiles application enables us to extract general informa-
tion about countries/regions from unstructured text. A set of country profiles
has been downloaded from the CIA World Factbook6, and a list of concepts to
be extracted has been identified from the domain ontology. The following con-
cepts have been extracted so far: country name; population; surface area; offi-
cial language; currency; exchange rate; foreign debt; unemployment rate; GDP;
and foreign investments. Each concept is extracted with features and values
depicting the information associated with it. In the case where we wish to ex-
tract information for multiple years (for example if we want to extract the ex-
change rate for the last 3 years), we extract separate features and values for each
year.

There still remain some further concepts wich require a deeper level of
analysis such as ratings, sustainability and vulnerability, which can be quite
vague and hard to define in free text. The extracted concepts will be used
in a Musing specific internationalisation application which will help companies
or businesses searching for appropriate regions for internationalisation of their
businesses.

3.3 Extracting Information from Financial Statements

While balance sheets and other financial statements contain both structured
(tables) and unstructured information (explanatory notes), these statements are
only currently available in documents in pdf, tiff, or similar binary formats which
are difficult to process automatically. When a bank needs financial information
about a company, a balance sheet would be requested and then analysed by a
human analyst, who would typically re-enter all the information of the balance
sheet in the bank system to produce a structured file before credit rating can
be performed. This is a very tedious and error-prone practice. As an additional
disadvantage, it is currently impossible for a bank to automatically obtain key
information (relevant for our users) from a balance sheet such as what were the
net assets of the company in the 31 December 2001? or what is the purchase
plan of the company?: the analyst has to dig into the files in order to find the
appropriate answers to these key questions. Some answers are found in free text
descriptions in balance sheets, but this information is currently inaccessible to
models of risk or the company’s creditworthiness. The latter is required, for
example, by the Basel II accord which lays down guidelines for matters such
as how much capital a bank or financial institution needs to keep in reserve to
6 https://www.cia.gov/cia/publications/factbook/index.html
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cover all its current lending. There are various methods of calculating the bank’s
expected loss/unexpected loss with differing degrees of complexity.

Our information extraction application over balance sheets aims to identify
all specific financial information such as details of fixed assets, profits, good-
will (reflecting good relationship of a business enterprise with its customers)
etc. from the files. The application identifies the structure of the balance sheets
using patterns developed in JAPE, and maps each line of the balance sheet
into the appropriate XBRL concept - as specified by an FRM expert. Another
important aspect of this work is the identification of explanatory notes in the
balance sheets as well as any concepts related to the financial risk management
described by the domain experts in the ontology which curretly contains 45
concepts.

We have developed an application in GATE that extracts such information
from company balance sheets in PDF format – some balance sheets are also
available in other formats such as TIFF files or HTML pages. One of the prob-
lems of PDF files is that it is very difficult to extract information that is in
tabular form. One solution is to first convert the PDF directly into a more eas-
ily processable format such as HTML, XML or XBRL. Alternatively, we can
process the application directly as a PDF file in GATE, making use of GATE’s
language processing capabilities and the JAPE pattern-matching language [6] to
identify things like column headings and separate rows. It is important to note
that because the original documents are in PDF, the spatial/graphical struc-
ture of the document is not fully preserved and this will have consequences for
extraction. For example, the numbers in each line are associated with particu-
lar dates which are given once at the top of the balance sheet. Some numbers
appear to be totals but this is not explicitly mentioned, so analysis has to be
performed on such figures based on positional information, and the meaning
made clear.

Once the PDF file is loaded into GATE, the Balance Sheet application iden-
tifies each row in the table, using a specially modified version of the ANNIE
sentence splitter which identifies each row as a separate sentence. Usually in
balance sheets each column is headed by a date (usually a year), i.e. information
in each column represents the information for that date. A JAPE grammar first
identifies a line of date information in the table, e.g. 2001, 2002 etc., and then
stores this information as annotations on the document as a whole (e.g. that
the first column represents 2001, the second column represents 2002, etc.). Then
various grammars look for the row entries in the table, for example identifying
labels such as “Fixed Asset”. For each concept, features and values are added
to the annotation representing the amount and year. One annotation is thus
produced for each row in the table, with the following information:

– year (e.g. year=2005)
– amount value (e.g. value=73,000)
– positive or negative (e.g. type=negative)
– string of the asset (e.g. string=Total Current Liabilities)
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Negative values are sometimes displayed by a number in round brackets. A
special grammar rule identifies these as negative. Our current work is looking
at extensions to work with other document formats. Next stages in the process
are to link the concepts denoting the entries in the table with concepts in the
ontology, and to transform the final annotations (currently in XML) into XBRL,
performed in collaboration with our financial partners.

4 Evaluation

Evaluation is an essential component of any information extraction application.
Our quantitative evaluation compares annotations produced by the automatic
system with annotations produced by human experts (known as key or gold
standard annotations). We make use of traditional metrics used in information
extraction [4]: precision, recall, and F-measure. Precision measures the number
of correctly identified items as a percentage of the number of items identified. It
measures how many of the items that the system identified were actually correct,
regardless of whether it also failed to retrieve correct items. The higher the
precision, the better the system is at ensuring that what is identified is correct.
Recall measures the number of correctly identified items as a percentage of the
total number of correct items measuring how many of the items that should
have been identified actually were identified. The higher the recall rate, the
better the system is at not missing correct items. The F-measure [20] is often
used in conjunction with Precision and Recall, as a weighted average of the two
– usually an application requires a balance between Precision and Recall. For the
application on extraction of company information from different textual sources,
we have obtained very encouraging results. An expert manually annotated the
texts (using the tool described in Section 2.1) and we compared the results of
the system annotations against this gold standard set. The results for each type
as well as the totals are shown in Table 2.

Table 2. Evaluation of company profiles application

Concept Precision Recall F-Measure

Company Address 100.00 66.70 80.00
Company Fax 100.00 100.00 100.00
Company Name 88.90 80.00 84.20
Company Phone 100.90 100.00 100.00
Company Website 50.00 70.00 58.30
Company or Industry Type 60.00 75.00 66.70
Creation Date 100.00 100.00 100.00
Industry Sector 60.00 100.00 75.00
Market Outlets 85.00 94.40 89.50
Market Location 69.60 94.10 80.00
Number 0f Employees 100.00 100.00 100.00
Stock Exchange Listings 100.00 100.00 100.00

Total 85.60 93.60 84.00
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For comparison purposes, our generic IE system ANNIE which identifies clas-
sical types of information such as People, Location, Organization, etc. has levels
of precision of 93.5%, recall of 92.3%, and F-measure of 92.9% on general news
texts.

The other two applications also show very encouraging results, although they
require more work to complete the extraction of all relevant concepts.

5 Related Work

In a pure information extraction context in the business domain, JV-FASTUS
[2] developed for the Message Understanding Conferences performed shallow and
robust text analysis using a set of finite state transducers. For joint ventures
the system achieved recall levels of 34%, precision levels of 62%, and combined
F-score of around 45%. As with other systems in the MUC context, FASTUS
targeted a template and not a domain ontology. Our work is different from tradi-
tional approaches to extraction not only because of the complexity of the domain
but also because we address the problem of merging information extracted from
different sources.

h-TechSight [17] is a system which also uses GATE (amongst other tools)
to detect changes and trends in business information and to monitor markets.
It uses semantically-enhanced information extraction and information retrieval
tools to identify important concepts with respect to an ontology, and to track
changes over time. This enables companies to keep an eye on competitors’ prod-
ucts in the news and in company reports etc., and enables job seekers and job
providers to monitor changes in the employment market (for example, required
skills, salaries payable, locations of jobs, trends in company hiring policies, etc.).
This system differs from MUSING in that the information acquired is only re-
lated to a quite shallow and simple ontology with a few fairly fixed concepts.
The information discovery module realised in GATE is part of a much larger
knowledge portal combining a number of different tools. It acts as a very good
starting point or baseline from which to continue.

Information extraction is also used in the MBOI tool [9] for discovering busi-
ness opportunities on the internet. The main aim is to help users to decide about
which company tenders require further investigation. This enables the user to
perform precise querying over named entities recognised by the system. Similarly
the LIXTO tool is used for web data extraction for business intelligence [3], for
example to acquire sales price information from online sales sites. However, this
requires a semi-structured data source which is not always available or sufficient
for the kind of financial information we are concerned with.

Ahmad et al. [1] have developed a system for analysing sentiment in business
and financial news streams, using term recognition and collocation extraction
techniques. The idea behind this is that positive and negative sentiments ex-
pressed in news can often make or break people, companies and even govern-
ments, creating effects such as economic bubbles through the power of financial
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journalism. While this work does not directly address the problem we have in
mind, the sentiment research supports the underlying theory about the impor-
tance of extracting such information from free text.

None of the systems above deals specifically with extracting information useful
for financial business intelligence, and although there are systems which do so
[7], they do not deal adequately with gathering information from unstructured
text and the problem of merging information from different data sources or using
an ontology to assist these processes.

6 Conclusions and Further Work

We have described the design and implementation of a system for knowledge
extraction in business intelligence. The aim is to extract relevant information
from a number of sources including the Web in order to build up a financial pic-
ture of a particular company for applications in financial risk management and
internationalisation. Our system targets an ontology of the application domains
containing the most relevant domain concepts and relations. The system pro-
duces annotations which will be used to populate a knowledge base or semantic
repository with the assistance of a multi-source merging mechanism. The iden-
tification and extraction of such information has been largely implemented, and
this paper describes the design approach to these tasks. Work will continue on
refining this work and on the merging process which will follow. So far the actual
extraction is of extremely high quality and there are few errors. Our future work
on extraction will concentrate on different text types such as business reports
and company web sites. As a continuation of our work on evaluation, we shall be
looking at an evaluation metric specifically adapted to ontology-based informa-
tion extraction, such as [14], since this will give us a more informed and practical
result (giving credit for answers which are closely linked in the ontology to the
correct answer).

Acknowledgements

This work is partially supported by the EU-funded MUSING project (IST-2004-
027097).

References

1. Khurshid Ahmad, Lee Gillam, and David Cheng. Sentiments on a grid: Analysis of
streaming news and views. In 5th Language Resources and Evaluation Conference,
2006.

2. D.E. Appelt, J.R. Hobbs, J. Bear, D. Israel, M. Kameyama, and M. Tyson. Descrip-
tion of the JV-FASTUS system as used for MUC-5. In Proceedings of the Fourth
Message Understanding Conference MUC-5, pages 221–235. Morgan Kaufmann,
California, 1993.



Natural Language Technology for Information Integration 379

3. R. Baumgartner, O. Frlich, G. Gottlob, P. Harz, M. Herzog, and P. Lehmann.
Web data extraction for business intelligence: the lixto approach. In Proc. of BTW
2005, 2005.

4. Nancy Chinchor. Muc-4 evaluation metrics. In Proceedings of the Fourth Message
Understanding Conference, pages 22–29, 1992.

5. H. Cunningham, D. Maynard, K. Bontcheva, and V. Tablan. GATE: A Framework
and Graphical Development Environment for Robust NLP Tools and Applications.
In Proceedings of the 40th Anniversary Meeting of the Association for Computa-
tional Linguistics (ACL’02), 2002.

6. H. Cunningham, D. Maynard, and V. Tablan. JAPE: a Java Annotation Pat-
terns Engine (Second Edition). Research Memorandum CS–00–10, Department of
Computer Science, University of Sheffield, November 2000.

7. T. Declerck and H. Krieger. Translating XBRL into Description Logic: an approach
using Protege, Sesame and OWL. In Proceedings of Business Information Systems
(BIS), Klagenfurt, Germany, 2006.

8. Marty Ellingsworth and Dan Sullivan. Text mining improves business intelligence
and predictive modeling in insurance. DM Review Magazine, 2003.

9. J.-Y. Nie F. Paradis and A. Tajarobi. Discovery of business opportunities on the
internet with information extraction. In Workshop on Multi-Agent Information
Retrieval and Recommender Systems (IJCAI), pages 47–54, Edinburgh, Scotland,
2005.

10. Franseco Fornasari, Alessandro Tommasi, Cesare Zavattari, Roberto Gagliardi,
Thierry Declerck, and Michele Nannipieri. Xbrl web-based business intelligence
services. In Paul Cunningham and Miriam Cunningham, editors, Innovation and
the Knowledge Economy: Issues, Applications, Case Studies. Proceedings of eChal-
lenge 2005. IOS Press, 2005.

11. R. Gaizauskas and Y. Wilks. Information Extraction: Beyond Document Retrieval.
Journal of Documentation, 54(1):70–105, 1998.

12. P.S. Jacobs and L.F. Rau. Scisor: Extracting information from on-line news. Com-
munications of the ACM, 33(11):88–97, 1990.

13. D. Maynard, K. Bontcheva, and H. Cunningham. Towards a semantic extraction
of Named Entities. In Recent Advances in Natural Language Processing, Bulgaria,
2003.

14. D. Maynard, W. Peters, and Y. Li. Metrics for evaluation of ontology-based infor-
mation extraction. In WWW 2006 Workshop on “Evaluation of Ontologies for the
Web” (EON), Edinburgh, Scotland, 2006.

15. D. Maynard, V. Tablan, K. Bontcheva, and H. Cunningham. Rapid customisation
of an Information Extraction system for surprise languages. Special issue of ACM
Transactions on Asian Language Information Processing: Rapid Development of
Language Capabilities: The Surprise Languages, 2003.

16. D. Maynard, V. Tablan, C. Ursu, H. Cunningham, and Y. Wilks. Named En-
tity Recognition from Diverse Text Types. In Recent Advances in Natural Lan-
guage Processing 2001 Conference, pages 257–274, Tzigov Chark, Bulgaria, 2001.
http://gate.ac.uk/sale/ranlp2001/maynard-etal.pdf.

17. D. Maynard, M. Yankova, A. Kourakis, and A. Kokossis. Ontology-based informa-
tion extraction for market monitoring and technology watch. In ESWC Workshop
“End User Apects of the Semantic Web”), Heraklion, Crete, 2005.

18. J. Montes. Consumer entertainment software - industry trends. In Brian Stanford-
Smith and Enrica Chozza, editors, E-Work and E-Commerce, pages –7. IOS Press,
Amsterdam, 2001.



380 D. Maynard et al.

19. B. Popov, A. Kiryakov, A. Kirilov, D. Manov, D. Ognyanoff, and M. Goranov.
KIM – Semantic Annotation Platform. Natural Language Engineering, 2004.

20. C.J. van Rijsbergen. Information Retrieval. Butterworths, London, 1979.
21. Yorick Wilks and Roberta Catizone. Can We Make Information Extraction More

Adaptive? In M. Pazienza (ed.) Proceedings of the SCIE99 Workshop, pages 1–16,
Rome, Italy, 1999.



Semantic Similarity Measure of Polish Nouns

Based on Linguistic Features

Maciej Piasecki and Bartosz Broda

Institute of Applied Informatics, Wroc�law University of Technology,
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Abstract. A word-to-word similarity function automatically extracted
from a corpus of texts can be a very helpful tool in automatic extraction
of lexical semantic relations. There are many approaches for English,
but only a few for inflective languages with almost free word order. In
the paper a method for the construction of a similarity function for Pol-
ish nouns is proposed. The method uses only simple tools for language
processing (e.g. it does need the application of a parser). The core is the
construction of a matrix of co-occurrences of nouns and adjectives on the
basis of application of morpho-syntactic constraints testing agreement
between an adjective and a noun. Several methods of transformation
of the matrix and calculation of the similarity function are presented.
The achieved accuracy of 81.15% in WordNet-based Synonymy Test (for
4 611 Polish nouns, using the current version of Polish WordNet) seems to
be comparable with the best results reported for English (e.g. 75.8% [5]).

Keywords: semantic similarity function, Polish, automatic extraction,
nouns, LSA.

1 Introduction

WordNet [4] is a large electronic thesaurus applied to many Natural Language
Processing tasks, cited in many papers, often criticised, but it is always a ref-
erence point. The worst thing about WordNet is that its creation for a new
language is a laborious and costly process. The question whether a WordNet-
like thesaurus (or one of richer structure) can be created automatically is still
open, but a lot of methods have been proposed, e.g. [24,7,14]. The prise to be
won is the reduction of time and money, e.g. by a semi-automatic method of
creation.

A first step in automatic creation of a thesaurus is often the construction of
a semantic similarity function (SSF) of words: W × W → R, where W is a set
of words, or, more generally, a set of lexical units and R — set of real numbers.
A lexical unit (LU) is a set of words or short phrases (multiword) possessing
the same meaning (with accuracy to different values of morphological categories
like number, gender, etc.) and differing only by the values of morphological
categories. LU is represented by its basic morphological form, i.e. in our approach
SSF: LU × LU → R.

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 381–390, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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The goal of this work is to construct a SSF for Polish nouns on the basis of
a corpus of Polish using as small set of language tools as possible (as simple
tools as possible) and demanding a limited manual effort in construction (e.g.
measured in the number of working days). However, the method should cope with
rich inflection and free word order (i.e. can not be based on simple positional
patterns, has to be resistant to permutations of components of phrases that often
happens in languages like Polish). We decide to limit the method to the domain
of nouns because of the existence of a trustful measure of accuracy based on
the preliminary version of Polish WordNet (plWN) in which the noun-part is
already developed in enough detailed way [17]. Moreover, we will consider only
one word noun LUs and we assume that the corpus includes initially no other
information than sequences of words. Contrary to works utilising patterns and
directly extracting semantic relations, e.g. [7,14], we want our method to assign
some value of similarity to any pair of nouns.

The works on construction of SSF (and then a similarity thesaurus built on
its basis) started in the sixties, but the early approaches used monolingual dic-
tionaries in a machine readable form as the main resource. The first works on
corpora date from the beginning of nineties. The general idea for the construc-
tion of SSF is constantly the same: the more often two LUs occur in similar text
contexts, the more similar are their meanings. The context can be a document
or a part of it, e.g. a text window of the fixed size moved across a document.
Grefenstette [8] in the Sextant system enriched context performing morphologi-
cal analysis and a limited shallow parsing. Next, for each occurrence of LU l0 a
vector of attributes — LUs appearing in the context and the type of syntactic
relation connecting them to l0, were collected. LUs were next compared by their
vectors of attributes and Jacard measure. The evaluation was performed in rela-
tion to some existing electronic thesauruses. The context described by syntactic
relations was also used in [19]. Landauer and Dumais [11] introduced a technique
called Latent Semantic Analysis in which a context is the whole document but
the created occurrence matrix is next transformed by Singular Value Decompo-
sition [1] to a matrix of reduced dimensions. The comparison of LUs is done by
cosine measure on the reduced matrix. They introduced the comparison with the
Test Of English as a Foreign Language (TOEFL) as the measure of the quality
of SSF, achieving 64.4% of hits. The main problem of LSA is the limmitation on
the size of the corpus, SVD works only for a limited dimensions of a matrix.

Shütze [21] proposed a method called Word Space in which a text window
is moved accross documents and in each position of the window statistics of
co-occurrence of a word in the centre of the context with a number of meaning
bearers (some selected general words) are collected. Turney [22] used search-
ing for co-occurences of LUs in millions of documents in Internet as SSF. Two
tested LUs were delivered in one question to Altavista search engine. He achieved
73.75% of proper hits in TOEFL, recently increased to 97.5% by combining sev-
eral methods [23]. A new measure for SSF, called WordNet-based Synonymy Test
(WBST), was proposed in [5]. In WBST WordNet is used to generate “a large
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set of questions identical in format to those in the TOEFL”. The best results of
71.6% [3] and 75.8% [5] are reported for nouns according to WBST.

Most of the works were done for English, Polish as an inflective language poses
several additional problems. The rich morphology increases the number of words
very much, if they are not reduced to morphological base forms (e.g. up to 14
forms of a noun lexeme and 119 of a verb one). However, the reduction is not
trivial and needs contextual disambiguation among many potential ones. The
almost free word order blocks possibilities of simple shallow parsing. Moreover,
there is no resources for Polish comparable to those used in [11,21] and the size
of the Polish Internet resources is much smaller than the resources used in [23].
Thus, our aim is to construct SSF on the basis of the largest corpus of Polish [18],
including different genres of text, but any encyclopaedia, and to apply as the
only more sophisticated tool the general purpose morpho-syntactic tagger called
TaKIPI [16]. It is worth to emphasise that the accuracy of TaKIPI (93.44% for
all words, 86.3% for ambiguous words) is significantly lower than the accuracy
of a typical English tagger (about 97%). The interesting question is how this low
accuracy can influence the accuracy of statistical extraction of SSF?

2 LSA Applied to Short News

As there is little information about application of LSA [11] to Polish (and to
other inflective languages, too) we started with the direct application of LSA
method to a corpus of Polish. The largest existing corpus of Polish is The IPI
PAN Corpus [18] (IPIC). It is too big (3̃50 000 documents, 260 millions of words)
to process a matrix: documents×words created on its basis by the application of
SVD. Moreover, the documents in IPIC are of very different sizes. Thus, for the
LSA experiment1 we selected a subcorpus of relatively short news from a daily
newspaper (i.e. Dziennik Polski). The subcorpus includes 185 066 documents
from the years 1998–2001.

The main goal of our LSA experiment was to define the base line for further
experiments with more sophisticated construction of SSF. Using the well known
method of LSA, we wanted also to analyse the influence of TaKIPI errors on the
erroneous associations in the constructed SSF.

In [11] words from documents were directly used in the construction of the
matrix. There are many morphological words derived for the same lexeme in a
inflective language. It can be assumed that the meaning of different morpho-
logical words is identical with the corresponding lexeme. We use morphological
base forms (shortly base forms) as representing lexemes. As many Polish words
are ambiguous according to their possible base forms, a morpho-syntactic tagger
must be applied to contextually determine the appropriate base form for each
word. Thus the process of the construction of SSF can be dived into four main
phases: Initial Preparation, Matrix Construction, Matrix Transformation and
Evaluation of SSF. In the Initial Preparation phase, we applied TakIPI tagger
to disambiguate words, including base form, in spite of the fact that TaKIPI

1 The preliminary version of this experiment was presented in [15].
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expresses (the state on 09.2006) the accuracy of 93.44% for all words (the accu-
racy of base form disambiguation is higher, but not tested).

On the basis of documents annotated and disambiguated by TaKIPI a matrix
M of the size B × D is created, where D is the number of documents, B — the
total number of base forms, and M[b, d] — the number of occurrences of the b-th
base form in the d-th document (calculated in the Matrix Construction phase).
We limited the set of base forms analysed only to the nouns (NWN) included
in the preliminary version of plWN (state 12.2006) [17,15], i.e. the 4 611 most
frequent nouns from IPIC v.1.0. It was motivated by the following: the intended
evaluation procedure, (discussed further in this section) based on WordNet, and
the technique proposed in Sec. 3 limited to nouns. As result, all other base forms
were eliminated from the counting of occurrences in M.

During the transformation phase M we perform (following [11]):

– the logarithmic scaling of cells — for each d, b: M[b, d] = ln(M[b, d] + 1),
– the entropy normalisation: M[b, d] = M[b, d]/

∑
1≤i≤D −p(b, i) log p(b, i),

where p(b, d) = M[b, d]/
∑

1≤i≤D M[b, i],
– and SVD transformation of the whole M to the k dimensions — Mk: B ×k.

In order to achieve an objective measure, we applied the WBST test of [5]
on the basis of plWN. In WBST, for each b ∈ NWN we choose randomly its
synonym from plWN, and we create all ordered question/answer pairs for every
two words in the same synset. As in the fine grained structure of plWN synsets
quite often include only a single LU (in such cases the meaning of a given LU is
defined by the other lexical semantic relations), we have had to extend the basic
WBST procedure by extending singleton synsets with their direct hyperonyms.
After choosing a pair of synonyms, we add to every Q/A pair 3 other words that
are not in the same synset as the pair is. The task is to choose the answer for
the question, i.e. the synonym of b from the 4 possible answers on the basis of
SSF. The accuracy is defined as the number of proper answers. The baseline for
WBST is 25% — random selection. For better analysis of the results, WBST
has been applied to 7 native speakers of Polish. 79 Q/A sets randomly generated
were tested with the average score of 86%. An example of a Q/A pair is:

Q: produkt (product)
A: bóg (god) model (model) niesprawiedliwość (injustice) wyrób ( wares)

The results achieved in the LSA experiment, presented in Tab. 1, are all below
the result of [11] in TOEFL, i.e. 64.4%, in spite of the six time larger number of
documents used in our experiment. However, it must be emphasised that WBST
is claimed to be more difficult for SSFs than TOEFL [5]. Moreover, the manual
analysis of the 20 most similar base forms shows a strong topic bias in the corpus,
i.e. some topics like sport or local culture dominate in the corpus. In [11], a very
good corpus of encyclopaedia definitions was applied. Decreasing of the bias by
the use of a larger corpus was hardly possible because of technical limitations of
SVD. Errors of TaKIPI were not visible in the errors of the constructed SSF.
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Table 1. The LSA experiment on news documents

No. of Singular Values 50 300 500 750 1000

Accuracy 53.74 57.76 58.07 58.06 58

Tab. 1 shows the accuracy of SSF in relation to the different numbers of
singular values of SVD (the different row dimensions) which gets the highest
value around 500–750 singular values.

3 Geometrical Measures

The limitation of SVD on the size of the corpus used was overcome in [21] by
the usage of a text window and contextual features. Looking for good indicators
of the semantic properties of nouns on the level of syntax one can take into
account: noun modifiers and predicates (especially verbs) taking nouns as their
arguments. However, identification of predicate-argument structure without a
robust parser or at least a dictionary of verb subcategorisation is impossible.
The proper identification of many types of noun modifiers is also non-trivial task,
e.g. in the case of prepositional phrases we need to determine the boundaries of
noun phrases and in the case of modification by other noun in genitive case we
need to distinguish between many different reasons of using the genitive case (the
modifier can take any position and genitive case can be expected e.g. by a verb or
numeral). Finally, we decided to start from using only adjectival–modifiers as the
only indicators. Adjectives are claimed in [6] to express properties (or attributes)
of entities represented by nouns and their syntactic association with nouns should
be relatively easy to be checked in the text, even without an efficient shallow
parser for Polish — free word order makes it difficult to construct (especially in
contrast to the positional syntactic chunking of English), e.g. objects of a verb
can appear in the text typically in any order.

Initially, we limited ourselves to the set of the 4 157 adjectives2 included in
plWN — AW, next the extended set of the 15 768 adjectives collected from the
whole IPIC v.2.0 (tagged by TaKIPI) was used — AI.

In the construction phase, the window of ±k words was iteratively moved
across documents with the centre positioned each time on the nouns from NWN.
For each position of the window, occurrences of subsequent adjectives were
counted and added to M[b, a], where b is the base form of the noun in the
centre and a is the base form of an adjective from the window. The calculation
was sentence borders wise, i.e. the position outside the sentence were marked
with ‘an empty base form’ none. As we wanted to count only the adjectives po-
tentially syntactically associated with the nouns from NWN, only small values
of k were tested from the range: 2–6 plus 10.

In the transformation phase row vectors were transformed by entropy normal-
isation (see Sec. 2) [11] but we tested the lack of transformation, too.
2 Some functional words classified as adjectives in IPIC (e.g. determiners or quanti-

fiers) and ordinal numbers have been removed from each set of adjectives.
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Table 2. Accuracy [%] for the nouns×adjective matrices created according to the
different windows of co-occurency

AW(k = 3) AI(2) AI(3) AI(4) AI(5) AI(6) AI(10)

cosine — entropy 68.22 74.16 68.66 65.77 64.37 63.07 60.79

cosine — no transformation 50.23 61.04 57.99 56.99 56.82 56.72 55.94

The results achieved in WBST for both sets of adjectives, different values of
k and both transformations for non-reduced matrices are presented in Tab. 2
— only the results for nouns occurring ≥ 1000 (the threshold used in [5]) are
included there, the results in relation to the frequency of nouns are given in
Tab. 5. The larger set of adjectives (i.e. AI) gave better results in both cases
(for AW only the result for k = 3 is given). The application of SVD did not
bring improvement, the result was increasing with the increasing number of
singular values up to the results for the non-reduced matrices. It seems that the
matrices describe attributes and any reduction of dimensions causes some loss of
information. The results are decreasing with increasing value of k. It is caused
by the increasing number of erroneous associations adjective-noun as the size of
the window is increasing. The result of entropy transformation is better than in
[11] but still lower than 75.8% reported for nouns (WBST) in [5].

Counting every occurrence of an adjective in the ±k window as associated with
a noun in the centre is very naive from the linguistic point of view (it is visible
in the decreasing result in Tab. 2). The obvious improvement is to introduce
a mechanism of recognition of the adjectives really modifying the tested noun.
Instead of a non-existing robust parser of Polish, the potential morpho-syntactic
agreement between words (e.g. on gender, number, case, etc.) can be tested by
constraints written in the language JOSKIPI developed for TaKIPI [16], i.e. a
part of TaKIPI engine was applied to the processing of the corpus during the
construction phase. A very simplified version of a constraint testing the existence
of an particular adjective which agrees on the appropriate attributes with a noun
in the window centre is shown below:

or( llook(-1,-5,$A,and(inter(pos[$A],{adj}),
inter(base[$A],{"base_form_of_an_adjective"}),
agrpp(0,$A,{nmb,gnd,cas},3) )),

rlook(1,5,$A,and( ... ) ) )

The operator llook looks for a word fulfilling the complex condition in the
range of the 5 words to the left of the window centre (the position of a noun). In
the complex condition, the part of speech is compared to an adjective (for the
sake of efficiency). Next the base form must be equal to the one defined, and
finally, the agreement of the found adjective on number, gender and case with
the noun is checked. The second symmetric part of searching to the right has
been removed from the example. The matrix cell M[b, a] is increased when the
condition with a inside is fulfilled for the context with the b noun in the centre.
There is one condition (with some adjective) for each column of the matrix.
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Table 3. Accuracy [%] for the nouns×adjective matrices based on the application of
syntactic constraints

JOSKIPI+AW range=5 JOSKIPI+AI range=5

cosine — entropy 80.71 81.15

cosine — no transformation 62.34 62.84

The final form of the condition has been developed on the basis of several tests
performed manually on IPIC and it has been extended with several additional
constraints taking the following scheme (symmetric for left and right context):

– search for a particular adjective or adjectival participle agreed on number,
gender and case,

– tests for the presence of allowed modifiers (e.g. adverbs or numerals) between
the found adjective (participle) and noun,

– tests for the non-presence of several other words or phrases.

The detailed linguistic condition was developed in two working days.
The sophisticated constraint eliminated a lot of false associations of adjectives

and nouns which resulted in the large increase of the accuracy — up to 81.15%
for entropy normalisation and the larger set of adjectives, see Tab. 3.

The used range of 5 words for the search operators does not influence the
result as the linguistic constraints eliminate the false associations with adjectives
in larger distance from the noun in the centre. The tests performed for the range
reduced to 2 have not given any significant change, only a small increase in the
results. It means that the constraints successfully eliminate false associations.

4 Probabilistic Measures

Following the claims of [13, pp 303] that “The Euclidean distance is appropriate
for normally distributed quantities, [. . . ]”, as the words in the corpus don’t have a
normal distribution, two measures of similarity based on probability distributions
were tested, too [2,13]:

– information radius (IRad): D(p||p+q
2 ) + D(q||p+q

2 ),
and similarity: SimIRad = 10−βIRad(p||q),

– L1 norm (L1):
∑

i |pi − qi|, and similarity SimL1 = (2 − L1(p, q))β

During the transformation, the rows of M were converted into probability dis-
tributions of modification of nouns by adjectives — the two types of distribution
were tested:

– P (Adj|Noun) — M[b, a] = M[b, a]/
∑

i M[b, i]
– P (Adj, Noun) — M[b, a] = M[b, a]/(

∑
i M[b, i] + e(b),

and p(eb) = e(b)/(
∑

i M[b, i] + e(b), where e() returns the number of occur-
rences of the b noun without a modifier from the set of adjectives.
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The second type of distribution was intended to take into account the total
number of occurrences of a noun and how strongly it is described by the at-
tributes. However, as the results in Tab. 4 show (all test were performed on the
smaller set of adjectives, i.e. AW and with the matrix created with JOSKIPI con-
straints, where the range of search operators is 5), the introduction of a negative
event i.e. lack of a modifier, decreased significantly the accuracy. The number of
occurrences of an attribute, i.e. some adjective, is the most important for seman-
tic similarity. Several values of the β parameter for SimIRad and SimL1 were
tested, achieving the best results for: 10 and 4, respectively. However, there were
no significant changes of the result for the different values of β in large range.
A smoothing based on the Laplace’s law was introduced, too, but the accuracy
was significantly lower — the difference among the attributes was lost.

Table 4. Accuracy [%] of probabilistic SSF in relation to different distributions (A
means Adj, N — Noun)

P (A|N) range=5 P (A,N)(5) smoothed P (A|N)(5) smoothed P (A,N)(5)

IRad 80.16 46.23 41.73 34.69

L1 76.98 47.70 46.76 30.89

The best accuracy of IRad-based SSF (80.16%) is slightly lower than the best
score of the cosine-based SSF (81.15%). It seems that the attributes expressed
by adjectives form a kind of meaning space in which differences can be better
expressed by geometrical notions than probabilistic ones. Mannual analysis of the
n = 20 most similar nouns generated on the basis of IRad-based SSF revealed
that in the case of probabilistic measures nouns are grouped more on the basis
of similar syntactic behaviour than semantic similarity.

5 Conclusion

Until now, the results were given only for nouns occurring ≥ 1000 times in IPIC.
However, this set of nouns includes many very general words like kobieta (a
woman) that are used in many different contexts and create corpus-dependent
associations with many different words that was clearly visible in the experiments
in [15]. Theise general words are relatively more difficult for the synonymy test
than more specific words.

In Tab. 5 we compared the accuracies achieved for different types of nouns in
relation to their frequencies in IPIC (206 millions of words). The result for the
threshold 1000, identical to the one used in [5], shows the potential of our method
based on precise analysis of syntactic associations: 81.15% in our method vs.
75.8% for nouns in [5], achieved by the application of the combinations of several
measures. Obviously, in [5] SSF was constructed for more than 15 000 words
including 9 887 nouns, when in our approach SSF is defined only for 4 611 nouns,
and was tested on the preliminary version of plWN, in which some synstets are
still quite large and include e.g. hyperonyms. In order, to check the influence of
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the state of plWN on the results, we tested also the method on the very initial
version of plWN: including only large, broad synsets and no hyperonymy links at
all. The achieved result in this test, which is possibly easier, is almost identical
to the present one (a little lower, but without statistical significance). Anyway,
this good result is very promising for the method of modeling the context of
occurrence by precise exploration of morpho-syntactic associations. The method
is able to cope with rich morphology of Polish and its free word order, utilises
relatively simple tools, has been applied to a general corpus and can be easily
transferred to other inflective languages like Czech.

Table 5. Accuracy [%] in relation to different thresholds on noun frequecies and dif-
ferent types of similarity functions

type of SSF \ threshold 0 1 10 100 500 1000

Cosine 64.03 68.33 70.08 75.90 79,46 81.15

IRad for P (Adj|Noun) 63.39 66,81 69.36 74.63 78.85 80.16

L1 for P (Adj|Noun) 60.00 63.67 66.17 71.03 76.27 76.98

IRad for P (Adj, Noun) 36.46 38.28 39.03 42.04 43.56 46.23

L1 for P (Adj,Noun) 40.09 41.89 43.04 45,31 45.69 47.70

Manual analysis showed that the method based exclusively on attributes (ad-
jectives) has some problems with the proper distinction of some nouns, e.g. some
names of large buildings are grouped together, one needs to analyse their func-
tions by analysing associations with verbs or participles to differentiate them. In
further research we plan to explore other types of modifiers e.g. modification of
nouns by nouns. Next we plan to extend the method to other Parts of Speech.
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Abstract. A great amount of information is still being stored in loosely
structured documents in several widely used formats. Due to the lack
of data description in these documents, their integration to the existing
information systems requires sophisticated pre-processing techniques to
be developed. To the document reader, the content structure is mostly
presented by visual means. Therefore, we propose a technique for the
discovery of the logical document structure based on the analysis of var-
ious visual properties of the document such as the page layout or text
properties. This technique is currently being tested and some promising
preliminary results are available.

Keywords: semistructured data, document analysis, visual segmenta-
tion, logical structure.

1 Introduction

Although there exist several formats for representing the documents containing
structured data, as for example XML, a great amount of information is still being
stored in documents that don’t allow the explicit specification of the structure
and semantics of the content. Most frequently, this is the case of on-line web
resources in the HTML language, however, many important documents are often
exchanged via e-mail in some commonly used office formats. Due to the lack of
data description in these documents, the integration of this information source to
the existing information systems requires sophisticated pre-processing techniques
to be developed.

To the document reader, the content structure is mostly presented by visual
means. The document may be divided into sections with headings, paragraphs,
tables and other structures. Therefore, analyzing the visual part of documents
may bring an useful infomation about their structure.

In this paper, we introduce a technique for the document structure discovery
that is currently being tested. This technique is based on an analysis of a range of
visual features of the document and its content and therefore, it doesn’t rely on
any particular document format. As the result, we obtain a hierarchical structure
of the document as it is expressed by the visual means, which can be used for
identifying important parts of the documents.
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2 Related Work

The visual organization of the documents has been mostly investigated for
HTML documents. Most approaches work with a tree representation of the
HTML code [1,2,3,4]. However, the direct analysis of the HTML code must
be always based on certain assumptions on the HTML usage that are often not
fulfilled in reality.

Advanced methods of page segmentation work with the visual representation
of the rendered document [5,6]. This approach is more general and a similar ap-
proach can be used other types of documents as for example PDF documents [7].

Some approaches try to detect page objects with certain semantics and to
model the semantic relations among these objects by creating a logical schema
of the document [8,9].

3 Document Structure Discovery

The proposed approach consists of two basic steps:

1. Page segmentation – we detect the basic visual organization of the page
represented by various visually separated areas that are laid out on the
page and possibly nested. The result of this phase is a tree of visual areas
discovered in the document.

2. Logical structure analysis – in this phase, we consider additional visual
features of the discovered visual areas. Based on these features, we try to
guess the mutual relations among the visual areas at the same level.

Company

Products

Services

<menu>

<...>

<...>

<...>

<...>

<...>

<...>

Company

Products

Services

<menu>

(a) A document
block

(b) Visual structure (c) Logical structure

Fig. 1. The difference between the visual and logical structure



Automatic Document Structure Detection for Data Integration 393

These steps are demonstrated in Fig. 1. When analyzing a particular visual
block of a document (a), the visual segmentation discovers that this block is
divided in six subblocks. This corresponds to the tree structure (b). When ana-
lyzing the logical structure, the blocks “Company”, “Products” and “Services”
are apparently used as labels that denote the meaning of the following block.
Therefore, from the logical point of view, there exist other relations among these
blocks as shown in (c).

4 Page Segmentation

The purpose of the page segmentation is to discover visual areas in the document.
We define a visual area as a rectangular area in the page that is visually separated
from the remaining content by any combination of the following means:

– Visual properties of the area itself – a frame around the whole area or
a different background color of the area

– Surrounding objects – an area can be delimited by other visual areas
placed in the page

– Whitespace borders delimiting the area

Since the areas can be nested, the result of the page segmentation is generally
a tree of visual areas.

4.1 Source Document Representation

The input to the segmentation algorithm is a set of boxes produced by a layout
engine specific to the document format. Currently, the layout engines are freely
available at least for HTML, RTF, OpenDocument and PDF formats.

A box is a rectangular area in the page that contains a part of the document
content – a text portion, an image, graphics and other. Each box is determined
by its position and size in the page. For describing the box positions in the page,
we define a rectangular coordinate system of the page with the beginning in the
top left corner of the page. Additionally, most of the document formats define
the behavior in case that the boxes are overlapping. For example in HTML/CSS,
the box defined later in the document code is placed in front of the boxes defined
before, if not specified otherwise. We represent this behavior by a virtual z
coordinate, where the boxes with a greater value of z are placed in front of the
boxes with a lower value of z.

Depending on the format, additional properties may be specified for the box
such the background color or a frame around the box. If the box is formed by
text, the text and font properties can be examined too.

4.2 The Segmentation Algorithm

The proposed algorithm is based on a bottom-up approach to page segmentation.
It consists of following steps:
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– A box tree creation. We create a tree from the input set of boxes. The
root of this tree is a virtual box b0 that covers the whole page. The tree itself
models the box nesting. Any box b1 is represented as a child node of another
box b2 if b1 is enclosed in b2. If the boxes partially or fully overlap, we say,
that the box with a greater value of z is enclosed in the box with a lower
value of z.

– Standalone area detection. We detect all the boxes, that form standalone
visually separated areas. This happens when the box is visually separated
from its neighborhood by a frame around or by a different background color
or it directly contains a text. The remaining boxes are omitted. As the result,
we obtain a basic tree of visual areas which is processed further.

– Continuous area detection. For each area, we find the directly adjoining
areas that are not visually separated. These areas are then replaced by a
single area. This is often the case of the text paragraphs built from several
line boxes.

– Detection of covering areas. For each area, we detect the largest possible
rectangular area containing this area that is limited by other, visually sep-
arated areas. We start with the examined area and we try to expand to all
the directions it while maintaining its rectangular shape until some visually
separated area is encountered. As a result, we obtain a virtual area covering
several subareas such as for example columns in the document.

By applying these steps,we obtain a tree of visual areas corresponding toFig. 1b,
which we will call a visual structure tree.

5 Logical Structure Detection

The visual layout forms only a part of the information necessary to obtain the
logical structure. The remaining part of the information is expressed by other
means. In our technique, we analyze following visual features:

– Font properties that may be used for creating a labeling system in the
document. Usually, several levels of headings and labels are used that denote
particular parts of the document. The most important properties are the font
weight and size, in some cases the text color and underlining too.

– Punctuation, which is a frequently used mean of expressing the relation
between two parts of the text. A good example is using colons or dashes.

Based on the above features, we determine a value of weight w that directly
depends on the font size and weight for each part of the text. The remaining
visual features mentioned above influence this value via various heuristics:

1. Underlining and using a color that is not common for the remaining text
increases the weight

2. A colon at the end of a part of text increases the weight of the text
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Then, for each visual area, we can compute an average weight as the average
value of the weights of all the nested areas.

Subsequently, we convert the previously created visual structure tree to the
logical structure by considering the weights of the areas. For each visual area in
the visual structure tree, we go through the list of its child areas. If the weight
of an area is lower than the weight of its preceding area, we make this area the
child area of the preceding area. This step is repeated recursively. As the result,
we obtain a logical structure tree corresponding to the Fig. 1c.

5.1 Mutual Block Positions

Mutual positions of the blocks play an important role in tables, where the partic-
ular position in a row and column allows the data interpretation. A combination
with the above mentioned analysis of the font properties allows to identify the
header cells in the table. Fig. 2 shows an example of a table and a possible repre-
sentation of its logical structure. Several spatial reasoning applications have been
proposed for obtaining the structure based on the analysis of the table layout
[10,11]. More generally, relations among the visual blocks that can be observed
in a table, can be found in the overall page organization too.

Car Sales

Country
Canada
USA

City
Toronto
Houston

Year
2004

890
828

2005
720
713

890

828

Country

Canada

USA Houston

Toronto 720

713

City
Year

2004 2005

Car Sales

Fig. 2. Logical structure of a table

6 Expected Applications

Once the logical structure of the document is known, the document can be rep-
resented in a structured form, for example by a single XML file. This allows
adopting various already existing methods of XML document querying, classifi-
cation, indexing or retrieval. By supplying an additional ontological information,
the semantic of the discovered visual areas can be guessed, as we have shown
in [12]. Other approach to detecting the semantics of individual areas is also
presented in [8].

The main expected application is information extraction from electronic doc-
uments on the web (e.g. prices, stock quotes) or exchanged through the e-mail
(e.g. orders, invoices) and their integration to the information systems.
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7 Development Status

The described technique is currently being implemented and tested. Current
implementation allows testing on HTML documents. It includes a HTML/CSS
layout engine, the page segmentation and the logical structure detection as de-
scribed above. The resulting logical structure is represented by an XML file.

We have tested the proposed techniques on 30 home pages of various news
servers such as cnn.com, nytimes.com, elmundo.es, etc. with the aim of the
story extraction. These pages usually contain a large amount of visual areas.
The preliminary tests have shown following issues that are being solved:
– In some cases, the nested areas are incorrectly recognized as area separators.

This leads to detecting a greater number of visual areas in the document.
– Not all the visual areas have the same importance. A more sophisticated area

classification algorithms could be used for distinguishing the less important
areas such as advertisement as discussed for example in [13].

Although the resulting tree contains noisy parts that result mainly from adver-
tisements and other auxiliary content, the subtrees that correspond to the main
content of the page in most cases describe the actual structure of the content as
expected.

Concurrently, we are implementing the PDF and RTF document parsers based
on the available open-source libraries in order to test the applicability of the
proposed techniques to non-HTML document formats.

8 Conclusion

We have presented a technique for the structure discovery in documents, where
the structure is not explicitly defined. In contrast to already existing methods,
our technique is general, it doesn’t rely on the properties of a particular markup
language and thus, it is not limited to a single document format. It is based
on the analysis of various types of visual information present in the document
such as the page layout, font properties or colors. The resulting structure can be
used for further processing of the document. Currently the proposed technique
is in the phase of implementation and testing; the preliminary results indicate
that the resulting information can allow better integration of loosely structured
documents in the information systems.
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Abstract. Unsupervised HTML records detection is an important step in many 
Web content mining applications. 

In this paper we propose a method of bottom-up discovery of clusters of 
maximal, non-agglomerative similar HTML ranges in nested set HTML tree 
representation. Afterward we demonstrate its applicability to records detection in 
search engines results. For performance measurement several distance assessment 
strategies were evaluated and two test collections were prepared containing results 
pages from almost 60 global and country-specific search engines and almost 100 
methodically generated complex HTML trees with pre-set properties respectively. 

Empirical study shows that our method performs well and can detect successfully 
most of search results ranges clusters. 

1   Introduction 

As the Web matures, the number of resources accessible in dynamically generated 
Web sites resulting from underlying databases grows dynamically, including the huge 
amount of information available from the Deep Web sites [5]. Therefore information 
extraction from structured or semi-structured Web pages becomes an important task 
in contemporary Internet information processing. 

Several approaches to the problem can be found in existing publications. In wrapper 
construction task wrappers are build for specific Web sites manually in visual or 
programmatic way. In wrapper induction task extraction rules are learnt from annotated 
sample of expected results. In automatic extraction data is extracted basing on several 
documents (less ambitious) or one document (more ambitious) without preceding 
learning; automatic extraction results may be subsequently used for fully-automatic 
wrapper induction. 

In information extraction from semi-structured Web sources two steps are usually 
performed: 1) records and 2) columns detection with diverse sets of used techniques. In 
this paper we focus on one-document based automatic extraction of records from 
HTML documents. We demonstrate our approach on text search engines results pages; 
however, as no domain-level heuristics were adopted, the method should perform well 
on other type of Web sites such as e-commerce and Deep Web sites. 

Several techniques were reported to be applicable to records extraction. Document 
text similarity measurement [16], punctuation and HTML separators use [16], mining 
of repeating or similar tag tree subtrees [6, 15, 20, 22, 23, 24], use of extraction 
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ontologies [9] and most recently visual perception-enhanced analysis [19, 22, 24] as 
well as multiple “experts” based techniques combining several sources of information 
[11] were proposed. 

In this paper we propose a tag-tree-structure-based bottom-up method of discovery 
of clusters of maximal similar ranges of HTML document and demonstrate its 
application in the domain of search results records detection on empirical and 
theoretical collections. 

The structure of this paper is as follows: Section 2 introduces the basic terminology, 
Section 3 presents our algorithm for finding clusters of maximal similar HTML ranges, 
Section 4 describes algorithm implementation, evaluation methodology and test 
datasets, Section 5 contains evaluation results, Section 6 lists possible further 
development and Section 7 concludes our contribution. 

2   Background 

In this section we define the most important basic terms used throughout this paper. 
Section 2.1 elaborates on tree-related terms and conventions and Section 2.2 
introduces preliminary notions of edit distances of ranges. 

2.1    Trees  

A rooted tree is defined a set T of one or more nodes such that 

• there is one specially designated node called the root of the tree, root (T); and 
• the remaining nodes (excluding the root) are partitioned into m ≥ 0 disjoint sets 

T1,…, Tm and each of these sets in turn is a tree [14].  

The trees T1, …, Tm are called the subtrees of the tree T. This relation will be 
designated subtree(T, T1) in the remaining of this paper and |nodes(T)| will be used 
for the number of nodes in the tree. 

The one-to-many relation of parenthood that places a hierarchical structure on T is 
defined [2]: every node n ∈ T, n ≠ root(T) has exactly one parent node parent(n) and 
|children(n)| of children nodes. All tree nodes with no children are called leaves. 

In this paper our interest is in rooted, ordered, labelled trees. Tree is ordered if 
given a node n with |children(n)| children we can uniquely identify ith child for 
i ∈ <1,| children(n)|> [7]; in the remaining of this paper ith child of node n will be 
identified by child(n, i). Tree is labelled if any label label(n) is assigned to each node 
n. In this paper nodes’ labels consist of HTML tag name, attributes name/value pairs. 

In this paper ancestor(nA, nB) will be used to denote that nA is an ancestor of nB and 
descendant(nB,, nA) to denote that nB is a descendant of nA. A set subtree(nS) = 
{nS} ∩ {n ∈ T: descendant(n, ns)} is a subtree generated by node nS. 

Embedded subtree ET of T is such a tree that [8] 

ETinnnancestorTinnnancestorETnn

andTET

BABABA ),(),(:, ⇒∈∀
⊂

 



400 D. Flejter and R. Hryniewiecki 

 

For given node nR (called range parent, parent(R)) of an ordered tree and integers 

1 ≤ a ≤ b ≤ |children(nR)| we define a range R as 

biainchildnfornsubtreeR R ≤≤== ),,()(∪  

Less formally, a range consists of any sequence of consecutive children of the 
same parent node nR and all their descendants. As range parent is not a part of the 
range, a range is not necessarily a tree. 

Out of a number of possible representations of rooted ordered trees [2] nested set 
model [4] is the most convenient for tasks requiring continuous verification of 
inclusion of one subtree in another. In nested set model each node is considered a set 
that is nested in its parent set, each parent node contains a union of its children sets 
and root node contains all other sets as its direct or indirect subsets. 

To facilitate the verification of sets inclusion sets are described as intervals with 
two integers corresponding to left and right node boundary <left(node), right(node)>; 
subtree(nA) ⊂ subtree(nB) iff left(nA) > left(nB) and right(nA) < left(nB). Typically 
consecutive integers in depth first (preorder) tree transversal are used for right and left 
boundaries assignment. In that setting interval corresponding to root node equals to 
<1, 2*|nodes(T)|> and for each leaf node n: right(n) = left(n) + 1. Figure 1 presents 
an exemplary tree with calculated corresponding intervals. 

 
Fig. 1. Example of HTML tag tree and its nested set representation 

Nested set model allows not only to verify inclusion or find intersection of two 
subtrees but also of two ranges with left(R) = min(left(n)), and right(R) = max(right(n)), 
n ∈ R. 

This paper focuses on finding clusters of similar HTML ranges; for simplicity an 
informal definition of cluster as a set of objects similar to each other was adopted; 
similarity measurement will be described more profoundly in Section 4.1. For each 
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cluster C the number of ranges it contains will be denoted |ranges(C)|. For easier 
algorithm implementation each cluster will be treated as ordered by left(R) and ith 
range in the cluster will be accessed by range(C, i). For convenience: 

|})(|,...,1),(),(:{

|)(||)(|
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for each operator Θ unless stated otherwise. 

2.2   Edit Distance 

Edit distance measures for two sequences are measures based on finding minimal-cost 
edit script transforming one sequence to the another by means of insertion, deletion 
and update operations. To find the edit distance of two sequences A = (A[1] A[2] … 
A[m]) and B = (B[1] B[2] … B[n]) an (m+1)×(n+1) edit graph is constructed with 
point (x, y) corresponding to pair (A[x], B[y]) and directed edges corresponding to edit 
operations: ((x-1, y), (x, y)) – to removing A[x], ((x, y-1), (x, y)) – to inserting B[y] and 
((x-1, y-1), (x, y)) – to updating A[x] with B[y] value (if value is not equal) with 
operation costs assigned to edit graph edges [7]. The task is therefore transformed to 
finding minimal-cost path in the edit graph between vertices (0, 0)  and (m, n). 

Distance measure with all aforementioned operations allowed is called Levenshtein 
distance and can used for two strings. In case of measuring distance between two 
trees, some of the operations are disallowed – e.g. it is impossible to remove parent 
node without removing all its descendants. As a result some edges in edit graph does 
not exists. In our research we used edit graph calculation based on tree nodes depth 
information proposed in [7]. The same paper provides more information about edit 
distance measures and edit graphs. 

3   Ranges Clusters Finding 

This section describes a bottom-up algorithm for finding similar ranges in HTML 
trees: the goal of the algorithm, used tree representation, method of finding maximal 
clusters and method for agglomerative clusters removal. 

3.1   Goal 

The goal of our algorithm described in the next sections is to find all clusters 
conforming to the following constraints: 

O1. Intersection of any pair of two ranges in one cluster is empty set. 
O2. The cluster is maximal in its clusters family. 
O3. The cluster is not an agglomeration of any other clusters. 
O4. Cluster internal incoherence is not larger than pre-set parameter. 

First of the objective is understandable per se; however O2, O3 and O4 require a 
more detailed explanation. 
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Family of clusters is defined as a maximal set of clusters CS having the same 
number of ranges such that 

},{: 111 ccccCSccCSc ∈∩∈≠∃∈∀  

Less formally, it is a set of clusters with equal number of ranges such that each 
cluster is included in or includes at least one another cluster. Cluster is maximal 
within its cluster family if it has minimal internal incoherence out of all clusters with 
maximal total number of nodes in all clusters ranges. Discussion of cluster internal 
incoherence measurement can be found in Section 4.1. 

We call a cluster an agglomeration of another cluster iff 

),()*)1(,(:,...,1)(,...,1)
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3.2   HTML Tree Representation 

HTML document can be considered a tree with <HTML> element acting as root and 
elements with no nested tags corresponding to leaves. The representation of this tree 
for further processing is built in one preorder transversal of the original HTML 
document and consists of two outputs: 

− Transformed tree constructed with respect to tag filtering rules and containing at 
each node additional properties necessary for the following stages of the algorithm. 

− Set of initials clusters. 

Transformed tree is constructed by copying only nodes corresponding to allowed 
tags (tag filtering approaches are discussed in Section 4.1); it is an embedded subtree 
of original HTML document tree. For each of the nodes of transformed tree there are 
several properties calculated at this step of the algorithm: 

− depth(n) – depth of the node, 
− left(n) – left boundary of the node in nested set representation, 
− nodeid(n) – node number in preorder (depth-first) tree traversal, 
− right(n) – right boundary of the node in nested set representation, 
− tagid(n) – id of used tag equivalence class from the document tags vocabulary (see 

Section 4.1 for details). 

During the same transversal array representation of the tree T (array(T)) is build 
with element at index left(n) corresponding to tagid(n) and element at index right(n) 
corresponding to –tagid(n) of node n. Initial set of clusters is also constructed with 
every cluster containing one-node ranges identical in terms of tags equivalence 
classes. These clusters are being expanded in following steps in a bottom-up way to 
find maximal clusters in families they belong to. 

3.3   Maximal Ranges Finding 

The first part of our algorithm is responsible for finding clusters of ranges fulfilling 
objectives O1, O2 and O4. It is based on expansion of the initial clusters to the parent 
and to the left / right sibling. 
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Expansion to the parent of a range R is a procedure consisting in constructing new 
range (expanded range) ER = subtree(parent(R)). Range R is expandable if R does not 
contain root and ER has small enough internal incoherence.  

Expansion to the parent of a cluster (expanding cluster) consists in construction of 
a new cluster (expanded cluster) containing deduplicated expanding cluster’s ranges 
expanded to the parent. For a cluster to be expandable to the parent at least one of the 
cluster’s ranges must be expandable to the parent. 

 

Fig. 2. Example of range expansions: a) original range b) range expanded to the parent c) range 
expanded to the left d) range expanded to the right 

The procedure of expansion of an initial cluster to the parent is repeated as long as  
expansion is possible. Each time when expansion is impossible or expanded cluster 
contains less ranges than expanding cluster, expanding cluster is recorder as cluster 
candidate for further processing. 

 

Fig. 3. Range and its all allowed expansions to the siblings: a) original range b) 1 step left c) 
2 steps left d) 1 step right e) 1 step left, 1 step right f) 2 steps left, 1 step right 

After all clusters are found that can not be expanded to the parent without falling 
out of their families, all possible expansions to the siblings for each of the candidates 
are performed and maximal clusters are discovered. 

Expansion of a range (expanding range) to the left / right consists in constructing 
new range (expanded range) equal to union of expanding range and subtree generated 
by next left / right sibling of expanding ranges leftmost / rightmost child. Range is 
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expandable if such sibling exists, it is not already included in another range of the 
same cluster and expanded range has acceptable internal incoherence. 

Expansion of a cluster (expanding cluster) to the left / right consists in construction 
of a new cluster (expanded cluster) containing deduplicated expanding cluster’s 
ranges expanded to the left / right. For a cluster to be expandable to the left / right at 
least one of the cluster’s ranges must be expandable to the left / right. 

An expansion of original candidate cluster is done for every allowed combination 
of left and right steps and a separate maximal cluster is found for each ranges count in 
expanded clusters. Set of all found clusters is designated fclusters. For further 
processing the collection counts is constructed with counts(i) defined as follows: 

counts(i) = {c ∈ fclusters: |ranges(c)| = i} 

3.4   Aggregated Clusters Removal 

The second part of our algorithm is responsible for filtering out excessive clusters 
resulting from minor irregularities in HTML structure but embodying exactly the 
same content although arranged differently in ranges. 

Simple heuristic proved to be useful. For each cluster c1, starting from the least 
numerous, our algorithm checks if there exists any other cluster c2 that satisfies  
following conditions (objective O3): 

− c2 has the number of ranges being multiplicity of c1’s count, 
− |left(c2) – left(c1)| ≤ b and |right(c2) – right(c1)| ≤ b, 
and if found – c1 is removed from clusters collection; 

Fig. 4. Examples of agglomerative clusters of ranges (C1 and C2) 

Parameter b stands for the acceptable distance between left and right boundaries of 
clusters. 

4   Experimental Setup 

The algorithm described in section 3 was implemented and evaluated for several 
scenarios applying different tag filtering approaches, tag equivalence strategies and 
cluster coherence measurement methods on two test collections. The following 
section gives details on this experimental procedure and datasets. 

C 1 R1

R1

R1

R2

R2

R2 R3

R3 R4

R4

R5

R5

R6

R6 R8R7 R9

R3

C 2

C 3



 Bottom-Up Discovery of Clusters of Maximal Ranges in HTML Trees 405 

 

4.1   Algorithm Implementation 

The algorithm was implemented in C# language in Visual Studio.NET 2005 
environment. For HTML cleaning and processing Tidy [12] and Chilkat XML [9] 
libraries were used respectively. 

 

Fig. 5. Screenshots of (a) found clusters visualization (b) manual tagging mode  

The application consists of modules responsible for manual tagging of reference 
clusters (see Fig. 5a.), generating theoretical collections, finding and visualizing 
clusters (see Fig. 5b.) as well as performing and evaluating clusters detection on a 
collection for a set of evaluation scenarios. For work with individual files complex 
GUI was developed including view of original Web page, Web page processed by 
Tidy, XML representation of the pages and found clusters as well as manual tagging 
interface with preview on the original Web page. Settings adjustable in evaluation 
scenarios are described below. 

Tags Filtering Approaches. Tag filtering approach is used in tree construction phase 
and decides if given tag is to be included in further analysis. All tags filtering 
implementations share a common interface. Interface input consists in full information 
on HTML nodes (including tag name and attributes) and output corresponding to 
decision if the tag is allowed. 

Three different tags filtering approaches were implemented: 

− only block tags – only block tags as defined in [21] are allowed, 
− block tags, images, spans and links – block tags and link (<A>), image (<IMG>) 

and text range (<SPAN>) elements are allowed, 
− all tags – all tags (conforming or not to [21]) are allowed. 

Tags Equivalence Strategies. Tag equivalence strategy is responsible for translation 
of HTML nodes (tag name and all attributes) to simplified text expressions for better 
tags comparisons. Several tag equivalence strategies were used in this research: 

− tag text – original, complete tag text with all attributes found in source code, 
− normalized tag text – similar to tag text but with attributes ordered alphabetically, 
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− tag name – only the tag name is used, 
− tag name, CSS class – tag name and CSS class name (if present) are used, 
− tag name, CSS class, CSS styles – tag name, CSS class name (if present) and CSS 

styles (if present) with selectors and values ordered alphabetically by selector, 
− tag-specific approach – tags group name for similar tags (e.g. “cells” for <TD> 

and <TH> elements) and a tag-dependant list of attributes are used (e.g. 
COLSPAN and ROWSPAN for <TD> element). 

Cluster Incoherence Measurement Approaches. For cluster incoherence measurement 
distance matrix dist(c) is calculated with dist(c)[i, j] corresponding to distance between 
range(c, i) and range(c, j). For distance measurement between two ranges the following 
distance measures were adopted with unit deletion, insertion and update cost: 

− Levenshtein edit distance calculated on substrings of array(T) (see Section 3.1) 
corresponding to nested set model representations of the ranges to compare, 

− edit tree distance method proposed in [7] calculated on depth-based representation 
of tree range. 

Given distance(c) matrix overall internal cluster incoherence is calculated using 
one of the three adopted approaches: 

− maximum of all distances defined as: 
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Other Parameters. Other parameters that can be set in the application include maximal 
allowed internal cluster incoherence, minimal and maximal allowed size of the range, 
minimal allowed number of ranges in a cluster and limit of left / right expansion steps in 
expansion to the siblings part of the algorithm and b parameter of agglomerative clusters 
removal (see Section 3.4). 

4.2   Test Collections 

For evaluation purposes two test collections were prepared: 

− empirical collection containing results pages from a number of search engines, 
− theoretical collection containing methodically generated HTML documents. 
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World-Wide Search Engines Collection. The first test collection contains manually 
tagged results pages from most important global and European country-specific 
search engines in several languages. The initial list of global and country-specific 
popular search engines was constructed based on [1, 3, 18]. Out of 67 initial search 
engines, 9 were removed due to their irresponsiveness, problems with query 
processing, parsing problems at Tidy or Chilkat libraries or no required minimum of 
10 results per page met. The final list contains 58 search engines. 

Global companies names “IBM” and “Microsoft” were used as query terms due to 
their language-independence and large number of returned results. For each search 
engine the first page of results was recorded using HTTrack application [13] and 
Opera Web browser [17] for GET and POST based search forms respectively. 

The cluster of the largest ranges corresponding to search results was manually 
tagged for each of the pages with respect to their visual similarity. Sponsored links 
were included in the cluster if they were judged visually similar to other results. 

Generated Theoretical Collection. The theoretical collection was generated with 
aim to cover any reasonable combination of the following binary properties: 

− block per result – if true, each result range is embedded in one tag; if false – result 
is composed of several tags sharing common parent (non-tree range), 

− same depth – if true, all ranges’ parents have the same depth; otherwise some 
ranges are more embedded than others, 

− regular ranges – if true, all result ranges has identical structure; otherwise some 
ranges have elements (including “More from this site” and “Copy” links) not 
present in others, 

− code between ranges – if true, there is some varying HTML code (some 
advertisement code in this case) between some or all pairs of consecutive ranges, 

− code around cluster – if true, there are some HTML elements before and after the 
cluster of results ranges; otherwise only cluster is embedded in <BODY> element, 

− grouped ranges – if true, pairs of consecutive ranges are grouped in common 
<DIV> element, 

− code per group – true if there are some non-range HTML elements repeating in all 
results ranges groups; true is allowed only if grouped ranges is true. 
The theoretical collection contains 96 HTML documents. 

4.3   Experimental Procedure 

This section gives details on how our algorithm’s performance was evaluated on test 
collections including description of evaluation scenarios as well as used success 
measures. 

Evaluation Scenarios. For both test collections described in Section 4.2 several 
evaluation scenarios were prepared corresponding to different algorithm settings. 

For World-Wide Search Engines Collection a separate evaluation scenario was 
created for any combination of strategies of tag filtering, tag equivalence and cluster 
incoherence measurement. A total of 108 scenarios were implemented and performed 
for all documents. 
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For theoretical collection only incoherence measurement strategies were taken into 
consideration while tag filtering strategy was to allow all tags and both tag name and 
CSS class were used as tags equivalence approach. As a result a total of 6 evaluation 
scenarios were used. 

Success Measures. For each document, for each cluster following measures are 
calculated, based on the ranges offset as compared to manually-tagged reference cluster. 
For each range r the best fitting reference range R is chosen by comparing r and R 
boundaries. If more ranges than one fit, algorithm additionally takes in count range 
order in calculated and reference cluster. Ranges distant from all reference ranges add 
severe penalty to overall cluster measure so the exact clusters are preferred. Range 
variation RV for range ri in cluster c is defined as follows: 
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The former serves as a cluster quality measure, the latter provides additional 
information about how much ranges vary among them. Considerable arv and small 
values of rvsd indicate rather poor pattern fitting but not necessary poor cluster 
quality i.e. because of the non-visual tags not included in the pattern but influencing 
the HTML document structure and thus clustering algorithm results. 

Many WWW pages contain other repetitive structures like pagination results, 
advertisement panels or menus, which are valid result of our method, although are not 
represented in pre-tagged reference clusters, hence only general measure for entire 
collection can be calculated. As a success measure number of successfully found 
anticipated clusters comparing to collection count is adopted, and then average arv 
and rsvd  for best clusters collection measure overall method efficacy. 

5   Experimental Results 

Empirical Collection Results. As said before our success measurement procedure rates 
clusters and scenarios in two steps. Firstly, it is verified if algorithm has been able to 
find clusters with the exact number of ranges, secondly, clusters with best values of arv 
are being chosen as representative for given combination of scenario and document. 
Based on these results the best scenario has been chosen as well as some general 
conclusions have been formulated. 
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44% of scenarios can handle at least 50% of documents. These are well-formed 
documents in which many scenarios were able to find correct clusters. The best scenario 
has found exact clusters in 37 of 57 cases witch constitutes 65%  with arv of 2.2 and 
good quality cluster in 9 further document which gives in total 81% of successful cases 
with the arv of 4.4. The standard deviation of arv are respectively 4.6 and 7.8 which 
means that even if ranges differ from the sample pattern, the algorithm produces rather 
regular results. Optimal parameters are “all tags” for filtering, “Tag name, CSS class, 
CSS styles” for tag equivalence, “Levenshtein edit distance” for distance measure and 
“Average of all distances” for cluster incoherence measure (see Section 4.1); 

Our analysis reveals also existence of several HTML documents classes. For each 
class another subset of scenarios seems to work best. This approach to document 
categorization constitutes promising field for further research. 

Further analysis of most troubling documents reveals that in most cases algorithm 
failures are due to unusual document structure, which puts additional emphasis on 
scenario and algorithm vulnerability to malformed HTML. 

 
Theoretical Collection. Three out of six evaluation scenarios (where distance measurement 
is based on Levenshtein measure) have performed exceptionally well. The best scenario 
handles entire collection with the arv of 1.0 and found all ranges in every document with 
excellent precision (no excessive ranges have been found). 

As collection is composed of 96 generated documents which reflect different types of 
HTML regular structures, we assume that considerable part of problems with empirical 
collection comes from poor HTML quality. In that case the most important characteristic 
of particular scenario is its tolerance to structure noise (random as well as intended by 
the author i.e. advertisement). This result suggests also that some important live HTML 
documents structure properties were not included in generation algorithm.    

6   Future Work 

Some of our plans for future work include: 

− In-depth analysis of cases when no clusters were discovered for any scenario. 
− Experiments with another tags equivalence strategies (including visual analysis 

based on tag, class and inherited styles as well as size and location of tags). 
− Better distance measurement strategies (including use of non-unit edition cost 

depending on how much two tags differ visually or functionally). 
− Better evaluation of results (e.g. based on comparison of visual block or effective 

content corresponding to reference and found range). 
− Evaluation on other test collections (e.g. Internet auctions or Web-based stores). 
− Creation of domain specific heuristics for cluster selection. 
− Use of clusters extracted from multiple-items pages (e.g. first page of search 

results) for ranges discovery on pages with low number of items (e.g. last page of 
search results). 

− Evaluation of influence of additional parameters listed in Section 4.1 on the 
algorithm output. 
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7   Conclusion 

In this paper we proposed a simple tag-tree-based bottom-up method for discovery of 
maximal non-agglomerative HTML ranges clusters and evaluated its usefulness for 
detection of search engines results records. Experiments for several tag filtering, tag 
equivalence and clusters incoherence measurements strategies were performed on two 
test collections. Our results demonstrate that the method performs well on simple and 
complex standard-compliant generated theoretical results Web pages and on most of 
gathered search engines results pages. However for a group of search engines our 
algorithm was unable to discover any similar ranges clusters for any evaluation 
scenario; we plan in-depth analysis of this cases for future work. 
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Abstract. Today, many of the solved problems are spatially oriented. It means 
that more and more people need to use spatial information. They need to be able 
to use it quickly, without any special software tool and without any special 
training. So they need an easy-to-use solution. GeoWeb sites can perfectly fit 
the demands but they must be properly designed. The article describes usability 
testing of GeoWeb sites of all Czech regional authorities and proposes some 
recommendations how user interface should be designed. Recommendations 
can be generalized because there are no significant differences between private 
and public sector. The main differences are between target groups of the users: 
regular or casual users.  

Keywords: GeoWeb, Internet GIS, Usability, Usability Testing. 

1   Introduction 

The Internet and Web have significantly influenced our lives because they allow easy, 
remote, and fast access to information for everyone. Information itself has become 
goods and it belongs to competitive advantages to have information earlier than the 
others. On the other side, amount of information stored on the Internet is really vast so 
it is more and more difficult to quickly find relevant information. Information overload 
has become a serious problem not only for regular users [38] but for example even for 
intelligence services [37] so various data mining techniques [17], [23], [30], [37] and 
content extraction and integration information systems [14] must be used to help users 
quickly obtain demanded information. 

Spatial information (or geographic information, sometimes called geoinformation) 
is a special kind of information – it is located in the space, e.g. on the Earth. An 
increasing frequency of solving spatially oriented problems and then making decisions 
in both public and private sector is one of the reasons why accessibility of spatial 
information is so important today. Along with development of information society and 
increasing utilization of information for supporting decision-making processes, spatial 
information is more often required by the users as well. Because of the special nature 
of spatial information special software tools are required to its treatment and analyses – 
geographic information systems (GIS) [13], [18], [22]. The complexity of spatially 
oriented problems, like crisis management, land management, urban planning, and 
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public administration, leads even to integrated systems approach, such as a spatial 
decision support system [28]. In the case of spatial data there is a significant problem 
how to handle imprecision and uncertainty in data. This is why possibility of utilization 
of the fuzzy set techniques for spatial data treatment and querying has been studied 
[12], [24]. In some cases, there can be a significant problem with some languages and 
their special letters and symbols too. Czech language can be given as an example [10]. 
But regardless of the previously shown problems, GIS have become an indispensable 
part of a variety of information systems used for supporting decision-making processes 
in business, public administration, and personal matters so an easy access of all 
potential users to spatial information and services is strongly required [18], [21], [22]. 

Unfortunately, classic GIS software packages (desktop or professional GIS) are too 
sophisticated so they cannot meet today's demands of all the users who need to use 
spatial information. They limit users at least for the following reasons [18], [21], [22]: 

• Every user has to buy a full license even if only a small part of available functions 
will be used. 

• Desktop software is accessible only from the computer on which it is installed. 
• Complicated user interface requires training and disallows a fast solving of simple 

tasks. 
• Desktop GIS is still a proprietary technology. 

The above stated problems along with spreading of the Internet and increasing 
demand for spatial information have driven a rapid process of geo-enabling the Web 
and a rapid development of Internet GIS applications.  

Nowadays, many various technologies which can geo-enable the Web exist. The 
technologies allow remote and easy access of end-users without any special education 
in the field of geoinformatics to spatial information by means of variety devices, e.g. 
computers, notebooks, pocket PCs, mobile phones, etc. Many various terms can be 
found which are used while talking about GIS applications on the Internet/intranet. 
The most common are: GIS on-line, distributed geographic information [25], Web-
based GIS [21], Internet GIS, mobile GIS [18], [21] interactive mapping [4], [6], 
distributed GIservice [21], geo-enabled Web [20] GeoWeb, Internet map servers, and 
many others. These terms are sometimes understood as synonyms but it is not the best 
way of their understanding. For example, Internet provides not only WWW service, 
so the term Internet GIS has a different meaning from GeoWeb or Web-based GIS. 
Mobile GIS is not the same as an Internet GIS because mobile devices like PDA, and 
mobile phones use different protocols and technologies, and so on [21]. In the 
framework of this paper the term Internet GIS will be used too although attention will 
be paid only to the Web-based solutions (GeoWeb). 

2   Internet Geographic Information Systems 

Six main types of GIS software are usually recognized: professional GIS, desktop 
GIS, mobile GIS, component GIS, viewers, and Internet GIS. Internet geographic 
information systems represent a quite new branch of information and communication 
technologies – they have risen in the end of the 20th century and they undergo a rapid 
development. Today, they are used by the largest number of the users for the lowest 
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costs per user. They, of course, provide only limited number of functions but in fact 
they are expected to provide only the required functionality [18], [21].  

2.1   System Architecture  

Internet GIS are now considered to be a category of information systems, very often 
the necessary one. Their architecture follows architecture of the other information 
systems and it is usually based on the n-tier client/server architecture. At least the 
following parts can be usually recognized [1], [21]: 

• Data layer – data management system which is able to store and provide both 
spatial and non-spatial data. 

• Application layer (business logic) – processing and analytical functionality (at 
minimum map server and Web server must be available). 

• Presentation layer – users interface. 

Today, Internet GIS are used as a tool for fast providing terabytes of data from 
various sources including data from remote sensing and various kinds of maps from 
various sources, e.g. in libraries [29]. Due to this demand and thanks to the existence 
of interoperability standards which are accepted by a wide community, Internet GIS 
were found as a suitable domain for application of ideas of parallel and distributed 
computing too [9], [21].  

2.2   Users Groups  

Internet GIS now have the highest number of the users in comparison with the other 
types of GIS applications (including desktop GIS). Users classifications vary from 
author to author and they are dependent on the purpose of classification too. Anyway, 
at least the following basic types of users are usually distinguished [18], [21], [27]: 

• High-end users, usually GIS specialists who treat data, run spatial analyses, and 
provide the results of their work to the other users by means of Internet GIS. 

• Regular users, e.g. civil servants, managers, controllers, regular customers, cooperating 
partners, etc. Regular, everyday use of Internet GIS is typical for this group of the 
users. They usually need only several functions. All needed functions are known in 
advance and they are used repeatedly. The users can be trained in advance if it is 
necessary. It can be supposed that they access Internet GIS application by means of 
appointed Web browser or other defined client software. It means their working 
environment is known in advance and can be influenced in the case of necessity. 

• Casual users, e.g. tourists, residents, businessmen, some managers, etc. They use 
Internet GIS application irregularly and casually. Their digital literacy may be very 
low. On the other side, only a few functions are required by these users. They 
usually need to set region of interest, select appropriate data layers, display 
geographic information, change scale, run very simple queries, and print outputs or 
save result maps. It is supposed that they can use various platforms including 
various Web browsers. They may not be able to install any software, and their 
Internet connection can be slow.  
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• Mobile users, i.e. people who use mobile devices like PDAs or mobile phones and 
wireless technologies to connect to a server and access spatial information and/or 
GIS functionality provided by the server.  The users can vary from casual low-end 
users to high-end users. The set of demanded functions is limited but some special 
function, like disconnected editing of data, may be required. Utilities management 
(e.g. water, electrical utilities) can be given as an example of a branch where 
mobile GIS solutions are very often used as a regular tool by non-GIS specialists. 

3   Quality and Usability of GeoWeb 

As far as functioning of information systems including Internet GIS application can be 
critical for businesses and public administration, some quality requirements are laid on 
them. Today, it is preferred to “make the design to fit the users” to the previous 
attempt: “make the user to fit the design” [26]. The “fitness for use” definition takes 
customer’s requirements and expectations into account, which involve whether the 
products or services fit their needs. Quality of design and quality of conformance are 
two most important parameters [11]. Today, applications are required to be intuitive 
because the digital literacy of many users is not very high. This requirement is even 
more strict in the case of Web applications. Their designers should remember that 
users do not read precisely the entire Web page and they are very often in a hurry [15]. 

Today, there are several models for measuring quality and customer satisfaction 
available. Every specialist can propose his/her own quality model which will meet the 
needs of the given situation [2]. Anyway, there is one quality model standardized by 
ISO/IEC: ISO/IEC 9126 - Information technology - Software Product Quality. ISO/IEC 
9126 defines a quality model which is applicable to every kind of software and which 
uses six main characteristics to evaluate software quality. Each characteristic is further 
sub-divided into sub-characteristics. The main characteristics of this approach are 
shown on the Fig. 1. This quality model is widely used for both measuring architectures 
and intranet applications [16], [19]. This model uses functionality, reliability, efficiency, 
usability, maintainability, and portability as main software quality characteristics [16]. 

Customer’s satisfaction is usually measured by percent satisfied or dissatisfied 
from customer satisfaction surveys. In addition to overall customer satisfaction with 
the software product, satisfaction toward specific attributes is also assessed. For 
instance, IBM monitors satisfaction with its software products in levels of 
CUPRIMDSO model (capability, usability, performance, reliability, installability, 
maintainability, documentation, service, and overall). Hewlett-Packard focuses on 
FURPS model (functionality, usability, reliability, performance, and serviceability). 
Other companies use similar dimensions of software customer satisfaction [11]. 

In many of the quality models usability is one of the characteristics of software quality. 
In according to ISO/IEC 9126 usability is divided into the following sub-characteristics: 
understandability, learnability, operability, attractiveness, and compliance. The aim of 
usability testing is to collect empirical data about the tested application. In the framework 
of human-computer interaction research usability is studied by changing interface 
variables and measuring user performance. It means representative end users are observed 
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Fig. 1. Explanation of ISO/IEC 9126 quality model and quality characteristics used by this 
model [7]. Requirements on software are represented by the circles, quality characteristics by 
the parts of hexagon. 

when they use the application to perform selected typical tasks. Usually, efficiency, 
effectiveness, and satisfaction are used as indicators of interface usability and user 
satisfaction [2], [3], [25]. 

Usability testing has been used to improve many Web-based systems. Usability 
testing and re-design of one US state e-government portal resulted in a more efficient, 
enjoyable, and successful experience for visitors to the site. Study showed that mean 
task time was even significantly shorter on the new site for some tasks (time was 
reduces by 62%). The failure rate of the old portal was found to be 28%, while the 
new site was 5% [36]. Usability testing was used as a one of techniques used to 
improve Web-based learning environment for the high school students. The aim of the 
project was to support and increase students’ motivation to learn science [33], [34]. 
Usability testing was successfully used to evaluate and improve two interactive 
systems for monitoring and improving the home self-care of patients suffering with 
asthma and dyslipidemia [5]. The United States Computer Emergency Readiness 
Team (part of the Department of Homeland Security of the USA) changed 
significantly its Web site after the first usability test. Then, the second usability test of 
the new Web site showed that technical users' success was improved by 24%, their 
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satisfaction was improved by 16%. The non-technical (home) users' success was 
improved by 20%, and their satisfaction was improved by 93% [31]. The usability of 
the encryption program PGP 5.0 was studied in the framework of the theoretical study 
[35] to allow unskilled users use security concepts (send encrypted emails) perfectly 
in the future. 

A significant problem is that the users of the same level of digital literacy still 
individually differ so usability cannot be ensured by training or education. Users’ 
diversity must be respected by design of the application as well [3]. Danish project 
Public Participation GIS can be used as an example of project targeted to the all 
citizens but resulting in a participation of only limited group (middle-age well-
educated males with income above average) [8]. 

Concerning user interface of GeoWeb applications, it should be: visually balanced, 
enough contrast, typographically correct, readable, enough contrast, using familiar 
presentations, done in according to the target user group. Tools should be clearly 
presented and the interface should support and guide the user [32]. 

4   Case Study: Usability Testing of GeoWeb Sites of the Czech 
Regional Authorities 

Internet GIS applications of all Czech regional authorities (14 in total) were tested. 
Target user’s group of these applications is the public – casual users without any 
special GIS knowledge and skills and sometimes with a low level of digital literacy. 
For the testing purpose a usability method in according to Rubin [26] was used. At 
first, set of the testing tasks was proposed. The used set of tasks is listed below. For 
the first testing, a user with higher practical skills was selected. 

4.1   Experimental Conditions 

Tested subject  
University student, male, 23 years old. Study branch: informatics in public administration. 
High level of digital literacy and good practical skills including intermediate knowledge 
of GIS.  

Used information and communication technologies 
Configuration of used computer: PC x86, processor: Intel Pentium 4 1.4 GHz, RAM: 
760 MB. Display resolution: 1024x728. Operating system: Microsoft Windows XP 
Home Edition, version: 5.1.2600 Service Pack 2. Web browser: Internet Explorer 6.0, 
SP2 (pop-up windows and all other technologies were allowed). 

Internet connection: connection speed: 1024 kbit/s. 

Set of testing tasks 

1. Accessibility of Internet GIS applications of the region 
− Finding a list of GIS applications on web pages of the region 
− Finding a given kind of map  
− Opening a map output 
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2. Orientation within the map frame 
− Overview map  
− The name of the map  
− Menu and tools  
− Scale 
− Map window 
− Displayed layers and legend  

3. Changes of the map and its appearance 
− Zoom in and zoom out (change of scale) 
− Pan (moving) of the map by hand tool 
− Movement of the map by means of keyboard or map field arrows  
− Printing of the map 
− Adding and removing data layers  

4. Searching (orientation) in the map 
− Finding the county (regional) town  
− Finding the given city or territory  
− Measurement of the distance between given features 
− Cancelling the selection of features after measuring the distance  
− Finding given road  
− Finding  given object  

5. Orientation in the GIS application in general (variety of available services and 
searching within them) 
− Return to the list of all available services (maps)  
− Finding maps with the given topic: biking paths, environment, monuments, 

disasters (e.g. flooding), land use 

4.2   Results 

All results of the usability testing of GeoWeb sites of all Czech regional authorities 
are given in the Appendix. 

At first, there is the time (in minutes) provided which was needed to complete each 
particular task (see the list of the set of the typical tasks in chapter 4.1) or find out that 
the functionality is not available. Next, the degree of tasks completion (in percents) is 
stated. Lower percentage share means that some tasks could not be completed because 
the functionality was not working or it was missing at all. For example, overview 
maps were missing, it was impossible to select and deselect data layers, it was 
impossible to change the scale of the map or find it at all, it was impossible to 
measure distances, it was impossible to print the map, etc. Then the absolute numbers 
of found problems which caused that some tasks could not be completed are given. 
After each part of the results ranking of the regions is specified (the lower number 
means the better result). Final order of the regions is then calculated as an average 
value of all partial results. 

4.2.1   General Remarks 
Design of Internet GIS applications is often not very user-friendly from the point of 
view of the target group of the users. Common users do not have knowledge and 
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skills as GIS specialists. It is supposed the number of the users will be high and there 
will be great differences between their knowledge and skills. The most important task 
for all users is to work with data layers but common users may not understand the 
layered approach of GIS at all. 

Next problem is connected to the design of HTML form: more than one HTML 
form item, namely checkbox and radio button, are very often situated next to the name 
of one data layer. This attempt again comes from GIS software logic: it is necessary to 
select which layers will be displayed, and at the same time it is necessary to set active 
layers which will be treated (for example queried). Unfortunately, common users do 
not know the difference between them so they could be frustrated. 

A ‘hand tool’ is a very common control tool – it is used for panning/moving. But 
again, only users of GIS or Adobe software know this function. Another problem with 
this function is slow server response because server has to remake the whole map. 

Many Web sites demand special extensions/plug-ins (the most frequent one is 
Java) which common user needn't to have installed on his computer so the application 
then does not work. Not all users have a right to install new software on the computer. 

The same problem appears if user does not use “the right browser” which is selected 
by the authors of the Web application. The most common “the only one” is Microsoft 
Internet Explorer. Some of GeoWeb sites suffer with this problem - users with any 
other Web browser cannot get to the application. This restriction is not acceptable on 
the Internet nowadays. 

4.2.2   Recommendations – Target Group: Casual Users 
Technologies/extensions which need to be installed to the user‘s computer/browser 
(for example Java, Macromedia Flash) should not be used in this case. Only common 
and native technologies (e.g. JavaScript) should be used. Installation of plug-ins often 
needs a higher user rights to the operating system then the user usually has (for 
example firm computers, in the Internet coffees, etc.). Even if user can install a plug-
in, this operation is often very frustrating for the user due to the difficult questions 
during installation, necessity of restarting Web browser or the whole computer. 

Very useful technology for Web-based GIS is AJAX - Asynchronous JavaScript 
and XML. With AJAX there is no need to reload of complete Web pages. Loading new 
data proceeds on the background. If application server has a short response time, there 
are no visible delays during movement of the map with a hand tool – the nearest 
neighborhood is loaded in browser cache. This solution has a great effect on efficiency 
of work with GeoWeb. Movement (panning) of map is very often used function so 
optimization of this task has a great impact on all work. 

Possibility of continual map movement (panning) with hand tool seems to be the 
most useful type of movement. Often used type of movement on the map is utilization 
of eight arrows which are situated on the each corner and between them. Every 
movement on the map again has to wait to the response of the server. Movement with 
preloading the nearest neighborhood into the server cache can have a great positive 
impact on productivity of user. 

The most important part of each GIS application is, of course, a map. Therefore, it 
should occupy the biggest area of viewport. If navigation or some other informational 
boxes need a lot of space, it should be preferably solved by hiding menus via CSS + 
JavaScript. When user needs it, this item can be shown via ‘mouse over’ on icon, text 
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or some other item which is enough expressive. After utilization of pop-up box or 
menu, it should be again hidden to keep low occupied space of viewport. But this 
solution is not always useful. For example in the case of search user should be able to 
see the entered query in the box with result to remember what exactly he was 
searching for so he can refine the query. What should never be forgotten: map and 
basic navigation are the most important parts. Other items which users do not need so 
often should be hidden or minimized to maximize space for the map. 

Another useful feature of GeoWeb applications is resizing map window (box for map) 
after resizing viewport (for example when user resize or maximize Web browser 
window). This can be done by means of JavaScript. Dynamical resizing is useful for 
example when users want to get a large map or a map of a larger area so they maximize 
Web browser window. 

A special page or view should be provided for printing the output maps. Only 
a map and desired information such as results of a query, scale, displayed layers, etc 
should be on the print output. Users do not want to print icons. 

Opening a GIS application into a new Web browser window without menus and 
icons of the browser is next very often used feature. This is a good solution which 
allows maximization of viewport. But it is not so good for user interaction with the 
browser. Thus, this kind of feature should be used very carefully because it can 
prevent users to use functions which are accessible only via menus of Web browser. 

Next useful feature is to allow users to save or get URL of displayed map and 
searched items to let users to share the results or save them for their future need.  

Only common and/or very expressive icons should be used in the application, i.e. 
icons which are similar to the icons used by the most common applications like Web 
browsers, text editors, and viewers of images or documents. The icons should be used 
for the same actions (e.g. print, save, open document, etc.). It cannot be expected that 
the users know special icons used by desktop GIS software. Every icon must have 
a short description for the case when user does not recognize its function. One of the 
best solutions is to use parameter ‘title’ with <img> tag of the icon in HTML. Then, 
‘mouse over’ the icon shows the description written down to the parameter ‘title’. 
Another solution is to write down a very short description under icons. But this 
solution must be used very carefully. This solution is often redundant so it wastes 
space because icons are always more expressive than text. 

Load of application server should be balanced because response time can be 
a critical parameter of the usability of GeoWeb. In the case of necessity, dedicated 
server should be used. 

Utilization of introduction page for entering the real Internet GIS application is at 
least arguable. This page means that user has to click through to enter the demanded 
application so it costs him time. 

4.2.3   Recommendations – Target Group: Regular Users 
A completely different approach should be applied to this target group of the users. 
Probably the only similar thing to the previous target group is necessity of user-
friendly interface which is easy to use. In this case it can save money and time needed 
for training of the users. 
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In many cases homogenous environment on the computers of the users (e.g. a given 
type and version of Web browser) can be expected so some special plug-ins and programs 
like Java can be used. 

These users often solve some specific tasks which may require specific functions 
and consequently a specific user interface. This interface may be specific per user or 
users group (group of the users who solve similar tasks, e.g. from the same department 
of a company). 

5   Conclusions and Future Work 

Internet GIS applications have become an indispensable part of business and public 
information systems. Internet GIS applications of the Czech Regional Authorities 
have been studied in the framework of this research but the results can be applied to 
business systems like facility management because there are no significant differences 
between requirements of the users from private sector and public administration on 
usability of Internet GIS application. 

User-friendly and easy-to-use interface is today the most important thing. Users 
should not need any long-lasting training how to use the application, they only need to 
run application and work with it. 

Usability testing of GeoWeb sites of all Czech regional authorities was done in 
according to the method recommended by Rubin [26]. Set of the typical tasks for the 
testing purpose (usability testing of GeoWeb) was proposed in the framework of this 
study. As it was found out, many of the GeoWeb sites are not properly designed 
because they do not respect users’ needs, knowledge, skills, and abilities. Some of 
them could use more modern Web technologies and should respect general principles 
how to create a good Web site. 

For the future work, usability testing will be done with casual users who have no 
GIS knowledge and skills. Next, heuristic evaluation can be conducted. After 
assessment of obtained results a user interface can be proposed with utilization of 
available modern technologies and general principles of creating Web sites because 
GeoWeb sites are still web sites. At the same time the proposed user-interface have to 
take into account users’ needs and skills. It means that design of user interface should 
respect target group of the users because casual users have completely different needs 
in comparison with regular users. 
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Abstract. Use cases are a popular way of specifying functional require-
ments of computer-based systems. Each use case contains a sequence of
steps which are described with a natural language. Use cases, as any
other description of functional requirements, must go through a review
process to check their quality. The problem is that such reviews are time
consuming. Moreover, effectiveness of a review depends on quality of
the submitted document - if a document contains many easy-to-detect
defects, then reviewers tend to find those simple defects and they feel ex-
empted from working hard to detect difficult defects. To solve the prob-
lem it is proposed to augment a requirements management tool with a
detector that would find easy-to-detect defects automatically.

1 Introduction

Use cases have been invented by Ivar Jacobson [13]. They are used to describe
functional requirements of information systems in a natural language ([1], [4],
[12], [5]). The technique is getting more and more popular. Use cases are exten-
sively used in various software development methodologies, including Rational
Unified Process [16] and XPrince [19].

Quality of software requirements, described as use cases or in any other form,
is very important. The later the defect is detected, the more money it will cost.
According to Pressman [22], correcting a defect in requirements at the time of
coding costs 10 times more than correcting the same defect immediately, i.e. at
the time of requirements specification. Thus, one needs quality assurance. As
requirements cannot be tested, the only method is requirements review. During
review a software requirements document is presented to interested parties (in-
cluding users and members of the project team) for comment or approval [11].
The defects detected during review can be minor (not so important and usually
easy to detect) or major (important but usually difficult to find). It has been
noticed that if a document contains many easy-to-detect defects then review is
less effective in detecting major defects. Thus, some authors proposed to split re-
views into two stages (Knight calls them "phases" [15], Adolph uses term "tier"
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[1]): the first stage would concentrate on finding easy-to-detect defects (e.g. com-
pliance of a document with the required format, spelling, grammar etc.) and the
aim of the second stage would be to find major defects. The first stage could be
performed by a junior engineer or even by a secretary, while the second stage
would require experts.

In the paper a mechanism for supporting use-case reviews, based on natural
language processing (NLP) tools, is presented. Its aim is to find easy-to-detect
defects automatically, including use-case duplication in the document, inconsis-
tent style of naming use cases, too complex sentence structure in use cases etc.
That will save time and effort required to perform this task by a human. More-
over, when integrating this mechanism with a requirements management tool,
such as UC Workbench developed at the Poznan University of Technology ([20],
[21]), one can get instant feedback on simple defects. That can help to learn
good practices in requirements engineering and it can help to obtain a more
’homogeneous’ document (that is important when requirements are collected by
many analysts in a short time).

The idea of applying NLP tools to automate analysis of requirements is not
new. First attempts were aiming at building semi-formal models ([3], [10], [24])
and detecting ambiguity ([17], [14], [18]) in "traditional" requirements. Require-
ments specified as use cases were subject of research done by Fantechi and his col-
leagues [8]. They have used three NLP tools (QuARS [7], ARM [23] and SyTwo)
to automatically detect lexical and semantical ambiguity as well as too long and
too complicated sentences in a requirements document specifying Nokia’s FM
radio player. Our work is oriented towards use-case patterns proposed by Adolph
and others [1] and our aim is to extend UC Workbench with automatic detection
of easy-to-dected defects.

The next section describes two main concepts used in the paper: use case and
bad smell (a bad smell is a probable defect). Capabilities of natural language
processing tools are presented in Section 3. Section 4 describes defects in use
cases that can be detected automatically. There are three categories of such
defects: concerning the whole document (e.g. use-case duplication), injected into
a single use case (e.g. an actor appearing in a use case is not described), and
concerning a single step in a use case (e.g. too complex structure of a sentence
describing a step). A case study showing results of application of the proposed
method to use cases written by 4th year students is presented in Section 5. The
last section contains conclusions.

2 Use Cases and Bad Smells

Use cases are getting more and more popular way of describing functional re-
quirements ([1], [4], [12]). In this approach, scenarios pointing up interaction
between users and the system are presented using a natural language. Use cases
can be written in various forms. The most popular are ’structured’ use cases.
An example of structured use case is presented in Figure 1. It consists of the
main scenario and a number of extensions. The main scenario is a sequence of
steps. Each step describes an action performed by a user or by a system. Each
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UC1. Search a product
Main Actor: Customer
Main Scenario:
1. Customer chooses search option.
2. System shows search box.
3. Customer enters search criteria, and asks for results.
4. System shows a list of found products.
5. Customer chooses one of the products.
Extensions:
3.A. Search criteria are invalid.

3.A.1. System marks invalid fields, and asks for correction.
3.A.2. Go back to step 3.

Fig. 1. An example of a use case in a structured form

extension contains an event that can appear in a given step (for instance, event
3.A can happen in Step 3 of the main scenario), and it presents an alternative
sequence of steps (actions) that are performed when the event appears.

The term ’bad smell’ was introduced by Kent Beck and it was related to
source code ([9]). A bad smell is a surface indication that usually corresponds to
a deeper problem in the code. Detection of a bad smell does not have to mean,
that the code is incorrect; it should be rather consider as a symptom of low
readability which may lead to a serious problem in the future.

In this paper, a bad smell is a probable defect in requirements. Since we are
talking about requirements written in a natural language, in many situations it
is difficult (or even impossible) to say definitely if a suspected defect is present
or not in the document. For instance, it is very difficult to say if a given use case
is a duplication of another use case, especially if the two use cases have been
written by two people (such use cases could contain unimportant differences).
Another example is complexity of sentence structure. If a bad smell is detected,
a system displays a warning and the final decision is up to a human.

3 Natural Language Processing Tools for English

Among many other natural language processing tools, the Stanford parser [2] is
the most powerful and useful tool from our point of view. The parser has a lot
of capabilities and generates three lexical structures:

– probabilistic context free grammar (PCFG) structure - is a context-free
grammar in which each production is augmented with a probability

– dependency structure - represents dependencies between words
– combined structure - is a lexicalized phrase-structure, which carries both

category and (part-of-speech tagged) head word information at each node
(Figure 2)

The combined structure is the most informative and useful. To tag words it
uses Penn Treebank set. As an example in Figure 2 we present structure of a
sentence "User enters input data". In the example the following notation is used:
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S, enters - VBZ

NP, User - NNP

User

VP, enters - VBZ

enters - VBZ

enters

NP, data - NNS

input - NN data - NNS

input data

User enters input data

Fig. 2. An example of a Combined Structure generated by the Stanford parser

nsubj(enters - 2, User - 1) - nominal subject
nn(data - 4, input - 3) - noun compound modifier
dobj(enters - 2, data - 4) - directobject

User enters input data
1 2 3 4

Fig. 3. An example of a typed dependencies generated by the Stanford parser

NP, displays - NNS

NP, system - NS

DT, The

NNS - displays NP, form - NN

NN - login

login

NP, form - NN

form

The system displays login form

NS, system

The system

displays

Fig. 4. An example of an incorrect sentence decomposition

S - sentence, NP - noun phrase , VP - verb phrase, NN - noun, NNP - singular
proper noun, NNS - plural common non, VBZ - verb in third person singular.

Moreover, the Stanford parser generates grammatical structures that repre-
sents relations between individual pairs of words. Below in Figure 3 we present
typed dependencies for the same example sentence, as in the above example.
Notation used to describe grammatical relations are presented in [6].

The ambiguity of natural language and probabilistic approach used by the
Stanford parser cause problems with automatic language analysis. During our
research we have encountered the following problem. One of the features of the
English language is that there are some words which can be both verbs and
nouns. Additionally the third person singular form is composed by adding "s"
to the end of the verb base form. In a similar way the plural form of a noun
is built. This leads to the situation when the verb is confused with the noun.
For example word "displays" can be tagged as a verb or a noun. Such confusion
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may have great influence on the further analysis. An example of such situation
is presented in Figure 4.

In our approach we want to give some suggestions to the analyst about how
the quality of use cases can be improved. When the analyst gets the information
about the bad smells, he can decide, whether these suggestions are reasonable or
not. However, this problem does not seem to be crucial. In our research, which
involved 40 use cases, we have found only three sentences in which this problem
occurred.

4 Defects in Use Cases and Their Detection

Adolph [1] and Cockburn [4] presented a set of guidelines and good practices
about how to write effective use cases. In this context "effective" means clear,
cohesive, easy to understand and maintain. Reading the guidelines one can dis-
tinguish several types of defects in use cases. In this Section we present those
defects that can be automatically detected. Each defect discussed in the paper
contains a description of automatic detection method. They have been split into
three groups presented in separate subsections: specification-level bad smells
(those are defect indicators concerning a set of use cases), use-case level bad
smells (defect indicators concerning a single use case), and step-level bad smells
(they concern a step - a use cases consists of many steps).

4.1 Specification-Level Bad Smells

At the level of requirements specification, where there are many use cases, a quite
common defect which we have observed is use-case duplication. Surprisingly, we
have found such defects even in specifications prepared by quite established
Polish software houses. The most frequent is duplication by information object.
If there are two different information objects (e.g. an invoice and a bill), analysts
have a tendency to describe the processes which manipulate them as separate
use cases, even if they are processed in the same way. That leads to unnecessary
thick documentation (the thicker the document, the longer the time necessary
to read it). Moreover, it is dangerous. When someone finds and fixes a defect in
one of the use cases, the other will remain unchanged, what can be a source of
problems in the future. There are two sources of duplicated use cases:

– Intentional duplication. An analyst prefers that style and/or he wants to
have a thick document (many customers still prefer thick documents - for
them they look more serious and dependable, which is of course a myth). Some
of such analysts perhaps will ignore that kind of warning, but some other -
more proactive - may start to change their style of writing specification.

– Unintentional duplication. There are several analysts, each of them is
writing his own part of the specification and before the review process no one
is aware of the duplications. If this is the case, the ability to find duplicates
in an automatic way will be perceived as very attractive.
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Detection method is two-phased. In the first stage a signature (finger print)
of each use case is computed. It can be a combination of a main actor identifier
(e.g. its number) and a number of steps a use case contains. Usually a number
of steps in a use case and a number of actors in the specification are rather
small (far less than 256), thus a signature can be a number of the integer type.
If two use cases have the same signature, they go through the second stage of
analysis during which they are examined step by step. Step number j in one
use case is compared against step number j in the second use case and so-called
step similarity factor, s, is computed. Those similarity factors are combined into
use-case similarity factor, u. If u is greater than a threshold then two use cases
are considered similar and a duplication warning is generated.

A very simple implementation of the above strategy can be the following. We
know that two similar use cases can differ in an information object (a noun).
Moreover, we assume that most important information about processing an in-
formation object is contained in verbs and nouns. Thus, step similarity factor,
si, for steps number i in the two compared use cases can be computed in the
following way:

– If all the corresponding verbs and nouns appearing in the two compared steps
are the same, then si = 1.

– If all the corresponding verbs are the same and all but one corresponding
nouns are the same and a difference in the two corresponding nouns has
been observed for the first time, then si = 1 and InfObject1 is set to one of
the "conflicting" nouns and InfObject2 to the other (InfObject1 describes
an information object manipulated with the first use case and InfObject2 is
manipulated with the second use case).

– If all the corresponding verbs are the same and all but one corresponding
nouns are the same and the conflicting nouns are InfObject1 in the first use
case and InfObject2 in the second, then si = 1.

– In all other cases, si for the two analyzed steps is 0.

Use-case similarity factor, u, can be computed as a product of step similarity
factors: s1 ∗ s2... ∗ sn.

The described detection method is oriented towards intentional duplication.
To make it effective in the case of unintentional duplication one would need a
dictionary of synonyms. Unfortunately, so far we do not have any.

4.2 Use-Case Level Bad Smells

Bad smells presented in this section are connected with the structure of a single
use case. The following bad smells have been selected to detect them automati-
cally with UC Workbench, a use-case management tool developed at the Poznan
University of Technology:

– Too long or too short use cases. It is strongly recommended [1] to
keep use cases 3-9 steps long. Too long use cases are difficult to read and
understand. Too short use cases, consisting of one or two steps, distract a
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reader from the context and, as well, make the specification more difficult
to understand. To detect that bad smell it is enough to count the number of
steps in each use case.

– Complicated extension. An extension is designed to be used when an
alternative course of action interrupts the main scenario. Such an exception
usually can be handed by a simple action and then it can come back to
the main scenario or finish the use case. When the interruption causes the
execution of a repeatable, consistent sequence of steps, then this sequence
should be extracted to a separate use case (Figure 5). Detection can be
based on counting steps within each extension. A warning is generated for
each extension with too many steps.

– Repeated actions in neighboring steps.
– Inconsistent style of naming

The last two bad smells will be described in the subsequent subsections.

Repeated Actions in Neighboring Steps. Every step of a use case should
represent one particular action. The action may consist of one or more moves
which can be taken as an integrity. Every step should contain significant in-
formation which rather reflect user intent then a single move. Splitting these
movements into separate steps may lead to long use cases, bothersome to read
and hard to maintain.

Detection method: Check whether several consecutive steps have the same
actor (subject) and action (predicate). Extraction of subject and predicate from
the sentence is done by the Stanford parser. The analyst can be informed that
such sequence of steps can be combined to a single step.

Main Scenario:
1. System switches to on-line mode and displays summary information 

about data that have to be uploaded and downloaded.
2. User confirms action.
3. System executes action.
Extensions:
1.A. TMS in unreachable.

1.A.1. System shows information that there is no connection to TMS.
1.B. There is no data to synchronize.

1.B.1. System shows information that no data have to be 
synchronized.

1.B.2. End of use case.
2.A. TMS does not recognize user's login and password.

2.A.1. System displays information about the problem and shows 
the login form.

2.A.2. User fills the form.
2.A.3. System saves new data.
2.A.4. Go to step 2. 

Fig. 5. Example of a use case with too complicated extension (bolded)
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Wrong:
1. Administrator fills in his user name
2. Administrator fills in his telephone number
3. Administrator fills in his email

Correct:
Administrator fills in his user name, telephone number and email

Fig. 6. Example of repeated actions in neighboring steps

Wrong: Title: Main Use Case
Correct: Title: Buy a book

Fig. 7. Example of inconsistent style of naming

Inconsistent Style of Naming. Every use case should have a descriptive
name. The title of each use case presents a goal that aprimary actor wants to
achieve. There is a few conventions of naming use cases, but it is preferable to
use active verb phrase in the use case name. Furthermore, chosen convention
should be used consistently in all use cases.

Detection method: Approximated method of bad smell detection in use case
names, is to check whether use case name satisfies the following constraints:

– The title contains a verb in infinitive (base) form
– The title contains an object

This can be done using the Stanford parser. If the title does not fulfill these
constraints, a warning is attached to the name.

4.3 Step-Level Bad Smells

Bad smells presented in this section are connected with use-case steps. Steps
occur not only in the main scenario, but also in extensions. The following bad
smells are described here:

Too Complex Sentence Structure. The structure of a sentence used for
describing each step of use case should be as simple as possible. It means that
it should generally consists of a subject, a verb, an object and a prepositional
phrase ([1]). With such a simple structure one can be sure that the step is
grammatically correct and unambiguous. Because of the simplicity, use cases are
easy to read and understand by readers. Such a simple structure helps a lot
when using natural language tools. It is essential to notice that the simpler the
sentence is, the more precisely other bad smells can be discovered. An example
of a too complex sentence and its corrected version is presented below.

Detection method: Looking at the use cases that were available to us we have
decided to build a simple heuristic that checks whether a step contains more than
one sentence, subject or predicate, coordinate clause, or subordinate clause. If
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Wrong: The system switches to on-line mode and displays summary information about
data that have to be uploaded and downloaded

Correct: The system displays list of user’s tasks

Fig. 8. Examples of too complex sentence structure

the answer is YES, then a warning is generated. Obviously, it is just a heuristic.
It can happen that a step contains one of the mentioned defect indicator, but
it is still readable and easy to understand. Providing a clear and correct answer
in all possible cases is impossible - even two humans can differ in their opinion
what is simple and readable. In our research we have encountered some examples
of this problem. However, we have distinguished some rules, which can be used
to verify, whether a sentence is too complex and unreadable. Below we present
the verification rules. The numbers in the brackets show applicability of a rule
(in how many use cases a given rule could be applied) and its effectiveness (in
how many use cases it has found a real defect approved by a human).

– step contains more than one sentence (2 / 2)
– step contains more than one subject or predicate (2 / 2)
– step contains more than one coordinate clause (8 / 4)
– step contains more than one subordinate clause (7 / 5)

Lack of the Actor. According to [1] it should be always clearly specified who
performs the action. The reader should know which step is performed by which
actor. Thus, every step in a use case should be an action that is performed by one
particular actor. Actor’s name ought to be the subject of the sentence. Thus, in
most cases the name should appear as the first or second word in the sentence.
Omission of actor’s name from the step may lead to a situation in which the
reader does not know who is the executor of the action.

Wrong: The form is filled in
Correct: Student fills in the form

Fig. 9. Example of lack of the actor

Detection method: In the case of UC Workbench, every actor must be defined
and each definition is kept within the system. Therefore it can be easily verified
whether the subject of a sentence describing a step is defined as an actor.

Misusing Tenses and Verb Forms. A frequent mistake is to write use cases
from the system point of view. This is easier for the analyst to write in such a
manner, but the customer may be confused during reading. Use cases should be
written in a way which is highly readable for everyone. Therefore the action ought
to be described from the user point of view. In order to ensure this approach,
the present simple tense and active form of a verb should be used. Moreover,
the present simple tense imply that described action is constant and the system
should always respond in a determined way.
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Wrong: Send the message
Wrong: System is sending an emai
Wrong: The email is sent by System
Correct: System sends an email

Fig. 10. Example of misusing tenses and verb forms

Wrong: User chooses the second tab and marks the checkboxes
Correct: User chooses appropriate options

Fig. 11. Example of using technical jargon

Wrong:
1. Administrator types in his user name and password
2. System checks if the user name and the password are correct
3. If the given data is correct the system logs Administrator in

Correct:
1. Administrator types in his user name and password
2. System finds that the typed-in data are correct and logs Administrator in

Extensions:
2.A. The typed-in data are incorrect
2.A.1. System presents an error message

Fig. 12. Example of conditional steps

Detection method: Using combined structure from the Stanford parser, the
nsubj relation [6] can be determined. It can be checked if the subject is an actor
and the verb is in the third person singular active form.

Using Technical Jargon. Use case is a way of describing essential system be-
havior, so it should focus on thefunctional requirements. Technical details should
be kept outside of the functional requirements specification. Using technical ter-
minology might guide developers towards specific design decisions. Graphical
user interface (GUI) details clutter the story, make reading more difficult and
the requirements more brittle.

Detection method: We should create a dictionary containing terminology typ-
ical for specific technologies and user interface (e.g. button, web page, database,
edit box). Then it is easy to check whether the step description contains them
or not.

Conditional Steps. A sequence of actions in the use case depends on some
conditions. It is natural to describe such situation using conditionals "if condition
then action ...". This approach is preferred by computer scientists, but it can
confuse the customer. Especially it can be difficult to read when nested "if"
statement is used in a use case step. Use cases should be as readable as possible.
Such a style of writing makes it complex, hard to understand and follow.

It is preferable to use the optimistic scenario first (main scenario) and to write
alternative paths separately in the extension section.
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Detection method: The easiest way to detect this bad smell is to look for
specific keywords, such as if, whether, when. Additionally, using the Stanford
parser it can be checked that the found keyword is a subordinating conjunction.
In such a case the analyst can be notified that the step should be corrected.

5 Case Study

In this section we would like to present an example of applying our method
to a set of real use cases. These use cases were written by 4th year students
participating in the Software Development Studio (SDS) which is a part of the
Master Degree Program in Software Engineering at the Poznan University of
Technology. SDS gives the students a chance to apply their knowledge to real-
life projects during which they develop software for real customers.

Let us consider a use case presented in Figure 14. Using the methods presented
in Section 4 the following bad smells can be detected:

S

NP

DT - The

VP

VBZ - checks

checks

SBAR

IF - if

The system checks if user entered proper data and logs him in

NN - system

The system S

if NP

NN, user

user

VP

VP CC - and VP

andVBD - entered NP

entered JJ - proper NNS - data

proper data

VBZ - logs NP PP

logs PRP - him

him

IN - in

in

Fig. 13. Example of a use case that contains a condition

Misusing Tenses and Verb Forms

– Step: 3. User fill the form
– Tagging (from the Stanford parser): User/NNP fill/VBP the/DT form/NN

NNP - singular proper noun
VBP - base form of auxiliary verb
DT - determiner
NN - singular common noun

– Typed dependencies (from the Stanford parser):
nsubj(fill -2, User -1) - nominal subject
det(form-4, the-3) - determiner
dobj(fill -2, form-4) - direct object
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– Conclusion:
From the typed dependencies we can determine the nsubj relation between
User and fill. From the tagging it can be observed that fill is used in wrong
form (proper form would be VBZ - verb in third person singular form).

UC2: Log in

Main Scenario:
1. User runs TMS Mobile.
2. The system presents login form.
3. User fill the form.
4. The system checks if user entered proper data and loges him in.

Extensions:
4.A. Entered data is invalid.
       4.A.1. The system shows information about problem.
       4.A.2. Go to step 2.
4.B. User enters login data for the first time.
       4.B.1. The system ask user to confirm his password.
       4.B.2. User enters password one more time.
       4.B.3. The system saves data, switch to on-line mode and downloads auxiliary data.

Fig. 14. A use case describing how to log in to the TMS Mobile system

Conditional Step

– Step: 4. The system checks if user entered proper data and loges him in
– Tagging (from the Stanford parser): The/DT system/NN checks/VBZ

if /IN user/NN entered/VBD proper/JJ data/NNS and/CC loges/VBZ
him/PRP in/IN
VBZ - verb in third person singular form
IN - subordinating conjunction
VBD - verb in past tense
JJ - adjective
NNS - plural common noun
PRP - personal pronoun

– Combined structure (from the Stanford parser): Presented in Figure 13
– Conclusion:

As it can be observed the step contains the word if. Moreover from the
combined structure we can conclude that the word if is subordinating con-
junction.

Complicated Extensions

– Extension: 4.b User enters login data for the first time
– Symptom: The extension contains three steps.
– Conclusion: The extension scenario should be extracted to a separate use

case.
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6 Conclusion

So far about 40 use cases have been examined using our methods of detecting
bad smells. Almost every use case from the examined set, contained a bad smell.
Most common bad smells were: Conditional Step, Misusing Tenses and Verb
Forms and Lack of the Actor. Thus, this type of research can contribute to
higher quality of requirements specification.

In the future it is planned to extend the presented approach to other lan-
guages, especially to Polish which is mother tongue to the authors. Unfortu-
nately, Polish is much more difficult for automated processing and there is lack
of appropriate tools for advanced analysis.
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Abstract. Databases have risen to be one of the most important corporate 
assets, but usually their data quality is poor or even not manageable at all. 
Several metrics of data quality have been designed and implemented to monitor 
a database of an information system. The primary goal of data quality metrics 
design was to provide the managers of information centres the tools for 
monitoring of their databases and for alerting that the amount of errors crossed 
a given threshold value and it is necessary to undertake activities aimed at data 
cleansing. The metrics should also be useful for the software producers to 
enable them to improve their applications. The proposed metrics have been 
evaluated using databases of several cadastral information systems. The 
investigation of data quality changes during the period of last three years is 
presented in the paper. Several metrics applying to domain and referential 
defects have been used. The study has revealed that simple metrics based on the 
number of defects detected in a database are not sufficient. The metrics 
calculating the cost of defect removal have been proposed and evaluated. The 
experiments covered also metrics specific for cadastral data. 

1   Introduction 

Data quality is related to the satisfaction of the intended use and data must be 
accurate, timely, relevant, and complete [4]. The concepts of valid versus invalid, 
inconsistencies in representation, object-level inconsistency, representation of values 
not known and missing information are all part of defining quality. There are two 
methods of determining the quality of data: reverification (modernizations) and data 
analysis [11]. In our approach both are used. 

The primary job of the data quality investigation is to identify specific instances of 
wrong values [1]. The most often used definitions of software quality are defect 
density rate (DDR) and mean time to failure (MTTF) [3]. Examples of metrics of data 
quality that can be gathered are: key violations (duplicates, orphans), rows with at least 
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one wrong value, percent of records never returned as answers, object fan-in, and fan-
out, number of used attributes per object. Examples of table related measures and 
schema oriented metrics for databases quality are the following [9]: depth of referential 
tree (DRT), referential degree (RD), percentage of complex columns (PCC), table size 
(TS), schema size (SS), number of foreign keys (NFK). Another type of quality metrics 
used by majority of systems indicates the customer problems when using database. The 
metric is usually expressed in terms of problems per user month (PUM) and is 
calculated for each month after the new software is released. However, metrics can 
show improvements after modifications, but they do not solve problems [10]. 

We focus on the solution of one problem: the lack of domain-specific metrics for 
evaluating the quality of cadastral databases. To illustrate the difficulty of cadastral 
data quality, we first introduce what is known about these data sets. First, there is no 
universal record key to establish their identity. Second, there are several differences 
between the records coming from various data sources. Third, some data can be 
inconsistent such as cadastral subjects i.e. the owners or users of parcels, buildings 
and apartments. Finally, data can be wrong due to errors introduced during the data 
input and therefore records may hold different information, e.g. details missing. 

Many companies developed to assess data quality the following dimensions [8]: 
accessibility, believability, completeness, integrity, flexibility, free-of-error, timeliness, 
simplicity, and understandability. By these dimensions three functional forms help in 
practice: simple ratio, min or max operators, and weighted average. In our approach we 
implement integrity dimension and free-of-error dimension. 

2   Data Quality Metrics Used in the Study 

Three groups of data quality metrics have been designed and implemented, because 
there is no single metrics that would be capable to fulfil all monitoring goals. The first 
group comprises simple metrics based on the number of defects detected in database. 
These metrics can be used very easily and their values can be interpreted clearly. 
However they do not provide any complete image of data quality in a system, because 
they do not distinguish the significance of defects and the costs of their removal. 
Therefore the second group of metrics taking into account significance and costs has 
been proposed, which seem to be a good extension of the simple metrics. These metrics 
in turn require the estimation of significance and the cost of removing each kind of 
defects, which is not a trivial task and in most cases it is necessary to engage experts.  

Due to this fact we developed some metrics specific for cadastral data. These 
metrics concern complex objects called registration units which are main units being 
exposed to modifications or transferred to other systems. For example a land 
registration unit comprises cadastral parcels, owners and users of those parcels and 
their land shares. In this respect individual objects are not so much important as the 
groups of relationally bound objects constituting registration units. 

Moreover we distinguish two main types of defects in a database: domain and 
referential. Domain defects apply to lacking or invalid values and values incompatible 
with regulations or with dictionaries, i.e. a female name for a man, a birth date for 
living person before year 1850. In turn referential defects disturb referential integrity of 
data, i.e. a person record without an address record, land share without person object. 
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All the metrics enumerated below are based on the results of elementary tests 
detecting defects in a database. The following denotation has been used to describe 
data quality metrics: ddom(i) is the number of domain defects indicated by one 
elementary i-th test executed on one table and dref(j) is the number of referential 
defects detected by one elementary j-th test run for the records of one table. In turn 
f(tdom (k)) is a function, which returns 0 or 1 depending on the result of the k-th 
elementary test tdom (k) detecting domain defects. The value of 1 is returned when the 
test tdom (k) has detected at least one domain defect and 0 when no defect has been 
found. In turn, g(tref (l)) is a similar function to the latter, but its argument is the l-th 
elementary test tref (l) detecting referential defects. REC is the total number of records 
tested and kREC is equal to this number divided by portion, i.e. one thousand, in turn 
RU means the total number of register units tested. NIR denotes the number of invalid 
records, that means the number of records where at least one defect was detected.  

2.1   Simple Metrics Based on the Number of Defects Detected 

Number of domain defects. It is the number of domain defects detected in a database 
which can be expressed by the following formula: 
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Number of referential defects. It is the number of referential defects detected in 
a database which can be expressed by the following formula: 
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Total number of defects. It is the sum of the number of domain and referential 
defects detected in a database which can be expressed by the following formula: 
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Number of domain defects per portion. It is equal to the number of domain defects 
detected falling on portion tested and is expressed as: 
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Number of referential defects per portion. It is equal to the number of referential 
defects detected falling on portion tested and is expressed as: 
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Total number of defects per portion. It is equal to the sum of number of domain and 
referential defects detected falling on portion tested and is expressed as: 
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Percentage of invalid records in records tested. It is the ratio of the number of 
records where at least one defect was detected to the number of all records tested, 
expressed by the following formula:  

%100∗=
REC

NIR
PIR  (7) 

2.2   Metrics Calculating Costs of Defect Removal 

Cost of domain defects removal. It is the total cost of removing all domain defects 
detected in a database, which can be expressed by the following formula: 
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The first part of the formula concerns those defects, which have to be removed one by 
one and cdom(i) denotes the cost of removing i-th domain defect. The second part 
applies in turn to such kind of defects which can be all removed by means of one 
procedure, so that the cost cdom(k) regards to the occurrence of k-th domain defect not 
to the number of these defects. 

Cost of referential defects removal. It is the total cost of removing all referential 
defects detected in a database, which can be expressed by the following formula: 
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The first part of the formula concerns those defects, which have to be removed one by 
one and cref(j) denotes the cost of removing j-th referential defect. The second part 
applies in turn to such kind of defects, which can be all removed by means of one 
procedure, so that the cost cref(l) regards to the occurrence of l-th referential defect not 
to the number of these defects. 

Total cost of defects removal. It is the sum of the costs of removing both domain and 
referential defects and which can be expressed by the following formula: 

refdomtot CCC +=  (10) 

In the same manner we define cost of domain defects removal per portion (CPdom), 
cost of referential defects removal per portion (CPref), total cost of defects 
removal per portion (CPtot). 
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2.3   Metrics Specific for a Cadastral System 

Number of invalid register units. It is the number of register units where at least one 
defect was detected in their objects. It can be denoted by NIRU. 

Percentage of error-free register units. It is the ratio of the number of register units 
where no one defect was detected in their objects to the number of all register units 
tested, expressed by the following formula: 

%100∗=
RU

NRU
PRU errf

errf  (11) 

Percentage of acceptable good register units. It is the ratio of the number of register 
units where no one critical defect, which makes it impossible to process data 
correctly, was found in their objects to the number of all register units tested, 
expressed by the following formula: 

%100∗=
RU

NRU
PRU crif

accg  (12) 

3   Investigation of Quality of Cadastral Databases 

Cadastral systems are mission critical systems designed for the registration of parcels, 
buildings and apartments as well as their owners and users. In Poland there are above 
400 information centres located in district local self-governments as well as in the 
municipalities of bigger towns which exploit their local cadastral systems. Data 
quality of databases taken from four cadastral information centres of different size 
was monitored. Two of information centres were located at district self-governments 
(Centre 3 and 4) and two at municipalities of towns with the population of about 
200000 (Centre 1 and 2). In order to examine how the size of databases and data 
quality changed in the course of time seven backup copies made in each centre in the 
period from 2003 to 2006, one copy per one semester, were investigated. In each 
database only current records were taken into account. We do not evaluate the quality 
of historical records because of administration rules. Only the current state of data is 
important. So that altogether about 18 million records were tested. 232 elementary 
tests have been designed and implemented in the form of scripts containing SQL 
expressions. Some scripts were designed to detect defective or lacking values in 
determined fields of records containing data of main cadastral objects whereas the 
other to examine incorrect or lacking references between records of different objects. 
So we could distinguish two groups of scripts, namely the first comprising scripts to 
detect domain defects and the second containing scripts to indicate referential defects. 

In order to estimate costs of defect removal four experts were engaged. They used 
a cost unit having its values in the form of real numbers in the range of [0, 1]. They 
assigned values of cost units to each of 232 elementary tests. Due to substantial  
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divergence of experts’ assessments the maximum and minimum values for each 
defect were discarded and the final estimations were calculated as the average of two 
remaining values.  

The defects occurring in databases are of different importance, some of them can 
be neglected or removed in any time, because they have minor influence on proper 
functioning of a cadastral system, but some of defects are critical and should be 
immediately fixed. Due to this respect, each defect has been assigned to one of three 
significance categories: critical defects which disable proper operation of a system 
and which cannot be removed using any function available in system application, 
significant defects which hamper users’ work or cause some data to be illegible or 
even useless and non-significant defects which occur in data not used in everyday 
work or have no effect on system operation. 

3.1   Investigation of Changes in the Course of Time 

The goal of first series of experiments was to investigate how usable are individual 
metrics to study changes of data quality in the course of time. At the beginning we 
examined what the size of cadastre databases monitored was and how it changed in 
the course of time. As it can be seen in Fig. 1 the number of records in databases 
ranged from about 200 000 to 1 400 000 depending on the area and population of a 
district covered by the cadastre system. In each database the number of records has 
increased in the course of time because information centres were systematically 
inputting the data of buildings and apartments and their owners.  
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Fig. 1. Size of cadastral databases tested 

 
Fig. 2. Percentage of invalid records (PIR) 

In order to compare data quality of the databases the simple metrics determining 
percentage of invalid records has been applied. The results presented in Fig. 2 revealed 
that this number decreased in each database in the course of time because the 
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information centres have systematically been performing data cleansing and also the 
operators have gained bigger and bigger experience in maintaining building and 
apartment registers. The percentage of invalid records in the Centre 3 reached 61 per 
cent in the first semester of 2003 due to the modernization of cadastre system 
application and after conversion from old database model. The rise of the value of 
metrics for Centre 2 and Centre 3 in 2004 was caused by loading data of buildings and 
apartments provided by geodesic companies. This proves that the surveyors’ work is 
not faultless and the tools enabling the transfer of data from surveyors’ database are not 
perfect yet. 
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Fig. 3. Total costs of defect removal (Ctot) 

 
Fig. 4. Costs of defect removal per 1000 
records (CPtot) 

Similar phenomena could be observed when analyzing the results for costs of defect 
removal (Fig. 3 and 4). The metrics calculating total values are useful for the managers 
of information centres because they allow them to estimate costs of database repair and 
trace the changes of the costs. On the other hand the metrics figuring out the values 
falling on 1000 records enable the supervisors to analyze the state of the quality of 
cadastral databases in a province and to compare the efficiency of cleansing activities 
undertaken by individual information centres. It can be clearly seen that the best data 
are maintained in the Centre 4, despite the greatest size of the database and the good 
work has been also done by the Centre 3. 

3.2   Investigation of the Contribution of Domain and Referential Defects 

The absolute and relative number of defects, absolute and relative costs of defect removal 
is presented in Fig. 5, 6, 7, 8 respectively. The general conclusion is that costs strongly 
depend on the number of defects detected in a given database. It can be clearly seen that  
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the number of domain defects is much greater than the number of referential ones. In the 
case of costs the figures concerning referential defects compared to domain ones are 
ignorable, because most referential defects can be easily removed using adequate single 
procedures or scripts. 
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Fig. 5. Number of defects (ND) 
 
 

 
Fig. 6. Number of defects per 1000 records
(NDP) 
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Fig. 7. Costs of defect removal (C) 

 
Fig. 8. Cost of defect removal per 1000 
records (CP) 

3.3   Investigation of Defect Significance 

The number of defects falling into each significance category is shown in Fig. 9 and 
the total cost of removing all defects from each category is presented in Fig. 10. Due 
to the great differences between figures logarithmic scale was used in both graphs. 
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Fig. 9. Number of defects in significance groups 
(ND) 

 
Fig. 10. Costs of defect removal in significance 
groups (C) 

3.4   Investigation of Data Quality of Registration Units  

The last series of investigations concerned registration units which are especially important 
for the cadastral system, since just the registration units are the main processing units in 
the system. Almost all modifications may be input to the database only in the window of 
a registration unit, where all objects comprised by one registration unit, i.e. land parcels, 
land uses, land shares, subjects and attributes of a registration unit itself, are available.  
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So the number of invalid registration units approximates well the effort needed to 
repair the database. The graph representing the number of invalid registration units in 
the course of time in the Centre 2 is presented in Fig. 11, where LRU, BRU and ARU 
denote land, building and apartment registration units respectively. 

One of the important functions of the cadastral system is to provide data for other 
systems like IACS (Integrated Administration and Control System) – the system of 
payments to agricultural land or real estate management or financial-accounting 
systems. The most adequate data quality in this case is the percentage of correct land 
register units. In Fig. 12 values of two metrics: percentage of error-free register units 
and percentage of acceptable good register units calculated for information centres in 
2006 are shown. In order to reveal the impact of defects occurring in subject data the 
results regarding data of persons and institutions (denoted by +SUB) and disregarding 
these data (denoted –SUB) are presented. The conclusion is unambiguous: data 
transferred to external systems are of low quality. The best result for Centre 4 reached 
only 60 per cent of error-free land register units.  

4   Conclusion 

The improvement the quality of data is a complex task, the definition of which is not 
straightforward. In the paper, we have illustrated a series of methods for quality 
evaluation. It is important that data were evaluated for quality characteristics using 
widely accepted metrics. The metrics presented in the paper can be used to alert the 
information centre management that the amount of defects crossed a given threshold 
value and it is necessary to undertake activities aimed at data cleansing. Moreover 
they may be also helpful in estimating resources needed to accomplish this task. They 
are also useful for the supervisors to analyze the state of the quality of databases and 
to compare the efficiency of cleansing activities undertaken by information centres. 

With the growing availability of knowledge, methodologies, and software tools, 
high-quality database systems will become the norm, and there will be no excuse for 
not having them. Experiments performed on cadastral databases hint that it is strongly 
desired to institute corrective actions on erroneous data. This can be employed 
including transformation mapping tables, error-correction routines, custom SQL code 
and manual correction using the original source documentation. It should be also 
noted that correcting all of today’s errors is impossible.  

We have done some experiments, but more others are being developed at this 
moment. Metrics concerning the number of defects in a whole database (only current 
records) are not sufficient; because they do not provide any hint which objects are the 
most susceptible to errors. Using elementary tests it is possible to determine the 
number of defects occurring in individual objects. Also the examination of quality of 
data stored in numeric map and the consistency of spatial data in numeric map with 
descriptive data in the registers can be the subject of further study. Moreover, on the 
basis of ideas presented in [7] and [12], the project for fuzzy expert system to capture 
the relationship between the metrics and the data quality level is under way. 
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Abstract. It is recognized that conceptual models expressed in ORM are more 
suitable for analysis stage and the relational database design, and because of 
natural verbalization are better tolerated by stakeholders, whereas UML models 
are more often used in the design of object oriented systems. If the system 
requires both of these characteristics in particular relational database and object 
oriented implementation of business logic, the problem of transformation from 
ORM to UML arises. This paper propose the approach to transform between two 
well-known modelling techniques: ORM models are transformed into UML 
models constrained by Object Constraint Language (OCL). The approach 
precisely describes properties of the transformation. This opens the approach for 
seamless refining of resulted models using UML tools and transformation to 
executable code. The transformation of ORM to UML/OCL transformation is 
validated for correctness by means of a widely used UML tools. Paper illustrates 
the proposed approach by a number of representative examples. 

Keywords: ORM, metamodel, UML, OCL. 

1   Introduction 

Within the concept modelling community the object role modelling (ORM) [1] 
models have been studied and used for decades. These models are subject to 
introductory courses in database and software engineering education. A typical course 
will introduce the main concepts in an informal way, explain how to transform ORM 
schemas into Relational database schemas and will deepen the subject by practical 
exercises using a design tool and a database system. Conceptual modelling intends to 
support the quality checks needed before building physical systems by aiming at the 
representation of data at a high level of abstraction, and therefore acquire a high 
degree of, often implicit, semantics. 

Within the software engineering community, Unified Modelling Language (UML) 
[2] has gained much attention, in particular in connection with the Model Driven 
Architecture (MDA) [3]. This paper proposes approach to transform ORM models to 
UML and OCL [4] using transformation languages and tools that satisfy MDA 
requirements. Making transformation specification design decisions we will use only 
such UML and OCL features that are implemented in the popular UML and OCL 
tools [5, 6, 7, 8, 9]. In contrast to known ORM – UML transformation approaches, 
this paper however describes with its transformation specification not only the basic 
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ORM concepts but also, an important ORM part, ORM constraints that vaguely can 
be presented in pure UML. The paper formally connects ORM constraints to OCL 
constraints. Furthermore, the transformation between models is also described in 
formal executable language ATL [10]. Resulted UML models and OCL constraints 
are validated by before mentioned tools. We are not aware of another approach 
handling these two classical models with respect to practical applicability and their 
transformation in a rigorous and uniform way. In particular, we are not aware of an 
approach being able to express the ultimate goal of the model transformation process, 
namely the equivalence between the constraints for the different models, in a formal 
and explicit way. Although both models are well-known, the paper gives new insights 
into the models and their transformation by making usually implicit assumptions 
explicit which is particular useful for non-experts, beginners and practitioners of 
MDA.  

The rest of this paper is structured as follows. Section 2 will give an overview on 
the related works. Section 3 concentrates on transformation rule specification. Section 
4 presents transformation example of ORM model. Section 5 discusses typical 
questions and section 6 finishes the paper with a conclusion. The formal 
transformation rules are not given in form of ATL expressions in this paper but are 
explained informally when discussing transformation and are available at BRidgeIT 
site [11]. 

2   Related Works  

Our work has connections to some related approaches that we will describe. Author of 
[12] analyzes UML data models from ORM perspective and identifies ORM 
constructs that can be transformed to UML. He also compares UML associations and 
related multiplicity constraints with ORM relationship types and related uniqueness, 
mandatory role and frequency constraints, discusses exclusion constraints, and 
summarizes how the two methods compare with respect to terms and notations for 
data structures and instances. Finally authors of [12, 13] draw to the conclusion that 
ORM set constraints are lost when transformed to UML. It is presented in the paper 
[13] how to compensate these defects by augmenting UML with concepts and 
techniques from the Object Role Modelling (ORM) approach. In general, set 
constraints in UML would normally be specified as textual constraints (in braced 
comments) or OCL should be used in more complicated cases. 

The author of [15] provides a way to map ORM facts to UML constructs, leaving 
out the rest elements of the model. Although several papers [14, 13, 15] show how 
fragments of ORM model can be potentially encoded as fragments of UML models, a 
formal procedure for mapping onto logical schemas [14] that specifies how a target 
UML class diagram and OCL constraints can be created for any given ‘source’ ORM 
model is lacking. Both papers [15] and [12] propose to map ORM n-ary fact type to 
ternary associations in UML which is rarely supported in UML, tools in general and is 
not supported by our target tools. 

Although ORM has been used for three decades and now has industrial modelling 
tool support, it has no official, standard meta-model necessary for the MDA 
transformations. Authors of [16, 17] discusses in their recent research to pave the way 



 Tool-Supported Method for the Extraction of OCL from ORM Models 451 

 

for a standard ORM metamodel. Our approach may be understood as one specific 
variant of metamodel proposed in [16]. The speciality of our presented approach is 
that differently from suggested in [16], where the ORM metamodel extends UML 
metamodel, we use independent ORM metamodel implemented in open source tool 
[11]. 

Technically, alternative approach to transform ORM models is based on ORM-ML 
XML-based ORM mark-up language as it is proposed in [18]. It is possible to create 
style sheets to transform ORM models presented in ORM-ML into another different 
syntax, e.g. pseudo natural language. Additionally there are several tools available with 
built in transformation capabilities from ORM to UML [18] and to relational database 
schema [19, 20]. In our approach we employ MDA higher order transformation 
specification language because of its explicit rule based transformation specification 
simplifies understanding and maintainability of transformation rules.  

Our approach is based on wellformedness rules for the ORM [22]. However, no 
complete satisfiability checker is known for ORM. That complicates transformation 
task of ORM model. It is necessary to provide such transformation rules that result in 
correct UML model and are resistible for incorrect ORM models. 

3   Transformation Rules 

3.1   Object Type and Value Type Transformation Rules 

According to UML metamodel [2] each class should belong to the package and the 
package should be in the model namespace. Therefore the first rule in the 
transformation specification creates UML package and appropriate UML model. 
ORM model is composed from entity types and value types. These are the first ORM 
model elements that should be transformed. ORM entity types are proposed to map to 
UML classes within the namespace of the created model. Reference schemas of the 
entity types are transformed to the attributes of the appropriate classes. Value types 
are transformed to UML attributes if they are connected to one fact type and to the 
classes otherwise. We argue that it is expedient to transform ORM value type to class  

 

 

Fig. 1. (a) Value type of source ORM model can be transformed to several types of UML class 
diagrams (b,c) 

(Fig. 1,b) in case of participation in several fact types (Fig. 1,a) than to attribute  
(Fig. 1,c) because of the existence of explicit associations between value type UML 
class and object type UML classes, besides connection names to both directions are 
preserved. The overview of transformation approach is presented in table 1. 



452 S. Sosunovas and O. Vasilecas 

 

Table 1. Overview of proposed approach for ORM transformation to UML/OCL 

ORM model elements UML/OCL model elements 
Entity Type Class 
Value Type Class, Attribute 
Fact Type Class, Attribute, Association 
Objectified Fact Type Class 
Subtype Generalization 
Mandatory constraint Association end multiplicity range lower value  
Uniqueness constraint Association end multiplicity range upper value, 

OCL constraint 
Frequency constraint Association end multiplicity range lower value, 

Association end multiplicity range upper value 
Set constraint OCL constraint  
Value constraint OCL constraint 
Ring constraints OCL constraint (limited) 

3.2   Fact Type Transformation Rules 

Transformation rules for fact types can be divided to three groups based on the 
cardinality of fact types: unary fact-types, binary-fact types and n-ary fact-types. 
Unary fact types attached to entity types are transformed to binary attributes. Unary 
fact types attached to value type that was not transformed to class results in an 
exception, it is treated as illogical model.  

Binary fact types attached to the entity types results to binary association. 
Association end names are provided based on the first ORM phrase with the first 
appropriate role. Binary fact types with one value type, as it is stated earlier, are 
transformed to attribute or to the association if the value type is connected to several 
fact types. Binary fact types with two value types are transformed to the association or 
to the attribute based on the rules provided earlier.  

  

Fig. 2. Transformation of n-ary fact(a) type to combination of association and class(b) and to 
UML ternary association (c) 
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N-ary fact types (Fig. 2,a) differently from the proposed in [12][15] ternary 
association(Fig. 2,c) are transformed to UML class that have 1 multiplicity connections 
to participating entity types and value types (Fig. 2,b). The main reason for such 
transformation is that ternary associations are rarely supported by the UML tools. 
Objectified fact-types of any arity are transformed to UML classes as well. 

3.3   Constraint Transformations 

3.3.1   Uniqueness, Frequency and Mandatory Constraints 
Internal uniqueness constraints are depicted as arrow tipped bars, and are placed over 
one or more roles in a fact type to declare that instances for that role (combination) in 
the relationship type population must be unique. For the transformation purposes we 
have identified three cases internal uniqueness constraints: one-role, two role on 
binary fact-type and n-ary role on n-ary fact-type. 

One role internal uniqueness constraint is transformed to the multiplicity range 
upper value 1 of the appropriate association end for binary and n-ary fact types that 
was transformed to association. If it is applied on unary fact-type or on the fact type 
that was transformed to attribute then the multiplicity range upper value 1 is applied 
to attribute. If the constraint’s binary or n-ary fact type was transformed to attribute 
and internal uniqueness constraint was applied to value type’s role it constraints the 
following OCL constraint is generated for the UML model presented in Fig. 3,b: 

 

Fig. 3. (a) Internal uniqueness constraint on one role value type role of binary fact type, (b) 
resulted UML model 

Context E  
inv: let a: Set(E) = E.allInstances in  
not a->exists(b|b.v=self.v) 

Two role internal uniqueness constraints (Fig. 4.a) is transformed to following 
OCL statement for UML model in Fig. 4,b: 

Context A  
inv: not (self.r1->exists(b|b.r2->includes(self))) 

 

Fig. 4. (a) two role internal uniqueness constraint on binary fact type, (b) resulting UML model 
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Fig. 5. (a) N-ary role internal uniqueness constraint, (b) resulting UML model 

N-ary role internal uniqueness constraints (Fig. 5.a) is transformed to following 
OCL statement for UML model in Fig. 5,b: 

context ACD  
inv: let a:Set(ACD)=ACD.allInstances in  
not (a->exists(it|it.theA=self.theA and it.b=self.b)) 

An external uniqueness constraint (Fig. 6,a) shown as a circled “u” may be applied 
to two or more roles from different fact types by connecting to them with dotted lines. 
This indicates that instances of the combination of those roles in the join of those fact 
types are unique. In order to efficiently implement this constraint we have had  
to introduce ORM model wellformedness constraint on scope of the external 
uniqueness constraint. It constrains external uniqueness constrain to be put only on 
roles of the fact types connected to the same value or entity types. The necessity of 
introducing such wellformedness constraint arises because of inability of OCL to 
iterate through the model and find joins that external uniqueness constraint requires. 
The OCL constraint’s context in this case is any class that is attached to all fact types  
 

 

Fig. 6. (a) External uniqueness constraint on the binary fact type, (b) resulting UML model 

constrained by the ORM external uniqueness constraint. OCL constraint on UML 
model in Fig. 6,b is following: 

context E3 inv: let a:Set(E3)=E3.allInstances in (not 
a->exists(b|b.r12=self.r12 and b.r22=self.r22)) 

A mandatory role constraint declares that every instance in the population of the 
role’s object type must play that role. Mandatory constraint is transformed to 
association’s other’s end multiplicity range lower value. Default value is 0 if the role 
does not have mandatory constraint [12, 15]. 

Frequency constraint applied to a sequence of one or more roles, these indicate that 
instances that play those roles must do so exactly n times, between n and m times, or 
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at least n times. This type of constraints is transformed to appropriate multiplicity 
range lower and upper value of the association end or attribute. 

3.3.2   Set Constraints 
A dotted arrow (Fig. 7,a) from one role sequence to another is a subset constraint, 
restricting the population of the first sequence to be a subset of the second. Resulting 
OCL constraints for UML model in Fig. 7,d: 

Context E2 inv: self.r11->includesAll(self.r21) 

Context E1 inv: self.r12->includesAll(self.r22) 

Equality constraint (A double-tipped arrow Fig. 7,b) indicate the populations must 
be equal. Resulting OCL constraints for UML model Fig. 7,d: 

Context E2 inv: self.r11=self.r12 

Context E1 inv: self.r12=self.r22 

A circled “X” (Fig. 7,c) is an exclusion constraint, indicating the populations are 
mutually exclusive. Exclusion constraints may be applied between two or more 
sequences. Resulting OCL constraints for UML model in Fig. 7,d: 

Context E2  
inv: self.r11->isEmpty() or self.r12->isEmpty() 

 

Fig. 7. (a) subset, (b) equality, (c) exclusion constraint on binary fact type, (d) resulting UML 
model 

Context E1  
inv: self.r12->isEmpty() or self.r22->isEmpty() 

3.3.3   Value Constraint 
To restrict an object type’s population to a given list, the relevant values may be listed 
in braces (Fig. 8,a). If the values are ordered, a range may be declared separating the 
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first and last values by “..” (Fig. 8,b). OCL constraint for range value constraints for 
UML model in Fig. 8,c: 

context A inv: self.code>=a1 and self.code<=a2 

OCL constraint for list value constraint for UML model in Fig. 8,d): 

context B  
inv: self.code=’b1’ or self.code=’b2’ or self.code=’b3’ 

 

Fig. 8. Entity type with (a)value range constraint and (b) value list constraint, (c,d) resulting 
UML model 

3.4   Ring Constraints 

Ring constraint, that may be applied to a pair of roles played by the same host type. 
These indicate that the binary relation formed by the role population must be 
irreflexive (ir), intransitive (it), acyclic (ac), asymmetric (as), antisymmetric (ans) or 
symmetric (sym). We will illustrate OCL constraints for the ORM ring constraints 
using UML model presented in Fig. 9,b. Ring constraints can be put on roles that can 
 

 

Fig. 9. (a) Role with undefined ring constraint, (b) resulting UML model 

be transformed to association end of different multiplicity. Therefore we are 
presenting OCL constrains with navigation statements for one to many multiplicity 
case (r2 association end in Fig. 9,b) and constraint for single value for many to one 
case (r1 association end in Fig. 9,b). 

Irreflexive means the object cannot bear the relationship to itself. OCL constraint 
for navigation to set: 

Context A inv: self.r2->excludes(self) 

OCL constraint for single value: 

Context A inv: not (self.r1=self) 

Intransitive means that if the first bears the relationship to the second, and the 
second to the third, then the first cannot bear the relationship to the third.  
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Intransitive OCL constraint for navigation to set: 

context A  
inv: self.r2->collect(b|b.r2)->excludesAll(self.r2) 

Intransitive OCL constraint for single value: 

context A inv: not(self.r1.r1=self.r1) 

Asymmetric means that if the first bears the relationship to the second, then the 
second cannot bear that relationship to the first  

Asymmetric OCL constraint for navigation to set: 

context A inv: self.r2->collect(b|b.r2)->excludes(self) 

Asymmetric OCL constraint for single value: 

context A inv: not (self.r1.r1=self) 

Anti-symmetric means that if the objects are different, then if the first bears the 
relationship to the second, then the second cannot bear that relationship to the first.  

Anti-symmetric OCL constraint for navigation to set: 

context A  
inv: self.r2->select(a|not(a=self))->collect(a| a.r2)-
>excludes(self) 

Anti-symmetric OCL constraint for single value for: 

context A  
inv: not (self.r1=self) implies (self.r1=self.r1) 

Symmetric means that if the first bears the relationship to the second, then the 
second bears that relationship to the first. 

Symmetric OCL constraint for navigation to set: 

context A inv: self.r2->collect(a|a.r2)->includes(self) 

Symmetric OCL constraint for single value: 

context A inv: self.r1.r1=self 

Acyclic means that a chain of one or more instances of that relationship cannot 
form a cycle (loop). It is the only type of ORM constraint that cannot be fully 
implemented in OCL. This constraint requires recursive OCL statement; however 
recursion is still unsolved issue of OCL [23]. But it is possible to generate through 
transformation specification OCL constraint of practically unlimited depth. We have 
shown in bold repeatable part of OCL constraints.  

Acyclic OCL constraint for navigation to set: 

context A  
inv: inv: (self.r2->collect(a|a.r2)->excludes(self)) 

Acyclic OCL constraint for single value: 

context A  
inv: not (self.r1.r1=self) 
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Acyclic deeper OCL constraint for navigation to set: 

context A  
inv: (self.r2->collect(a|a.r2)->  
collect(a|a.r2)->excludes(self)) 

Acyclic deeper OCL constraint for single value: 

context A inv: not (self.r1.r1.r1=self) 

Acyclic even deeper OCL constraint for navigation to set: 

context A inv: (self.r2->collect(a|a.r2)-> 
collect(a|a.r2)-> collect(a|a.r2)->excludes(self)) 

Acyclic even deeper OCL constraint for single value: 

context A inv: not (self.r1.r1.r1.r1=self) 

4   An Example of ORM-UML/OCL Transformation 

We present a case study of the use of the transformation specification in ATL to 
create UML model constrained by OCL statements from ORM model. 

For our case study, we consider a fragment of scientific conference management 
domain ORM model (Fig. 10). It is information system used by a conference pro-
gramme committee chair to maintain details about submitted papers, reviewers and 
assigned reviews. 

The source ORM model was encoded to XMI format according to ORM 
metamodel and transformed to UML model in appropriate XMI format using ATL 
language execution environment. OCL statements constraining resulted UML model 
were generated as textual strings. 

We have mapped example ORM model constraints to the OCL statements. In the 
following part of the chapter we will provide ORM constraint textual description and 
appropriate OCL statement resulted from the transformation. 

Uniqueness role constraint on “Author has written Paper”: 

context Paper inv:not self.iswrittenby -> exists 
(a|a.haswritten->includes(self)) 

Uniqueness role constraint on n-ary fact type “Paper review evaluation according 
Evaluation Criteria is equal to Evaluation Value” is transformed to: 

Context PaperreviewevaluationaccordingEvaluationCriteri
aisequaltoEvaluationValue  
inv:let a: Set(PaperreviewevaluationaccordingEvaluation
CriteriaisequaltoEvaluationValue) 
=PaperreviewevaluationaccordingEvaluationCriteriaisequa 

ltoEvaluationValue.allInstances in not a->exists(a|  
a.thePaperreview =  self.thePaperreview and 
a.theEvaluationCriteria =  self.theEvaluationCriteria) 
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Fig. 10. Source ORM model for the transformation example 

Uniqueness role constraint on objectified binary fact type “Reviewer reviews 
Paper” is transformed to: 

context Paperreview  
inv:let a: Set(Paperreview) =Paperreview.allInstances  
in not a->exists(a|  a.theReviewer =  self.theReviewer 
and a.thePaper = self.thePaper) 

Uniqueness role constraint on n-ary fact type “Reviewer has interest level Interest 
Level value in reviewing Paper” is transformed to: 

context ReviewerhasInterestLevelvalueinreviewingPaper 
inv: let a: 
Set(ReviewerhasInterestLevelvalueinreviewingPaper) = 
ReviewerhasInterestLevelvalueinreviewingPaper. 
allInstances in not a->exists(a| a.theReviewer = 
self.theReviewer and a.thePaper = self.thePaper) 

External uniqueness role constraint on fact types “Person has First name” and 
“Person has Second name” is transformed to: 

context Person inv: 
let a: Set(Person) =Person.allInstances in  
not a->exists(a| a.Firstname = self.Firstname and 
a.Secondname = self.Secondname) 
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Fig. 11. Example of resulting UML model 

Subset constraint on fact types “Reviewer has interest level Interest Level value in 
reviewing paper Paper” and “Reviewer reviews Paper” is transformed to: 

context Paper inv: 
self.theReviewerhasInterestLevelvalueinreviewingPaper-> 
collect ( a|a.theReviewer)-> 
includesAll(self.thePaperreview-> 
collect ( b|b.theReviewer)) 

Exclusion constraint on fact types “Paper is accepted” and “Paper is rejected” is 
transformed to: 

context Paper  
inv: self.isaccepted or self.isrejected 

We have checked all presented constrains for the syntactic and semantic 
correctness using OCL tool OCLE and Dresden OCL toolkit. Additionally in order to 
verify that the OCL constraint semantics fully represent ORM constraint semantics 
we used approach described in [24] and implemented in USE tool. The principle for 
the approach is to define properties that should be verified on the model. Then the 
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 USE tool checks whether it is possible to generate snapshots from the model that 
verify the property. Appropriate UML model snapshots were generated for the each 
OCL constraint. 

5   Discussion 

In this section we want to debate typical questions that may showup during discussions 
about the subject of this paper. 

What are the business cases of the approach? A ‘business case’ for our approach 
could be tuning of the general database model, developed by ORM, and application, 
developed using UML to handle that database. Constraints provided in ORM should 
be preserved in both of them. 

What role plays tool support in the approach? Transformation rules and resulting 
UML and the OCL constraints are quite complex. Our experience shows that this 
complexity requires tool support in order to understand the consequences of design 
decisions, for example, the consequences of a particular constraint. We use OCLE and 
Dresden OCL for constraint validation and Poseidon for target UML model 
validation. 

Is transformation extensible? Transformation specification is provided as a fully 
executable ATL file containing transformation rules. One can change the transformation 
specification and adopt it for its own needs. 

Is transformation fully reversible? At the moment transformation is not fully 
reversible. In case of reverse transformation of UML model to ORM objectified and 
n-ary fact types would be not recreated. Transformation of OCL constraint to ORM 
constraints is hardly possible at the moment. The alternative is to transform OCL to 
ConQuer language proposed in [25]. During reverse transformation only the basic 
phrases and sentences will be recreated. 

6   Conclusion 

In this paper we have employed MDA as a framework for the transformation of ORM 
models to UML class models constrained constraints represented in OCL. We have 
proposed and formally specified the transformation rules and transformation decisions 
for the resulted model to be accessible for the widely used UML tools (e.g. Poseidon 
for UML, Rational Rose, Eclipse UML). Differently from already existing approaches 
have covered ORM constraints with our transformation specification ORM constraints 
in addition to transformation of structural ORM elements. However, due to the 
limitations of OCL, in particular there still exists unresolved unlimited iteration issue. 
Therefore, we have had to limit transformation specification to the predefined iteration 
depth of resulting OCL constraints in case of transformation ORM set and acyclic ring 
constraints. 

The proposed approach has proven to be very effective for generating UML and 
OCL constraints from ORM by presentation of representative transformations 
examples. Each presented OCL statement was validated to be correct syntactically 
and semantically using OCLE tool. In order to prove transformation of semantics of 
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ORM constraints we used snapshots of resulting UML model generated using USE 
tool for each OCL constraint. 

Our approach enables software system engineers to focus on the application 
domain and architectural design decisions issues without being limited by the used 
tools, because MDA insures exchangeability of models. It is especially important if 
conceptual models were developed by separate teams and brought together for the 
creation of enterprise wide system. 
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Abstract. Although significant improvements in the development of business 
applications for mobile devices have been made in recent years, the software de-
velopment in this area is still not as mature as it is for desktop computers. There-
fore, declarative and code generation approaches should be preferred instead of 
manually coding. In the BAMOS project an architecture has been designed and 
implemented for the generic and flexible development of mobile applications. 
The architecture is based on the declarative description of the available services. 
In this paper we present a model-driven approach for generating almost the com-
plete source code of mobile services. By applying model-driven development 
within the proposed approach, a new service can be conveniently modeled with a 
graphical modeling tool and the graphical models are then used to generate the 
corresponding XML descriptions of the mobile user interface and the workflow 
specification. In order to use such a service no specific source code has to be  
implemented on the mobile device. 

Keywords: model-driven architecture (MDA), mobile applications, XForms, 
meta models, code generation. 

1   Introduction  

Nowadays mobile devices, e.g. mobile phones, personal digital assistants (PDA) or 
smart phones, are ubiquitous and accompany theirs users almost every time and eve-
rywhere. Their capability of connecting to local area networks via Bluetooth or Wire-
less LAN potentially enables new types of mobile applications expanding the limits of 
present ones. So far, mobile devices do not fully exploit the whole potential of these 
networks. They are mostly employed only for communication or personal information 
management purposes. 

While moving with a mobile device, the user enters a large number of different lo-
cal networks; each might offer different localization-specific services. Examples for 
such location-based services [HaRo04] are the timetable and location plan of the next 
bus stop, the recent programs of the local cinemas, or a car reservation service of the 
car rental agencies nearby. 

Today, the software development for mobile devices is cumbersome and not as ma-
ture as for desktop computers. Therefore, declarative and code generation approaches 
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should be preferred instead of manually coding. In the BAMOS project (Base Archi-
tecture for MObile applications in Spontaneous networks) [SPBD05], an architecture 
has been designed and implemented for the flexible development of mobile applica-
tions. The BAMOS architecture can serve as a powerful base for code generation ap-
proaches. Using the BAMOS platform a mobile device can dynamically connect to a 
local network and use all the available services offered there. To make this approach 
successful the development of mobile services should be as easy as possible. In this 
paper we present a model-driven approach for generating nearly the complete source 
code of mobile BAMOS services. Furthermore, on the mobile devices no line of code 
has to be implemented when the BAMOS platform is used. 

The paper is organized as follows: in section 2 we outline the architectural ap-
proach of the BAMOS platform which provides the destination platform for our 
model-driven development. Subsequently, section 3 motivates the usage of a model-
driven architecture and derives a meta model for a domain specific language (DSL). 
An example is presented that illustrates the proposed approach. Finally, section 4 
summaries the most significant features of the approach and provides some directions 
of future research. 

2   Architectural Approach 

An indispensable prerequisite for applying model-driven development is a powerful 
architectural base providing the destination platform for code generation. The 
BAMOS platform enables the development of mobile applications by providing two 
software components. The first component is an Adhoc Client that – similar to a Web 
browser – enables the mobile device to access information services in spontaneous 
networks. The second component is a Service Broker that – similar to a Web Server – 
serves as an interface between the Adhoc Client and the services available in the net-
work. 

With the BAMOS platform a mobile device can use different services in diverse 
local networks. The Adhoc Client is a generic software component that does not re-
quire any information about the specific services. It loads the declarative descriptions 
of the services at run-time and generates a service-specific graphical user interface. 
The core concept underlying this generic approach is the declarative description of the 
process flow as well as of the graphical user interface. 

2.1   BAMOS Components 

The BAMOS platform serves as the implementation base for the generation of mobile 
applications. It consists of three main components. Figure 1 illustrates the architecture 
and the relationship between the different architectural components. 

The Service Provider offers services to other systems. To access these services on 
a mobile device some prerequisites have to be fulfilled: 

− The implemented services must be accessible for remote programs. For example 
they may be implemented as a Web Service that can be invoked over the Internet. 
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Fig. 1. BAMOS components 

− In BAMOS all services must be described in a declarative manner to permit their 
usage on a mobile device. Each service description defines the mobile user inter-
faces and the corresponding control flow (more details are discussed in section 2.2.). 

− The service providers have to register their service descriptions at the Service  
Broker. 

The Service Broker mainly acts as a mediator between Service Providers and Adhoc 
Clients. It can be described by the following characteristics: 

− It is integrated into two different networks: on the one hand in a local wireless 
network (e.g. Bluetooth) for connecting with the mobile devices, on the other hand 
in a wired network (local area network or Internet) for accessing the services pro-
vided by the Service Providers.  

− It delegates the client service requests to the appropriate Service Provider and for-
wards the response to the Adhoc Client. 

− It holds a service directory where all available services must have been registered. 
The directory contains the declarative descriptions of all available services. Ser-
vices can be published and searched in the directory. 

The Adhoc Client is a software component that is running on a mobile device. The 
device can enter and leave a local wireless network. In this case, the Adhoc Client 
acts as part of a wireless adhoc network. It provides the following features: 

− When entering a local wireless network, it connects spontaneously to the Service 
Broker (using Bluetooth or WLAN).  

− It loads the declarative service descriptions from the Service Broker for generating 
a user interface on the mobile device. Afterwards the user can enter data on the 
mobile device that is sent as a service request to the Service Broker. The Broker 
delegates the request to the Service Provider offering the requested service.  

The presented BAMOS architecture allows an Adhoc Client to use different kinds of 
services, e.g. services that are generally available like Web Services. This architetural 
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concept is independent of particular data transfer technologies in adhoc networks. The 
communication between Service Broker and Service Provider exploits common net-
work technologies; this aspect is not further considered in this paper. The origin of the 
services is transparent to the Adhoc Client because the Service Broker is its only 
communication partner.  

2.2   Service Descriptions 

The description of a service must specify the mobile user interface of the service as 
well as the sequence of steps necessary in order to perform the complete service. To 
use a service on a mobile device normally a sequence of different screens is neces-
sary: for selecting the desired service, for entering the input data and for presenting 
the output information returned by the service. The mobile user interface can be char-
acterized by two different aspects: 

(a)  The layout of each screen on the mobile device. 
(b)  The workflow determining the sequence of screens on the mobile device.   

(a) Specification of Mobile User Interfaces by XForms 
Although the Adhoc Client is domain-independent, it should be able to interact with 
domain-specific services. Thus, in order to cooperate with such a service the client re-
quires a description of the mobile user interface. This user interface description is 
provided by the Service Broker and can be accessed by the client. With XForms a 
W3C standard has been chosen as the mobile user interface description language. The 
main advantage of XForms is its close correlation to MIDP, the core technology used 
to implement graphical user interfaces on mobile clients. MIDP has been chosen as 
the implementation technology for the Adhoc Client. 

The original intention of XForms was to build the next generation of forms in the 
World Wide Web. XForms is a XML-based language, issued as an open standard by 
W3C, with several improvements compared to traditional HTML forms [XFor06].  

MIDP (Mobile Information Device Profile) is a J2ME profile suitable for the de-
velopment of simple, but structured mobile user interfaces [Sun06]. MIDP user inter-
faces show significant similarities to traditional HTML forms: elements like input 
fields, radio buttons or lists offer very similar input capabilities. In addition, the pos-
sibilities for human-computer interaction are very often restricted to the submission of 
the entered input data – also similar to HTML forms. Thus, MIDP elements can be di-
rectly mapped to XForms and, consequently, XForms has been chosen for describing 
the mobile user interface. 

Structure of XForms 
One of the main concepts of XForms is the clear separation of model and view. An 
XForms document consists of two parts: The model part contains the data of the form, 
which can be displayed and altered. In the example shown in figure 2, the model con-
tains the first name and surname of a person. The submission element holds the in-
formation about the action that shall be executed on the model data. In addition to the 
model part, the second part of an XForms document specifies the visual presentation 
of the model data as well as the possibilities for user interaction. Similar to HTML 
forms, XForms offers several input and output elements. Every presentation element 
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refers to a model element by means of a ref attribute. In the example, two input fields 
enable the presentation and alteration of the first name and surname of the person. 
The submit element specifies the presentation component for presenting the submis-
sion specified in the model, typically a button. If the submit button is pressed, all  
input fields are mapped to the elements in the model and the model is processed ac-
cording to the action specified in the submission element. In the context of the 
WWW, the browser would transfer the model to a web server. In the context of 
BAMOS, the model is transferred to the Service Broker, e.g. via Bluetooth. 

 

Fig. 2. XForms example 

Figure 3 displays the message exchanges between the Adhoc Client on the mobile 
device and the Service Broker. XForms serves as the message format in every 
BAMOS interaction. (1) The Service Broker holds the XForms description of the mo-
bile user interface and instantiates a specific XForms document for the requested  
interaction. (2) This XForms document is transferred via a wireless network to the 
mobile device where (3) the Adhoc Client renders the mobile user interface according 
to the information in the received XForms. (4) After an XForms submit the corre-
sponding XForms model data is transferred back to the Service Broker where it is 
processed, usually by invoking an offered service. (5) The XForms for the subsequent 
interaction step is determined, an instance of it is generated and the output data of the 
service call is included in it. (6) This new XForms document is send to the mobile de-
vice and the interaction process can proceed. 
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Fig. 3. Message exchanges between Adhoc Client and Service Broker 

(b) Workflow Specification 
In addition to the declarative description of the mobile user interface by XForms, the 
Service Broker has to determine the sequence of the dialogue steps necessary to exe-
cute a service, i.e. which XForms document has to be displayed next in response to a 
submit, and to invoke the requested service operation on the Service Provider. The 
core concept of the Service Broker is a process control component that can interpret 
the declarative service descriptions stored in the service registry.  

In order to describe the process flow a simple XML-based workflow language has 
been designed. The concept of this language is based on the concept of a service in 
BAMOS and its parts. Figure 4 illustrates in detail the components of a service in 
BAMOS. 

A BAMOS service consists of the sequence of interactions, which must all be per-
formed in a predefined order to complete the service. A service can be a very simple 
one with a limited scope, e.g. querying information. Yet, it can also be a complex, 
composite service that is implemented by invoking other services, e.g. weather fore-
cast service and timetable service for the public transport. 

Every interaction step is implemented by a screen (a XForms template) displayed 
to the user on the mobile device. This template usually contains information reflecting 
the actual processing status of the previous interactions. The user can enter or alter 
data in the template and can issue a submission. Through a submission the input data 
is transferred as parameter to the service operation that is invoked. The output of this 
service operation serves as the initial input for the subsequent interaction, i.e. the next 
 

 

Fig. 4. Service composition and interactions 
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screen. Within the current interaction the next interaction step has to be determined. 
Due to the user input different conditional interactions can follow a finished one. 

The presented concept of a BAMOS service is modeled by an XML workflow lan-
guage. Figure 5 shows an example of the XML description of the interactions consti-
tuting a service.  

 

Fig. 5. Service interactions specified in XML workflow language 

The element service is the root element and contains several interaction elements. 
Every interaction element contains information about the corresponding XForms tem-
plate (in the xform element) and about the service operation to be called with the 
mapping of the input and output attributes (specified in the element method).  

The elements next and nextdefault define the subsequent interaction and determine 
the sequence of the interactions constituting a service. 

3   Model-Driven Development 

As discussed above, an XML-based specification of the mobile user interface and the 
workflow description enables the development of mobile applications in a very ge-
neric and flexible manner. In order to make a new service available in BAMOS, the 
descriptions of its mobile user interface as well as its workflow specification have to 
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be defined in XML format. Only the service itself has to be implemented by the Ser-
vice Provider in any programming language and wrapped by a Web Service. 

To make the BAMOS concept successful the development of services should be as 
easy as possible. The entire effort for implementing services is already moderate but 
writing XForms screen descriptions and especially XML workflow descriptions for a 
service is too error-prone and time consuming. XML code is intended for the usage of 
software programs and cumbersome for humans as the short examples in the previous 
section illustrate. Model-driven development [Schm06], [AtKu03], [SVBH06] pro-
vides an approach to cope with these problems. It is based on the systematical use of 
models as primary artifacts in the software engineering process. By applying model-
driven development within the BAMOS approach, a new service can be conveniently 
modeled with a graphical modeling tool and the graphical models are then used to 
generate the corresponding XML descriptions of the mobile user interface and the 
workflow specification.  

The prerequisite for code generation is a semantically rich model. Because general-
purpose modeling languages like UML [UML03] do not provide enough information 
for code generation a Domain Specific Language (DSL) is required that contains the 
necessary details for the automatic code generation. A DSL describes the elements of 
a certain modeling language and therefore can be considered as a meta model. Trans-
formation engines and generators allow to analyze DSL models and to create artifacts 
such as other models, source code or XML deployment descriptors. 

 

Fig. 6. Model-Driven Development steps 

Figure 6 outlines the approach. First the DSL (or meta model) must be formally de-
fined. This can be achieved by means of a model describing a meta model, i.e. a meta 
metamodel (step 1). Then the DSL can be used for domain-specific modeling (DSM); 
in this stage the mobile services are being modeled (step 2). Then the DSM model is 
finally used for generating the code; in this stage the XForms and the workflow de-
scription of the BAMOS platform are created (step 3). The four levels of description 
correspond to the four meta levels of the OMG Model-Driven Architecture: M0 - 
data, M1 - models, M2 - metamodels, M3 - meta metamodels [MOF04]. Each step is 
described in some more detail in the following subsections.  
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3.1   Specifying a Domain Specific Language (DSL) 

General-purpose modeling languages for designing, specifying and visualizing soft-
ware systems are not sufficient for code generation. They lack domain-specific model 
elements and concepts that specify the details required for generating the code. In our 
case the domain is about mobile applications based on the BAMOS framework. For 
example, a domain-specific model element could specify that a class attribute should 
appear as a choice box on a mobile device screen.  

To let the code generators make use of the domain-specific model elements they 
must be defined in a consistent and formal way. Modeling languages can be formally 
defined by meta-modeling languages as Meta Object Facility (MOF) of OMG 
[MOF04] or Eclipse Encore [BSME03]. In a meta-modeling language the key con-
cepts in a domain, their corresponding relationships, semantics and constraints can be 
precisely specified.  

Domain-specific languages are mostly based on extensions of the Unified Model-
ing Language (UML) the de-facto standard for modeling languages. A pragmatic  
approach for defining a DSL are UML profiles [UML03] which use the built-in ex-
tensibility mechanisms of UML: stereotypes, tagged values and constraints. Figure 7 
shows the meta model of a DSL for mobile applications based on BAMOS. The in-
troduced new modeling elements inherit from the MOF-concepts MOF::Class and 
MOF::Attribute.  

 

Fig. 7. The meta model of the BAMOS DSL (in parts) 

The DSL defines two meta classes (inheriting from MOF::Class): a Service class 
describes mobile services and a Screen class describes screens on a mobile device. 
Furthermore, different types of attributes are defined for these classes (inheriting from 
MOF::Attribute). Special meta attributes for the Screen classes are used to define ele-
ments of the graphical mobile user interface: e.g. input defines an input field, select a 
radio button and submit a command button. For the Service class the implClass and 
the method attributes define the name of the method and the class of the Service  
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Broker which delegates a service invocation. The precise dependencies between the 
new model elements are defined by OCL constraints. 

The sequence of interactions, i.e. the workflow between different mobile device 
screens can be specified by UML activity diagrams. Depending on the user input the 
Service Broker selects different interactions with corresponding XForms screens. Ac-
tivity diagram guards are used for annotating transitions and specifying the appropri-
ate interaction. An example is given in figure 8: depending on the value of attribute 
selectedService in screen1 the control flow will be directed to screen2 or to screen3. 

 

Fig. 8. UML activity diagrams for specifying the control flow 

3.2   Domain-Specific Modeling (DSM) 

Mobile services can be easily modeled using the DSL defined in the previous subsec-
tion. First the screens on the mobile device and the corresponding services must be 
specified. This can be achieved by a class diagram using stereotypes defined by the 
BAMOS DSL of figure 7. An example is presented in figure 9: the Service class My-
Service defines a service, which contains all the methods that are needed in the inter-
actions of MyService. The Screen class weatherService defines an XForms screen, 
 

 

Fig. 9. Service and Screen class in the DSM 
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which is presented on a mobile phone as illustrated in Figure 9 to let the user enter a 
city and a time for the weather forecast. The attribute enterCity with stereotype  
<<input>> defines an input field to specify the city a weather forecast is requested 
for. The attribute timeOfDay with stereotype <<select1>> is presented as a radio but-
ton for choosing one of the initial attribute values (morning, afternoon, night). 

In a second step, the control flow must be defined by an activity diagram as shown 
in figure 10. Depending on the choice made in the mobile user interface an appropri-
ate sequence of screens is sent to the mobile device. The right side of figure 10 shows 
the corresponding initial screen to choose one of the two available services. 

 

Fig. 10. Activity diagram specifying the control flow 

3.3   Code Generation 

In a final code generating step the DSM model must be transformed into code arti-
facts. Transformation engines and generators first analyze a certain DSM model and 
then synthesize various types of artifacts, such as source code, simulation inputs, 
XML deployment descriptions, or alternative model representations. To make DSM 
models processable by code generators the OMG standard interchange format XMI 
(XML Metadata Interchange) [XMI06] can be used. A XMI model representation can 
be imported by transformation engines. Each engine usually provides its own proprie-
tary transformation languages for code generation, e.g. Java ServerPages, XPand. 
Currently the OMG is working on a standard called QVT. 

In our domain the XForms and the workflow specification documents of the 
BAMOS platform are generated. Figure 11 shows the XForms code of the weath-
erService screen according to the model described in figure 9. 

The corresponding part of the generated workflow description document is pre-
sented in figure 12. It contains the definition of the MyService service specifying its 
implementation class MyService and a corresponding XForms file MyService.xml. 
The next decisionpath element determines the sequence of interactions: if a user  
selects weatherService in the radio button choice of the MyService XForms screen, 
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the cotrol flow is directed to the weatherService interaction, otherwise the public-
TransportService interaction is chosen.  

The weatherService interaction refers to the file weatherService.xml containing the 
XForms code of figure 11 and to the method getWeather of the Service class MySer-
vice. The two parameters of the method (id=0 and id=1) correspond to the values of 
the elements in the XForms screen (i.e. input fields city and time, see figure 11 and 
figure 9).  

 

Fig. 11. Example of the generated XForms code for the weatherService screen 
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Fig. 12. Part of the generated workflow description file 

4   Conclusion  

In this paper, we have described a model-driven approach to generate applications for 
mobile devices. Model-driven architecture (MDA) provides a higher level of abstrtion 
for developing software: it allows modeling software systems instead of program-
ming. Only a few domain-specific functionalities remain for manual implementation. 
The indispensable prerequisite for an MDA approach is a powerful architectural base 
providing the destination platform for code generation and the development of a Do-
main Specific Language (DSL). 

We introduced the BAMOS platform which allows the specification of complex 
mobile application using XML files to generate XForms screens for mobile devices.  

The presented model-driven approach avoids the error-prone coding of XML files. 
Altogether, MDA shortens significantly the development time and improves software 
quality. Because UML models are the main artifacts instead of XML code, mainte-
nance and reuse of model elements is made easier. 
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One drawback of the approach is that many different tools must be used and inte-
grated. Actually, most UML modeling tools do not satisfactorily support meta model-
ing and the code generating tools are still proprietary and not yet stable.  
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Abstract. Applications written for mobile devices have become more
and more complex, adjusting to the constantly improving computational
power of hardware. With the growing application size comes the need for
automated testing frameworks, particularly frameworks for automated
testing of user interaction and graphical user interface. While such test-
ing (also called capture-replay) has been thoroughly discussed in litera-
ture with respect to desktop applications, mobile development limits the
possibilities significantly. To our best knowledge only a few solutions for
creating automated tests of mobile applications exist and their function-
ality is very limited in general or constrained to only proprietary devices.
In this paper we demonstrate preliminary results of our attempt to design
and implement a framework for capturing and replaying user interaction
in applications written for the Java 2 Micro Edition environment. Our
evaluation test bed is a complex commercial mobile navigation system
and the outcomes so far are very promising.

Keywords: Software Testing, Agile Development, Quality Assurance,
Mobile Development.

1 Introduction

Software testing is a process of verifying the quality of computer programs to
make sure they are doing what was expected in a consistent, error-free manner.
But software testing in practice depends on how and when it takes place in the
development process. We can distinguish several types of tests [1,2]. Unit testing
concentrates on low-level pieces of software, such as classes and methods. These
tests are typically a responsibility of the programmer transforming the design
into implementation. Acceptance tests occur at the end of the development pro-
cess – when the software is confronted with its initial requirements specification
and expectations of target users. Integration tests (also called regression tests),
which we focus on in this paper, happen in between unit and acceptance tests
and cover larger blocks of the program, often the entire product. By running
integration tests frequently, we ensure all the modules work together as a whole
and provide results consistent with previously released versions of the software.
Regression tests are thus a quality control aspect – they allow early detection
of the program’s suspicious behavior caused by changes (refactorings or new
features) introduced to the product. This kind of constant software testing in
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anticipation of potential errors is part of most modern software development
methodologies and is called the continuous integration principle [3].

While theoretically appealing, writing integration tests for applications with
a rich graphical user interface (GUI) presents a generally complex technical prob-
lem. Since the human-computer interaction is quite unpredictable, GUI applica-
tions resist rigorous testing. A common solution is to record real scenarios of user
interaction with the program (directly off the application’s screen) and then try
to reproduce the same stimuli at the testing phase, validating program’s response
accordingly. This kind of procedure is made possible with various GUI automa-
tion tools and programming interfaces; programs for recording GUI events are
called robots and the technique is dubbed capture-replay testing methodology.

Java 2 Micro Edition environment (J2ME) lacks most of the above facilities for
implementing GUI automation. All existing products (research or commercial)
for testing mobile applications in J2ME are very simple and lack capture-replay
testing support. This fact raises the following questions:

– In spite of technical difficulties, is it possible to devise a cross-platform archi-
tecture facilitating unit and integration testing of mobile applications? How
much overhead (code, time) is required for running such a solution?

– Is there an industry need for integration tests aimed for mobile applications?
– How much time and resources can we save by implementing semi- or fully

automatic integration tests in J2ME?

The first question is very technical in nature, but poses great technical difficulties
because of the limited functionality available in the J2ME environment. We believe
overcoming such major obstacles, although definitely with a technical in nature,
qualifies as a research activity. In this paper we demonstrate an architecture that
allows capture and replay of GUI events in the J2ME environment by means of
dynamic code injection. This is a significant improvement over all the products
available in the literature and on the market. We also estimate the overhead of
this solution in terms of space and time needed for its execution at runtime.

To answer the second question we present some preliminary results and feed-
back from the evaluation of our proposal in a leading commercial company de-
veloping mobile navigation systems in Java.

As for the last question, there seems to be no direct answer to how using
regression tests translates into economic value. While we could try a controlled
user-study to assess the time or effort savings gained from using regression tests,
this kind of experiment is always subjective and lacks the real-life constraints
of a commercial company’s environment. This problem is actually omnipresent
with respect to software testing in general – common sense suggests tests provide
certain measurable value, but hard estimation of this value is very difficult.

2 Related Works

We can distinguish two different types of related works: research about GUI test-
ing principles (theory) and programs allowing automated GUI tests in practice.
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The former topic has been broadly covered in research literature [1,2,4] and due
to space limits we omit an in-depth background here in favor of surveying testing
tools available at the moment. We reviewed the existing products (commercial
and open source) that somehow tackle the problem of testing mobile applications
in order to see to what extent they allow automated integration tests.

An open source project J2MEUNIT [A] can run simple unit tests. It does not
allow testing application as a whole and the test cases are hard to maintain.
It is also not possible to integrate J2MEUNIT into an automatic build process
because results of performed tests must be verified by the programmer (which
excludes its use for integration testing). Sony Ericsson’s MOBILE JUNIT [B] is a
more advanced framework, allowing unit testing on the device and collecting code
coverage statistics automatically while running tests. MOBILE JUNIT is bound
exclusively to the Microsoft Windows operating systems and on-device testing
is limited to Sony Ericsson’s telephones. Moreover, the tool’s configuration and
launching is quite complex and involves a pipeline of different tools which cannot
be separated. Recently a few other toolsets similar to Sony’s emerged: MOTOROLA

GATLING [E] and CLDCUNIT [F] for example. The functionality they offer is close
to that of Sony’s.

So far we have only mentioned unit testing frameworks. One solution going
beyond that point, towards GUI testing, is IBM’s Rational Test RT, in short
TESTRT [C]. TESTRT is a commercial package with a custom implementation of
unit tests. The program allows GUI testing, but only on so-called emulators (soft-
ware substitutes of real devices), not on the devices themselves. The simulation
script knows nothing about the emulator or about the mobile environment – it
merely replays the operating system’s events such as keyboard actions or mouse
clicks at certain positions over the emulator window. This implies that the prod-
uct is testing a software emulation of a real device rather than the program
running on that device. Unfortunately, TEST RT also lacks an automated test
verification mechanism, the programmer is responsible for checking whether the
replayed test passed or not.

A more sophisticated testing solution comes from Research In Motion and is
bundled with development tools for this company’s flagship device BlackBerry.
The software emulator of a BlackBerry device (called FLEDGE [D]) is equipped
with a controller tool that can interpret predefined event scripts. These scripts
can contain events such as: starting and pausing the application, changing the
readouts of GPS location API for devices supporting GPS positioning, generating
keypad and other input device events, generating various phone events such
as remote phone calls or changing battery level. BlackBerry’s controller has
several limitations: it runs only with the simulator, not with real devices, it
lacks an automated test verification mechanism (assertions) and, most of all, the
developers are unable to record test scenarios – all scripts must be written by
hand prior to testing.

The conclusion from the list above is that in spite of the evolving theory of GUI

testing, practical implementations for testing mobile applications remain within
the domain of the simplest unit and limited GUI tests.
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3 Writing and Testing Applications in Java 2
Micro Edition

Java applications written for mobile devices (mobile phones in vast majority)
are simpler and smaller compared to their desktop cousins. The environment
provides a simple virtual machine (JVM) for executing the program’s code and a
set of generic application programming interfaces (API) for accessing hardware
layer – the device’s display, network or communication ports.

Both programming and particularly testing are much more difficult in such
a constrained environment compared to writing programs for the desktop. Each
mobile phone, for example, has a different hardware configuration: display size
and capabilities (number of colors), size of memory and varying computational
power. Application interfaces defined by the J2ME specification and considered
a ‘standard’, are implemented by different vendors and often contain differences
that must be taken into account, increasing the complexity of the program. The
same application looks, but often also behaves a bit different depending on the
target device it was installed on. We summarized these key differences between
mobile and traditional software development in Table 1.

Table 1. Differences between development and testing of mobile and traditional (desk-
top and server) applications

Element Mobile Traditional

Test recording Lack of programmatic access to
recording GUI events. Emulation of
user interaction impossible.

Standard java.awt.Robot class for
recording GUI events.

Deployment
automation

Tedious (manual) routine of on-device
deployment and testing.

Deployment usually fully automatic.
Testing and harvesting test results
automatic and relatively easy.

Test
environment
differences

Differences across devices (different
virtual machines, varying memory and
resource availability). Requirement to
run tests on all possible
configurations.

Virtually identical development and
deployment/ testing environment. In
very rare cases operating-system
specific.

Programming
interfaces

A number of non-standard APIs and
proprietary solutions (playing sounds,
access to external ports, access to the
current display).

More mature and standard APIs,
portable across JVMs from different
vendors.

Because of the differences in hardware and software, software for mobile de-
vices should be tested on each individual piece of equipment separately. Knowing
that the deployment process takes some time, testing quickly becomes a tedious
routine software developers grow to hate in no time. Writing a capture-once,
replay-on-all testing framework seems like a natural answer addressing the prob-
lem, even if the experiences with this type of tests in desktop applications are
not always rosy (contrary to the desktop, mobile applications are much simpler,
so test scenarios should retain manageable size). Unfortunately, the J2ME envi-
ronment does not offer any system-level support with respect to handling GUI

events and any other events for that matter. In the following section we show
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how to substitute this required and missing functionality with automatic pre-
processing of the binary code of the tested program (a process generally known
as bytecode-level instrumentation or code injection).

4 Automating Tests with Code Injection

We divided the problem into fairly independent goals. The first goal was to
design a mechanism that would allow us to intercept and record the events re-
sulting from user’s interaction with the program (running on an emulator or
a real device). This is called the recording phase. The second goal was to pro-
grammatically simulate the previously recorded events (user actions) – this is
called the replay phase. Finally, we compare the initial recording with stimuli
resulting from the replayed events; certain assertions are checked to ensure the
program followed identical sequence of state transitions (this implies a correct
outcome of the entire test). Note that states can be fairly low-level, such as
action selection, but also high-level, perhaps even explicitly hardcoded in the
program by the developer. We took extra care to facilitate future maintenance
of the recorded scripts. Unlike with desktop applications, where an event is typ-
ically described by a mouse position or some obscure component identifier, our
events are described with identifiers meaningful to the programmer (an action’s
label for example). Our goal is to make the recorded script comprehensible and
comparable to a typical (unstructured) use-case scenario used in requirements
engineering.

4.1 Recording Phase

Java 2 Micro Edition does not expose any standard system hooks for intercept-
ing GUI events. To overcome this problem we instruct (dynamically rewrite) the
tested program’s bytecode before it is deployed, injecting our custom proxies
anywhere on the border between the program and the J2ME environment. We
identified several such injection points, trying to capture events related to ap-
plication lifecycle, changes made to the active display and alternations of form
fields. For intercepting the injection points we first considered aspect-oriented
programming but this turned out very hard due to their different placement and
handling. The details of how major injection points have been implemented are
given in subsections below.

– MIDlet Lifecycle. A mobile application in J2ME must have at least one class
that extends javax.microedition.midlet.MIDlet class.1 The midlet is an en-
try point to the application and receives events connected to its lifecycle (start,
pause, destroy and resume). We intercept these events by locating classes extend-
ing the MIDlet class, adding our own event methods in place of existing event
handlers and moving the code from original implementations to private methods
in the same class. A simple example of this operation is shown in Figure 1 on
the facing page.
1 In the remaining part of this paper we will omit package names for brevity.
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public final class MyMidlet extends MIDlet {
protected void startApp()

throws MIDletStateChangeException {
// original code

}
...

public final class MyMidlet extends MIDlet {
protected void startApp()

throws MIDletStateChangeException {
// record: before-start-event
try {

this.orig$startApp();
// record: after-start-event

} catch (Throwable t) {
// record: start-exception-event

}
}

private void orig$startApp()
throws MIDletStateChangeException {
// original code

}
...

Fig. 1. Rewriting MIDlet classes to intercept lifecycle events. Original code on the
left, modified (instructed) code on the right. We denote event recording blocks with
comments for brevity.

– Display changes. A mobile application changes the display by setting a selected
subclass of the Displayable class on the Display. From the point of view of
a testing framework, switching one screen to another is a change of state. This
event is useful because a sequence of display changes should typically be identical
during the replay phase and can be considered an assertion. We intercept every
change of the active display by locating (and generating an event upon) all
invocations of setCurrent(Displayable d) method on the Display class.

– Intercepting command actions. Commands (instances of Command class) are
issued when the user selects an option on an active display, which is a subclass of
the Screen class (any type of screen with selectable buttons). Every command
must be registered with the screen before it is visible. When the user presses a
button on the mobile device, a listener (instance of CommandListener interface)
is informed about such an event. To intercept all command events we must
locate all implementations of the CommandListener interface and wrap the event-
receiving method commandAction(Command, Displayable). Commands do not
carry any special identifier (which could be recorded for use in assertions at
replay time), so we decided to use their visual representation (labels) instead. It
is vital to separate and identify commands uniquely because in the replay phase
the framework must know exactly which command to simulate.

An additional problem to solve in the recording phase was related to storage
of the recorded events. Saving all events directly on the device was inconvenient
because we could collide with the application’s data or exceed the device’s limited
capacity (memory or persistent storage). Eventually we decided to transmit all
events directly over the wire during the simulation and have an option to save
them locally in case network protocol is unavailable on the device.

After the recording phase is over, some additional work can be done by a per-
son responsible for recording the tests to make the recorded script more robust.
A raw scenario recorded off the device is typically too verbose and could lead
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<scenario>
<event timestamp="1000">

<displayable-changed title="Hello screen" type="TEXTBOX" />
</event>

<event timestamp="2000">
<command cmdLabel="Start app" displayableTitle="Hello screen" />

</event>

<event timestamp="3000">
<textbox-modification assertion="true" strongAssertion="true" string="I like testing" />

</event>
</scenario>

Fig. 2. A sample fragment of a test script written in the XML language

Fig. 3. Screenshots from test recording session. Server console (left) and emulator
window (right).

to maintenance problems, failing in response to the smallest change in the user
interface (see [5] for example). The person designing the test case should review
the recorded scenario and add or remove assertions or events as appropriate (as
we already mentioned, the goal was to make test scripts as comprehensible to a
human as possible). The script is originally in a compact, binary format to save
network bandwidth and storage on the device. To modify the script we translate
it to an XML file and, after changes, compile it back to the binary format. An
example of a test script is shown in Figure 2. A screenshot from test recording
session (server console, emulator window) is shown in Figure 3.

4.2 Replay Phase

In the replay phase our ‘robot’ class wraps the original midlet and manages its
entire lifecycle. The robot continuously reads the binary test script stimulating
corresponding events or checking for assertion violations.

There are two types of assertions: strong and weak ones. A failure report is
made when any type of assertion fails, but with strong assertions the simulation
is terminated and with weak ones the program is continued and the robot tries
to execute the remaining part of the test script. By default all assertions are
weak, the test designer may alter their type manually.
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Hardware events recorded in the script are generated by the robot back to the
tested application in different ways, depending on their original injection point.

– MIDlet Lifecycle. Midlet lifecycle events are handled much like during record-
ing. The only difference is that the injected code is instructed to stimulate events
(call corresponding application methods) rather then capture them. One impor-
tant method is the midlet’s startup call (constructor). The testing framework
is interested in intercepting this special call because it is a sign that the replay
phase should begin and the framework should start stimulating events for the
application under test.

– Mapping commands to test command identifiers. During the recording phase
every event about a command the user invoked was recorded. At replay, we simu-
late the same commands by invoking the current display listener’s commandAction
method. To do so, we must associate previously recorded commands (or rather
their labels) with real objects created during the current test execution (instances
of Command class). We intercept every instance of a command by locating invo-
cations of the addCommand(Command) method on subclasses of the Displayable
class. Once the mapping between the command objects and their labels is known,
generation of corresponding test events only requires the knowledge of a listener
where events should be proxied.

– Intercepting command listener registration. Listeners receiving commands from
the application screens register directly with subclasses of the Displayable class.
We intercept these registrations by locating all invocations of the setCommand-
Listener(CommandListener) method. Once we know which listener registered
on the current display, simulation of (previously mapped) command events be-
comes trivial.

– Display changes. This type of event is tracked during replay (to allow state-
change tracking) in an identical way as in the recording phase.

Putting the described code injection procedures together, the testing frame-
work is able to fully reproduce the original behavior recorded in the test script.
The framework performs the simulation by spawning a background thread that
continuously reads events and assertions from the test script and invokes corre-
sponding event-generation routines, at the same time tracking objects to which
the events should be delegated. While it may seem a bit complex at first glance,
the replay phase is actually quite simple and efficient at runtime.

5 Preliminary Results

At the moment of writing, the test framework introduces an overhead of about 30
kilobytes of bytecode (unobfuscated bytecode). Our estimate is that the overhead
will reach about 50 kilobytes in the final version of the framework. Comparing
this figure to storage constraints of present mobile phones (handling up to a
few megabytes) this seems not to be an issue. Runtime memory consumption
increased only about 30 kilobytes (roughly identical to the size of the code), so
it should not be an issue.
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The testing framework has different performance overhead depending if it is in
the capture or in replay mode. In the capture mode the overhead is mostly bound
to network traffic (sending events over the wire), which can be easily neglected
by using some engineering tricks (asynchronous queue of events waiting to be
sent). In the replay mode the overhead is connected to the background thread
reading and stimulating events. We found this overhead negligible as well.

The framework has been put to use at NaviExpert (www.naviexpert.pl), a
Polish company offering complex navigation software for mobile phones, written
entirely in Java. The initial feedback was very positive and we plan to collect
some usage statistics to determine the value gained from using regression tests
in production use.

We should emphasize that this paper reports on preliminary results from
an initial implementation of the presented concepts. The prototype is fully func-
tional with respect to a large slice of the J2ME specification, but does not cover all
the possibilities (for example, Canvas class events are a matter of future work).

6 Summary and Future Directions

We have presented a proof of concept demonstrating that fully-fledged capture-
replay testing framework is feasible in Java 2 Micro Edition environment. The
prototype implementation has been well received and deployed in a commercial
software house.

Our biggest challenge at the moment is to provide some objective means to
assess the value gained from using the framework. What common sense states
as obvious is quite difficult to express with hard numbers. We considered a con-
trolled user experiment where participants would be given the same application
and a set of tasks to implement (refactorings and new features). Half of the
group would have access to the results of integration tests, the other half would
just work with the code. We hoped this could demonstrate certain gains (num-
ber of early detected bugs, for example) that eventually translate into economic
value for a company. Unfortunately, this kind of experiment is quite difficult to
perform and its results are always disputable (i.e., due to ranging skills between
programmers), so we decided to temporarily postpone it. Other possible research
and technical directions are:
– Design a flexible architecture adding support for events that are outside

the scope of the J2ME specification, but are commonly used in mobile de-
velopment. These events include, for example, vendor-specific APIs such as
vibration or backlight by Nokia.

– Implement alternative event serialization channels – through serial cables or
Bluetooth connections.

– Consider evaluation schemes for the presented solution. A real feedback from
developers translates into a proof of utilitarian value of the concept – does
the testing framework help? How much time/ work does it save? What is
the ratio of time spent on recording/ correcting test scripts compared to
running them manually? We should emphasize that these questions are just
as important as they are difficult to answer in a real production environment.

www.naviexpert.pl
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– Integrate the framework with popular integrated development environments.
This goal is very important because developers must be comfortable with the
tool to use it and must feel the benefits it provides. Instant hands-on testing
toolkit would certainly assimilate faster in the community than an obscure
tool (such as Sony’s).

– We also think about extending the concepts presented in this paper to other
Java-based platforms for building mobile applications, such as NTT DoCoMo
Java, BlackBerry RIM API or Qualcomm Brew. They may not be as popular
as J2ME, but the concepts we have presented should be applicable in their
case as well.
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Abstract. Belief that a particular software engineering paradigm is uni-
versal for all domains is an illusion and agent-oriented engineering is not
an exception. This we have learned during the development of an agent-
based Travel Support System. The system was developed as a distributed
environment to provide user with personalized content helping in travel
planning. In this article we focus on these issues of our systems, where
agents fit and give practical alternatives, where they do not. We believe
that lessons learned in our project generalize to other project involving
utilization of agent technology.

Keywords: multi-agent system, development methodology, content
management, personalization.

1 Motivation

Nowadays a software architect, challenged to develop an application solving cer-
tain problems does not have to start building it from the scratch. Being a sup-
porter of re-use-what-available philosophy, she can rather select relevant software
development paradigm and existing off-the-shelf technologies. Obviously, each
existing paradigm provides different abstraction for conceptualizing a given prob-
lem. The role of an architect is to know limitations and possibilities of different
abstractions and choose the most intuitive and efficient one(s).1 Therefore, be-
lieving the a particular paradigm is universal for all domains is an illusion and
agent-oriented engineering is not an exception [1]. The same way as in all other
software engineering tasks, a number of factors must be considered when select-
ing an agent-based approach [2,3]. Let us list some of the more prominent ones.
1 In business practice the choice of right approaches is of course much more compli-

cated and depends not only on software requirements, but also on various costs of
using specific technology, skills of available programmers, predicted long-term sup-
port for existing technologies, etc.
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An environment that is distributed, highly dynamic, uncertain and complex.
Such an environment requires distribution of data, control or expertise and these
objectives can be naturally supported by agents. For example consider produc-
tion system in a factory; where points of control behave in both autonomous
and cooperative way, and can adapt to local environment changes in order to
realize a global goal [4]. Moreover, in a distributed environment access to re-
mote resources can be improved by providing a light agent with mobility: the
agent representing certain point of control can move to the target location where
data necessary for computation is stored—instead of transferring large quanti-
ties of data over the network (as is the case in a traditional remote procedure
call).

Agents as a natural metaphor. Organizations and societies consisting of co-
operative or competitive entities can be naturally modeled by agent teams.
Agent-oriented engineering allows classical methods of building complex systems
(decomposition, abstraction and organization, as in object-oriented paradigm [5])
to be applied in distributed dynamical environments [6].

Dealing with legacy systems. Genesereth and Ketchpel suggests using agents
as wrappers for legacy software, which in such a way can be reused by other
components in heterogeneous system [7].

At the same time it is important to acknowledge that agent paradigm is
relatively novel and may fail in cases in which traditional approaches (client-
server architecture, object-oriented paradigm etc.) and technologies (Web Ser-
vices, Java RMI, Content Managements Systems etc.) have taken their deserved
place, confirmed by business practice. This is also the lesson that we have learned,
building our Travel Support System and thus we would like to share our expe-
riences in this article. This knowledge may also be helpful, in the case when
someone may naively may claim that agents are a “silver bullet” for software
development, while these arguments is still largely untested in practice [8].

In the next section we briefly summarize the main design characteristics of
our agent-based Travel Support System. We follow with a description of ma-
jor problems that we have run into. We complete the paper by description of
proposed solutions to these problems.

2 Background

Travel Support System (TSS) is an academic project aiming, among others, at
convincing agent-idea skeptics that building an agent-based system for planning
a travel is nowadays both reasonable and possible with use of on-the-shelf tech-
nologies [9]. Our work was inspired by the following scenario. Hungry foreign
tourist arrives to an unknown city and seeks a nice restaurant serving cuisine
that she likes. Internet, contacted for advice about restaurants in the neighbor-
hood, recommends mainly establishments serving steaks, not knowing that the
tourist is a fanatic vegetarian. This scenario determines the following function-
alities of the system:
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– Content delivery. Content should be delivered to the user in browser-proces-
sable form, i.e. HTML, WML etc. and match the user query.

– Content personalization. Delivered content should be personalized according
to the user-model to avoid situations like the one presented in the scenario.

– Adaptation of personalization. Habits of the user can change, therefore her
model should be adapted on the basis of her activities recorded by the system.

In fact, these functionalities are realized only by a part of the Travel Support
System, called Content Delivery Subsystem. In what follows we focus our atten-
tion only on this particular subsystem (hereafter called system). The remaining
parts of the TSS, responsible for data management and collection have been
depicted on figure 1 and described in detail in [9]. This latter reference (and
references collected there to our earlier work) should be consulted for all re-
maining details concerning the TSS. As far as the technologies utilized in the
TSS, the RDF language has been applied to demarcate data (to allow machines
process semantically rich data and meet requirements of Semantic Web applica-
tions [10,11]). Jena framework has been used to manage RDF graphs [12] (RDF
graphs are persisted as Jena models in traditional relational databases). When
conceptualizing the system, the Model-View-Controller design pattern [13] has
been applied for clear separation between pure data (model) and its visual rep-
resentation (view).

Let us now list the most important agents that have been designed and im-
plemented in our system

– Proxy Agent (PrA) integrates non-agent user environment with the agent-
based system (precisely described in [14]). It is able to receive HTTP requests
from a user browser (since it wraps a simple “home-made” HTTP server),
and forward them to the system and return an answer from the system in
the form of an HTTP response.

– Session Handling Agent (SHA) is responsible for realizing user requests.
It plays the role of controller in the MVC pattern. Specifically, it (1) re-
ceives user request from the PrA, (2) creates model responding the request

Fig. 1. Travel Support System general architecture
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or delegates the PA to do it, (3) requests the VTA to transform the model
into the browser-readable view, and (4) passes the response to the PrA.
Additional responsibility of the SHA is to track user feedback and log it in
the History database.

– Profile Managing Agent (PMA) is responsible for initializing and learning
user profile on the basis of user feedback (see [15], for more details about
learning algorithm used in the system). It provides a user profile to the PA.

– View Transforming Agent (VTA) is a response to the need of providing
content to various user devices, which can render documents described in
markup language (e.g. HTML) as well as simple TXT messaging. The VTA
generates a view in terms of a HTML/WML/TXT document matching a
given model. It wraps and utilizes Python-based Raccoon server, which ap-
plies pointed XSL stylesheet to a given XML document [16].

– Personal Agent (PA) acts on behalf of its user, personalizing recommenda-
tions restaurants with respect to the user profile (see [15], for more details
about filtering algorithm used in the system). It is created only for a duration
of the session, for a user who is logged in. Notice that user can log-in and
log-out during a session and while user is logged out the PA can orchestrate
work that is preparing a response set. When the response set is delivered
and user logs-out, the PA is “killed.”

– Restaurant Service Agent (RSA) Wraps Jena model with data of Polish
restaurants.

3 Problems Encountered During the Development of the
System

In this section we present four problems, we met during agentifing our system.
We tried to present them as general issues with aids, so other developers could
utilize our experience in their work.

3.1 Agents as Wrappers for Legacy Software

Utilization of agent as wrappers for legacy software, was proposed as aid for sys-
tems with heterogeneous software [7]. This is representation of a general move
toward message-oriented communication, which increases the interoperability,
portability, and flexibility of a distributed applications [17]. However, we found
such utilization of agents justified only in one of the following situation: (a)
where there is no other middleware solution, which would connect heterogeneous
parts of an application, or (b) usage of agents brings additional functionality to
wrapped software (as e.g. as Observer or Adaptor design pattern).

Let us illustrate this situation by an example from our system. JADE agents
use two semantically rich languages: SL and ACL [18]. For example, in the
following message the RSA agent informs the PA about requested restaurants:
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−

−

−

It can be seen that the message contains also RDF/XML serialized data describ-
ing restaurants. The process of creating an ACL message by the RSA and reading
it by the PA has been depicted in Figure 2. RDF data describing restaurants
and persisted in the Jena model must be serialized to RDF/XML. The rest of
the message content is constructed with use of Java beans representing certain
concepts in communication ontology and then encoded in Lisp-like strings. All
resulting message-parts are combined into a single ACL message and communi-
cated to the PA with uses the RMI technology (standard technology that JADE
uses to transfer messages). The PA reads the content of the message in exactly
the reverse way. This process is definitely time- and resource-consuming and it is
not justified in our system, where agents do not take advantage of SL’s features.
The SL language was developed to provide agents with ability of communicating
their beliefs, desires and uncertain beliefs; this takes place particularly in the case
of, so called, BDI agents. However, our agents are not BDI agents and do not
utilize semantically rich communication. Moreover, as it was described above,

Fig. 2. Communication costs in Travel Support System
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remote Jena models persisted in the database can be reached with use of simple
database connection, without time-consuming serialization of Jena models and
putting them inside of ACL messages. In this context, one should also remem-
ber about additional effort of a developer, who needs to design communication
ontology (in the SL language).

An alternative could be (1) to use of simple database connections, in cases
where data sources where interfaced by agent wrappers, (2) introducing tradi-
tional technologies, such as Java RMI, for requesting remote services (such as
view transformation), or (3) if possible, integrating interacting agents within
a single host. Summarizing, interoperability among parts of an application is
simply warranted by Java-based interfaces of an application.

3.2 Replacing Traditional Technologies with Agents

You see agents everywhere. Many young developers narrowly follows the vision
of Nwana and Ndumu to agentify all software functionalities [19]. However, this
is very common mistake to design whole system in an agent-oriented architec-
ture, while most of the work can be done with use of traditional approaches and
technologies [1]. We have made this mistake for a purpose. The main objective
of the original design was to utilize agents in all possible functions. Let us now
look into some more details as to what we have found.

The main scenario of the system is content delivery, which is realized in a
client-server architecture, where the system plays a passive role of server. This
client-server architecture has been naturally transformed into the FIPA Request
Interaction Protocol [18], in which the Initiator plays the client role, and the Re-
sponder plays the server role. Specifically, the SHA (Initiator) requests that the
VTA (Responder) generates a view from the model. Separate functionality has
been created as the PrA, which wraps the HTTP server. All these agents plays
vital roles in our adaptation of the Model-View-Controller pattern in agent-like
environment.

Summarizing, in general the MVC pattern utilizing the HTTP protocol can
be characterized as:

– stateless—each user request is independent to others, so the results of re-
sponse to a user request have no influence on results of another one, by an
analogy to the HTTP;2

– reactive—MVC components stay inactive between user requests, so they
react only to external requests, simply like active objects [20];

– synchronous— as process of realizing a single user request is a sequence
of steps, where each next step cannot be realized until the previous one has
been finished: receiving HTTP request, preparing model, preparing view and
returning HTTP response;

– parallel, but not concurrent—parallelism is utilized to decrease interleaving
in I/O operations.

2 With an exception to a term session, which—however—has been successfully handled
by traditional CMS frameworks.
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Therefore, in this case, the well known properties of agents defined as proactive-
ness,3 asynchronous communication, statefulness and concurrency4 cannot be
utilized.

Previously, the MVC pattern has been successfully incorporated and tested
in business practice by use of traditional technologies, such as the Spring Frame-
work [21]. In our case utilization of agents for this pattern resulted in the fol-
lowing disadvantages of the system:

– difficulty of integration of the proposed solution with traditional Content
Management Systems, due to use of niche technologies (Raccoon, agents);
this seems more reasonable in the situation where content presented to a
user is composed also from fragments not delivered by agents.

– forcing a potential developer to learn designing web content from scratch,
– introduction of the solution that can be less stable and efficient that thor-

oughly tested solutions, for example (1) not properly managed concurrency
in the HTTP server can be a bottleneck in the system and (2) above men-
tioned communication overhead can slow down data flow in the system.

Overall, upon reflection we can say that we have modeled a part of the system
with higher abstraction than naturally necessary, which resulted in difficulties
of verifying and reasoning about such solution (i.e. the simpler the model the
easier it is to think about it, to verify its correctness and to remove errors).

3.3 Solving Conflicts in Functionalities Acquaintance

Creating too many agents, each one realizing separate functionality, is yet an-
other pitfall in agent-oriented development [1]. The main problem is a poten-
tial communication overload caused by exchange of messages between separated
functionalities [22]. Guidelines for solving such problems can be found in the
Prometheus methodology, which proposes to analyze, in the given order, the
following factors, while specifying particular agents: (1) data and knowledge
acquaintance, (2) relationships among agents and (3) interactions frequency.
Functionalities which use the same data or interacts with each other often are
suggested to be integrated into a single agent [23]. However this approach often
conflicts with a situation, where related resources, data etc. must be located on
separate hosts (e.g. due to performance issue or because they belong to differ-
ent owners). However, in this case communication can be limited by introducing
mobile agents. Let us see this approach on the example.

At first, we applied the Prometheus methodology to the Travel Support Sys-
tem; the results can be seen in Figure 3. Red lines demarcate access of agents to
particular databases and ontologies (directions of arrows point read and/or write
access). Black lines describe dependency of a pointed agent on a given functional-
ity. For instance, PMA reads data from the Stereotypes database, and both writes
3 Agents can react also changes of their internal state (being usually results of reason-

ing), what can be perceived as proactive behaviour.
4 Programming technique, in which two or more, often cooperative, threads are making

progress, often used to model real world entities.
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to and reads data from Profiles and Statistics databases. Moreover, the learning
process requires access to (1) History database (and thus communicating with
the SHA to obtain the learning data) and Restaurants database (wrapped by
the RSA). Let us consider this example further. Content-based learning adapted
in the system requires great amount of information: both description of recom-
mended objects (Restaurants) and history of user feedback about those objects
(History). According to the integration rule we should have integrated all related
functionalities of the PMA, the SHA and the RSA agents together with access
to the necessary data sources in a single agent. But we have made an exception
to this rule for the following reasons: (1) restaurant data could be provided by
the company not belonging to the system and thus external to it, (2) the PMA
and the SHA should be hosted on separate machines, because learning process
requires large amount of CPU resources, while the SHA is obligated to respond
to many users’ requests in a timely fashion. An alternative would be to designate
an agent that learns single user profile and moves to the host where appropriate
data for a particular learning phase is stored. Mobility of a such an agent has two
advantages: (1) performance boost—it decreases communication overload while
accessing remote data, and (2) design metaphor—it provides the developer with
possibility to realize certain computations from a single point of control which
can move itself, while releasing her from necessity of passing control along var-
ious remote hosts (as in standard remote procedure calling). Example of such a
solution can be seen in Figure 4, where Mateusz’s PA travels across remote hosts.

3.4 Placing Personal Agent in Real Environment

Generally speaking, automated personal assistants are one of the ways that
agents are viewed [24]. This perspective says, that each user is represented in a

Fig. 3. Dependencies in the Travel Support System



496 M. Gawinecki et al.

Fig. 4. Personal Agent migrating during learning process

system by a personal agent. We have learned that this approach can be justified
mostly in situations, where such an agent resides on a user machine. Let us see
reasons for this conclusion.

In our system we decided to utilize personal agent that is responsible for
filtering and personalizing data delivered to the user [25]. In its original design,
such an agent (also called intelligent interface agent) was supposed to exist on a
user machine or mobile phone. The main reasons for this proposed design were:

– security—user profile is not explicitly accessible to the system,
– mobility— an agent can accompany the user in her travel, moving together

with her mobile device,
– resource separation— an agent utilizes resources belonging to its user, not

to the system.

However, in our system we assumed, that user devices are light (allowing only
for visualizing documents demarcated in a markup language) and that user is
unable or prevented from installing additional applications (e.g. for security rea-
sons in a corporate environment). This decision has automatically swept away
the expected advantages. Currently it is the system that stores user profiles.
Moreover, a PA can be accessed by its user only through the PrA and this in an
obvious ways limits the sense of PA’s mobility. And the last, but not least con-
sequence is the necessity of providing additional resources to the PA, which now
utilizes system hardware. To avoid wasting resources we decided to instantiate a
Personal Agent only for duration of its user session. Therefore, we could have—
for example—1000 users registered in the system, but only 100 of them actively
interacting with the system, and thus only 100 PAs would exists. However, this
leads to an interesting open question related to collaborative filtering. It is typ-
ically assumed that in this case all trusted PAs should be accessible every time
another PA is about to ask them for their opinion about (restaurant) recommen-
dations (to provide maximally relevant response to its user). Since not all PAs are
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“alive” all the time, they cannot provide a response to such a query. Therefore,
usage of collaborative filtering, or even usage of PAs must be re-considered.

4 How the TSS Should Be Re-designed

Having analyzed problems that have arisen during the design and implementa-
tion of the original system, we have found that utilization of traditional tech-
nologies for some of its parts would be beneficial for the overall architecture.
Therefore let us briefly discuss which functionalities of the system should be re-
alized as agents and which—by utilizing traditional technologies, and how they
can cooperate with each other.

4.1 Utilization of Agents

Agents can be placed in the following system scenarios:

– profile learning—because of their ability to move across different locations;
this approach (1) gives also ability to organize agents in teams of agents,
each team realizing different algorithm of learning, and (2) introduces pos-
sibility of selecting agents to realize a particular task by use of negotiations,
depending on agent’s current location and current access to the resource;

– content filtering—creation of a single Personal Agent for each user should
replaced by utilization of agents representing groups of users and using dif-
ferent filtering algorithms;

Traditional technologies should be utilized in the following cases:

– MVC-based framework, for example Spring, can be used for content delivery,
replacing functionality of the SHA and the VTA (together with the need of
utilization of the Raccoon server),

– PrA wrapping home-made HTTP server can be replaced by a traditional
servlet container, such as an Apache Tomcat, on which the Spring will be
hosted,

– access to remote data sources can be “unwrapped” and provided directly via a
simple database connection; concurrent access issue must also be considered
here (e.g. by use of multiply-read-single-write policy).

4.2 Integration of Agents and Traditional Technologies

It has been shown that in the TSS there exists a demand for co-existence of both
traditional and agent technologies. Therefore appropriate middleware must be
created allowing heterogeneous parts of the system to communicate with each
other.

Servlets executed by the CMS need to issue commands to JADE agents, for
example through the so called gateway, which can be featured by the Gateway
Agent class from jade.wrapper.gateway package.
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Agent requiring functionality of a certain Web Service (speaking the WSDL
language) can send its request to the Gateway Agent (from Web Services Integra-
tion Gateway add-on [26]), which translates ACL messages into SOAP messages
in both directions and forwards them between the Web Service and the request-
ing agent. See figure 4 for example of such a situation, where the PA requires
data about hotels provided by an appropriate Web Service.

5 Conclusion

In this paper we have discussed lessons learned from the design and initial imple-
mentation of the agent-based Travel Support System. We have shown, that the
initial assumption—everything should be an agent has only educational value.
However, in a realistic system both agent and traditional technologies have to
coexist and be utilized in a judicious way. Following the critical analysis of pit-
falls of our design, we have outlined a solution that would make our system more
realistic, flexible and efficient. Finally, specific middleware solution was proposed
for integration of non-JADE parts with JADE-based parts of the system.
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Abstract. The concept of feedback-anticipative control as the extension
of classical Wiener paradigm is considered in the context of multi agent
systems. The behavior of complex real world agents is based on the con-
sideration of feedback information as well as on the anticipation. A linear
model of the agents with a nonlinear interaction rule is proposed as the
mean for the methodological conception. The results of the developed
system display a periodic response. An analytical determination of peri-
odicity conditions for individual agents was performed by the application
of z-transform. Proof of system stability for the case of two interacting
agents has been provided. The hyperincursivity paradigm is presented as
an interesting methodological platform for further investigation of multi
agent systems.

Keywords: Agent, interaction, synchronization, periodicity, stability.

1 Introduction

In the present paper the introduction of Dubois feedback-anticipative princi-
ple [1] into agent based systems will be analyzed. The findings presented are
of general importance not only for conventional agent based systems but also
for the multi agent systems where a) each agent has incomplete information or
capabilities for solving the problem and, thus, has a limited viewpoint; b) there
is no global system control; c) data are decentralized; and d) computation is
asynchronous [2].

First, let us consider the classical Wiener [3] control theory where the feedback
mechanisms play a major role. One could formulate the respected idea as a
recursive discrete system, which computes the successive time states as a function
of its past and present states:

xt+1 = R(. . . ,xt−2,xt−1,xt;p) (1)

where xt are the vector states at time t, R the recursive vector function and p
a set of parameters. Knowing the function R, the values of parameters p and
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Anticipative LoopFeedback Loop

Agent

present

state S(t )0

adaptive

interaction

rule

ek-n ek-2 ek-1 ek ek+1 ek+2 ek+n

Fig. 1. Agent’s present state depends on the feedback and anticipative event chain as
well as adaptive interaction rule which determines the interaction of n agents

the initial conditions x−2,x−1,x0, the successive states x1, x2, x3, . . . can be
recursively computed where the time interval Δt = 1 is fixed.

The interaction of individual feedback-loop controlled systems is the root of
complexity, which is a hallmark of agent based systems, where such complex
terms apply as e.g. Simon’s Bounded Rationality [4]. One could question why
should we emulate the human behavior. Well, agents by their definition simulate
the real world and in the case of multi agent systems the impact of the society
as well as an individuum should be thoroughly considered. It is only a question
whether such a society is composed of rather technical entities such as software
agents.

If we consider an individuum as well as the agents’ “techno-society” it is im-
portant to notice that such systems are not controlled only by the means of a
feedback loop. Their inevitable property is an Anticipation which is immanent
in complex systems. Such a concept might be considered as a recursive differ-
ential system where the forward derivative as well as the backward derivative
are considered as the means for feedback-anticipative control modelling. We are
therefore dealing with a self-referential anticipatory system [1] characterized as
an incursive system from the contraction of “inclusive” or “implicit” recursion
[5]. Applicability of the feedback–anticipative principle is important since the
presented principles determine the agents interaction which has an impact on
the information systems development and performance. In practice, one could
consider agents determining the stock exchange dynamics and supplementary IS
support as demonstrating the key attributes indicated in this paper.

Definition 1. The incursive system is defined by:

x(t + 1) = F [. . . , x(t − 1), x(t), x(t + 1), . . .] (2)

where the value of a variable x(t + 1) at time t + 1 is a function of this variable
at past, present and future times.

Proposed incursivity paradigm should be considered as the concept for the ex-
amination of the system structure and its relation to the time component. Def. 1
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states, that complex agent-based systems include feedback as well as a feedfor-
ward loop. Stated differently, one could not govern the reality only by knowing
the past; one ought to consider the future as well. In Fig. 1 the Agent’s state
at time t0 depends not only on the past events marked by ek−1, ek−2, ... but
also on the future event chain marked by ek+1, ek+2, .... Both feedback as well
as anticipative loop determine the particular agent realization in present time t0
which determines the response by adaptive interactive rule.

2 Anticipative Agent Based System

In order to analyze the interactions between several entities modelled as agents
the following agent based model is proposed. In our case agent interaction rep-
resents an alternative control mechanism, which should provide standing oscilla-
tions and global equilibrium-seeking behaviour found in real world cases [6]. The
initial feedback-anticipative agent based model oscillates only for a certain pa-
rameter set, which represents a thin borderline in parameter space. If the system
parameters are not on this border, the model either decays or produces explosive
behaviour [7]. There are several approaches to fixing this problem. One of the
methods for solving this problem is the application of the floor-roof principle,
which should limit the values considered [7]. Note that an agent based system
working in a stable environment either oscillates in its response or, on the other
hand, has found itself in an exceptional situation (deadlock, communication loss,
etc.). It will be shown that several agent based entities in the phase of standing
oscillatory behaviour could be sustained in this working condition by their in-
teraction. The proposition of a stable response for a system of two agents will be
proved to show that the concept provides the stability of standing oscillations
as time goes to infinity; t → ∞.

Consider the following agent-based anticipative system where the dynamics
is denoted by the variable P as the function of control parameters f(a, b, c, d):

Pk =
bPk−1 + a − c

dk
+

b

dk
Pk+1 (3)

Equation 3 captures the general feedback-anticipative mechanism of system con-
trol where the present state at time k is dependent on the state at time k − 1 as
well as on the state at time k + 1. Such model has many possible applications
in the field of complex dynamics modelling. In the above equation the matrix
annotation represents column vectors, which have the same arbitrary dimension
n determined by the number of agents. Initial conditions for Eq. (3) should be
stated in matrix form as:

Pk+1 =
p − a

b
(4)

Pk =
bPk+1 + a − c

d
(5)
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For the computation of the new values of P , shift operator ρ on sequence P
is applied, which shifts sequence p ∈ P one step to the left:

ρ(〈P〉) = 〈pn+1〉 (6)

providing the forward shifted values for Pk−1 and Pk in Eq. (3). The decision
of change in parameter d will be dependant on the sum of two values of variable
P at time k +1 and time k−1. Here, the relative value of P by taking the range
of system response in the denominator will be considered:

e =
ξk+1 + ξk−1∣

∣�ξk� − 	ξk

∣
∣ (7)

In Eq. (7) ξ represents the estimation chain for r time steps computed in a
similar manner to P in Eq. (3) except for the initial conditions, which are stated
in matrix form as in Eqs. (4, 5) for time 0, while for ξ(0) the shift operator
ρ is applied forcing the anticipation principle as ξk = f(Pk+1). Besides the
notation for absolute value in the denominator, the roof and floor operators are
applied. In order to perform the control by variation of parameter d, where n
agents are present, the following state equation with the adaptive rule for Δdk

is introduced:

dk+1 = dk + Δdk (8)

where Δd determines the change in control parameter d:

Δdk =

{
β if e = �e�

−β if e = 	e
 (9)

In the above definition of the agent’s rule, the floor and ceiling functions over
a vector of relative values e consider only a finite number of lags. One should
notice that the mentioned floor-roof operators are applied on vector d rather
than on vector P, which would mean the strict, conventional implementation of
the floor-roof principle [7]. Parameter β is the intensity of agents reaction to
the system disequilibrium; β ∈ (0, 1). Initialization of vector d is determined by
random value ri ∈ [−2, 2], which falls within the interval of periodic solutions
[8,9,10,11] for the anticipative agent based system. Certainly, one could also
assign an arbitrary value for d as this will also be considered.

The idea captured in the above definition considers a situation where an agent
based system where the state space values in the past and estimated future are
at their peak, should be controlled by increasing the value of control parameter
d, thus changing the frequency response of the system [12]. The case at the lower
end of the system response is inverse.

Fig. 2 represents the interaction of eight agents defined by Eqs. (3)-(9) as an
example of the system response. Here the values of the parameters are: a = 1,
b = 1, c = 1, p = 1

2 . On x-axis the time step k is represented and on y-axis
value of parameter d is shown. Each line of the graph represents the variation
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Fig. 2. Agents (8) interacting with synchronization plateaux at φ; each curve represents
the adjustment dynamics of particular agent

of parameter d for particular agent A. From the Fig. 2 synchronization plateaux
could be observed, which are marked as φ. Synchronization is indicated as the
plateaux in the system response, where dynamical equilibrium occurs. One of the
main properties of the system of n agents is that equilibrium could occur only as
a trivial solution of the system, meaning that the system is not active, i.e. there
is no interaction with the environment. This is the property of an agent based
system which should be considered by the proposed agent-based implementation.
Therefore, in the case of equilibrium, system S does not exist hence � S; the
system is closed. Another important property which should be considered by the
proposed agent-based implementation is dynamical equilibrium synchronization
of agent response. Analyzing real time series of interacting agents, one could
observe vivid synchronization plateaux [13,14].

3 System Periodicity

Periodicity that determines the agents interaction should be determined in order
to provide the system with control. The analytical determination of periodicity
conditions is provided by the application of z-transform, which is the basis of an
effective method for the solution of linear constant-coefficient difference equa-
tions [15]. The application of z-transform on Eq. (3) with initial conditions stated
by Eq. (4) for particular agent gives:

Y (z) =
−y1z + y0dz − y0z

2

−1 + dz − z2 (10)
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Inverse z-transform yields the following solution:

Y −1(z) = 2−1−n y0

(
d −

√
−4 + d2

)n

−
y1

(
d −

√
−4 + d2

)n

2n
√

−4 + d2
+

+
2−1−n y0 d

(
d −

√
−4 + d2

)n

√
−4 + d2

+ 2−1−n y0

(
d +

√
−4 + d2

)n

+

+
y1

(
d +

√
−4 + d2

)n

2n
√

−4 + d2
−

2−1−n y0 d
(
d +

√
−4 + d2

)n

√
−4 + d2

(11)

In order to gain conditions for the periodic response of the system the following
equation should be solved:

Y −1(z) = y0 (12)

Considering the equation for the roots of complex numbers [16]:

n
√

z = n
√

r
(

cos
θ + 2kπ

n
+ i sin

θ + 2kπ

n

)
(13)

the general form of the solution for parameter d could therefore be defined as:

d = 2 cos
2πm

n
(14)

where n is the period and m = 1, 2, 3, ..., n − 1.
The value that emerges in Fig. 2 as φ is in our case present at period n = 5,

where the value for parameter d =
√

5−1
2 = 0.61803..., often called the Golden

Ratio Conjugate (usually denoted with φ).

4 System Stability

In our case, system stability of the anticipative agent-based model is dependent
on the value of agent reaction β ∈ (0, 1). Higher values of β result in a higher
volatility of system response. Another important variable is the number of antic-
ipative agents n considered. Note, that the value for parameter d is not limited,
i.e. by applying Δd; the values could range from −∞ to +∞, while the standing
oscillation response of the agent could only be possible in the interval d ∈ [−2, 2].
Therefore, let us formulate the following proposition:

Proposition 1. The anticipative agent-based system defined by Equation 3 is
stable if n = 2, Δd = 1 − φ, initial conditions d1 = 1, d2 = −1 when k → ∞;
and d ∈ [−1, 1].

Proof. Due to the feasibility of proof the interaction of two agents will be analyzed
here. One of the agents will be marked with the [+] sign as A[+] and the other
with the [−] sign as A[−] due to the initial conditions for the value of parameter
d. The observed parameters are: a = 1, b = 1, c = 1, d[+](0) = 1, d[−](0) = −1,



506 A. Škraba et al.

p = 1
2 . Let us consider the value for Δd = 1 − φ. For the first step the value for

d is d[+](1) = d[+](0) − Δd and d[−](1) = d[−](0) + Δd.

d(1) =
[

d[+](0) − Δd
d[−](0) + Δd

]
(15)

By examining the system response, one would expect that further values for d
would vary in the interval [−1, +1]. According to this proposition, the following
should hold:

dk+1 =
[

1 − Δd
−1 + Δd

]
if dk =

[
1

−1

]
∀ P ∈ /{0} (16)

This would limit the value for parameter d in the prescribed interval [−1, +1].
There is an exception at critical point 0. In a further investigation of system
stability one should consider the following condition for parameter d:

(|P[+]k+1| = |P[−]k+1|) ∧ (|P[+]k| = |P[−]k|) ∧ (|P[+]k−1| = |P[−]k−1|) (17)

Eq. (17) determines the parameter space in which the solution of the system
could exist.

For the condition (P[−]k−1 = P[+]k−1) ∧ (P[−]k = −P[+]k) at d[+](0) = 1 and
d[−](0) = −1, the condition e[+] ≤ e[−] from Eq. (9) is determined by two planes:

α =
Pk−1

| max(s1)| + | min(s2)|
+

Pk − Pk−1

| max(s3)| + | min(s4)|
(18)

β =
Pk−1

| max(s5)| + | min(s6)|
+

Pk − Pk−1

| max(s7)| + | min(s8)|
(19)

In Eq. (18) and Eq. (19) sn represents the sequence from P and ξ. On account of
the periodicity condition, which is met at d ∈ {−1, −φ, φ, 1}, the minimum num-
ber of sequence values are taken for determining the planes. Planes α(Pk−1, Pk)
and β(Pk−1, Pk) cross symmetrically with respect to the origin, which could be
proven by a reduction of Eq. (18) and Eq. (19):

Pk

| max(ςa)| + | min(ςb)|
<

Pk

| max(ςc)| + | min(ςd)|
(20)

Inequality defined by Eq. (20), where ς represents proper system sequence, holds
except for the critical point 0 and limit values as P → ±∞. The condition
e[+] ≤ e[−] for the postitive combination of signs is met, meaning that for such
values of P the direction of parameter d change is correct. The procedure for
the negative set of signs is performed respectively.

Above procedure does not provide an answer to what will happen in the limit.
The answer is provided by the following four limits:

lim
Pk→−∞

Pk(
√

5 − 1)
2
(
| max(ψ1)| + | min(ψ2)|

) =
1 −

√
5

2(
√

5 + 1)
(21)
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lim
Pk→∞

Pk(
√

5 − 1)
2
(
| max(ψ1)| + | min(ψ2)|

) =
√

5 − 1
2(

√
5 + 1)

(22)

lim
Pk→−∞

Pk(
√

5 − 1)
2
(
| max(ψ3)| + | min(ψ4)|

) =
1
4
(
√

5 − 3) (23)

lim
Pk→∞

Pk(
√

5 − 1)
2
(
| max(ψ3)| + | min(ψ4)|

) =
1
4
(3 −

√
5) (24)

The results of limits in Eqs. (21, 22, 23, 24) with fulfilled conditions for −∞ <
Pk < +∞ including critical point 0 confirm that the critical stability condition
is not met for Pk ∈ [−∞, +∞], thus providing a proper change of parameter d in
a critical step before d takes the values d[+]k+1(0) = 1 and d[−]k+1(0) = −1 �

5 Discussion

Feedback–anticipative principle is an important concept in the modelling of multi
agent systems. Dubois anticipative paradigm [1,17] could be further extended
to the field of Hyperincursive systems (see Appendix for short description). It is
important to know that complex systems such as multi agent systems incorporate
two loops: a) a feedback loop and b) an anticipative loop. These two loops
inevitably produce oscillatory behavior of the system which is the main property
of real world complex agents. By the proposition of agent based system stated in
the form of linear system with nonlinear rule of interaction the periodic response
was determined with significant φ value in the example of system response.
Gained periodicity results are applicative in further analysis of interacting agent-
based systems [18,19,20].

The analysis of the agent-based model provides proof of system stability, which
is one of the key conditions that should be meet by agent-based models simu-
lating complex systems. The provided proof of system stability for the case of
two agents, which also provides promising results for the n-agent case, confirms
that the model could be set in the global equilibrium mode. All the stated char-
acteristics of the agent-based model as well as the response of the system for
eight agents provides a promising methodological platform for the study of the
interaction between several agent-based systems which incorporate feedback-
anticipative principles. The proposed model provides the means for analyzing
interaction, feedback, anticipation, frequency response, synchronization, stand-
ing oscillations and system equilibrium. An introduction of feedback-anticipative
systems interconnection and control by varying the parameter, which influences
system frequency response, represents a new perspective for the analysis of com-
plex evolutionary agent-based systems. Findings presented here provide interac-
tion rules of program agents with potential business applications in the field of
informational systems.
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Appendix: Definition and Example of Hyperincursive
System

Hyperincursion is an incursion with multiple solutions which is an interesting
principle applicative to the field of analysis of multi agent systems. The following
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definition characterizes the principle of Hyperincursion as the possible extension
for the dynamical systems analysis [1]:

Definition 2. Discrete hyperincursive anticipatory system is an incursive dis-
crete anticipatory system generating multiple iterates at each time step. Discrete
hyperincursive anticipatory system is defined by the structural set of equations:

Γi[q1(t + 1), . . . , qn(t + 1), q1(t), . . . , qn(t)] = 0 (25)

where i = 1, 2, . . . , n.

Hyperincursivity Def. 2 presents the possibility for extension of ordinary system
structures to the nonlinear systems of higher complexities. Example of such
system is presented in the Appendix. Present paradigm should be considered as
the idea for the ”out of the box” examination of the system structure and its
relation to the time component.

The following equation represent an example of hyperincursive [1] system
where:

x(t) = ax(t + 1)(1 − x(t + 1)) (26)

defines an hyperincursive anticipatory system. Hyperincursion is an incursion
with multiple solutions. With a = 4, mathematically x(t + 1) can be defined as
a function of x(t)

x(t + 1) =
1
2

± 1
2

√
1 − x(t) (27)

where each iterate x(t) generates at each time step two different iterates x(t+1)
depending of the plus minus sign. The number of future values of x(t) increases
with the power of 2. This system is unpredictable in the sense that it is not
possible to compute its future states just by knowing the initial conditions. It
is necessary to define the successive final conditions at each time step. As the
system can only take one value at each time step, something new must be added
to allow solving. Thus, the following decision function u(t) can be added for
making a choice at each time step:

u(t) = 2d(t) − 1 (28)

where u = +1 for the decision d = 1 (true) and u = −1 for the decision d = 0
(false). By introducing Eq. 27 and Eq. 28, the following equation is obtained:

x(t + 1) =
1
2

+
(
d(t) − 1

2

)√
1 − x(t) (29)

The decision process could be explicitly related to objectives to be reached by
the state variable x of this system.
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Abstract. Conventional media, such as newspapers, radio, TV and Internet appeal 
human cognitive and perceptual organisms such as brain, eyes and ears. The pro-
ducers of text, image, and video use their cognitive and perception processes and 
their consumers also receive and interpret the messages using the same two kinds  
of processes. However, the media in ubiquitous environment not only takes advan-
tage of human biological systems, but also the digital systems of human beings 
while conventional media appeals only to people’s bio-systems. Ubiquitous media 
creates and consumes content through not only human cognitive and perceptual 
processes but also through the interactions between surrounding digital systems.  
U-Media(Ubiquitous media) provides information by generating, collecting, and at-
taching the content itself and the related information based on the interaction of the 
bio-systems incorporating digital information and devices embedded in humans, and 
surrounding objects including external digital devices. This paper investigates the 
concept of media in ubiquitous environments and proposes a commerce business 
model based on U-Media. 

1   Introduction 

Media is affected by the technology that surrounds it during its content production 
and consumption process. It is evident that advancements in traditional media, such as 
newspapers and TV were developed alongside printing, editing, and photo and image 
technologies. The Internet affects many things not only in the content production and 
consumption processes, but also in the process where producers (senders) transmit 
content to their consumers (receivers). The Internet creates a prosumer that illustrates 
the obscure boundary between producers and consumers making it possible to gener-
ate and share new content, such as replies to BLOGs and videos on mini-home pages. 
Furthermore, the World Wide Web and especially the so called Web 2.0 have pro-
duced a new concept ‘seamlessness’ in the production and consumption process of 
content through links that connect between content and the new content that is derived 
from the content. One example is Flicker.com, a photo-sharing site that makes it pos-
sible to seamlessly link other content to a certain part of a photo. In addition, 
Beedeo.com provides a Cut & Tag function that opens a seamless link to a still image 
of a video and supports new content when a user clicks on a certain scene.  

The seamless link between content is an important factor in U-Commerce (Ubiqui-
tous Commerce). U-Commerce is commercial activity that creates seamless commu-
nication between provider, consumer, product, and service in which seamlessness 
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means the continuous transmission of information between product, service, space, 
and economic entities in a commercial process (Lee and Ju, 2005). Several U-
Commerce business models, such as U-Comparison Shopping (Lee and Seo, 2006), 
U-Referral Marketing (Lee and Lee, 2006), U-Recommendation (Kim, Lee, and Kim, 
2006) and U-Payment, U-Payment & Receipt (Lee, Jeong, and Ju, 2006; Lee, Ju, and 
Jeong, 2006) were studied in this paradigm. These business models have the examples 
of seamless links that make it possible to have links between objects in the actual 
world and online information. According to the ubiquitous technology and business 
models, media will be affected in its content generation, consumption, distribution, 
sharing, and derivation processes thus it is possible to expect the widespread emer-
gence of seamless business models in the media. A new network produces new media, 
and new media creates new industries and commerce. Ubiquitous environments make 
it possible to realize U-Media, and a new commerce model is anticipated based on U-
Media. This paper investigates the concept of media in ubiquitous environment and 
proposes a commerce business model based on the U-Media.  

2   Definition and Characteristics of U-Media 

Before the existence of ubiquitous environments, conventional media, such as newspa-
pers, radio, TV and Internet appeal human cognitive and perceptual organisms such as 
brain, eyes and ears. The producers of text, image, and video use their cognitive and 
perception processes and their consumers also receive and interpret the messages using 
the same two kinds of processes. However, the media in ubiquitous environment not 
only takes advantage of human biological systems, but also the digital systems of hu-
man beings while conventional media appeals only to people’s bio-systems. Ubiqui-
tous media is defined as a media where human creates and consumes content through 
not only human cognitive and perceptual processes but also through the interactions 
between surrounding digital systems. Hypermedia is a term created by Ted Nelson, and 
used in his 1965 article (Nelson 1965). It is used as a logical extension of the term 
hypertext, in which graphics, audio, video, plain text and hyperlinks intertwine to cre-
ate a generally non-linear medium of information. U-Media is a hypermedia where the 
hyperlinks are automatically and systematically generated and the hyperlinks can be 
connected to any objects in real or virtual world.  

The definition of U-Media can be easily understood with U-Camera, an example of 
U-Media, ‘a camera that takes photographs of digital links as well as real world  
image’. Assume that a man takes a picture using a U-Camera. Through wireless net-
working such as Bluetooth and RFID, he receives digital information or links of  
objects and the people at the angle that the picture was taken. When it is possible to 
recognize the digital link in a picture and connects to another content that the link 
connects to, we can call it as U-Media since people can seamlessly obtain the infor-
mation using the automatically generated links of the objects or people in the Picture 
The acquisition and usage processes of the digital links and the related information is 
far more automatic and systematized than those of Flicker.com and Beedeo.com 
where users themselves produces tags for every single image or specified section of a 
video. Fig. 1 illustrates the production and consuming process of conventional media 
and U-Media. 
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Conventional Media 

 
U-Media 

Fig. 1. U-Media 

The characteristics of U-Media can be analyzed as follows.  

U-Media reduces information production. Although it is currently impossible to 
automatically annotate content-related links to content in traditional media, U-Media 
aides in the automatic and systematic annotation of surrounding digital information 
into media files. This is due to the improvement in wireless communication infra-
structure, such as RFID and Bluetooth, and the computing power of user devices. As 
previously mentioned, a method that links to the object existing in image/video of 
Web 2.0 sites such as Flicker.com or Beedeo.com requiring work forces for every 
single link is entirely different from that of U-Media. Thus, it is evident that U-Media 
reduces content production costs. In addition, the automatic and systematic annotation 
of information and links affects the reduction in commerce costs. It is possible to 
reduce the costs of searching, sharing, advertising and advertisement effects assess-
ment using the systematic and serialized annotation functionality. Search costs can be 
reduced using the link annotated in image files. Sharing costs can be reduced when 
users want to share image files just after taking a picture using the U-Camera. A re-
ceiver is able to receive image files using predefined methods such as e-mail and a 
cell phone with contact points of collected persons when u-photo are generated.  



 Ubiquitous Commerce Business Models Based on Ubiquitous Media 513 

Advertisements and advertisement effect assessment costs can be reduced due to the 
use of the new media and new advertisement methods.  

U-Media brings a new level of content. At present, it is difficult to produce content 
that includes links regardless of manual or automatic forms except for the text built 
into web pages. Furthermore, it is impossible to obtain information on objects or peo-
ple from images or videos. However, U-Media enables high integrity regarding in-
formation and open media in information collecting compared with existing media. 
Moreover, U-Media supports meanings that are more precise by annotating the object 
links or tag information. U-Media is able to support the precise transmission of mean-
ings due to the annotation of related information because media plays a role in the 
precise transmission of messages to receivers by producing it as text, picture, and 
video. Various information annotated in content may be included that introduces the 
spontaneous and creative involvement of the participant surrounding media.  

Using U-Media, producers can track media consumption patterns using a link  
applied to the real world. In addition, it is possible to present a new advertising busi-
ness model using U-Media. If businesses want to have links to the same object in  
U-photos, an advertising business model is possible. Furthermore, U-Media can pro-
vide economic incentives to purchasers and providers. Incentive mechanism enabled 
by the concept of seamlessness is the most important attribute of U-Commerce (Lee 
& Ju 2006). In U-Media, a business model can be designed that shares the benefits of 
content producers and senders by providing links to objects and people.  

3   U-Media Business Model 

This section offers an easier understanding of U-Media using a U-Media scenario 
from the viewpoint of users and analyzes U-Media business models in detail. Though 
U-Media scenarios can be produced in a variety of forms according to classification 
criteria, this paper considers images and videos as basic scenarios for U-Media. 

3.1   Scenario 1: U-Camera 

Daniel takes some pictures of his friends in front of a gallery using a U-Camera. His 
friends gather to check the picture using the U-Camera display. Contact information 
for each friend is included and linked to each picture, and some links are connected 
to surrounding objects. All friends predefine their contact information to their own 
UDA in order to send it when requested. In addition, the information of surrounding 
objects is annotated to the picture by receiving the information from the RFID Tag 
embedded in surrounding objects. In order to send the picture to his friends, Daniel 
selects the picture sending function in the U-Camera. Then, the pictures are sent to 
friends via e-mail or UDA. 

That evening, James, who appeared in the pictures and is a friend of Daniel, likes 
the background image that appears on Daniel’s blog. James wants to hang the pic-
ture on his wall. Thus, he clicks on the image to obtain detailed information. The web 
page of the gallery is loaded and displays additional information regarding the price 
and painter.  
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3.2   Scenario2: U-Camcorder and U-TV 

Daniel watches a drama while waiting for his train at a station. The drama is famous 
and shown by “A” broadcasting company. In addition to the popularity of this drama, 
fashion products, such as accessories, dresses, and hairstyles are also popular. 
Daniel especially loves the bag used by the male actor in the drama. He selects the 
scene that appeared on TV using his UDA and a list of linked objects appears on the 
screen. From the list, he clicks on the bag and the product information is fully dis-
played. Daniel checks the price and selects the bag from the purchasing menu. He 
completes the purchase. 

3.3   Process Analysis 

Information included in U-Photo and U-Video if allowed to be open 
Location information: GPS information and URL for further information on the  
location 
People/Actor information: contact information such as e-mail address or cell phone 
number, and URLs for further information on the people or actors 
Objects in photos: basic information and URLs for further information on the objects 

Major economic subject in commerce  
Content producer: Producing images and movies, expecting future incentives  
Content distributor: Diffusing uploaded content to their own blogs or other sites  
Content consumer: Enjoying the produced images and videos; In the case of  
commerce, they are able to easily obtain detailed information by linking provided links.   

3.3.1   U-Camera System Architecture 
Process of U-Camera  

 

Fig. 2. Process of U-Camera Scenario 

0. Specify the level of openness of contact information 
1. RFID Tag: Insert digital information 
2. Taking pictures: 2-1) Collecting digital information of people and objects, 2-2) 

Completing image files (U-Photo) 
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3. Image file transmission: 3-1) Receiving image files  
4. Clicking images: 4-1) Loading additional information, 4-2) Clicking additional  

information 
5. Commerce 

In Step 0, each member predefined their contact information before taking pictures. 
Members who first consider privacy protection configure their e-mail as contact infor-
mation, and members that are more open-minded configure their blog or mini-homepy 
page. In addition, members who are not concerned about the exposure of their cell 
phone number can link their number to the picture. In Step 1, providers and owners 
input digital information to the RFID Tag of various objects. Then, they link it to their 
own homepage or detailed information in order to use it for commercial purposes. In 
Step 2, contact information is collected from the RFID Tag of objects in the background 
of a picture and annotated to the picture in order to complete the picture (U-Photo). In 
Step 3, Daniel who took the picture transmits the image file to his friends. In the future, 
instant transmission of a picture will be possible using the WiBro or Bluetooth or 
WCDMA module in a camera then sent to a blog, e-mail, messenger, and other forms of 
communication. In Step 4, James who received the picture, clicks on a certain object in 
the picture to obtain additional information from the picture. In Step 5, a commerce 
process is achieved from the information embedded in the picture.   

3.3.2   U-Camcorder System Architecture 
Process of U-Camcorder and U-TV Scenario  

 

Fig. 3. Process of U-Camcorder and U-TV Scenario 

0. Specify the level of openness of contact information 
1. RFID Tag: Insert digital information 
2. Taking movies: 2-1) Collecting digital information of people and objects, 2-2) 

Completing image files (U-Movie) 
3. Video file transmission: 3-1) Receiving movie files, 3-2) Loading the scene in 

UDA screen  
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4. Listing of product: 4-1) Loading the additional information 4-2) clicking on the 
additional information 

5. Commerce 

In Step 0, each actor in the drama appears with predefined contact information. New 
actors can link their information to their agency’s home page and famous stars may link 
it to their own home page. Steps 1 and 2 are the same process as the U-Camera. In Step 
1, providers and owners insert digital information into the RFID tag of various objects. 
In Step 2, a U-Camcorder used to shoot the drama collects digital information of people 
and objects and completes U-Video files. In Step 3, Daniel loads a certain scene into his 
UDA while he watches the drama in order to know more about the bag that appeared in 
the drama. The linked product list is displayed on his UDA screen. In Step 4, Daniel 
clicks on the bag to obtain additional information about the product. In Step 5, a com-
merce process is achieved from the information embedded in the picture.  

3.4   Analysis of a U-Media Business Model 

Timmers (1998) defines business model as 1) an architecture for the product, service 
and information flows, including a description of the various business actors and their 
roles, 2) A description of the potential benefits for the various business actors, 3) a 
description of the sources of revenues. Applying the definition to U-Media business 
model, its participants can be classified as a content creator, distributor, consumer, 
and advertiser. A content creator first produces images, movies, and other objects, 
distributor diffuses the produced content to the distributor’s blog or other sites, and 
content consumer enjoys the produced content in web sites or on mobile devices in 
which consumers are able to obtain more detailed information of content by clicking 
images in content. An advertiser publishes advertisements which connect the objects 
in content to the advertiser’s site.  

Regarding the potential benefits for such participants, Content producers and dis-
tributors will receive a proper incentive because they contribute to a commercial 
transaction to increase connecting points between the advertiser and the consumer. In 
the case of the content consumer, it is possible to easily obtain detailed information by 
simply clicking objects in content. An advertiser is able to overcome a ruptured proc-
ess that has not been connected to a commercial transaction due to the fact that con-
sumers couldn’t obtain the information of the object published in photos. Table 1 
denotes the role and potential benefit of the participants in this business model. 

Table 1. The Values and Incentives of the Participants in U-Media 

Subject Value Incentive 

Content 
producer 
Content 

distributor 

Guaranteeing connecting points  
between advertiser and consumer by 

producing and distributing content for 
consuming the produced content 

Self-satisfaction, entertainment,  
and forthcoming incentives  

Content 
consumer 

- 
Easy and convenient  
information access 

Advertiser 
Detailed information of the object  

appeared in the advertisement 
Contact points with consumers,  

increasing sales 
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The U-Media business model represents a sort of ubiquitous UCC (User Created 
Content) models. The reason that end users produce their own images or movies is to 
remember their joyful memories in the life and is due to the easiness of using the re-
cording device. Since the content of U-Media includes location information (e.g. GPS), 
entity information, and object information that couldn’t be included in traditional photos 
or movies and it can promote various types of participation. Thus, it can be regarded as 
an open type of content in the production and consumption of information. 

 The previous two scenarios are significant in that they support seamless commerce 
that could not be achieved by conventional media. The existing picture file has diffi-
culty in obtaining additional information because objects in the picture have no links 
making it impossible to lead to commerce. In addition, the dresses and accessories 
worn by actors in the TV drama have not been easily connected to commerce. Thus, 
the two scenarios propose greater benefits for the customer using an advanced com-
merce process compared to conventional methods and provide clues to similar models 
used in other media. 

4   Classification and Design of U-Media 

This section investigates the classification of U-Media and analyzes user requirements 
regarding U-Camera and U-Photo. 

4.1   Classification of U-Media for Input/Output Device and Content 

Scenarios in U-Media can be classified according to devices and content. U-Camera, 
U-Camcorder, and U-Recorders are classified as input devices, and U-Display (e.g. 
U-TV, U-Picture Frame, etc.) and U-Speaker (e.g. U-Audio, U-MP3 Player, etc.) can 
be regarded as output devices. Furthermore, U-content for these devices can be re-
ferred to as U-Photo, U-Image, U-Video, U-Sound, U-Book, and U-News.  

Characteristics in each device can be described as follows; U-Camera and  
U-Camcorder mean an intelligent camera or camcorder not only taking a picture but 
also annotating digital information (e.g. Hyperlink or Tag) of objects. A U-Voice 
Recorder records voices including surrounding digital information and provides the 
collected information through interaction with user or use device when the voice is 
reproduced. U-TV reproduces video content, including hyperlinks and the U-Picture 
Frame display pictures including links. U-Audio, U-MP3, U-Speaker, can be used as 
a sound player that reproduces sound signals including annotated information.  
U-Photo and U-Image include pictures and photos with links, U-Video includes video 
with links, U-Sound includes voice signal with links, and U-Book and U-Newspaper 
include books and newspapers with links. These are all classified as U-Content. Table 
2 shows the classification of U-Media.  

4.2   U-Media Design 

This section demonstrates basic conditions applied to U-Media. These conditions are 
illustrated using U-Photo and U-Camcorder.  
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4.2.1   User Requirements of U-Photo 
U-Camera should include the information of people and objects within the angle 
along the direction of the camera when the U-Camera creates U-Photos. If certain 
objects that are not allocated along the direction of the camera are included in the 
picture, unwanted information will be included. If the orientation of the camera is 
neglected, the information of passersby or objects in the background will be included 
in the picture. This is not desirable in the use of this U-Camera.  

Table 2. Classification of U-Media 

U-Camera/U-Camcorder: an intelligent camera/camcorder that takes 
pictures of objects including digital information of objects (e.g.  

Hyperlink or Tag) and annotates it to the picture/video  Input Device 

U-Recorder: a recorder that records voices including surrounding 
digital information  

U-TV: a reproduction device of broadcasting content that include 
hyperlinks  

U- 
Display U-Picture Frame: a picture frame that includes pictures with links  

O
utput D

evice U-
Speaker 

U-Audio/U-MP3 Player: a player that reproduces music and voice 
signals and additional information  

U-Photo/Image: objects in pictures and photos with links  

U-Video: objects in videos with links 

U-Sound: sound streaming files with links 
U-Content 

U-Book/U-Newspaper: books and newspapers with links 

 
It is recommended that a user decide whether the annotation of digital information 

should be limited to the object that is correctly focused on the pictures. In a picture 
with a foggy in the background and focused on a specific object, it is difficult to de-
termine an efficient link between objects that are correctly focused and objects that 
include both clear and foggy focus. Only the photographer can recognize this situa-
tion. Thus, the U-Camera should support a function that enables a photographer to 
decide on links for the object according to the state of the focus. 

The number of objects and people in a picture should be the same as that of the an-
notated information. If there are four people in the picture, the number of links related 
to the people should be four. Likewise, 10 objects in a picture should have 10 links. 
This means that N Tags have N links related to these Tags. However, digital informa-
tion that includes non-embedded objects or people who do not open their contact 
information should be excluded.  

There is an issue of privacy protection. Privacy that includes information regarding 
people and objects is the most sensitive when this information is annotated to files 
using U-Media. Thus, 1) the people appearing in a picture should have the right to 
determine the level of information and exposure, 2) the people appearing in a picture 
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should have the right to annotate only the necessary information to a media file, and 
3) a function is required for deleting information that should not be accessible after 
completing media files. In U-Camera, a method that annotates the information of 
people in a picture may be classified as follows: i) unconditional notification, ii) un-
conditional non-notification, iii) notification only when requested, and iv) knowing 
the photographer and whose picture is being taken (e.g. each name is listed in their 
cell phone). Because privacy is the most sensitive element regarding U-Media, it 
should be designed precisely.  

The interface used in U-Media should be a simple and intuitive design. In addition, 
U-Media should configure options in the production of media files. In addition, it is 
necessary that certain settings be in place for the object and people appearing in pic-
tures. Thus, an interface is required that minimizes complexity occurring in the con-
figuration of options. Furthermore, applications are required to edit the information 
annotated in a file after completing media files.  

5   Related Works  

Wilhelm et al. (2004) described the system of annotation, such as CellID, User Name, 
Date, and Time, using a cell phone camera. Annotation of digital information to the 
image produced by a cell phone camera was attempted by considering a cell phone as 
a proper platform producing photos that can be applied to a network. Annotated digi-
tal information designated MMM (Mobile Media Metadata) was configured into four 
different steps. In Step 1, a user takes pictures using his/her cell phone. In Step 2, the 
Cell ID of GSM captures its location, user name, and production time and date of 
pictures. Step 3 is the transmitting process in a cell phone that transmits pictures and 
annotated information to the Metadata Repository of a server in which the matching 
algorithm of the server transmits a list that is most frequently selected by users by 
comparing the annotated information and metadata stored in the server. In Step 4, a 
user confirms the appropriate item from the list that is most similar to the pictures.  

The difference between our approach and the research of Wilhelm et al. can be 
summarized in several ways. Our approach collects information using a communica-
tion process in the RFID Tag of subjects located along the angle of U-Camera and 
digital devices. Then, links are applied to the object in pictures. However, they  
provide the opportunity for users to confirm the most appropriate information by 
comparing the produced metadata using a server. Pictures produced using the system 
designed by them does not include individual links for all objects in the picture, but 
single metadata that is created based on the previous situation of the user using a 
mobile phone is annotated to a single picture file. They investigated user interfaces 
and systems in order to design an effective service design for the limited display size 
of a mobile terminal.  

Sarvas (2004) demonstrated some improvements though the main idea was re-
garded similar to the study performed by Wilhelm et al. MobShare, a type of blog, is a 
system that immediately publishes pictures on the Internet using a cell phone, and 
provides album and comment functions. Although MobShare can produce and share 



520 K.J. Lee and J.–I. Ju 

picture content simultaneously, it cannot provide the information of objects appearing 
in the picture. Furthermore, it does not provide commerce functions.  

Finally, Kohtake et al. (2004) employs a similar approach in which U-Photo is pro-
duced using the direct interaction between objects located in the real world and a cam-
era. They propose the use of U-Photo as an interface for the remote control of electric 
home appliances that included a network, computer, and sensors. The U-Photo can be 
produced using several processes. First, a PDA including a CCD camera applied to a 
wireless LAN is used to take pictures by attaching an LED transmitter to the object that 
is being taken. Next, a U-Photo creator recognizes the ID of objects using the color of 
the LED and detailed information by searching the information applied in the ID from 
database. Following this process, a user can remotely control objects using the icon on 
the LED in the U-Photo of a PDA. This research was conducted on remotely controlled 
objects using the content of photos and demonstrated the differences compared to the 
goals of our approach, which were to design a commerce model based on U-Media. In 
addition, the research recognized objects using the color of the attached LED showed a 
difference in the annotation process of digital information compared to our study. Our 
approach applied several links to the objects appearing in pictures using the interaction 
between the RFID and the U-Camera.  

6   Conclusion  

This paper investigates the concept of media in ubiquitous environments. The media 
in ubiquitous environment not only takes advantage of human biological systems, but 
also the digital systems of human beings while conventional media appeals only to 
people’s bio-systems. Ubiquitous media creates and consumes content through not 
only human cognitive and perceptual processes but also through the interactions be-
tween surrounding digital systems. Thus, media consumers can use the content linked 
to other content to obtain information seamlessly using the link.  

We also proposed a commerce model based on U-Media by demonstrating scenarios 
and processes of a U-Camera/U-Camcorder. The classification of input/output devices 
and content used in U-Media help understand U-Media scenarios and recognize which 
models could be applied for commercial purposes according to device and content. In 
addition, we analyzed the business model using the Timmers’ definition to understand 
the model as a perspective of business entity. 

Future research topics which should be investigated include intellectual property 
rights issues, legal constraints of U-Media, and cost-benefit analysis model of auto-
identification infrastructure etc.  
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Abstract. In this paper, to tackle with uncertainty in the real world,
the light-weight ontology drive approach is proposed for the realization of
context dependent services. We concentrate on position information and
an operation history, as a user’s context, and develop our location-aware
content delivery system. The evaluation experiment of our location esti-
mate engine is performed in Akihabara Software Showcase at Informa-
tion Technology Research Institute. Furthermore, through the proofing
experiment in Expo 2005 Aichi, our proposed architecture is confirmed
to enables us to realize the real world application of context dependency.
Finally, we compare our location-aware content delivery system and re-
lated researches, and discus the advantage of our system.

Keywords: Active RFID system, Context-awareness, Mobile service,
Content delivery, Location estimate.

1 Introduction

Because of the rapid development of ubiquitous computing technology, various
mobile services have been realized using personal devices, cellular phones and
IC cards, including i-mode, EZweb, Edy, Suica, and so on. These services em-
phasize information access during movement, but it is necessary to deal with
rich context of users, such as operation histories as position information, to also
provide context dependency. In fact, development of weak radio and position-
ing technologies make it difficult to realize context sensitive services in the real
world. Therefore, research issues of uncertainty remain among various theories
and applications.

To tackle the issues described above, two main approaches have been pro-
posed. The first approach is realization of pull-type services based on passive
IC-tag technologies. Although this approach can achieve extremely robust ser-
vice to the uncertainty of device operation, the data utility in context dependency
has been left in the operation of a user. Another approach is based on the logic of

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 522–535, 2007.
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probability, including Bayesian networks. Although the introduction of various
parameters enables detailed tuning, time and cost issues pertain in adjustment
because of embedded logic.

From the standpoint of tackling uncertainty in the real world, we propose
a lightweight-ontology drive approach to achieve context-dependent services. In
this study, we specifically examine position information and an operation history
as a user’s context. To distinguish the observed objects and the observing subject
in a real-world application, ontologies of areas and services were developed. A
mechanism of adjustment for the real-world application is developed in mapping
between the proposed ontologies. Through the proofing experiment in Expo 2005
Aichi, we have confirmed that our proposed architecture enables realization of
the real-world application of context dependency.

2 Designing Context Awareness in Mobile Service

2.1 Location-Aware Service

In many kinds of information, position information and the operation history are
useful clues to grasp the user context. They can be acquired through observation
with sensors in an environment. For example, if a user stands in front of an
exhibit at a museum and pushes a button of a user device to play its explanation,
it is possible to guess that the user is interested in the exhibition and that they
will listen to the explanation. In this paper, the concept of “Context Awareness”
is realized through development of location-dependent content delivery.

2.2 Bridging by Linearizing Simplification

By supposing that we can obtain an ideal environment in which radio wave con-
ditions are extremely stable in the real world, the distance from an RFID tag to
an RFID receiver is calculable based on the Received Signal Strength (RSS) of
an RFID receiver. However, it is difficult in the real world to observe the RSS
precisely for the reason that the received RSS by RFID receivers is extremely
unstable even though an RFID tag remains in a single position. Moreover, the
instability of radio wave conditions is also reported as a result of reflection and
phasing phenomena. Furthermore, because the human body absorbs radio waves,
user crowding might give unexpected results in practice. Therefore, it is impos-
sible to exclude the above factors, which all affect the electronic stability of
environments. In actual situations where RSS is used for location estimation, it
is difficult for any computational algorithm to adjust parameters and estimate
locations precisely because of unstable environments.

To tackle real-world instability, we employ the number of detections of a
tag ID as the key parameter for estimating its location, instead of the RSS.
Regarding the robustness of computation, we propose a linearizing simplification
to the relationship between the number of detections of a tag ID by an RFID
receiver (antenna) and the distance from an RFID tag to an RFID receiver,
we then regard this relationship as “the closer an RFID tag is located to an
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RFID receiver, the higher the number of detections of a tag ID by an RFID
receiver.” Although introduction of various parameters enables precise tuning, a
complicated model, e.g., a stochastic model, presents the problem of time cost
in adjustment. This linearizing simplification decreases the complexity of the
location estimation algorithm and enables adjustment of the parameters in a
practical period.

2.3 Lightweight Ontology

To realize a method of location estimation with the above approximation as a
computational algorithm, we must clarify a distinction between a representation
of how we recognize location and a parameter that indicates how a computation
is adjusted to the real world. Furthermore, from the standpoint of practical use,
it is necessary for the real-world application to complete both estimating location
and adjusting parameters in a very short period.

From the viewpoint of ontologies, to maintain an adjustment of a practical
application, we must distinguish an object that is observed and a subject that is
observing: we must also devise a means to recognize the real world and a method
to infer a location. Furthermore, both of the above ontological aspects of the lo-
cation estimation must be compatible to realize a service that is effective in the
real world. The above discussion underscores the necessity of simplifying a model
of a location estimation and a strategy of a service that is provided. Therefore,
to retain robustness for instability of the real-world environment, we employ a
hierarchical representation of areas that are recognized and contents that are
serviced. At the same time, strong restrictions and rigorous constraints are un-
necessary from the computational aspect. Moreover, correspondence between
areas and contents is considered as a parameter for adjustment. In this paper,
the above architecture of a hierarchical structure including estimated locations
and provided services with fewer constraints and parameters is designated as a
lightweight ontology.

3 Implementation of a Mobile Content Delivery Service

3.1 Outline of Our System

Aimulet GH+ was developed as a users’ mobile device for our location-aware
content delivery service in Global House, Expo 2005 Aichi. In our service with
Aimulet GH+, a content list displayed on Aimulet GH+ is updated automat-
ically as a user moves within the Global House. Based on the user’s location,
the system updates the content list containing some items of explanations about
exhibits that are near the user’s location. The user chooses one item from the
content list and touches it on the display to play an explanation with sound,
text, and graphics.

The components and data flow of location-aware content delivery service with
Aimulet GH+ in Figure 2 is as follows. An active RFID tag on Aimulet GH+
transmits its tag ID; then RFID receivers detect the tag ID through RFID anten-
nas and send it to the RFID server. The RFID server stores RFID data (RFID
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Fig. 1. Aimulet GH+ Fig. 2. Components and data flow in location-
aware content delivery system

receiver IDs detecting a tag ID and their respective time stamps). The location
estimation engine uses current and past RFID data and estimates the locations
of Aimulet GH+ users. The content server sends the user’s subarea to the con-
tent database, and requests a reply including the most optimal content list. The
content database then submits a reply with a prearranged content list for that
subarea. Subsequently, the content server sends it to Aimulet GH+ through a
wireless LAN. Aimulet GH+ then receives a content list and displays it.

We use the active RFID system manufactured by Totoku Electric Co. Ltd. The
product name of this system is MEGRAS. This system uses an On-Off Keying
(OOK) modulation scheme; its frequency is 315 MHz or 303 MHz, depending on
noise in the environment. The RFID receiver is equipped with an omnidirectional
helical antenna, which detects a maximum 60 tag IDs per second. The RFID tag
battery life is 1.5 years for a 1.0 s transmission interval.

3.2 Location Estimation

The whole area is divided conceptually into subareas. The division method is
conceptualization as layers; some kinds of layers are prepared. Subareas in the
same layer have similar size. The sizes of subareas in the lowest layer are smallest
of all layers. Higher-layer subareas are larger.

The location estimation engine selects one subarea in a layer where the user
with Aimulet GH+ is considered, with the highest probability, to be located.
First, the location estimation engine selects a subarea in the lowest layer con-
taining subareas of the smallest size. However, according to transmission of a tag
ID, i.e. many RFID receivers detect the tag ID very well, the location estima-
tion engine sometimes cannot select one subarea in a lower layer. Consequently,
the location estimation engine chooses a higher layer containing larger subareas;
it then tries to select one subarea within that layer. Based on the number of
detections of tag IDs by RFID receivers, the selection is processed as follows.
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First, a set of layers L is defined as

L = {l1, l2, . . . , li, . . . , ln}. (1)

Second, set of subareas Si in layer li is defined as

Si = {s1,i, s2,i, . . . , sj,i, . . . , smi,i}. (2)

A set of RFID receivers R is defined as

R = {r1, r2, . . . , rk, . . . , rl}. (3)

Each RFID receiver has a receiver point. Here, the receiver point rprk
(id, T )

for a tag ID id at time T is the number of detections of tag ID id by RFID
receiver rk for one second at time T .

To consider past RFID data of t seconds ago, a time weight of wtime(t) is
applied. With time weight wtime(t), we define the total receiver point trprk

(id, T )
for a tag ID id at time T as

trprk
(id, T ) =

∑
t=0 wtime(t)rprk

(id, T − t). (4)

Here, the time weight wtime(t) is a monotonically decreasing function.
Each subarea has a subarea point. Here, subarea point spsj (id, T ) of subarea

sj,i in layer li for tag ID id at time T indicates how a user with Aimulet GH+
transmitting tag ID id is considered to exist in subarea sj,i based on receiver
points around subarea sj,i.

To calculate subarea point spsj,i(id, T ), a contribution ratio is defined. The
contribution ratio crk

(sj,i) of receiver rk to subarea sj,i in layer li indicates
how the detection of RFID receiver rk contributes to inferring that an RFID
tag transmitting tag ID id exists in subarea sj,i when RFID receiver rk detects
the tag ID id. The value of the contribution ratio is determined based on this
supposition: “The closer an RFID tag is located to an RFID receiver, the higher
the number of detections of an RFID tag by an RFID receiver.” Therefore, the
closer an RFID receiver is to a subarea (or included into a subarea), the greater
the contribution ratio of an RFID receiver to a subarea. Each contribution ratio
is set as real number in the range of [0, 1.0]. With contribution ratio crk

(sj,i),
subarea point spsj,i(id, T ) is defined as

spsj,i(id, T ) =
∑mi

p=0 crp(sj,i)trprp(id, T ). (5)

After calculation of all subarea points in a layer, the location estimation engine
selects one subarea with the highest subarea point in all subareas in a layer.
However, if little difference exists between the highest subarea point sp1 and
the second highest subarea point sp2, the location estimation engine select no
subarea in layer i; instead, it selects one subarea in the next-highest layer i + 1.
The condition by which the location estimation engine rises from layer i to layer
i + 1 is defined as

min ratioi,i+1 ≤ sp2/sp1. (6)
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Here, min ratioi,i+1 indicates the minimum ratio by which the location estima-
tion engine rises from layer i to layer i + 1. Otherwise, the location estimation
engine considers that a user with Aimulet GH+ transmitting tag ID id exists in
the subarea with the highest subarea point.

The subarea selection process is repeated every second.

3.3 Content Delivery

The content server sends the user’s subarea to a content database, and requests
a reply that includes the most optimal content list. The content database has a
hierarchical structure of content lists and replies with a prearranged content list.

For example, in a museum containing some exhibition rooms and passages
with many exhibits, in the case that the content database receives a larger sub-
area in a higher layer, e.g. an exhibition room, the content database responds
with a prearranged content list that includes (an explanation of) the concept
of the room above and (explanations of) the main exhibits in the room below.
In contrast, when the content server receives a smaller subarea in a lower layer,
e.g., the place in front of a specific exhibit, the contents database replies with a
prearranged contents list that has the exhibit above and other exhibits around
it, along with the concept of the room below. However, it is difficult to assign a
contents list a priori to each subarea because of the large number of subareas of
all layers.

In light of the problems posed by these issues, lightweight ontology is intro-
duced to connect the hierarchical structures of the subarea and the content list.
The hierarchical structures are not equivalent. If the content lists are assigned
to characteristic subareas and the hierarchical structure of subareas is defined,
then, based on the subarea’s hierarchical structure, the content database assigns
the content list of the parent subarea to the subarea to which a content list was
not assigned previously. For example, in the case of a subarea in a middle layer,
e.g., the half of a room to which a content list was not assigned previously, the
content database responds with the same content list as its parent subarea.

3.4 Evaluation Experiment

The evaluation experiment of our location estimation engine was performed in
the Akihabara Software Showcase (SSC) at the Information Technology Research
Institute (ITRI).

In the Akihabara SSC, 30 RFID antennas and receivers are set on the ceiling,
as shown in Fig. 4. The whole area of the Akihabara SSC contains six parts
shown in Fig. 3, which are named based on their facilities: lounge space, seminar
room, closed meeting room, open meeting room, reception, and living room.
Because the living room was under construction, it was impossible to enter it
for our evaluation experiment.

Five layers were prepared for the evaluation experiment, as shown in Fig. 5.
Layer 5 contained the whole area of the Akihabara SSC. Layer 4 had six subareas.
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Fig. 3. Ground plan of Akihabara SSC Fig. 4. Arrangement of RFID antennas in
Akihabara SSC

Table 1. Minimum ratio in each layer

min ratio5,4 min ratio4,3 minratio3,2 min ratio2,1

0.1 0.05 0.05 0.001

Fig. 5. Division of subareas in each layer

Each subarea corresponded to a room of the Akihabara SSC in Fig. 3. Layer
1 had 27 subareas, which were the smallest of all layers. The tree structure of
the subarea multi-layer system is portrayed in Fig. 6. The tree structure of the
content list is also shown in Fig. 6. Here, we show the case where the location
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Fig. 6. Tree structure of subareas and content lists in multi-layer system

Table 2. Accuracy rate of location estimation engine in layer 4

correct accuracy
trial answers rate

lounge space 449 406 0.904

seminar room 459 346 0.754

closed meeting room 270 239 0.885

open meeting room 280 227 0.811

reception 80 55 0.688

total 1538 1273 0.828

estimation engine output subarea SEAC and SEACA, content database assigns
a content list R based on the content list tree structure. The minimum ratios
used in the evaluation experiment are shown in Table 1.

In our evaluation experiment in the SSC, a subject with Aimulet GH+ moved
around the subareas in layer 5, and produced an actual subarea record (the sub-
area in layer 5 and time in which the subject existed actually). The active RFID
data (RFID receiver IDs detecting a tag ID and their time stamps) were stored
by the system. Subsequently, we confirmed that the subarea in the actual sub-
area record corresponded with the subarea estimated by the location estimation
engine based on RFID data. This one comparison is defined as a single trial.

As results of the evaluation experiment, the number of trials, the number
of correct answers, and the accuracy rate are listed in Table 2. From Table
2, the accuracy rate of the location estimation engine in layer 4 was greater
than 80% overall. In the Akihabara SSC, trial subjects were satisfied with the
location-aware content delivery service using Aimulet GH+ based on this lo-
cation estimation engine because the provided content list was always suitable
for the subject’s location. Therefore, we confirmed that our location estimation
engine had sufficient accuracy to provide appropriate content delivery services
for users.
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4 Proofing Experiments in Exp 2005

4.1 Outline of Exp 2005

Expo 2005 Aichi was held in Nagoya, Japan [12] from March 25 to September 25,
2005 (The duration had total of 185 days). The number of pavilions was about
90, and the total number of visitors since the opening was 22 million. Global
House was one of the most popular pavilions and was designed to let visitors
experience “Nature’s Wisdom” that is the theme of Expo 2005. Global House had
three parts, Mammoth Laboratory1, Orange Hall and Blue Hall. In Orange Hall,
there was an exhibition zone that explores the history of the human race and
the environment from the vantage point of human creativity, i.e., a model of the
Yukagir Mammoth, Statue of Dyonisius, Moon Rock, and a model of Voyager.

Japan Association for the 2005 World Exposition required measures for large
number of visitors, i.e., information service of exhibits to visitors and reduction of
the number of attendants. In Orange hall, maximum 350 visitors enter every 20
minutes from 9:30AM to 8:00 PM. Based on such a requirement, we developed
CONSORTS for both content delivery system for visitors with users’ mobile
devices Aimulet GH and Aimulet GH+ and an exhibition management support
service for managers. As a result, we realized information service for visitors and
reduced about 50 attendants compared with a preliminary estimate.

4.2 Implemented Services in Orange Hall

In Orange Hall of Global House, we provided an integrated exhibition support
system based on CONSORTS.

For realization of information service for visitors, we designed and constructed
two kinds of users mobile devices, Aimulet GH and Aimulet GH+. Visitors can
hear explanations about exhibits in the hall by Aimulet GH and Aimulet GH+.
In the entrance of Orange Hall, general visitors received Aimulet GH and wheel
chair visitors received Aimulet GH+. In the exit, all visitors must return them.

As for the sensor device that visitors have, an active RFID tag was applied to
detect rough location and to count the number of visitors in the exhibit areas in
Orange Hall. In Orange Hall, 139 RFID receivers and antennas are set up on the
ceiling near exhibits. In development of our system in Orange Hall, we had two
purposes. One was content delivery service for individual visitors. The other was
exhibition management support for managers of Global House. To achieve both,
we developed Aimulet GH and Aimulet GH+ containing an active RFID tag.

4.3 Content Delivery Service for Individual Visitors

Aimulet GH is a system using credit-card-sized audio information terminals that
provides descriptions of each exhibit in either Japanese or English. Sound data
1 Mammoth Laboratory housed the frozen remains of the Yukagir Mammoth excavated

from the permafrost in Siberia. The Japan Association for the 2005 World Exposition
had been making the frozen remains of the Yukagir Mammoth a featured exhibition
at EXPO 2005.
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Fig. 7. Usage of Aimulet GH+ in Orange Hall

and energy are transmitted simultaneously by infrared rays from light resources
on the ceiling, eliminating the need for a power supply and enabling the real-
ization of credit-card-sized terminals that measure just 5 millimeters thick and
weigh 28 grams.

Aimulet GH+ is a system using PDA and an active RFID tag that provides
voice, character, and image of each exhibit either Japanese or English based on
the location of a visitor. Content server in the system selects 6 items from all
41 contents for Aimulet GH+ and decides a content list based on the visitor’s
location. A visitor with Aimulet GH+ can always get explanations of exhibits
that are near him/her.

4.4 Exhibition Management Support for Managers

In Orange Hall, we provided following exhibition management support services
for managers, i) Detection of locations of individual visitors, ii) Research of
listening rate of contents, iii) Surveillance of distribution of Aimulet GH and
Aimulet GH+, iv) Monitoring of congestion in hall.

Based on active RFID data (RFID receiver IDs detecting a tag ID and their
time stamps), the system estimates the location of an individual visitor. In regard
to listening rate on Aimulet GH, we can roughly research whether a visitor is
listening to a sound content or not, and which content a visitor is listening to.
This research is based on the difference of transmission of a tag ID emitted
from an active RFID tag. When a visitor dangles the Aimulet GH from his/her
neck, the system rarely detects its tag ID because human body absorbs radio
wave emitted from an active RFID tag on Aimulet GH. However, when a visitor
puts up Aimulet GH to his/her ear to listen a sound content, the system often
detects its tag ID. In regard to listening rate on Aimulet GH+, we can research
an listening rate of contents easily because all operation of visitors on Aimulet
GH+ are sent to the system.
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Surveillance of distribution of Aimulet GH and Aimulet GH+ means to count
the number of the visitors to Orange Hall and the number of uncollected Aimulet
GH and Aimulet GH+. The number of the visitors to Orange Hall of a specific
period can be calculated by counting the total number of tag IDs detected in
Orange Hall because it is unusual not to detect a tag ID existing in Orange Hall
at all. After open hours, the system sometimes detected uncollected Aimulet
GHs that staffs left in the hall.

Fig. 8. Screenshot of tag density viewer
in Orange Hall

Fig. 9. Screenshot of user location viewer in
Orange Hall

By watching the density of RFID tags in the hall, the managers can monitor
congestion of visitors. An example of the tag density viewer was shown in Figure 8.
In the screenshot of the viewer, on a ground plan of Orange Hall, a circle means
an RFID receiver detecting tag IDs. A darker circle means higher density of RFID
tags.

By entering the tag ID to the viewer, the managers can monitor the location
of a visitor. An example of our the user location viewer was shown in Figure 9. In
the screenshot of the viewer, a darker part means the subarea where the location
estimate engine regards as the visitor who uses Aimulet GH or Aimulet GH+
with the tag ID specified existing. Because tag IDs of Aimulet GH and Aimulet
GH+ don’t connect with personal information of visitors at all, the privacy of
the visitors can be protected.

5 Discussion

In this section, we compare our context-aware content delivery and related stud-
ies, and discuss the advantages of our system.

First, we survey the elemental technology and theoretical studies. From the
point of view of context-aware content delivery, our goal is realization of the
service that contents are delivered to user’s device automatically based on the
location of the user. Location estimate with an active RFID system does not
require specific actions to users, e.g. to touch an IC card reader with a passive IC
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card [15]. Wireless LAN systems also can realize such location estimate that does
not require additional user’s action. Furthermore, the accuracy of recent location
estimate with wireless LAN, e.g. EKAHAU [11] and AEROSCOUT [9], is enough
to our content delivery service. However, the location estimate with wireless
LAN has disadvantage that the system can detect few users simultaneously. On
the other hand, one RFID receiver we use can detect 60 tag IDs every second.
Actually, our user device is required to be able to work in crowded because our
system was planed to be used in Global House, where a maximum of 350 visitors
enter every 20 min. In order to develop the system working in crowded, we use
an active RFID system.

Although elemental technologies have progressed as described above, context-
aware services using them are not performed only in the real world. A ubiquitous
communicator was developed for information services in a ubiquitous computing
environment. It was used in some verification experiments in shopping areas and
underground malls. Shop information was transmitted in cooperation with local
shopping areas [17]. However, because this system mainly used a passive RFID
system, the services realized by this system differ from location-aware services
that are intended to deliver contents to a user’s device automatically based on
that user’s location.

Some researchers have developed a contextual data management platform for
context-aware applications in the real world [4,5]. However, these platforms were
only confirmed to work well in laboratory experiments; their performance has
not been verified in places that ordinary visitors might use them.

In Legoland in Sweden, a missing-child retrieval Wi-Fi location system [9] was
introduced. However this system is used only for searching for a missing child.
Information services to general visitors are not provided with this system.

Our information platform provided information services to about 10,000 vis-
itors every day during half a year in Expo 2005 Aichi. Moreover, regarding the
Expo 2005 Aichi exhibition, the Nature Viewer information terminal was intro-
duced at the Hitachi Group Pavilion [14,13]. Nature Viewer is an information
terminal that reads information from a μ-chip built into an exhibition site, and
displays it. However, with this service, it was necessary for visitors to touch the
μ-chip with a Nature Viewer; it cannot be said that context-awareness, which
we sought in our project, was realized.

The Hitachi information system provided information services to visitors only.
In contrast, our information platform provided information services not only to
visitors but also management support services to managers. Because studies
that have realized actual verification experiments and which have simultane-
ously achieved context-awareness are rare, we can claim that this study has
demonstrated both practicality and novelty.

From the standpoint of comparison of ontologies, several spatial ontologies
that describe physical space and spatial relations have been proposed, including
both geometric (e.g., GPS, GIS) and symbolic representation (e.g., places that
are identified by their names) of space: DAML-Space, OpenCyc, SUMO, Region
Connection Calculus (RCC). A much-updated ontology was proposed recently
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by the Digital Enterprise Research Institute (DERI) on WSMO. However, at
present, each remains as a proposed description. Moreover, services that use
the ontology of location have been the subject of studies with similar aims to
ours [6,7,8]. However, the descriptions used in those studies represent simple
recognition, e.g., “the floor consists of a room and a passage.” These studies did
not address performance in the real world.

In another study, a trail provides the contents of context dependence with
PDA in a real-time application in the real world [1]. However, the clear separation
of parameters and ontology is not established in that study. Our approach not
only describes “how we consider location information.” The characteristic of
our research is mapping the structure of service: the structure of a contents list
and the structure of physical area based on the properties of electromagnetic
waves including a parameter are shown on a map as a representation of how we
recognize location.

6 Conclusion

In this paper, the architecture of hierarchical structure including location es-
timated and service provided with less constraints and parameters is proposed
as light-weight ontology. The location-aware content delivery system was de-
veloped with Aimulet GH+ which is composed of PDA and an active RFID.
The evaluation experiment of our location estimate engine is performed in Ak-
ihabara Software Showcase at Information Technology Research Institute. Two
services implemented in Orange Hall, Global House were introduced as the re-
sult of proofing experiment. One was content delivery service for individual vis-
itors. The other was exhibition management support for managers. As a result
of comparison with related researches, we confirmed that our system has both
practicality and novelty.
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Abstract. This paper presents a real case study of warehouse replen-
ishment process optimization on a selected sample of representative ma-
terials. Optimization is performed with simulation model supported by
inventory control algorithms. The adaptive fuzzy inventory control al-
gorithm based on fuzzy stock-outs, highest stock level and total cost
is introduced. The algorithm is tested and compared to the simulation
results of the actual warehouse process and classic inventory control al-
gorithms such as Least-unit cost, Part period balancing and Silver-Meal
algorithm. The algorithms are tested on historic data and assessed using
the Fuzzy Strategy Assessor (FSA). Simulation results are presented and
advantages of fuzzy inventory control algorithm are discussed.

Keywords: Replenishment, optimization, fuzzy sets, stochastic model,
simulation.

1 Introduction

In an organization even with moderate size, there may be thousands of inventory
stock keeping units and the main warehouse task is to enable the undisturbed
production by assuring the right amount of materials. Several different principles
of warehouse optimization are described in [1], [2]. One way of optimizing the
warehouse process is to find the right replenishment strategy, while reducing the
cost of the warehousing processes to a minimum without stock-outs occurring
and warehouse capacity being exceeded. Therefore, the operator is dealing with
the decision problem - when to order and how many? This decision problem is
vast, especially if we consider the fact, that he has to find the right replenishment
strategy for more than 10.000 components stored in the warehouse.

This paper presents a real case study of replenishment process optimization
in an automotive company. Optimization is based on an anticipatory simulation
model, inventory optimization algorithms and fuzzy sets. In comparison to the
other methods, a dynamic analysis of the considered system behavior is the main
advantage of testing the strategy with the aid of simulation scenarios [3].
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Modern business environment is dynamic and uncertain. Inventory control
in such an environment is a complex task. The source of uncertainty can be
either the demand or the supply process. The demand and supply uncertainty
can be divided into time and quantity deviations from the original plan. The
time deviation occurs when customers place their orders earlier or later than
expected. The quantity deviation occurs when order quantity is different than
the one anticipated or delivered. Both deviations can also occur simultaneously.
Because of the mentioned uncertainties, a new term must be introduced - a
warehouse, which task is to compensate those variations [4]. In other words -
it should be a warehouse with adaptive replenishment strategy as deterministic
approaches lead to problems in an uncertain environment [5].

Adaptive fuzzy inventory control has been recently researched and is presented
in [6], [7], [8], [9]. Our adaptive approach is different from those mentioned, that
it uses known heuristic inventory algorithms, e.g. Silver-Meal, and assesses their
simulation results and chooses the appropriate replenishment strategy. Assess-
ment is performed using fuzzy number of stock-outs, highest stock level and total
cost for inventory control. Demand is stochastic and discontinuous; its quan-
tity is changing and time varying gaps occur between two successive demands.
Lead times are long (two to three months) and stochastic. Our approach also
optimizes a complex cost function consisting of: ordering cost, take-over cost,
transportation cost, physical storage cost, capital cost and manipulation cost,
without violation of the following restrictions: warehouse capacity must not be
exceeded and stock-outs must not occur.

The paper is structured in the following way: Section 2 describes the ware-
house model, Section 3 elaborates replenishment algorithms with examples while
simulation results are presented and discussed in Section 4. The conclusion is
presented in Section 5.

2 Warehouse Problem Formulation

Dealing with problems of warehousing, we encounter several contradictory crite-
ria. An overly large warehouse means a greater amount of stock, greater capital
cost and more staff. The space itself is very valuable today. An overly small
warehouse can represent possible stock-outs, it demands a reliable supplier etc.
The warehouse in our case is used for storing components for further build-in.
The components are delivered into the warehouse from different vendors and
used in the production line, where they eventually become a part of different
finished products. Components belong to different categories according to ABC
and XYZ classification, which is described thoroughly in [1].

As the production process and the delivery are stochastic, future stock dy-
namics cannot be determined with a certainty and have to be anticipated. That
is, anticipatory models will act according to the past states of the system and
according to the desirable and possible future states [10]. Formally,

xt+1 = f(x1, x2, . . . , xt, x̂
t
s) (1)
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where x̂t
s, t + 1 ≤ s ≤ t + k(t), is a prediction xs done at time t, and k(t)

is the size of the forecasting interval at time t. If x is the stock variable, then
Eqn. 1 is describing its past, present and future dynamics. Anticipation is done
by running simulation scenarios, where replenishment algorithms predict future
stock dynamics based on production plans. Different algorithms yield different
predictions and the algorithm with the best results (regarding Eqn. 5) is used
to change the state of a system, which will also affect its future states.

2.1 Mathematical Formulation

From control point of view, warehouse optimization problem can be described
with the following equation:

x(k + 1) = x(k) + d(k) − p(k), k = 0, 1, 2, . . . (2)
x(0) = x0

where x(k) represents stock variable, d(k) stochastic material delivery, p(k)
stochastic production process and x0 the initial stock value at k = 0. The deliv-
ery function d(k) is delayed for an average time of an order o(k) as defined by
Eqn. 3:

d(k) = o(k − ϕ(τd)) (3)

where ϕ(τd) represents discrete uniform probability density function. Time de-
lays τd are stochastic and tend to be very long for some materials (e.g. two to
three months) thus representing a problem, because they are usually much longer
than the time period of six weeks in which the production plan can be predicted
with a certainty. To compensate the stochastic delivery delay, the replenishment
order policy o(k) has to be defined as:

o(k) = f(x(k), d(k − τd), p(k + τp)) (4)

where τp represents a production plan horizon. It is necessary to find such o(k)
to minimize the following cost function:

J(o(k)) =
n∑

k=0

g(ccx(k), cpx(k), ct(w)d(k − τd), coo(k), cvd(k − τd), cmp(k)) (5)

xmin ≤ x(k) ≤ xmax

where g represents cost function consisting of: cost of capital cc, cost of physical
storage cp, transportation costs ct, fixed ordering costs co, costs of taking over
the products cv and cost of manipulation in production process cm. The following
restrictions have to be considered:

– maximal warehouse capacity (xmax) for a specific product must not be ex-
ceeded,

– no stock-outs may occur (xmin).
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Fig. 1. Causal loop diagram (CLD) of the warehouse model for replenishment process
optimization

xmin can also be represented as a safety stock, where stock level should not fall
under the safety stock level.

The transportation cost is explicitly considered in the model. Rather than
assuming it to be a part of the fixed ordering cost or to be insignificant [11], we
will take the transportation cost as a function of the shipment lot size. In this
case transportation cost ct can be described by the following function:

ct(w) =

⎧
⎪⎪⎨

⎪⎪⎩

0, w = 0
Ct1, w ∈ (0, W1]
Ct2, w ∈ (W1, W2]
Ctn, w ∈ (Wn−1, Wn]

(6)

0 < Ct1 < Ct2 < . . . < Ctn

0 < W1 < W2 < . . . < Wn

where Ct1, Ct2,..., Ctn are transportation cost constants, dependent on the trans-
port weight w, and W1, W2, ..., Wn are weight constants.

2.2 The Warehouse Model

Fig. 1 represents the causal loop diagram (CLD) from which the influences of the
warehouse model elements can be observed. The arrow represents the direction
of the influence and the “+” or “-” sign its polarity. The “+” sign is used between
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Fig. 2. Block model of the warehouse simulation model for replenishment process op-
timization

two elements, if the causal element has the same influence on the consequential
element. The “-” sign is used, if the causal element has opposite influence on the
consequential element.

There are two negative feedback loops in the CLD. The first interconnects
Stock, Ordering and Delivery and it represents the fact that less is ordered,
if the stock level is high. The second interconnects Delivery and Ordering and
represents the concept that less is ordered, if more was ordered before. This loop
considers orders, which have not been delivered yet and will have impact on the
stock level later.

Fig. 2 presents the simplified warehouse model. It is a warehouse model with
added adaptive inventory control simulation system (AICSS) supported by re-
plenishment algorithms. The AICSS gathers information on production plan,
stock-on-hand and delivery and runs different simulation scenarios according to
the replenishment algorithms to anticipate future stock dynamics. A fuzzy strat-
egy assessor (FSA) is used to assess the results of simulation runs. Replenishment
algorithms and FSA are described in the following sections. Based on the FSA
assessment, the AICSS offers the ordering process information on how much and
when to order. For the detailed description of the warehouse model one should
see [12].

3 Replenishment Algorithms

Optimization is based on the simulation model described previously and the
following inventory control algorithms:
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– Fixed review period (FRP),
– Least unit cost (LUC),
– Part period balancing (PPB),
– Silver-Meal algorithm (S-M),
– Fuzzy control algorithm (FZY).

The Fixed review period algorithm (FRP) is similar to the (R, S) system
(described in [1]), where, every R units of time, an order is made to adjust the
stock level to the order-up-to-level S. In contrast to the (R, S) system, S is not a
fixed value in the FRP algorithm. The Fixed review period is described in detail
in [12], while Least unit cost, Part period balancing and Silver-Meal algorithms
are described in detail in [1]. Following is the detailed description of the FZY
algorithm.

3.1 Fuzzy Control Algorithm

Fuzzy control algorithm uses Fuzzy strategy assessor (FSA) to assess replen-
ishment optimization simulation results. The FSA is based on fuzzy sets intro-
duced by Zadeh [13]. There have been several studies that applied fuzzy sets in
inventory control ([14], [15], [16], [17], [18], [9]). These papers presented studies
of various fuzzy inference systems where fuzzy demand, inventory level, order
quantity, lead times and various fuzzy costs, e.g. shortage cost, were studied
and analyzed. This paper is different from those previously mentioned in that it
does not deal with shortage cost because it is unknown, but instead investigates
the fuzzy number of stock-outs, highest stock level and total cost for inventory
control.

z

c

S

FSA
E

Fig. 3. Fuzzy strategy assessor (FSA)

In this case, the value of stock-out or shortage cost is difficult to assess since
materials are often a part of several finished products. The shortage cost is not
merely the value of material quantity lacking for the production process. The
number of stock-outs are the only information available here and difficult to
assess regarding costs. Since this problem can be described as soft, fuzzy sets
were chosen to assess the replenishment strategies results.

The inputs of the FSA, as shown in Fig. 3, are matrices for number of stock-
outs z̄, total cost c̄ and highest stock level S̄, each matrix containing simulation
results of various simulation strategies. The output of the FSA is replenishment
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strategy estimation matrix Ē. Matrix elements values for z̄, c̄ and S̄ are normal-
ized in the interval [0,1] using the following equation:

bi =
bi

max(b̄)
, i = 1, 2, . . . , n (7)

where b̄ is either the matrix z̄, c̄ or S̄, bi is the matrix element, max(b̄) is the
maximal value among matrix elements and n is the number of elements in the
matrix. Matrices are then classified (fuzzified) using equally spaced Gaussian
membership functions (GMFs) shown in Fig. 4.
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Fig. 4. Gaussian membership functions for stock-outs (a), total cost (b), highest stock
level (c) and replenishment strategy estimation (d)

The Gaussian curve is given by the following function:

f(x) = e
−0.5(x−m)2

σ2 (8)

where m is mean and σ is variance. Means and variances for each GMF are given
in Table 1.

Table 1. Means and variances of GMFs for each variable used in FSA

V ariable σ m

z 0.06 0,0.25,0.5,0.75,1
c 0.15 0,0.33,0.66,1
S 0.12 0,0.25,0.5,0.75,1
E 0.05 0,0.25,0.5,0.75,1
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The FSA inference system contains the expert’s rule base consisting of 100
(5 · 4 · 5 = 100) rules. Estimation of the ith replenishment strategy is calculated
according to the following equation:

IF zi AND ci AND Si THEN Ei, i = 1, 2, . . . , n (9)

where n is a number of simulation strategies. A few examples of rules are given
below:

– If zi is none and ci is very low and Si is very low then Ei is excellent,
– If zi is many and ci is very high and Si is low then Ei is poor.

The rules are used to obtain the final output Ē, which is then defuzzified using
a Som (smallest value of minimum) function in the interval [0,1]. The strategy
with the lowest grade is selected as the one yielding the best simulation results.
If several strategies achieve the same lowest grade, they are assessed once more.
Matrices z̄, c̄ and S̄ now contain only the strategies with the lowest grades and
are again normalized using the Eqn. 7 and fuzzified. A new estimation matrix Ē
is calculated. This process is repeated until only one strategy has achieved the
lowest grade.

The fuzzy control algorithm (FZY) is based on all algorithms mentioned be-
fore. All algorithms are run in a simulation and the results are assessed using
a fuzzy strategy assessment (FSA), providing the estimation matrix Ē, upon
which the order time and quantity are selected.

Table 2. Numerical example of FZY algorithm estimation

Algorithm Ej qj

FRP-14 0.22 137
FRP-21 0.24 137
FRP-28 0.45 577
FRP-35 0.4 777
FRP-42 0.17 777
FRP-49 0.41 977
FRP-56 0.42 977
FRP-63 0.46 977
FRP-70 0.46 977
PPB 0.2 777
LUC 0.46 1938
S-M 0.46 577

Steps, performed during the simulation of the FZY algorithm, are:

1. Simulate the whole range of algorithms in m iterations
2. Calculate average results of each algorithm
3. Assess average results using FSA to obtain the estimation matrix
4. Select algorithm with the lowest grade
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5. Select the first order that occurred in the simulation of the selected algorithm
(according to Eqn. 10) and apply it in simulation. The output of the fuzzy
control algorithm is an order o(k) as defined by the following equation:

o(k) = f(qj), j = 1, 2, . . . , n (10)

where j represents the chosen strategy, n a number of simulation strategies
and q a vector of order quantities of all replenishment algorithms. The nu-
merical example of estimation is provided in Table 2. The algorithm with
the lowest assessment is FRP −42 and the order quantity o(k) is 777 pieces.

4 Results

The simulation model has been built using Matlab with its Simulink and Fuzzy
logic toolboxes. The experiment was performed with the historic data provided
by the observed company. Altogether, four materials were examined in this study
and their details are described in Table 3.

Table 3. Material lead times in weeks, demand mean and demand interval

Material 1 2 3 4

Lead time 2-3 2-3 6-8 6-9
Demand mean 2629.23 143.07 3500.32 1567.27
Demand interval [0,62800] [0,744] [0,22000] [0,13168]

The simulation of the actual warehouse process (RP - Real process) was using
real data of delivery and demand while the simulation with replenishment algo-
rithms (VP - Virtual process) was using only real demand data. The ordering
and delivery process in VP were controlled by replenishment algorithms. The
RP simulation was run only once, whereas ten simulation runs were executed
for every VP replenishment algorithm. Based on these simulation runs, average
costs and average stock-outs were calculated. With several simulation runs and
a calculation of average values, we have tried to minimize the influences of the
random generator, which represent the stochastic environment. Out of all simu-
lation runs the maximum stock level was considered as the warehouse capacity
limit and the strategy with minimal highest stock level was favored.

Table 4. Summary of simulation results for all materials

Material RP Cost V P Cost Savings (%) V P Strategy

1 1.63 · 106 1.52 · 106 6.7 FZY
2 3.48 · 106 3.11 · 106 10.6 FZY
3 1.91 · 106 1.88 · 106 1.6 FZY
4 2.62 · 106 1.89 · 106 27.8 FZY

Total Σ = 9.64 · 106 Σ = 8.4 · 106 12.7
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Fig. 5. Frequency distributions of algorithms used during FZY algorithm simulation
for each material
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The simulation was run for a period of seven years in RP and VP, but also
with subperiods of 24 weeks in the VP; depending on the algorithm, at each
time-step (continuous review) or at each-review period (periodic review), the
simulation was run for 24 weeks, since this is the production plan prediction
period, thus providing a replenishment schedule until the next review.

A Monte Carlo simulation was used for variation of production plan unre-
liability. The production plan variability was simulated by perturbations of its
quantity every two weeks for a certain amount, e.g. 5%. Variable lead times were
simulated by uniform random generator. If stock-outs occurred during the sim-
ulation, the missing quantity was transferred into the next period. The safety
stock was also considered; it was equal to the average weekly demand.

Results in Table 4 show the comparison of total cost of the RP and the strategy
chosen by the FSA among the VP strategies. The results presented in Table 4
indicate that the FZY algorithm was chosen as the one yielding the best results
for all cases. FRP, LUC, PPB and S-M algorithms were never chosen. The total
cost saving is 12.7%, if all four materials are considered.

Frequency distributions of algorithms used during the simulation of FZY al-
gorithm are presented in Fig. 5. One can notice that predominant algorithm is
FRP - 14 days for Materials 1, 3 and 4 while algorithm FRP - 21 days is predom-
inant for Material 2. It is also worth to point out that classic algorithms PPB,
LUC and S-M were never chosen during the FZY simulation. Obviously, their
heuristics does not work well for the selected materials. The reason for that may
be a more complex cost function (Eqn. 5) than the cost function used by classic
algorithms in their optimization calculations, which uses only cost of capital and
fixed ordering cost.

Table 5. Comparison of total cost of FZY (c1) and of predominant algorithm used in
FZY simulation (c2)

Material Algorithm 1 c1 Algorithm 2 c2
c2
c1

1 FZY 1.52 · 106 FRP - 14 1.77 · 106 1.16
2 FZY 3.11 · 106 FRP - 21 3.93 · 106 1.26
3 FZY 1.88 · 106 FRP - 14 2.16 · 106 1.15
4 FZY 1.89 · 106 FRP - 14 2.06 · 106 1.09

Table 5 presents comparison of total cost of FZY (c1) and of predominant
algorithm used in FZY simulation (c2). If only predominant algorithm would
be used in simulation instead of FZY algorithm, it would produce higher total
cost for each material. The total cost would be higher for 16, 26, 15 and 9
percent for Material 1, 2, 3 and 4 respectively. One can deduce that variability
of replenishment algorithms produces lower total cost than using strictly one
replenishment policy.
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5 Conclusion

The research presented in this paper is the real case study of replenishment pro-
cess optimization on historic data of selected materials. Lead times are stochastic
and so is demand. The demand has also a high dispersion from the mean.

Simulation results of the FZY algorithm yielded significant cost savings. The
introduced adaptive fuzzy inventory control algorithm surpassed results of other
algorithms, including classic ones like Least-unit cost, Part period balancing and
Silver-Meal. It was also proven, that there is a need for an adaptive algorithms,
which is able to follow the changing patterns in demand, because the days of a
stable market are long gone.

This paper also indicates that classic inventory control algorithms use inad-
equate cost function, which is not appropriate for replenishment process op-
timization for materials selected for this study. The cost function presented in
this paper is more complex than the one used by classic algorithms and contains:
cost of capital, cost of physical storage, transportation costs, fixed ordering costs,
costs of taking over the products and cost of manipulation in production process,
while the cost of classic algorithms contains only the cost of capital and fixed
ordering cost.

Results of the study are encouraging and the direction of our future research is
a thorough validation of the presented warehouse model and its implementation
in the company’s replenishment process.
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12. Kljajić, M., Kofjač, D., Škraba, A., Rejec, V.: Warehouse optimization in uncertain
environment. In: Proceedings of the 22nd International Conference of the System
Dynamics Society, Oxford, England, UK, System Dynamics Society (2004)

13. Zadeh, L.A.: Fuzzy sets. Information and Control 8 (1965) 338–353
14. Dey, J.K., Kar, S., Maiti, M.: An interactive method for inventory control with

fuzzy lead-time and dynamic demand. European Journal of Operational Research
167 (2005) 381–397

15. Katagiri, H., Ishii, H.: Some inventory problems with fuzzy shortage cost. fuzzy
sets and systems. Fuzzy Sets and Systems 111 (2000) 87–97

16. Petrovic, D., Roy, R., Petrovic, R.: Modelling and simulation of a supply chain in
an uncertain environment. European Journal of Operational Research 109 (1998)
200–309

17. Petrovic, D., Roy, R., Petrovic, R.: Supply chain modelling using fuzzy sets. In-
ternational Journal of Production Economics 59 (1999) 443–453

18. Petrovic, R., Petrovic, D.: Multicriteria ranking of inventory replenishment poli-
cies in the presence of uncertainty in customer demand. International Journal of
Production Economics 71 (2001) 439–446



Post Decision-Making Analysis of the

Reengineering Process Supported by Simulation
Methods
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1 University of Maribor, Kidričeva cesta 55a, SI-4000 Kranj, Slovenia
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Abstract. This paper analyzes seven years of experience in a concrete
production company where reengineering was conducted by employing
simulation methodology and AHP methods for decision support. A pre-
dictive validation of the simulation model as well as evaluation of the
simulation methodology for decision assessment in enterprises was per-
formed by comparing real and expected values. Multiple criteria methods
for the simulation scenario selection were applied. The basic advantage
of the described approach lies in the interactivity and transparency of
the model representation, which is essential for model acceptance by
user. The achieved results represent scholars’ example of using simula-
tion methodology for solving managerial problems.

Keywords: Simulation, reengineering, validation, decision support,
enterprise.

1 Introduction

The role of simulation methodology in the decision assessment of complex sys-
tems is constantly increasing. Human knowledge, the simulation model and de-
cision methodology combined in an integral information system offers a new
standard of quality in management problem solving [1]. The simulation model
is used as an explanatory tool for a better understanding of the decision process
and/or for learning processes in enterprises and in schools. An extensive study
on using the simulation method in enterprises can be found in Gopinath and
Sawyer [2]. Many successful businesses intensively use simulation as a tool for
operational and strategic planning and enterprise resource planning (ERP) [3],
[4]. Experiences described in literature [5], [6], [7] emphasize that in a variety of
industries actual problems can be solved with computer simulation for different
purposes and conditions. At the same time, potential problems can be avoided
and operative and strategic business plans may also be tested. Currently the
most intensive research efforts are concentrated on a combination of simulation
methods and expert systems [8], [9]. Although there is a considerable amount
of work devoted to simulation methodology, there is a lack of its application in
practice; especially in small- and midium-sized companies. The reason lies not in
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the methodology itself; the real reason is rather in the problems of methodology
transfer to enterprises and the subjective nature of decision-making.

One of the objective problems is model validation, which is very important for
any model-based methodology. The validity of the model of a given problem is
related to the soundness of the results and its transparency for users. According
to Coyle [10], a valid model is one that is well-suited to a purpose and soundly
constructed. According to Forrester [5], it is pointless to discuss validation with-
out reference to a particular situation. There is no way to prove the usefulness
of the model of complex systems such as enterprises in advance [11]. Coyle and
Exelby [12] stressed that there is no such thing as absolute validity - only a de-
gree of confidence, which becomes greater as more and more tests are performed.
According to methodology, a valid model is an objective representation of a real
system. According to the system approach paradigm, Barlas and Carpenter [13]
have suggested that model validation cannot be completely objective, quantita-
tive and formal. Since validity means usefulness with respect to a purpose, model
validation must also have subjective, informal and qualitative components.

The second problem, the subjective one, is related to the transparency of
the methodology and data presentation [14], preferences of the decision-maker
to use a certain decision style and poor communication between methodologist
and user. The simulation methodology is a paradigm of problem solving where
the personal experiences of users as well as their organizational culture play
an important role (e.g., in transition countries: market economy, ownership,
etc.). Some of the encountered problems could be overcome with a carefully
prepared modelling methodology and selection of a proper simulation package
as well as a readiness of the user to explore simulation opportunities. Such is
the simulation with animation, which demonstrates the operations of the mod-
elled system and helps participants to recognize the specifics of the presented
system [15].

This article describes seven years of production facility operation, which was
initially technically determined by the simulation method. Our primary goal is
to highlight decision-making analysis of the reengineering process supported by
simulation methods. By comparing the predicted and real values, the predic-
tive merit of the simulation model as well as the applicability of the simulation
methodology for decision assessment in enterprises was evaluated. In this case
the manufacturer of concrete goods had problems with production management
as well as with prolonged delivery times due to increasing demand. A simulation
model was used for the assessment of investment in a new production line and to
test the feasibility of heuristic operational planning [7]. The evaluation criteria
and business goals were aquired through the Group Support System (GSS) in
connection with the Analytical Hierarchy Process (AHP) method [16], [17]. Vi-
sual Interactive Modelling (VIM) and animation of the modelled system [18] are
significant advantage compared to the text-oriented simulation interfaces. The
model of the process was built with ProModel: a simulation tool designed for
Windows environment.
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2 Simulation Methodology as a Base for Decision
Support

Many authors favour the simulation method as a holistic approach for assess-
ment of decision-making [2], [19], [20]; however; user confidence in it is of crucial
importance [21]. The main problems of each managerial system are the com-
prehensiveness of information concerning the state and the environment within
appropriate time. This means that a mathematical model of the process and a
model of the environment are required. However, it is hard task to get confident
model in enterprise processes due to the complex dynamics resulting from the
stochastic interaction and delay. Decision-makers, though, cover a broader per-
spective in problem solving than could be obtained solely through simulation.
Simulation in interaction with human experience contributes to the acceptance
of simulation methodology by users and emphasizes its merit. The principal rep-
resentation of the proposed approach that supports man-machine interaction in
the evaluation of the decision strategy [22] is shown in Fig. 1.
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Fig. 1. The principle diagram of the simulation methodology for decision support in
enterprises

The three basic loops are emphasized on Fig. 1:
a) The causal or feedback loop, representing the result as a consequence of

former decision-making, and being a part of management experience and history
of the system. From the learning aspect, this loop could be named “learning by
experience”.

b) The anticipative or intellectual feedback loop, which provides the feed-
forward information relevant for decision-making. This loop consists of the
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simulation model of the system, criteria function and scenarios. The simulation
scenarios consist of two subsets: a subset of input that anticipates the impact
of the environment - the state of nature (or exogenous scenarios) - and a subset
of alternatives (or endogenous scenarios). They give answer to the basic ques-
tion concerning the problem situation for which the answer is being sought. In
literature this is known as the what-if analysis. The generation of scenarios of
the simulation system that responds to the what-if is based on different scenar-
ios anticipating future impacts of the environment on the system. They usually
represent the extrapolation of past behaviour and an expert evaluation of devel-
opment targets. Variants of business scenarios are evaluated, for example, with
the multi-criteria decision function. The most delicate part of this circle is, above
all, acceptance of the system simulation methodology by users; this is mainly
dependent on transparency of the methodology and the model validity.

c) The a posteriori information loop represents the pragmatic validation of the
model concerning model applicability and former decision-making. This loop rep-
resents the pragmatic validation of the model. A comparison of prior information
concerning the simulated impact of the selected strategy on system behaviour
with the actual results achieved allows us to evaluate the value of the model and
improve it. In this way learning is enabled on the basis of a priori assumptions
on the model and not just on the basis of empirical experiences.

Loops a and b are the basic ones for learning and knowledge acquisition for
improved decision-making. Loop c represents the pragmatic validation of the
model that supports users’ confidence in the simulation methodology. The user
is the key element of the three circles because he/she is the one who makes deci-
sions. As most simulation projects necessitate teamwork, considerable attention
should also be paid to the presentation of findings in the decision-making pro-
cess; the problem discussed by Kljajić et al. [23]. This also depicts the trend
of current research in the fields of knowledge presentation, expert systems and
artificial intelligence. Our analysis is mostly concerned with loop c as explained
in the following text.

3 Empirical Analysis of Production Line Selection by
Simulation

In order to illustrate the problem of model validation we will analyze the re-
sults of a solution obtained by employing the simulation methodology [7]. The
decision assessment has been organized at two hierarchical levels. The model at
the upper level is used for the assessment of an enterprise’s strategy (continuous
simulation). At the lower level the model is used for discrete event simulation,
necessary for operation planning and testing production performance. The con-
cept of simulation is convenient for achieving a balance among different levels
through the whole system. In practice, this means that when the discrete-event
process is considered, variables are entities (queue, utilization). However when
the process is considered as continuous, stock and flow in the system dynamics
are entities. The system structure of the simulation model consists of entities
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connected in a flow diagram. The diagram is sufficiently abstract to allow an
understanding of the problem to be solved and precise enough to provide valid
experimentation on the model. As soon as one becomes satisfied with the “pic-
ture” of the process, one moves to the building of the simulation model. From the
decision-making aspect, the state equation of the simulated system is described
by Equation (1):

y(k + 1) = f(y(k), x(k), a); k = 0, 1, 2, . . . , N (1)

where y ∈ Y represents the vector of state variables such as inventory, cash,
income, liabilities, backlog, etc., xi ∈ X represents the system input: market
demand, and aj ∈ A represents the control variables (alternatives). The decision
strategy was defined as: choose the alternative aj for the market demands xi

and its probability pi ∈ P , which satisfies the performance function reflected by
the manager’s preferences. Performance of alternatives ai ∈ A in Equation (1)
was obtained through discrete event simulation DES as shown in Fig. 2. Two
criteria were considered:

Maximal expected value (of profit) defined by Equation (2):

maxEV (aj) =
∑

i

Cijpi, (2)

where Cij represents the values of the i-th input at j-th alternative, and linear
weighted sum of multiple criteria defined by Equation (3):

maxJ(aj) =
m∑

r=1

wrJr(aj), (3)

where wr represents the weight of the r-th objective, which reflects the decision-
maker’s business policy preference. The individual objective Jr = q(y, x, a) in
Equation (3) is a function of the state of the system, the state of the market and
the chosen alternative in achieving the goal. The multiple criteria and its weight-
ing for the evaluation of scenarios were defined by the decision group using the
group support system. Saaty’s AHP method [16] was used to determine the rel-
ative importance of the objectives wr and a pair-wise comparison of alternatives
aj for the r-th objective.

The described methodology was tested in a medium-sized factory, a manufac-
turer of concrete goods, for the purpose of reengineering assessment. Due to the
increased demand for a specific article and better quality requirements of prod-
ucts, the firm’s management considered investing in a new production line. Three
suppliers of the new production line equipment besides the existing technology
were considered for decision-making. The suppliers are denoted as alternatives:
ai = a1; a2; a3; a4 and their costs in monetary units as: ci = 0; 371; 392; 532 re-
spectively. A brief description of the alternatives would be the following: a1) no
change in production facility, a2) new technology, which is a better version of the
company’s current technology; production is semi-automatic, a3) new technol-
ogy, unknown to the company; experiences from other companies are positive;
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production is semi-automatic, and a4) fully automated production process which
can ensure a high quality and quantity of products. For a detailed description
of alternatives, refer to Kljajić et al. [7]. An estimation of the state of nature
(market demand) Xi and its probability p(Xi) for the next 5 years are shown in
Table 1.

Table 1. Definition and meaning of the state of nature defined in the beginning of
decision-making

State of nature Xi and its meaning Probability

X1 = no change in market demand 15%

X2 = X1 + 2%/year; medium increase in demand 40%

X3 = X1 + 7%/year; high increase in demand 35%

X4 = X1 − 2%/year; medium decrease in demand 10%

Probabilities for various states of nature have been estimated by the com-
pany’s experts by the method of brainstorming conducted in the boardroom
and supported by GSS. The decision problem was solved using a computer sim-
ulation. A conceptual diagram of the system is shown in Fig. 2. The simulation
models of the alternatives were implemented in a ProModel simulation package
for the evaluation of technological requirements and management criteria DES
(Discrete Event Simulation), which is a powerful and easy-to-use tool for devel-
oping a simulation model, especially for production systems. Its visualization of
simulation results helps to raise the confidence level of users.

The financial aspect of reengineering was modelled as the continuous simula-
tion model. The block diagram in Fig. 2 shows the main material, financial and
information flows of the manufacturing system. Net income is represented as an
element dependent on different supplier options simulated on DES. The block
Company indicates the ability of the company to support investment in new tech-
nology. The behaviour of the enterprise under different market demand for the
presumed alternatives with the prescribed criteria was analyzed on the model.
This approach provides a unique framework for integrating the functional areas
of management - marketing, production, accounting, research and development,
and capital investment. The simulation model packed in a user-friendly busi-
ness simulator enables decision-makers to “experience” different scenarios [24],
[25]. Simulation of the continuous model was performed off-line after the DES
generated results according to the real data of market demand. Each considered
alternative has a different delivery delay from the production process to the cus-
tomer, which is caused by different production performance and characteristics
of the technology used. Delivery delay is not dependent only on main machine
performance but also on the technology used for finalization of concrete products.
For example, if the technology employs evaporator chambers (i.e. alternative 3),
the delay could be less than five days long otherwise delivery delays vary from
ten to fifteen days according to the seasonal deviation of outdoor temperature,
which was also considered in the model. Depending on the delivery time, cash
inflow is also affected, which is of primary concern to managers.
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Fig. 2. Integral block diagram of the simulation model for decision assessment in pro-
duction process upgrading

An expert group determined Unit Sale Price and Market Demand Function
necessary for different production scenarios. The scenarios are defined as a com-
bination of: Unit Sale Price, Unit Production Costs, Market Demand and Other
Operating Expenses. Market demand is defined on the basis of current orders
and future estimation, which was determined by the company’s expert group.
The production plan forms the input for DES with the purpose of evaluating
the utilization and capacity constraints of the considered alternative. The impor-
tance of choosing an appropriate combination of production capacity in relation
to the anticipated demand is of crucial importance for positive system perfor-
mance. The simulator of the business system allows us to make an analysis of
the investment effects, depreciation plan, risk of drop in sales, delivery time and
change in sale prices. The model is used for predicting financial and production
system efficiency. Four scenarios representing market demand were simulated for
each alternative. The expected values of the payoff for alternatives for the 8-year
period were computed according to Equation (2).

Several other requirements for the new technology were additionally imposed:
Quality of Products, Net Profit, Risk of Company Ruin, Market Demands and
Flexibility of Technology. The decision group consisting of enterprise experts
carefully determined the relation between the key criterions. Geometric means of
each parameter were used for estimation of group decisions. Saaty’s AHP method
[16] was used to determine the relative importance of objectives wr and a pair-
wise comparison of alternatives aj for the r-th objective in Equation (3). A model
of the production line of the existing process during a simulation run is shown in
Fig. 3. At the top right hand corner of Fig. 3 a simulation clock is shown. Every
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Fig. 3. Screen of the simulation model of an existing production line

location has a counter and indicator showing the current status of the location,
e.g. blocked, waiting, down, etc. Each location is positioned according to the real
layout of the production process for each alternative. At the right-hand bottom
corner of the screen is a table with data relevant for production management.
The first column lists names of products, whereas the second column lists the
number of units on order - backlog. The third column indicates the number of
units currently produced while the fourth column represents available units in
the warehouse. The last three columns represent the quantity of products of the
desired quality.

Table 2. The evaluation results of alternatives. Cumulative expected values of profit
for 6 and 8 years are shown in the first two rows. In the last row, the multi-criteria
decision score is shown.

a1 a2 a3 a4

Average EV (aj)1999 − 2004 218 MU 166 MU 297 MU −2 MU

Average EV (aj)1999 − 2006 279 MU 390 MU 483 MU 291 MU

Multicriteria Evaluation J(aj) 0.082 0.166 0.431 0.321

As a result of the decision-making and final judgment, alternative a3 was
chosen according to the Table 2. It was ranked first, evaluated by the expected
value and multi-criteria evaluation, considering the period of an 8-year horizon.
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For a longer time period, however, alternative a4 was proposed as the best so-
lution, which had been seriously considered for the final judgment. Thus, we
will continue to evaluate the results of the first seven years, experience with the
selected alternative (a3), bearing in mind that it was chosen with respect to the
eight years time horizon. Seven years exploitation of the chosen technology is a
reasonable period for post-decision analysis.

4 Results and Discussion

Data obtained from the production of concrete goods over the past seven years
was used for the model validation of the decision process. Validation was carried
out by comparing the business outcomes with the anticipated responses of the
business model according to Fig. 1. The following figures will illustrate the model
evaluation results according to the seven years experience. The cumulative value
of production, predicted and realized, is shown in Fig. 4.
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The value of production is stated in production units per year [PU/Year]. We
supposed that demand would be equal to production. This is common practice
in large concrete goods production, which is accomplished by the adaptive in-
ventory buffering. One can see that in the first two years, the sales figures mainly
have grown as predicted in the optimistic scenario X3 from Table 1. There is
exception only at the beginning of the production period due to the instalment
problem of new technology, which took three months to be completed. After that
period, another six months were needed to develop smooth running of produc-
tion process. In the following year, the production rapidly stagnated in 2001,
while after this period it started to oscilate up and down with minimum at 2004
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and it seems start to rise again. The fall in production in the year 2001 was due
to market shrinkage, which is the consequence of a drop in highway construction
and privatization process.

Fig. 5 shows the course of actual production on a monthly basis until 2005.
The obtained time series were used for the simulation runs and computation of
real net incom.
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Fig. 5. Cumulative production (1) and production by month (2) realized in 84 months

Fig. 6 represents a comparison of EV of predicted Net Income (computed from
Table 1; X1, X2, X3, and X4) and that realized denoted by R. At the beginning
of the simulation, one could observe a certain increase of income due to the
one-year loan moratorium. The real start-up Net Income marked by R in the
first year is slightly lower than that planned due to the problem of production
initialization and delayed payments of customers who ordered the goods. This
delay in payments was caused by liquidity problems of this particular branch of
industry, which had not been considered in the simulation scenarios. Comparing
Net Incomes EV and R on Fig. 6, it can be seen that the curves correlate fairly
well in the first four years while after that period real Net Income (R) starts to fall
down due to drop of production untill 2005. Curve A4 represents estimated Net
Income in case the decision makers would have selected a4, which was seriously
considered for the purchase.

One can learn what would have happened if the user had chosen alternative
a4. The highly automated production would ensure a high production volume
and automation, but this kind of technology would be too expensive. At the
anticipated ratio of demand on the market sales could not cover the financial
burden of such volume. This would mean that the company would suffer a fi-
nancial crisis shortly after the implementation of such technology. Fortunately,
with the proposed methodology such a case, although tempting in the process
of assessment, was correctly avoided.

The decision assessment supported by a simulation proved to be a very powerful
tool in seeking the best alternative, although the problem addressed incorporates
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Fig. 6. Expected Value of Net Income (EV) for the selected alternative a3, realized
Net Income (R) and an estimated Net Income (A4) if alternative a4 was selected

an inaccurate subjective estimation of the market parameters. A pragmatic evalu-
ation of the model shows the importance of a rational approach in the simulation
methodology regarding decision assessment. The positive results of the applied
methodology are encouraging and the model is used to assess and predict the fu-
ture behaviour of the system as result of management scenarios. For example, the
model can predict the company’s potential problems with liquidity in the sector.
In this case, the sensitivity of setback of payments is computed and with the proper
management action, the negative consequences can be avoided.

5 Conclusion

This paper analyses seven years of experience in a concrete production company,
where selection of a new production line was conducted by employing simula-
tion methodology. The paper relies on previous work [7], where a simulation
procedure for production line selection was described.

The applied simulation system consisting of a continuous and DES model
connected with GSS and integrated in the management information system pro-
vided useful information for the management. System dynamics was used for
modelling the continuous process for the financial aspect, while discrete event
simulation was used for production process analyses. Both simulation tools are
user friendly and provide visual interactive modelling VIM, which facilitate users
in understanding the applied methodology. Multiple criteria methods based on
AHP as well as Expected value for the simulation scenario selection for manage-
rial assessment were applied.

The performance of the selected production line in the mentioned work has
been followed up. The predictive validation of the simulation model as well as
simulation methodology for decision assessment was done by comparing real data
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with those predicted of the chosen alternative in seven years period. A com-
parison showed that the gained predictions were a relevant estimation of future
company development after the reengineering process was completed. Moreover,
post decision analysis shows the quality of a rational decision in favour of al-
ternative a3 compared to the next best competing alternative a4, which was
seriously considered.

The basic advantage of the described approach lies in the interactivity and
transparency of the model representation, which is essential for model accep-
tance by the user. By implementing VIM and GSS, decision-makers can better
understand the studied process, enhance knowledge about the uncertainty of
the scenarios and improve evaluation of alternatives. In this way, the range of
bounded rationality in decision-making could be enhanced.
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Abstract. Individual classifiers do not always yield satisfactory results. In the 
field of data mining, failures are mainly thought to be caused by the limitations 
inherent in the data itself, which stem from different reasons for creating data 
files and their various applications. One of the proposed ways of dealing with 
these kinds of shortcomings is to employ classifier ensembles. Their application 
involves creating a set of models for the same data file or for different subsets 
of a specified data file. Although in many cases this approach results in a visible 
increase of classification accuracy, it considerably complicates, or, in some 
cases, effectively hinders interpretation of the obtained results. The reasons for 
this are the methods of defining learning tasks which rely on randomizing. The 
purpose of this paper is to present an idea for using data contexts to define 
learning tasks for classifier ensembles. The achieved results are promising. 

Keywords: classifier ensembles, context, supervised machine learning. 

1   Introduction 

Individual classifiers do not always yield satisfactory results. In the field of data 
mining, failures are mainly thought to be caused by the limitations inherent in the data 
itself, which stem from different reasons for creating data files and their various 
applications [4]. One of the proposed ways of dealing with these kinds of 
shortcomings is to employ classifier ensembles. Their application involves creating a 
set of models for the same data file or for different subsets of a specified data file. 
Although in many cases this approach results in a visible increase of classification 
accuracy, it considerably complicates, or, in some cases, effectively hinders the 
results of action prediction taken for creating classifier ensembles and interpretation 
of the obtained results. The reasons for this are the methods of defining learning tasks 
which rely on randomizing. The idea for solving the indicated weaknesses is to use 
contextual classifier ensembles that replace random choices with context choices. 

This paper is structured as follows: section 2 introduces classifier ensembles and 
indicates possible methods of modifying their creation, section 3 contains a proposed 
solution and the results of the conducted research, and section 4 summarizes the results. 

2   Rules of Creating Classifier Ensembles  

An classifier ensemble is a set of classifiers that organizes new cases by combining the 
decisions of individual classifiers in a certain manner. The theoretical basis which 
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guarantees a higher accuracy of classification in this type of model is M.J.A. Marquis’a 
de Condorcet’s jury theorem (for an overview and analysis see [5],[16]; for a discussion 
and an implementation of the theorem in the field of classifier ensembles see [6]). 

There are two approaches to creating classifier ensembles. The first one is to create 
separate models for the same data set (this approach is beyond the scope of this 
paper). The idea behind the second approach is to define multiple learning tasks 
within one learning file. This can be accomplished by manipulating either the data set 
or the learning algorithm’s control mechanism ([8], [4], [10]).  

Manipulation of the data set consists of methods of sampling the input data, 
selection of classification features and manipulation of class labels. 

The sampling approach involves generation of different learning subsets and 
creating different classifiers for each of these subsets. Three methods of creating 
learning files are used. The first one, the so-called bootstrap, involves generating a 
certain number of learning sets containing the same number of examples as original 
learning set by applying randomization with replacement. By utilizing this mechanism 
of selection we can obtain a varied structure of learning sets, therefore enabling us to 
create diversified classifiers, which, in conjunction, will describe the learning data. 
The drawback of this method is that we do not know which of the resulting learning 
files are appropriate to our purposes. Neither do we know how many sets we need to 
complete before the classifier reaches the presupposed accuracy of classification. 

The second method of generating learning files is by employing cross-validation. In 
this approach the learning files are created on the base of different variants of learning 
files with a set number of partitions k, which divide the learning file into k parts. Then 
one of the parts is removed and the algorithm is used to teach the remaining k-1 
subsets. The number of resulting classifiers is therefore equal to the number of 
partitions set. In this case the drawback is the fact that the number k is selected 
randomly, and that the learning file is thereby divided randomly and not purposefully. 

Another method of creating learning files is AdaBoost ([14], [15]). It operates by 
classifying all examples in subsequent iterations of the classifying algorithm. In order 
to do so, it utilizes a set of weights assigned to the learning examples. Higher weights 
are awarded to examples which have not been properly classified by given 
hypotheses. After each iteration the weights are changed according to classification 
error. Each iteration produces one classifier. AdaBoost is thriving and is currently 
available in three variants: aggressive, conservative and inversive [9].  

Another technique of creating classifiers, named by its authors Dirtterich and 
Bakiri error code correction, involves manipulating the labels of examples ([3]). The 
first step is to randomly divide the class into two subsets, both of which are assigned 
new labels, i.e. I and II. With the help of a learning algorithm a classifier describing 
the classes I and II is generated. In the next step an algorithm is run for each class, 
which learns the original classes contained in the generated learning subset. This two 
step procedure is run a specified number of times. In this case we are utilizing the 
hierarchical classifier, which first determines the membership to class I or II, and then 
assigns them, with the help of the generated classifiers, to the class corresponding to 
those contained in the primary learning file. This method, according to research 
conducted by Ricci and Aha [12], Dirtterich and Bakiri [3], Adeva J.J.G.and Calvo 
R.A [2], Kuncheva [9], Masulli F. and Valentini G., [11] is especially recommended 
for solving difficult classification problems. 
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The next stage of implementing classifier ensembles is defining an operating 
outline that will determine which of the classifiers will take part in generating the 
results of classification and in what manner these classifiers or their results can be 
combined together. The basic outline is voting, which can take on the form of: a 
majority vote, a weighted vote or a weighted majority vote [16].  

In a majority voting schema all individual classifiers are valued equally. The result 
with the highest number of votes is chosen. Whereas in the weighted vote the constituent 
classifiers are assigned ranks, which can be determined for instance by classification 
accuracy in the future or some heuristics. Voting schemas are far more numerous, and 
this field is developing rapidly. They are beginning to appear as an indispensable element 
for the chosen approach to ensemble classifiers, for instance in the work [16] three 
possible schemes are proposed as solutions in ensemble classifiers created on the basis of 
the selection of classification features. These are the following: linear combination of 
constituent results of the classifier ensemble, winner-takes-all and evidence inference. 

3   A Proposal for Expanding the Possibilities of Creating Classifier 
Ensembles  

The introduction to classifier ensembles presented above suggests that the dominant 
mechanism used to create diverse learning files is randomization (with the exception 
of AdaBoost, the purpose of which lies beyond the scope scientific interests of the 
author). This approach to creating learning tasks is bereft of intentional and 
purposeful action. We may therefore conclude that the implementation of random 
mechanisms deprives us of the possibility to make use of the knowledge of the 
specific domain as well as information about the data file. This situation induces 
interpretational limitations in the obtained results.  

In the opinion of the author, in spite of the demonstrated effectiveness of classifiers, 
the case of defining different learning tasks for a specific set of learning information 
gives rise to the following problems: 

− the number of sets which need to be created in order to have a guarantee of a better 
description 

− number of constituent models 
− interpretation of differences between various files with learning data (interpretation 

of individual classifiers) 
− interpretation of results 
− understanding the impact of the classifier ensembles (which of the classifiers 

determine the final solution, and why) 
 

Relinquishing the possibility to interpret and understand data and its description is 
justifiable only when we do not have any other means at our disposal. The author of 
this paper proposes a new, intentional method of defining different learning tasks, 
basing on the use of context. This proposal aims to present a contextual classifier 
ensemble able to solve some of the aforementioned issues. The idea involves creating 
learning files for classifier ensembles by using identified or recognized contexts of the 
learning data. The adopted representation of a contextual classifier ensemble and a 
constituent classifier is a decision tree. 
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3.1   Creating Learning Files Which Utilize Context in Data 

The approach proposed in this paper is, in a certain way, a modification of Dirtterich 
and Bakiri’s technique of modifying labels, referred to as error-correcting output 
codes ([8]). It involves substituting the random partitioning of the learning file with a 
contextual division according to the identified contextual features. Every contextual 
feature splits the learning file into subsets, the amount of which is dependent on the 
structure of values that the contextual feature assumes. A classifier is generated for 
each subset.  

The definitions of elementary (deciding), contextual and context-sensitive features 
form the basis of discovering context in data. Assuming that: Xi denotes the 
describing feature, Y – the class feature, αi – the minimal and βi the maximal context 
size, p – the probability, Si,j – the set containing all features except Xi and Xj, si,j – the 
values of all the features in the set Si,j. P.Turney in his work [17] presents them as 
follows: 

− a feature is primary iff αi=0; which means that there exist some xi and y for which 
p(Xi=xi)>0, such that:  

p(Y=y|Xi=xi)=p(Y=y); (1) 

− a feature is contextual iff αi>0, which means that for all xi and y the following 
holds  

p(Y=y|Xi=xi)=p(Y=y); (2) 

− the feature Xi is context-sensitive to the feature Xj iff there exists a subset of 
features S’i,j of the set Si,j, for which there exist some xi, xj, s’i,j and y, for which:  

p(Xi=xi;Xj=xj;S’i,j= s’i,j)>0; (3) 

 such that the following conditions hold:  

p(Y=y|Xi=xi,Xj=xj,S’i,j=s’i,j) ≠p(Y=y|Xi=xi,S’i,j=s’i,j); (4) 

p(Y=y|Xi=xi,Xj=xj,S’i,j=s’i,j) ≠p(Y=y|Xj=xj,S’i,j=s’i,j). (5) 

 

The method of creating learning files that are dependent on the identified primary, 
contextual and context-sensitive features presented as follows: 

1. Creation of a decision tree1 on the basis of the entire learning material; this step 
allows us to separate the features, which directly influence the classification task 
from the features, which do not (the non-decision features). 

2. Creation of a decision tree for each decision attribute, taking into consideration 
only the non-decision features; in this step the search for contextual features is 
conducted among non-decision features, and the search for context-sensitive 
features – among decision features. 

                                                           
1 There was applied Quinlan’s classifier C4.5 of AITECH’s software SPHINX 4.0 (DeTreex), 

and Decision Tree of SAS’s Enterprise Miner 5.2. 
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3. Identification of pairs of contextual and context-sensitive features that can be used 
to partition the learning file, according to the assumed level of classification 
accuracy 

4. Partitioning of the learning file according to the structure of values of the 
contextual feature and its corresponding context-sensitive feature. 

3.2   Employing the Contextual Classifier Ensemble to Solve Selected 
Classification Tasks 

The classification tasks employed to measure the effectiveness of the contextual 
classifier ensemble were chosen on the basis of an analysis of research conducted by 
Diettericha T. ([18]) and Hall et al. ([19].[20) in the field of classifier ensembles. This 
research proves that in some cases (7 out of 33) there is no noticeable improvement 
(‘primary’, breast-y’), or that it is insufficient with regard to Quinlan’s C4.5 individual 
classifier. (It was assumed that a satisfactory level of classification accuracy exceeds 
80%.) These cases are presented in Table 1 (two of the files –  ‘primary’ and breast-y’ 
– were omitted due to their unavailability).   

Three of the presented data files only have constant features, which pose serious 
obstacles for every decision tree building algorithm. An average increase of classification 
accuracy of approx. 5% is deemed desirable. The occurrence of context in the analyzed 
data is a necessary condition for creating contextual classifier ensemble.  

Table 1. Difficult classification tasks 

Classification 
accuracy  

 
Data file 

 
 

Numer 
of 

features 

 
Numer of 
numerical 
features 

 
Numer of 
examples 

 
 

Numer of 
classes 

 
 

C4.5 

 
Classifier 
ensembles 

glass 9 9 214 6 66% 73% 
heart-v 13 5 200 2 72% 76% 
sonar 60 60 208 2 71% 72% 

vehicle 18 18 846 4 67% 75% 
credit-g 20 7 1000 2 71% 76% 

 
The research was conducted in the following stages: 

1. Identification of contextual, context-sensitive and primary features 
2. Partitioning of the learning file according to the identified contexts 
3. Creation of the contextual classifier ensemble containing models of decision trees 

for all contexts 
 

For sake of simplification, the names of features were assigned consecutive numbers. 
The research was conducted in several stages. The first step was to generate decision 
trees for each data set. The resulting deciding features for each task are presented in 
Table 2. The describing features are used to their fullest extent in two tasks: ‘vehicle’ 
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(15 out of 18) and ‘glass’ (6 out of 9). In the remaining instances, the deciding 
features constitute a minority compared to the non-deciding features. 

The next step is to describe each deciding feature using only the non-deciding 
features (according to the definition of the contextual feature, it does not directly 
influence class membership; it does, however, have an effect on the decision 
variable). The task involved the generation of trees for each deciding feature (treated 
as a class) and the selection of pairs consisting of a deciding feature and a contextual 
feature. A pair was selected when its classification accuracy exceeded 60%. The 
selection of contextual features was done by analyzing the generated decision trees 
for the context-sensitive features. On the basis of an analysis of each of these trees 
one contextual feature was selected. 

The ‘vehicle’ file is a special case which describes the issue of identifying four 
vehicles with the help of two-dimensional images taken from nine different angles. 
Because each of the angles at which the photos were taken is contained in a separate 
file, it was assumed that they constitute a natural, external context of the description 
of vehicles. A cumulative comparison of contextual and context-sensitive features is 
presented in Table 2. Analyzing the results, we conclude that in two of the learning 
files contextual features were not found, which means that in these cases we cannot 
apply the contextual classifier ensemble, and therefore we cannot improve the results 
of the classification accuracy. 

Table 2. Cumulative comparison of decision, and contextual and context-sensitive features 

Learning file
Numer of
features

Decison features Contextual
features

Context
sensitive
features

glass 9 3,8.4,6,1,5 0 0
heart v 13 13,3,12,10 2,9,1,11 13,3,12,10
sonar 60 12,20,48,32 0 0

credit g 20 1,3,12,4,6 7,16,5,15 1,3,12,4
vehicle 18 1,2,3,5,6,8,9,10,11,

12,13,14,15,17,18
7 9

 

The contextual features which were identified for the remaining tasks give us the 
possibility to discern contexts within the learning material and allow us to describe 
them using separate classification rules. The context is defined by the contextual 
features and it is these features that determine the ranges for partitioning the learning 
and testing sets into groups of different contexts. The issue remaining to be solved is 
thus how to determine the value range of the contextual feature to ensure that it 
efficiently describes the identified context. It was assumed that the basis will be the 
information content of the contextual feature in relation to the context-sensitive feature. 

The contextualized learning files were created taking into consideration the 
information content and the principle of preventing the creation of an excessive amount 
of value ranges (for more details see [7]). The quantity of learning files produced is 
almost the same, for heart-v and credit-g number is equal to 11 and for vehicle 12.  
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These separated subsets were used to generate the contextual classifier ensemble 
for each of the classification tasks. In the preliminary stage this choice seems valid, 
yet in further iterations it seems important to consider a voting weighted by the 
strength of the relationship between the appearing contexts. The contextual ensemble 
classifier, while classifying new cases, not only states the class and accuracy of 
choice, but also the context of the dominant classifier. It therefore supplies more 
comprehensive information, which enables correct interpretation. 

The comparative results between contextual classifier ensembles (CCE) and 
classifier ensembles (CE) are contained in Table 3. 

Table 3. A comparison of the effectiveness of classifier ensembles and contextual classifier 
ensembles 

Learning file CE Classification error (%) CCE Classification error (%) 
heart-v 27,62% 18,22% 
credit-g 29,21% 17,44% 
vehicle 29,44% 16,37% 

 
The demonstrated results point to the conclusion that the efficiency of the 

contextual classifier ensemble has succeeded in reaching acceptable level, and 
therefore the extension of the analysis with context seems merited.  

4   Summary 

Contextual classifier ensembles achieve two goals. They increase description 
precision of a considered problem that results in the increase of classification 
accuracy. As it was shown, contextual classifier ensembles can be used for difficult 
classification problem solving, when other methods are unsuccessful. 

The second achieved goal is a purposeful way of creating classifier ensembles. 
Applying data contexts as the basis for generating different learning tasks determines the 
number of possible learning tasks and the number of classifiers, and gives the opportunity 
for interpretation of differences among models that are indicated by data contexts. 

Further work is being continued on developing scheme voting and more 
complicated context identification and implementation. 
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The Poznań University of Economics,

ul. Mansfelda 4, 60-854 Poznan, Poland
picard@kti.ae.poznan.pl

http://www.kti.ae.poznan.pl

Abstract. Support for human-to-human interactions over a network is
still insufficient. In this paper a model for human-to-human collaboration
based on the concept of social protocol is presented and formalized. Then,
semantical and structural validity of social protocols is defined. Next, an
algebraic representation of social protocols is proposed. Based on this al-
gebraic representation of social protocols, an algorithm for structural val-
idation of social protocols is proposed and illustrated by three examples.

Keywords: Collaboration modeling, algebraic representation of social
protocols, semantical validation, structural validation.

1 Introduction

Enterprises are constantly increasing their efforts in order to improve their busi-
ness processes, which may be explained by the fact that enterprises are exposed
to a highly competitive global market. Among the most visible actions associated
with this effort towards a better support for better business processes, one may
distinguish the current research works concerning Web services and associated
standards: high-level languages such as BPEL or WS-Coordination take the ser-
vice concept one step further by providing a method of defining and supporting
workflows and business processes.

However, most of these actions are directed towards interoperable machine-to-
machine interactions over a network. Support for human-to-human interactions
over a network is still insufficient and many research has to be done to provide
both theoretical and practical knowledge to this field.

Among various reasons for the weak support for human-to-human interac-
tions, two reasons may be distinguished: first, many social elements are involved
in the interaction among humans. An example of such a social element may be
the roles played by humans during their interactions. Social elements are usually
difficult to model, e.g. integrating non-verbal communication to collaboration
models. Therefore, their integration to a model of interaction between humans
is not easy. A second reason is the adaptation capabilities of humans which are
not only far more advanced than adaptation capabilities of software entities, but
also are not taken into account in existing models for collaboration processes.

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 570–583, 2007.
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A model for human-to-human interactions which addresses, at least to some
extent, the two characteristics of the interactions between humans is therefore
needed. Such a model has already been presented in [1,2]. This model is based
on the concept of social protocol which may be seen as a model of collaboration
processes. A collaboration process may be modelled as a social protocol which
describes the potential interactions of collaborators within this process.

In the case of complex collaboration processes, the design of a social proto-
col modeling these processes may be a complex task. A social protocol may be
designed with errors potentially leading to unachievable collaboration processes,
i.e. processes in which collaborators are locked and cannot continue their collab-
oration. Therefore, some techniques to check the validity of social protocols are
needed.

In this paper, the concept of validity of social protocols is defined. Then, an
algorithm for structural validation of social protocols is detailed. This algorithm
is based on an algebraic representation of social protocols.

The rest of this paper is organized as follows. In Sect. 2, the concept of social
protocol, used to model collaboration processes, is presented. Section 3 then
expands on the definition of the concepts of semantical and structural validity of
social protocols. Next, an algorithm for structural validation of social protocols
is proposed in Sect. 4, and illustrated by three examples in Sect. 5. Then, related
works are reviewed in Sect. 6. Finally, Section 7 concludes this paper.

2 Modeling Collaboration Processes as Social Protocols

A social protocol aims at modeling a set of collaboration processes, in the same
way as as a class models a set of objects in object-oriented programming. In other
words, a social protocol may be seen as a model which instances are collaboration
processes. Social protocols model collaboration at a group level. The interactions
of collaborators are captured by social protocols. Interactions are strongly related
with social aspects, such as the role played by collaborators. The proposed model
integrates some of these social aspects, which may explain the choice of the term
social protocols.

2.1 Formal Model of Social Protocols

Before social protocols may be formally defined, others concepts must first be
defined.

Definition 1. A role is a label. Let denote R the set of roles.

In a given group, a set of roles is played by the collaborators, which means that
collaborators are labeled, are associated with given roles. The set of roles Rp

for a given protocol p is a subset of R, i.e. Rp ⊆ R. Collaborators usually play
different roles within a given collaboration process. Roles may be associated with
collaborators to specify the way they should interact with the rest of the group.
Interactions among collaborators are modeled with the concept of action type.
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Definition 2. An action type is an interface of a software entity. Let denote A
the set of action types.

An action may be for instance the execution of a web service, a commit to a
CVS repository, the sending of an email. Within a group, collaborators are in-
teracting by executing actions. The execution of actions is a part of the common
knowledge of the group, i.e. all collaborators are aware of the execution of an
action by one of the members of the group. An action type may be seen as a de-
scription of a given action, providing the name and type of parameters required
to execute the action as well as the type of the result returned by the action
execution.

Definition 3. A behavioral unit is a pair (role, action type). Let denote BU
the set of potential behavioral units. Formally, BU = R × A.

The concept of behavioral unit comes from the idea that the behavior of a
collaborator is to a large extent determined by the role he/she plays. Therefore,
roles and action types have to be associated to determine the behavior, i.e. the
set of actions that a collaborator playing a given role can perform.

A behavioral bu = (r, a) is said to be executed iff a collaborator labeled with
the role r executes the action of the given type a. It should be notice that only
collaborators labeled with the role r can execute the behavioral unit bu = (r, a).

Definition 4. A state is a label associated with a given situation in a collabo-
rative process. Let denote S the set of states.

In a given protocol p, the set of states that may occur Sp is a subset of S, i.e
Sp ⊆ S.

Definition 5. A transition is a triplet (bu, ssource, sdestination). Let denote T the
set of transitions. Formally, T = BU × S × S.

In a given protocol p, the set of transitions Tp is a subset of T , i.e Tp ⊆ T .
Now that all concepts underlying social protocols have been formally pre-

sented, the concept of social protocol may be defined.

Definition 6. A social protocol is a finite state machine. A social protocol
consists of

{
Sp, Sp

start, Sp
end, Rp, Ap

}
where Sp

start ⊂ Sp is the set of start-

ing states, Sp
end ⊂ Sp is the set of ending states, Sp

start ∩ Sp
end = ∅. Let denote

P the set of social protocols.

In a social protocol, collaborators are moving from state to state via the execu-
tion of behavioral units. In other words, the execution of behavioral units are
transition conditions. As mentioned before, a behavioral unit may be executed
only by a collaborator labeled with the appropriate role.
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An extended definition of social protocols have been presented in [1]. An
application of social protocols to electronic negotiations may be found in [3].

2.2 An Example of Social Protocol

The example of social protocol which is presented in this section is oversimplified
for readability reasons. It is obvious that social protocols modeling real-world
collaboration processes are usually more complex. The chosen collaboration pro-
cess to be modeled as a social protocol may be described as follows: a set of
users are collaborating on the establishment of a “FAQ” document. Some users
only asks questions, while others, referred as “experts”, may answer the ques-
tions. Other users, referred as “managers”, may interrupt the work on the FAQ
document. The work on the document may be terminated either by a success
(the document has been written and the manager estimates that its quality is
good enough to be published) or by a failure (the users did not find any way to
collaborate and the manager has estimated that the work on the FAQ should be
interrupted).

A possible social protocol modeling this collaboration process is presented in
Fig. 1.

Fig. 1. An example of social protocol

In Fig. 1, five states s1, . . . , s5 are represented as circles. State s1 is a starting
state, states s4 and s5 are ending states. The following states are defined:

– state s1: waiting for a first question;
– state s2: waiting for an answer;
– state s3: waiting for a next question;
– state s4: failed termination;
– state s5: successful termination.

Transitions are represented as arrows, and the line style is associated with the
role of the users that may execute a given transition. Continuous line style is used
to represent transitions that may be executed by “normal users”, fine-dashed
style for transitions that may be executed by “experts”, and fine-dotted style for
transitions that may be executed by “managers”. Transitions are summarized in
Table 1.
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Table 1. Transitions for the example of social protocol

Source state Destination state Role Action

s1 s2 Normal Ask question
s2 s3 Expert Answer question
s2 s3 Expert Suppress question
s2 s4 Manager Failure ending
s3 s2 Normal Ask question
s3 s4 Manager Failure ending
s3 s5 Manager Successful ending

3 Social Protocol Validity

Before the conditions for social protocol validity are presented, the concept of
social protocol validity should be defined. Two kinds of social protocol valid-
ity may be distinguished: a social protocol may be semantically valid and/or
structually valid. Finally, a social protocol is valid iff it is both semantically and
structurally valid.

3.1 Semantical Validity

A given social protocol is semantically valid iff

1. all transitions leading to an ending state are associated with behavioral units
whose actions end the collaboration;

2. no transition leading to a non-ending state is associated with behavioral
units whose actions end the collaboration.

The first condition ensures that each transition leading to an ending state
actually ends the collaboration. The second condition ensures that the collabo-
ration cannot be “interrupted” by a transition leading to a non-ending state.

The semantical validity of a given social protocol may be relatively easily
checked: 1) all behavioral units associated with transitions leading to an ending
state should contain only ending actions; 2) all behavioral units containing end-
ing actions should be associated only with transitions leading to ending states.

3.2 Structural Validity

A given social protocol is structurally valid iff

1. for each non-starting state s, it exists at least one path from one starting
state to the state s;

2. for each non-ending state s, it exists at least one path from the state s to an
ending state;

3. for each state s and each behavioral unit bu, it exists at most one transition
from the state s associated with the behavioral unit bu.
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The first condition ensures that each state is reachable, i.e. there is no state to
which one may not move to from a starting state. The second condition ensures
that there is no state from which one may not move to an ending state. The third
condition ensures that there is no “ambiguity” in a protocol. An ambiguity may
occur in a protocol in the case when it exists many transitions associated to a
common behavioral unit, leading from a given state to various states. In such a
protocol, the execution of the “shared” behavioral unit may not be performed
as it is then impossible to decide which state should be the next one.

While the third condition may be relatively easily checked, checking that the
first and second conditions are fulfilled is a more complex task which requires
more advanced algorithms.

4 Structural Validation of Social Protocols

In this section, an algorithm for structural validation of social protocols is pre-
sented. This algorithm is based on an algebraic representation of social protocols.

4.1 Algebraic Representation of Social Protocols

Any social protocol may be represented in an algebraic form as a transition
matrix. The formal definition of the transition matrix requires the definition of
the concepts of sorted states list and set of local behavioral units.

A sorted states list Σp for a given protocol p is a list containing once all states
of the protocol p and such that the first states of the list are starting states of
the protocol and the last states of the list are ending states.

Definition 7. A sorted states list for a given protocol p is a list Σp = {σi ∈ Sp}
with i ∈ {1, . . . , |Sp|} such that:

– Sp ∩ Σp = ∅,
– ∀(i, j) ∈ {1, . . . , |Sp|}2, i = j ⇔ σi = σj ,
– ∃(a, b) ∈ {1, . . . , |Sp|}2, 1 ≤ a < b ≤ |Sp| and⎧

⎪⎨

⎪⎩

∀x ∈ [1, a], σx ∈ Sp
start,

∀x ∈ ]a, b[, σx ∈ Sp −
(
Sp

start ∪ Sp
end

)
,

∀x ∈ [b, |S − p|], σx ∈ Sp
end.

A set of local behavioral units βp
s,s′

for a given protocol p is the set of behavioral
units associated with a transition from state s to s′. Let denote βp

S the set of
sets of local behavioral units.

Definition 8. A set of local behavioral units from s to s′ is a set βp
s,s′

= bus,s′

such that:

– ∀bus,s′ ∈ βp
s,s′

, bus,s′ ∈ BUp,
– ∀bus,s′ ∈ βp

s,s′
, ∃t ∈ Tp such that t = (bus,s′

, s, s′).
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Sorted states lists and sets of local behavioral units are required to build a
transition matrix. A transition matrix Θp is an |Sp|×|Sp| matrix which elements
are sets of local behavioral units laid out according to a sorted states list.

Definition 9. A transition matrix Θp is an |Sp| × |Sp| matrix such that Θp :
{1, . . . , |Sp|} × {1, . . . , |Sp|} → βp

S , Θp[ij] = βp
σi,σj .

The elements of a transition matrix are sorted according to a sorted states list,
i.e. the first columns and rows are related with starting states, while last columns
and rows are related with ending states. Each element of a transition matrix is
a set of local behavioral unit for a given source state (in row) and a given
destination state (in column).

A transition cardinality matrix Θp,|| may be easily computed from a transition
matrix. A transition cardinality matrix is an |Sp| × |Sp| matrix which elements
are the cardinality of sets of local behavioral units laid out according to a sorted
states list.

Definition 10. A transition cardinality matrix Θp,|| is an |Sp| × |Sp| matrix
such that Θp,|| : {1, . . . , |Sp|} × {1, . . . , |Sp|} → IN, Θp,||[ij] = |βp

σi,σj |.

Each element of a transition cardinality matrix is the number of transitions from
the source state (in row) to the destination state (in column).

4.2 State Reachability Computation

The reachability of a state s′ from state s in a protocol p means that there is
a list of transitions in p connecting state s to state s′. To formally define the
concept of reachability, let’s first introduce the concept of path.

A path πp
s,s′

from the state s to the state s′ is a list of transitions connecting
s to s′.

Definition 11. A path from the state s to the state s′, denoted πp
s,s′

, is such
that πp

s,s′
= 〈s1, t1, s2, t2, . . . , sn−1, tn−1, sn〉 with

– s1 = s,
– sn = s′,
– ∀i ∈ [1, n − 1], tn = (bun, sn, sn+1).

The length of a path is defined as the number of its transitions.
A state s′ is reachable from state s in a given protocol p iff it exists at least

one path from state s to state s′.

Definition 12. A state s′ is n-reachable from s iff it exists at least one path of
length n from s to s′.

The n-reachability of a state s from state s′ means that there is a list of exactly
n transitions connecting s to s′. Let πs,s′

p,||=n denote the number of paths of length
n from s to s′ in protocol p.
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Definition 13. A path cardinality matrix Πp is an |Sp|× |Sp| matrix such that

Πp =
|Sp|−1∑

n=1

Θn
p,||

The path cardinality matrix contains information about the reachability of
states: each element of the path cardinality matrix is the number of paths from
the source state (in row) to the destination state (in column).

Theorem 1. A state sj is reachable from si iff Πp[ij] �= 0.

Proof. The transition cardinality matrix contains information about the 1-reacha-
bility of states. As Θp,||[ij] = |βp

σi,σj |, each element of the transition cardinality
matrix is the number of transitions from the source state (in row) to the destina-
tion state (in column), i.e. the number of path of length 1.

The number of paths of length 2 may be calculated on the basis of the transi-
tion cardinality matrix. Let s, s′, and s′′ be three states. The number of paths of
length 2 from the state s to the state s′ through the state s′′ equals the number
of paths of length 1 from the state s to the state s′′ multiplied by the number
of paths of length 1 from the state s′′ to the state s′. Therefore, the number of
paths of length 2 from the state s to the state s′ equals the sum of the number
of paths of length 2 from the state s to the state s′ through any state s′′ ∈ Sp.
Formally,

πs,s′

p,||=2 =
|Sp|∑

i=1

πs,si

p,||=1.π
si,s

′

p,||=1

One may recognize in the former equation the classical multiplication of ma-
trices. Moreover, as π

si,sj

p,||=1 = |βp
σi,σj | = Θp,||[ij], it may be concluded that

πs,s′

p,||=2 = Θ2
p,||[ij]. Therefore, each element of the Θ2

p,|| matrix is the number of
paths of length 2 from a source state (in row) to a destination state (in column).

In a similar way, it may be demonstrated that each element of the Θn
p,|| matrix

is the number of paths of length n from a source state (in row) to a destination
state (in column).

The reachability of states in a protocol p with |Sp| states may be deduced from
the logical sum of n-reachability where n ∈ [1, |Sp| − 1]. Indeed, the reachability
of a given state s from a state s′ means the existence of at least one path from
s′ to s. Moreover, the longest path going through all states only once has a
maximal length of |Sp| − 1. Therefore, a state s is reachable from state s′ iff it
exists at least one path from state s′ to s, of length less or equal to |Sp| − 1, i.e.
Πp[ij] �= 0. ��

4.3 Algorithm for Structural Validation

For a given protocol p, conditions 1. and 2. presented in Sect. 3.2 may be checked
with the following algorithm:
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1. Sort the states s ∈ S from starting states to ending ones as a sorted states list
Σp = {σi ∈ Sp} with i ∈ {1, . . . , a, . . . , b, . . . , |Sp|} such that ∀i ∈ [1, . . . , a],
σi are starting states, and ∀i ∈ [b, . . . , |Sp|] , σi are ending states;

2. Compute the transition cardinality matrix Θp,|| according to the sets of local
behavioral units and the sorted states list Σp;

3. Compute the path cardinality matrix Πp,|| =
|Sp|−1∑

n=1

Θn
p,||;

4. Condition 1. is fulfilled ⇔ ∀j ∈]a, |Sp|], ∃i ∈ [1, a] such that Πp,||[ij] > 0.
5. Condition 2. is fulfilled ⇔ ∀i ∈ [1, b[, ∃j ∈ [b, |Sp|] such that Πp,||[ij] > 0.

5 Examples of Structural Validation

In this section, the validity of three protocols is checked to illustrate the alge-
braic representation of social protocols and the algorithm presented above. In
the presented examples, it is assumed that the protocols are semantically valid
and that they fulfill the third condition for structural validity. For the three pro-
tocols, conditions 1. and 2. for structural validity are checked with the algorithm
presented in Sect. 4.3.

In all presented protocols, the states are assumed to be already sorted to
improve the readability of the paper. Therefore, the first step of the algorithm
for structural validation may be skipped.

5.1 Example of Valid Social Protocol

In Fig. 2, a first example of social protocol is presented. Starting states – σ1
and σ2 – are represented by a double circle, while ending states – σ5 and σ6 are
represented by a bold circle. Transitions are represented as arrows.

For the protocol presented in Fig. 2, the transition cardinality matrix is the
following one:

Θp,|| =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 2 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

As the protocol contains six states, the path cardinality matrix Πp,|| is the
sum of the powers of the transition cardinality matrix from power 1 to power 5,
i.e Πp,|| =

∑|Sp|−1
n=1 Θn

p,|| =
∑5

n=1 Θn
p,|| = Θp,|| + Θ2

p,|| + . . . + Θ5
p,||

By a simple computation, Πp,|| =

⎡

⎢
⎢⎢
⎢
⎢
⎢
⎣

0 0 2 0 2 0
0 0 1 1 1 1
0 0 0 0 1 0
0 0 1 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥⎥
⎥
⎥
⎥
⎦
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Fig. 2. Example of valid social protocol

In Fig. 3, the area of the path cardinality matrix to be checked for the first
condition of structural validity is highlighted. This area consists of all elements
whose row number is lower or equal than a = 2 and whose column number is
greater than a = 2. If in each column of this area it exists at least one element
whose value is greater than 0, the first condition is fulfilled. In this first protocol,
the first condition is fulfilled.

Πp,|| =

⎡

⎢
⎢
⎢
⎢⎢
⎢
⎣

0 0 2 0 2 0
0 0 1 1 1 1
0 0 0 0 1 0
0 0 1 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥⎥
⎥
⎦

Fig. 3. Area to be check for the first condition of structural validity

In Fig. 4, the area of the path cardinality matrix to be checked for the second
condition of structural validity is highlighted. This area consists of all elements
whose row number is lower than b = 5 and whose column number is greater or
equal to b = 5. If in each row of this area it exists at least one element whose
value is greater than 0, the second condition is fulfilled. In this first protocol,
the second condition is fulfilled.

Πp,|| =

⎡

⎢
⎢
⎢
⎢
⎢⎢
⎣

0 0 2 0 2 0
0 0 1 1 1 1
0 0 0 0 1 0
0 0 1 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥⎥
⎦

Fig. 4. Area to be check for condition 2. of structural validity
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5.2 Example of a Social Protocol Violating the First Condition

In Fig. 5, a second example of social protocol is presented. This protocol is
similar to the protocol presented in Sect. 5.1. The only difference is that the
transition from state σ2 now leads to σ1 instead of σ4.

Fig. 5. Example of a social protocol violating the first condition

For the protocol presented in Fig. 5, the transition cardinality matrix is the
following one:

Θp,|| =

⎡

⎢
⎢
⎢⎢
⎢
⎢
⎣

0 0 2 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 1 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥
⎥⎥
⎥
⎥
⎦

By a simple computation, Πp,|| =

⎡

⎢
⎢
⎢
⎢
⎢⎢
⎣

0 0 2 0 2 0
1 0 2 0 2 0
0 0 0 0 1 0
0 0 1 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥⎥
⎦

As it may easily be notice on Fig. 5, this protocol does not fulfill the first
condition of structural validity because states σ4 and σ6 are unreachable from
the starting states. The analyzis of the path transition matrix leads to the same
conclusion: in the area to be checked for the fist condition, the only value for
states σ4 and σ6 is 0.

5.3 Example of a Social Protocol Violating the Second Condition

In Fig. 6, a third example of social protocol is presented. This protocol is similar
to the protocol presented in Sect. 5.1. The only difference is that the transition
to state σ5 now comes from σ4 instead of σ3.



An Algebraic Algorithm for Structural Validation of Social Protocols 581

Fig. 6. Example of a social protocol violating the second condition

For the protocol presented in Fig. 6, the transition cardinality matrix is the
following one:

Θp,|| =

⎡

⎢
⎢⎢
⎢
⎢
⎢
⎣

0 0 2 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 1 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥⎥
⎥
⎥
⎥
⎦

By a simple computation, Πp,|| =

⎡

⎢
⎢⎢
⎢
⎢
⎢
⎣

0 0 2 0 0 0
0 0 1 1 1 1
0 0 0 0 0 0
0 0 1 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥
⎥⎥
⎥
⎥
⎥
⎦

As it may easily be notice on Fig. 6, this protocol does not fulfill the second
condition of structural validity because no ending state may be reached from
states σ1 and σ3. The analyzis of the path transition matrix leads to the same
conclusion: in the area to be checked for the second condition, the only value for
states σ1 and σ3 is 0.

6 Related Works

As process modeling is concerned, many works have already been conducted
in the research field of workflow modeling and workflow management systems.
Many works [4,5,6,7,8,9,10,11] have focused on formal models and conditions
under which a modification of an existing – and potentially running – work-
flow retains workflow validity. However, to our best knowledge, current works
concerning workflow adaptation focus on interactions the importance of social
aspects, are not or insufficiently taken into account by these works.

Some interesting works have been done in the field of electronic negotiations
to model electronic negotiations with the help of negotiation protocols. In [12], it
is stated in that, in the field of electronic negotiations, “the protocol is a formal
model, often represented by a set of rules, which govern software processing,
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decision-making and communication tasks, and imposes restrictions on activities
through the specification of permissible inputs and actions”. One may notice the
similarity with the concept of social protocol. The reason for this fact is that the
model presented in this paper was originally coming from a work on protocols
for electronic negotiations [13]. However, to our knowledge, none of the works
concerning negotiation protocols provides mechanisms for protocol validation.
Moreover, these works are by nature limited to the field of electronic negotiations
which is just a subset of the field of human collaboration.

7 Conclusion

While many works are currently done on modeling collaboration processes in
which software entities (agents, web services) are involved, modeling collabora-
tion processes in which mainly humans are involved is an area that still requires
much attention from the research community. Some of the main issues to be
addressed are the social aspects of collaboration and the adaptation capabilities
of humans. In this paper the first issue is addressed. The concept of social pro-
tocol aims at being a start of answer to the question of computer support for
social collaboration. The algorithm for structural validation of social protocols
presented in this paper provides protocol designers and/or software supporting
social protocol with means of checking the validity of social protocols, which
leads to more robust support for social protocols.

The main innovations presented in this paper are 1) the algebraic representa-
tion of social protocols, 2) the algorithm for structural validation of social pro-
tocols based on their algebraic representation. The proposed concepts have been
fully implementated in the DynG protocol [14], a social protocol-based platform.

The validation of social protocols is a requirement for 1) the design of robust
collaboration models, 2) more advanced support for human-to-human collabo-
ration. Among advanced features, the adaptation of social protocol – i.e. the
possibility to modify a collaboration process and its associated social protocol
at run-time – is necessary to weaken constraints usually limiting the interac-
tion between collaborators, so that the adaptation capabilities of humans may
be integrated in the life of a social protocol. With support of social protocol
adaptation, methods for validation of adapted social protocols extending the
algorithm presented in this paper are still to be proposed.
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Abstract. We present a formal approach to analysis of human browsing
behavior in electronic spaces. An analysis of knowledge workers’ interac-
tions on a large corporate intranet have revealed that users form repet-
itive elemental and complex browsing patterns, use narrow spectrum of
resources, and exhibit diminutive exploratory behavior. Knowledge work-
ers had well defined targets and accomplished their browsing tasks via
few subgoals. The analyzed aspects of browsing behavior exposed sig-
nificant long tail characteristics that can be accurately modeled by the
introduced novel distribution. The long tail behavioral effects present
new challenges and opportunities for business information systems.

1 Introduction

“Nobody has really looked at productivity in white collar work in a scientific
way.” (Peter Drucker) [1]. Absence of scientific evidence concerning knowledge
worker productivity, efficiency, and their adequate measurement methods has
been at the center of the recent managerial discourse [2]. Human dynamics [3]
and behavior in electronic spaces [4], [5] have been rapidly gaining importance
in a corporate sector. Corporations are eagerly exploiting ways to acquire more
behavioral data about customers—primarily for the commercial purposes [6].

Behavioral studies of human interactions in WEB environments are generally
time consuming and resource demanding [7]. Only limited attempts have been
made toward their automation [8]. Human behavior analysis on WEB is largely
performed by analyzing the server-side data (WEB logs) and/or the client-side
data from script agents. Data is mined for user click-streams [9] and analyzed us-
ing the conventional statistical modeling methods or empirical studies. The em-
pirical investigations [10] provide only rule-based conclusions that are unsuitable
for predictive purposes. The statistical approaches have been favoring Markov
models with predictive capability [11], however, the higher-order Markov mod-
els become exceedingly complex and computationally expensive. Cluster analy-
sis methods [12] and adaptive learning strategies [13] have also been employed,
but both have scalability drawbacks. Mining only frequent patterns reduces the
computational complexity and improves the speed, however, at the expense of
substantial data loss [14].

The presented novel analysis concept encompasses both topological and tem-
poral characteristics of a human behavior in electronic environments, and effec-
tively captures the dimensions of human interactions.
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2 Approach Formulation

We introduce the basic line of inquiry together with the corresponding terminol-
ogy. Definitions are accompanied by intuitive explanations that help us better
understand the concept at a higher formal level.

The click-stream sequences [15] of user page transitions are divided into ses-
sions, and sessions are further divided into subsequences. Division of sequences
into subparts is done with respect to the user activity and inactivity. Consider the
conventional time-stamp click-stream sequence of the following form: {(pi, ti)}i,
where pi denotes the visited page URLi at the time ti. For the purpose of anal-
ysis this sequence is converted into the form: {(pi, di)}i where di denotes a delay
between the consecutive views pi → pi+1. User browsing activity {(pi, di)}i is
divided into subelements according to the periods of inactivity di.

Definition 1. (Browsing Session, Subsequence, User Behavior)
Browsing session is a sequence B = {(pi, di)}i where each di ≤ TB. Browsing
session is often in the further text referred to simply as a session.
Subsequence of a browsing session B is a sequence S = {(pi, dpi)}i where each
delay dpi ≤ TS , and {(pi, dpi)}i ⊂ B.
User behavior is a sequence U = {(Bi, dbi)}i of user browsing sessions BSi

separated by delays dbi between consecutive sessions Bi → Bi+1. For simplicity,
we consider user behavior to be a set of browsing sessions U = {Bi}.

The sessions delineate tasks of various complexities users undertake in electronic
environments. The subsequences correspond to the session subgoals; e.g. subse-
quence S1 is a login, S2 – document download, S3 – search for internal resource,
etc.

Important issue is determining the appropriate values of TB and TS that
segment the user activity into the sessions and subsequences. The former research
[16] indicated that the student browsing sessions last on average 25.5 minutes.
However, we adopt the average maximum attention span of 1 hour as a value for
TB. If the user’s browsing activity was followed by a period of inactivity greater
than 1 hour, it is considered a single session, and the following activity comprises
the next session.

Value of TS is determined dynamically and computed as an average delay
in a browsing session: TS = 1

N

∑N
i=1 di. If the delays between page views are

short, it is useful to bound the value of TS from below. This is preferable in
environments with frame-based and/or script generated pages where numerous
logs are recorded in a rapid transition. Since our situation contained both cases,
we adjusted the value of TS by bounding it from below by 30 seconds:

TS = max

(

30,
1
N

N∑

i=1

di

)

. (1)

Another important aspect is to observe where the user actions are initiated
and terminated. That is, to identify the starting and ending points of the sub-
sequences, as well as single user actions.



586 P. Géczy et al.

Definition 2. (Starter, Attractor, Singleton)
Starter is the first navigation point of an element of subsequence or session with
length greater that 1.
Attractor is the last navigation point of an element of subsequence or session
with length greater that 1.
Singleton is a navigation point p such that there exist B or S where |B| = 1
or |S| = 1.

The starters refer to the starting navigation points of user actions, whereas
the attractors denote the users’ targets. The singletons relate to the single user
actions such as use of hotlists (e.g. history or bookmarks) [10].

We can formulate behavioral abstractions simply as the pairs of starters and
attractors. Then it is equally important to observe the connecting elements of
transitions from one task (or sub-task) to the other.

Definition 3. (SE Elements, Connectors)
Let Si = {(pik, dpik)}N

k and Si+1 = {(pi+1l, dpi+1l)}M
l be consecutive subse-

quences, Si → Si+1, of a browsing session.
SE element (start-end element) of a subsequence Si is a pair SEi = (pi1, piN ).
Connector of subsequences Si and Si+1 is a pair Ci = (piN , pi+1,1).

The SE elements outline the higher order abstractions of user subgoals. Knowing
the starting point, users can follow various navigational pathways to reach the
target. Focusing on the starting and ending points of user actions eliminates the
variance of navigational choices. The connectors indicate the links between ele-
mental browsing patterns. This enables us to observe formation of more complex
behavioral patterns as interconnected sequences of elemental patterns.

3 Intranet and Data

Data used in this work was a one year period intranet WEB log data of The
National Institute of Advanced Industrial Science and Technology (Table 1–
left). The majority of users are skilled knowledge workers. The intranet WEB
portal had a load balancing architecture comprising of 6 servers providing ex-
tensive range of WEB services and documents vital to the organization. Intranet
services support managerial, administration and accounting processes, research
cooperation with industry and other institutes, databases of research achieve-
ments, resource localization and search, attendance verification, and also nu-
merous bulletin boards and document downloads. The institution has a number
of branches at various locations throughout the country, thus certain services
are decentralized. A size of visible WEB space was approximately 1 GB. Invis-
ible WEB space was considerably larger, but difficult to estimate due to the
distributed architecture and constantly changing back-end data.

Daily traffic was substantial and so was the data volume. It is important
to note that the data was incomplete. Although some days were completely
represented, every month there were missing logs from certain servers. The server
side logs also suffered data loss due to caching and proxing. However, because
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Table 1. Basic information about raw and preprocessed data used in the study

Data Volume ∼60 GB Log Records 315 005 952
Average Daily Volume ∼54 MB Clean Log Records 126 483 295
Number of Servers 6 Unique IP Addresses 22 077
Number of Log Files 6814 Unique URLs 3 015 848
Average File Size ∼9 MB Scripts 2 855 549
Time Period 3/2005 — 4/2006 HTML Documents 35 532

PDF Documents 33 305
DOC Documents 4 385
Others 87 077

of the large data volume, the missing data only marginally affected the analysis.
The WEB servers run the open source Apache server software and the WEB log
data was in the combined log format without referrer.

4 Data Preprocessing and Cleaning

Starting with a setup description we present the data preprocessing and the
initial cleaning. The row data contained large number of task irrelevant logs.
Extracted clean data was structured, databased, and linked.

Setup. Extraction and analysis of knowledge worker navigation primitives from
the intranet WEB logs was performed on a Linux setup with MySQL database
as a data storage engine for the preprocessed and processed data. Analytic and
processing routines were implemented in various programming languages and
optimized for high performance. Processing of large data volumes was computa-
tionally and time demanding.

Preprocessing and Cleaning. Data fusion of the WEB logs from 6 servers of
a load balanced intranet architecture was performed at the preprocessing level.
The data was largely contaminated by logs from automatic monitoring software
and required filtering. During the initial filtering phase the logs from software
monitors, invalid requests, WEB graphics, style sheets, and client-side scripts
were eliminated. The access logs from scripts, downloadable and syndicated
resources, and documents in various formats were preserved. Information was
structured according to the originating IP address, complete URL, base URL,
script parameters, date-time stamp, source identification, and basic statistics.
Clean raw data was logged into database and appropriately linked.

Approximately 40.15% of the original log records remined after the initial
filtering (see Table 1–right). Major access to intranet resources was via scripts
(94.68%). Only relatively minor portions of accessible resources were HTML doc-
uments (1.18%), PDF documents (1.1%), DOC documents (0.15%), and others
(2.89%), such as downloadable software, updates, spreadsheets, syndicated re-
sources, etc. The detected IP address space (22077 unique IPs) consisted of both
statically and dynamically assigned IP addresses. Smaller portion of IP addresses
were static, and relatively uniquely associable with users.
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5 Session and Subsequence Extraction

The sessions and subsequences were extracted from clean log records. We ob-
served that data contained machine generated logs. Detection and elimination of
the machine generated traffic was carried out during the subsequence extraction.

Session Extraction. Preprocessed and databased Apache WEB logs (in com-
bined log format) did not contain referrer information. Click-stream sequences
were reconstructed by ordering the logs originating from the unique IP addresses
according to the time-stamp information. The ordered log sequences from the
specific IP addresses were divided into the browsing sessions as described in Def-
inition 1. The divisor between sessions was the user inactivity period dsi greater
than TBS = 1 hour.

Table 2. Observed basic session data statistics

Number of Sessions 3 454 243
Number of Unique Sessions 2 704 067
Average Number of Sessions per Day 9 464
Average Session Length 36 [URL transitions]
Average Session Duration 2 912.23 [s] (48 min 32 sec)
Average Page Transition Delay per Session 81.55 [s] (1 min 22 sec)
Average Number of Sessions per IP Address 156

Maximum 1 553
Minimum 1

It is noticeable that the knowledge worker sessions on a corporate intranet
are on average longer (appx. 48.5 minutes) than those of students (appx. 25.5
minutes) reported in [16]. Average number of 156 sessions per IP address, and
large variation in maximum and minimum number of sequences from distinct IP
addresses, indicate that association of particular users with distinct IP addresses
is relevant only for static IP addresses. Large number (3492) of single sessions
only originated from distinct IP addresses due to wide DHCP use. It is possible
to employ clustering techniques to identify reasonably diverse groups of users.

Subsequence Extraction. Each detected session was analyzed for subsequences
as defined in Definition 1. Segmenting element dividing sessions into subsequences
was the delay between page transitions dpi > TS , where TS was determined ac-
cording to (1). Lower bound of 30 seconds for the separating inactivity period dpi

was proper.
It has been observed that the sessions contained machine generated subse-

quences. Periodic machine traffic with inactivity time less than the session sep-
arator delay could result in long session sequences. As seen in the histogram of
average delays between subsequences (Figure 1-a), there was a disproportion-
ally large number of sessions with average delays between subsequences around
30 minutes and 1 hour. This is indicated by the spikes in the main chart of
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Fig. 1. Histograms: a) average delay between subsequences in sessions, b) average
subsequence duration. There are noticeable spikes in chart a) around 1800 seconds
(30 minutes) and 3600 seconds (1 hour). The detailed view is displayed in subcharts.
Temporal variation of spikes corresponds to the peak average subsequence duration in
chart b). The spikes with relatively accurate delays between subsequences are due to
machine generated traffic.

Figure 1-a. The detailed view (subcharts of Figure 1-a) revealed that the varia-
tion in the average delay between subsequences is approximately ± 3 seconds. It
well corresponds to the peak in the histogram of average subsequence duration
(Figure 1-b). It is highly unlikely that a human generated traffic would produce
this precision (although certain subsequences were legitimate).

The machine generated traffic contaminates the data and should be filtered,
since we primarily target a human behavior on the intranet. We filtered two
main groups of machine generated subsequences: login subsequences and sub-
sesequences with delay periodicity around 30 minutes and 1 hour.

Every user is required to login into intranet in order to access the services
and resources. The login procedure involves a validation and generates several
log records with 0 delays. The records vary depending on whether the login was
successful or unsuccessful. In both cases the log records and the login related
subsequences can be clearly identified and filtered.

The second group of machine generated traffic are the subsequences with
periodicity of 30 minutes and 1 hour. Direct way of identifying these subse-
quences is to search for the sessions with only two subsequences having less than
1 second (or 0 second) duration (machines can generate requests fast and local
intranet servers are capable of responding within milliseconds) and delay dsi

between subsequences within the intervals: 1800 and 3600 ± 3 seconds. It has
been discovered that a substantial number of such sessions contained relatively
small number (170) of unique subsequences. Furthermore, these subsequences
contained only 120 unique URLs. The identified subsequences and URLs were
considered to be machine generated and filtered from further analysis. The sub-
sequences with SE elements containing the identified URLs were also filtered.
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Table 3. Observed basic subsequence data statistics

Number of Subsequences 7 335 577
Number of Valid Subsequences 3 156 310
Number of Filtered Subsequences 4 179 267
Number of Unique Subsequences 3 547 170
Number of Unique Valid Subsequences 1 644 848
Average Number of Subsequences per Session 3
Average Subsequence Length 4.52 [URL transitions]
Average Subsequence Duration 30.68 [s]
Average Delay between Subsequences 388.46 [s] (6 min 28 sec)

Filtering of detected machine generated subsequences and their URLs signif-
icantly reduced the total number of subsequences - by 56.97% (from 7335577
to 3156310), as well as the number of unique subsequences - by 46.37% (from
3547170 to 1644848). Since the login sequences were also filtered, the number
of subsequences per session decreased at least by 1. Reduction also occurred
in the session lengths due to filtering of identified invalid URLs. Filtering did
not significantly affect the duration of subsequences because the logs of machine
generated subsequences occurred in rapid transitions with almost 0 durations
and delays. It is noticeable that the average subsequence duration (30.68 sec-
onds) is approximately equal to the chosen lower bound for dsi (30 seconds).
This empirically justifies the right choice of lower bound for TS.

6 Knowledge Worker Browsing Behavior Analysis

By analyzing the navigation point characteristics (starters, attractors, and sin-
gletons) together with the behavioral abstractions (SE elements and connectors)
we infer several relevant observations. Exploratory analysis demonstrates use-
fulness of the approach in elucidating a human browsing behavior in electronic
spaces.

6.1 Starter, Attractor, and Singleton Analysis

Navigation point characteristics highlight the initial (starters) and the terminal
targets (attractors) of knowledge worker activities, and also the single-action
behaviors (singletons). The starters, attractors, and singletons were extracted
from subsequences.

Knowledge workers utilized a small spectrum of starting navigation points
and targeted relatively small number of resources during their browsing. The set
of starters, i.e. the initial navigation points of knowledge workers’ (sub-)goals,
was approximately 3.84% of total navigation points. Although the set of unique
attractors, i.e. (sub-)goal targets, was approximately three times higher than the
set of initial navigation points, it is still relatively minor portion (appx. 9.55%
of unique URLs). Knowledge workers aimed at relatively few resources.
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Table 4. Statistics for starters, attractors, and singletons

Starters Attractors Singletons

Total 7 335 577 7 335 577 1 326 954
Valid 2 392 541 2 392 541 763 769
Filtered 4 943 936 4 943 936 563 185
Unique 187 452 1 540 093 58 036
Unique Valid 115 770 288 075 57 894

Fig. 2. Histograms and quantiles: a) starters, b) attractors, and c) singletons. Right
y-axis contains a quantile scale. X-axis is in a logarithmic scale.

Few resources were perceived of value to be bookmarked. Number of unique
single user actions was minuscule. Single actions, such as use of hotlists [10],
followed by delays greater than 1 hour are represented by the singletons. Unique
singletons accounted for only 1.92% of navigation points. If only small number
of starters and/or attractors was perceived useful, there is a possibility that they
were bookmarked and accessed directly in the following browsing experiences.

Knowledge workers had focused interests and exhibited diminutive exploratory
behavior. A narrow spectrum of starters, attractors, and singletons was fre-
quently used. The histograms and quantile characteristics of starters, attractors,
and singletons (see Figure 2) indicate that higher frequency of occurrences is con-
centrated to relatively small number of elements. Approximately ten starters and
singletons, and fifty attractors were very frequent. About one hundred starters
and singletons, and one thousand attractors were relatively frequent. The quan-
tile analysis (Figure 2) reveals that ten starters (appx. 0.0086% of unique valid
starters) and singletons (appx. 0.017% of unique valid singletons), and fifty fre-
quent attractors (appx. 0.017% of unique valid attractors) accounted for about
20% of total occurrences. One hundred starters (appx. 0.086% of unique valid
starters) and one thousand attractors (appx. 0.35% of unique valid attractors)
constituted about 45% and 48% of total occurrences, respectively. Analogously,
one hundred twenty singletons (appx. 0.21% of unique valid singletons) com-
pounded to about 37% of total occurences.
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6.2 SE Element and Connector Analysis

These components serve as higher order abstractions of knowledge worker behav-
ior. The SE elements represent the starting and ending points of subsequences, or
corresponding elemental patterns. The connectors delineate transitions between
pattern primitives, and thus formation of more complex patterns.

Extraction of the SE elements of subsequences and the connectors between
subsequences is relatively straightforward. The SE elements and connectors also
undergone filtering. If the invalid URLs were present in at least one element of
a pair, the respective SE element and/or connector was marked as invalid.

Table 5. Statistics for SE Elements and connectors

SE Elements Connectors

Total 7 335 577 3 952 429
Valid 2 392 541 2 346 438
Filtered 4 943 936 1 605 991
Unique 1 540 093 1 142 700
Unique Valid 1 072 340 898 896

Fig. 3. Histograms and quantiles: a) SE elements, and b) connectors. Right y-axis
contains a quantile scale. X-axis is in a logarithmic scale.

There is a noticeable reduction of the SE elements and connectors due to
the filtering. The number of SE elements decreased by 56.97% (from 7335577
to 3156310) and connectors by 40.63% (from 3952429 to 2346438). Similarly,
reduction is evident in the number of unique SE elements (30.37%: from 1540093
to 1072340) and connectors (21.34%: from 1142700 to 898896).

Frequent users knew their targets and navigational paths to reach them. Du-
ration of subsequences in sessions was short - with the peak in the interval of
two to five seconds (see histogram in Figure 1-b). During such short period users
were able to navigate through four to five pages on average (see Table 3) in order
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to reach the target. Since there was approximately one second per page tran-
sition, there was virtually no time to thoroughly scan the page. Therefore it is
reasonable to assume the knowledge workers knew where the next navigational
point was located on the given page and proceed directly there. There was little
exploratory behavior.

Session objective was accomplished via few subgoals. Average session (after fil-
tering) contained three subsequences (see Table 3) where each subsequence can
be considered a separate action and/or subgoal. Average knowledge worker spent
about 30 seconds to reach the subgoal/resource, and additional 6.5 minutes be-
fore taking another action. Considering the number of unique valid subsequences
(about 1.6 million) the complete population of users had relatively wide spec-
trum of browsing patterns. However, the narrow explored intranet space of a
single user suggests large diversification.

Small number of SE elements and connectors was frequently repetitive. The
histogram and quantile charts in Figure 3 depict re-occurrence of SE elements
and connectors. Approximately thirty SE elements and twenty connectors were
very frequent (refer to left histogram curves of Figure 3). These thirty SE el-
ements (appx. 0.0028% of unique valid SE elements) and twenty connectors
(appx. 0.0022% of unique valid connectors) accounted for about 20% of total
observations (see right quantile curves of Figure 3).

Knowledge workers formed frequent elemental and complex browsing patterns.
Strong repetition of the SE elements indicates that knowledge workers often ini-
tiated their browsing actions from the same navigation point and targeted the
same resource. This underlines the elemental pattern formation. Relatively small
number of elemental browsing patterns was frequently repeated. Re-occurrence
of connectors suggests that after completing a browsing sub-task, by reaching
the desired target, they proceeded to the frequent starting point of following
sub-task(s). Frequently repeating elemental patterns interlinked with frequent
transitions to other elemental sub-task highlights formation of more complex
browsing patterns. Although the number of highly repetitive SE elements and
connectors was small, knowledge workers exposed a spectrum of behavioral di-
versity in the elemental as well as more complex behavioral patterns.

Formation of behavioral browsing patterns positively correlates with the short
peak average duration of subsequences (3 seconds). Knowledge workers with
formed browsing patterns exhibited relatively fast page transitions. They also
displayed shorter delays between subsequences.

Management and support of knowledge workers intranet activities can be
provided at various levels. Browsing Management: assistance tools that optimize
knowledge worker browsing behavior and access in alignment with the organiza-
tional goals and structure can be implemented. Attention Management: adequate
information selection and filtering that is brought to relevant knowledge worker
attention in a timely and appropriate manner can be performed. Personalization
Management: personalized support for frequent routine tasks according to the
organizational policies can be provided, so the knowledge workers can concen-
trate on creative tasks that have the potential to generate new value.
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7 Long Tails of Knowledge Worker Browsing Behavior

The term long tail colloquially refers to a feature of statistical distributions where
the head contains a small number of high frequency elements that gradually
progresses to the long tail of low frequency elements (Figure 4). The mass of a
long tail can substantially outweigh the mass of a head.

Fig. 4. Depiction of a long tail distribution

Long tails are the modus operandi in modern business models. Particularly
internet related operations ranging from advertising through marketing to sales
all attempt to utilize the power of long tails. To explain the principle, consider for
example a conventional bookstore v.s. an internet based bookstore operation. A
conventional bookstore, due to its storage limitations, targets the high demand
items. That is, it operates in the head range of the market offering a relatively
small volume of items in a high demand. An internet based bookstore, on the
other hand, is not limited by physically storing the items (it keeps only electronic
records and mediates transactions between buyer and seller). Thus it can expand
its offering to a large volume of items in a low demand, and operate in the
long tail range. The overall sales volume and revenue accumulated from a wide
range of low demand items can substantially exceed sales volume and revenues
generated by a narrow range of high demand items.

The former analysis indicates that the long tail characteristics are evident in
knowledge worker browsing behavior. All histograms of starters, attractors, and
singletons show long tails. The elemental behavioral abstractions, that is the
SE elements, and their connectors, throughout which users form more complex
behavioral patterns, equally display long tails. Furthermore, even the complete
sessions have this attribute. (Note that the histogram charts have x-axis in a
logarithmic scale. It allows us to observe the details of heads of distributions.)
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If the long tails are the common denominator of a human browsing behavior in
electronic spaces, what is the underlying functional law that accurately captures
it? Conventionally, the heavy tails in human dynamics are modeled by Pareto
distribution [17] (in economics Pareto distribution is also used to model a wealth
allocation among individuals). However, the results of our analysis suggest better
and more accurate novel distribution.

Fig. 5. Long tail analysis in attractor histogram: a) log-log plot, b) normal plot
with x-axis in a logarithmic scale. Log-log plot clearly shows inverted quadratic
characteristics. The distribution is well approximated by the LPE p.d.f. function
f(x) = exp

[
−0.056 log(x)2 − 0.26 log(x) + 10.15

]
.

The novel distribution that efficiently captures the long tail features of a
human browsing behavior in WEB environments is derived from the analysis of
log-log plots. Figure 5-a shows a log-log plot of attractor histogram. It is evident
that the curve has a quadratic shape. Plots of the other histograms have the same
quadratic appearance. Nonlinearity is the reason why Pareto distribution (and
other well known long tail distributions) is unsuitable since it only captures a
linear dependency. Models employing the conventional distributions may display
systematic deviations.

Expressing the quadratic characteristics of a log-log plot in an analytic form
leads to the formula:

log(y) =
2∑

i=0

θi log(x)i.

Eliminating the logarithm on the left-hand-side of the equation, and presenting
the generalized polynomial form results in the following expression:

f(x; θ) = exp

[
n∑

i=0

θi log(x)i

]

. (2)

Naturally, even more generalized form can be obtained by not limiting i to the
non-negative integers, but considering it to be a real, i ∈ R.
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The derived log-polynomial-exponential (LPE) function (2) appropriately rep-
resents the observed long tail dynamics of user browsing behavior. Although the
general n-th order polynomial can be considered, the second order form was suf-
ficient for modeling our observations (see Figure 5-b). When using the second
order polynomial form, the common concave shape depicted in Figure 5-a sug-
gests that the quadratic term will always be negative, θ2 ∈ R−, and the offset
at the origin always positive, θ0 ∈ R+. One can also notice that LPE p.d.f. (2)
is base independent. The estimation of parameters θ can be done by applying
various statistical inference techniques.

Long tail characteristics of a human behavior in electronic spaces present
new challenges and opportunities for the next generation business information
systems. Particularly active areas of inquiry are linked to personalization, collab-
orative engineering and filtering, and recommender systems. The common aim
of the approaches is to categorize or cluster a user population to groups with
respect to similarities (e.g. buying habits, searched resources, interests, etc.) and
infer/take business actions targeted for the specific user or customer groups. The
approaches employ clustering and/or classification algorithms that are based on
segmentation with respect to the high frequency components of heads. However,
if the mass of a long tail outweighs the mass of a head, the effective user coverage
by the features extractable from a head may be substantially smaller than the
user coverage by a spectrum of features extractable from a long tail. Effective
behaviorally centered user clustering and classification algorithms should exploit
the power of long tails in combination with the resources acquired from heads.

8 Conclusions and Future Work

A novel formal approach to analysis of human browsing behavior in electronic
spaces has been introduced. Extraction of navigational primitives, behavioral
abstractions and their connecting elements, and analysis of knowledge worker
navigational activities on corporate intranet were performed. Exploratory anal-
ysis revealed several important behavioral aspects. Knowledge workers had fo-
cused interests and explored diminutive range of intranet resources. They had
well defined targets and knew how to achieve them. The browsing objectives
were accomplished via few subgoals. In using the intranet platform knowledge
workers formed elemental and complex browsing patterns that were repeatedly
applied. General browsing strategy of knowledge workers was remembering the
starting point and recalling the navigational path to the target.

Significant long tail characteristics have been exposed in all analyzed aspects
of knowledge worker browsing behavior. A novel distribution that accurately
models it has been derived. The long tail attributes of human browsing behavior
have important implications in personalization trends of business information
systems, and call for novel approaches.

Future work targets exploration of novel and efficient approaches to behav-
ioral clustering in connection with the content based analysis. Results should
be utilized for design and development of the next generation personalization
systems and tools.



Long Tails and Analysis of Knowledge Worker Intranet Browsing Behavior 597

Acknowledgment

The authors would like to thank Tsukuba Advanced Computing Center (TACC)
for providing raw WEB log data.

References

1. B. Schlender. Peter Drucker sets us straight. Fortune, (December 29, 2003),
http://www.fortune.com.

2. T.H. Davenport. Thinking for a Living - How to Get Better Performance and
Results from Knowledge Workers. Harvard Business School Press, Boston, 2005.

3. A.-L. Barabasi. The origin of bursts and heavy tails in human dynamics. Nature,
435:207–211, 2005.

4. Y-H. Park and P.S. Fader. Modeling browsing behavior at multiple websites. Mar-
keting Science, 23:280–303, 2004.

5. P. Géczy, S. Akaho, N. Izumi, and K. Hasida. Navigation space formalism and
exploration of knowledge worker behavior. In G. Kotsis, D. Taniar, E. Pardede,
and I.K. Ibrahim, Eds., Information Integration and Web-based Applications and
Services, pp. 163–172, OCG, Vienna, 2006.

6. W.W. Moe. Buying, searching, or browsing: Differentiating between online shop-
pers using in-store navigational clickstream. Journal of Consumer Psychology,
13:29–39, 2003.

7. R. Benbunan-Fich. Using protocol analysis to evaluate the usability of a commercial
web site. Information and Management, 39:151–163, 2001.

8. K.L. Norman and E. Panizzi. Levels of automation and user participation in
usability testing. Interacting with Computers, 18:246–264, 2006.

9. R.E. Bucklin and C. Sismeiro. A model of web site browsing behavior estimated
on clickstream data. Journal of Marketing Research, 40:249–267, 2003.

10. M.V. Thakor, W. Borsuk, and M. Kalamas. Hotlists and web browsing behavior–an
empirical investigation. Journal of Business Research, 57:776–786, 2004.

11. M. Deshpande and G. Karypis. Selective markov models for predicting web page
accesses. ACM Transactions on Internet Technology, 4:163–184, 2004.

12. H. Wu, M. Gordon, K. DeMaagd, and W. Fan. Mining web navigaitons for intel-
ligence. Decision Support Systems, 41:574–591, 2006.

13. I. Zukerman and D.W. Albrecht. Predictive statistical models for user modeling.
User Modeling and User-Adapted Interaction, 11:5–18, 2001.

14. J. Jozefowska, A. Lawrynowicz, and T. Lukaszewski. Faster frequent pattern min-
ing from the semantic web. Intelligent Information Processing and Web Mining,
Advances in Soft Computing, pp. 121–130, 2006.

15. P. Géczy, S. Akaho, N. Izumi, and K. Hasida. Extraction and analysis of knowledge
worker activities on intranet. In U. Reimer and D. Karagiannis, Eds., Practical
Aspects of Knowledge Management, pp. 73–85, Springer-Verlag, Heidelberg, 2006.

16. L. Catledge and J. Pitkow. Characterizing browsing strategies in the world wide
web. Computer Networks and ISDN Systems, 27:1065–1073, 1995.

17. A. Vazquez, J.G. Oliveira, Z. Dezso, K.-I. Goh, I. Kondor, and A.-L. Barabasi.
Modeling bursts and heavy tails in human dynamics. Physical Review,
E73:036127(19), 2006.



 

W. Abramowicz (Ed.): BIS 2007, LNCS 4439, pp. 598–609, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A Trustworthy Email System Based on Instant  
Messaging 

Wenmao Zhang1, Jun Bi2, Miao Zhang2, and Zheng Qin1 

1 Software School, Tsinghua University, Beijing 100084, China 
2 Network Research Center, Tsinghua University, Beijing 100084, China 

Abstract. Email service is a killer application in the Internet. Due to the problem 
of SPAM, building a trustworthy and secure email service is an important 
research topic. This paper presents a new email system called SureMsg, which is 
based on Extensible Messaging and Presence Protocol (XMPP). In addition to 
the security mechanism provided by XMPP, a reputation mechanism is also 
designed for SureMsg. Therefore, SureMsg enhances the user authentication and 
is feasible for current Email service transition. 

Keywords: Email, SPAM, Instant Messaging, XMPP. 

1   Introduction 

Email service is a killer application in the Internet. At present, SMTP based email 
system encounters many problems, especially SPAM. [1] indicates that about 
50%~90% of daily emails are SPAM. Many solutions [2, 3, 4] have been proposed, 
but they aren’t effective in every case and may make the ham emails as spam, which 
makes serious influence to users. The SMTP-based email service has been widely 
used for a long time. As a result, it is very difficult to improve or deploy new 
technologies on such a huge ‘legacy system’. 

Though prevailing work concentrates on updating existing anti-spam methods, 
some diverts their focus to new method based on trust and reputation mechanism  
[5, 6, 7]. With the support of reputation mechanism, we could get a trustworthy email 
service environment and make anti-spam more effective. But in such a spoofable 
SMTP environment, reputation mechanism can’t work effectively. Even with 
authentication technologies, the cost of deploying them on such a legacy system are 
too high to be ignored, which makes it hardly apply to daily use. Thus, making a 
trustworthy email environment in SMTP network will be very hard. 

Building a mail service based on new standard is another solution, and people have 
made some progress. In this paper, we introduce SureMsg: a trustworthy email system 
based on XMPP protocol and enhanced with trust and reputation mechanism. By 
leveraging the security mechanisms provided by XMPP and the characteristics of 
instant messaging (IM) service, a trustworthy email system is established with the 
help of reputation mechanism. 
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The paper is organized as follows: Section 2 discusses the relevant work on new 
email system related to XMPP. In Section 3, the system architecture of SureMsg is 
described. In Section 4, we describe the basic idea on how to build trustworthy and 
reputation mechanism. In Section 5, we introduce the basic principle on transition 
from current email system. Section 6 concludes the paper.  

2   Related Work 

XMPP is a protocol for streaming XML elements in order to exchange structured 
information close to real time between any two network endpoints [8]. It is a XML 
based protocol and provides fully asynchronous data transferring, which is widely 
used in IM services. The XMPP has built in security mechanisms in order to prevent 
spoofing. Since 2000, there are already 10,000 public XMPP servers running around 
the world, let alone many internal XMPP servers in companies [9]. As it is such a 
huge trustworthy network since all servers support anti-spoofing technology, the 
XMPP network is suitable to build a new mail service. Up to now, two new email 
systems related to XMPP were proposed: Internet Mail 2000 (IM2000) [9] and Instant 
Mail (IMail) [10]. 

In IM2000, receiver-pull model is used for mail delivery instead of sender-push 
one in SMTP. Mail is stored on sender-side and receivers initiate to pull the mail. This 
kind of mail delivery model makes senders know whether the receiver has taken over 
the mail, on the other hand, since spammers need to store and manage emails on their 
own mail servers (only receivers accepted ones will be transferring); it becomes 
relatively easier to prevent spammers from sending countless spam. 

IMail is another gateway-based solution in building new mail service based on 
XMPP. It makes use of WEBDAV network to store the emails’ attachments and 
decrease the burden of XMPP server. 

3   Architecture of SureMsg 

3.1   SureMsg Overview 

SureMsg service has such features:  

 Providing mail service based on XMPP protocol. 
 In order to increase the efficiency of mail transferring, SureMsg uses two main 

strategies in mail transferring from senders to receivers: 
 Exploiting end-to-end data transfer just like file transferring in IM service, 

together with server relay method. 
 The message will be segmented when it is transferred through server, and 

assembled on receiver side.  
 Providing an anti-spam method by leveraging contact-list mechanism based on IM 

service and the reputation network building on XMPP network. 
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Fig. 1. The architecture of SureMsg 

Figure 1 shows the architecture of SureMsg. Entities included in SureMsg are: 

 SureMsg Server. It takes the main responsibility of mail services, and 
communicates with Reputation Server, providing reputation information and 
requiring reputation score from Reputation Server. 

 SureMsg Client. It is used to edit, send and receive emails (or blocks). It also 
provides interfaces for users to configure blacklist and reputation threshold 
information which is useful in anti-spamming. Here, blacklisting method is 
supported by extending the contact-list mechanism provided by IM service. 

 Mail Store. It stores emails for receivers who are offline and can’t get email at 
that moment.  

 Reputation Server. It collects reputation information from SureMsg Server and 
other Reputation Servers in remote domain, computing reputation score for 
senders in local domain and distributing necessary information to the request. 

Receivers configure the blacklist and reputation threshold information through 
SureMsg Client and such information will be stored on SureMsg Server. Before sending 
out mail, the sender client will request the server first (using Info/Query mechanism 
provided by XMPP) to make sure that mail is allowed by receivers. The response to 
senders depends on the receiver’s blacklist and the reputation threshold information that 
stored on server. If the sender is not in blacklist, or if he is a stranger to receiver but his 
reputation score getting from local Reputation Server is higher than threshold, server will 
response to sender that receiver wish to pull the mail. After that, server requests sender to 
pull the mail, and mail will be transferred either by end-to-end or server-relay mode, 
depending on whether the receiver is online or the end-to-end transferring is allowed 
(clients may behind NAT or firewall). When segmenting/assembling the message, the 
responsibility of maintaining the state of message blocks and splitting/recomposing them 
will be taken by sender and receiver clients. 
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3.2   SureMsg Server 

The server describing here includes SureMsg Server and Reputation Server entities, as 
shown in Figure 2. The Reputation Server can be implemented as a server-side component 
plugging into current extended XMPP server. The server’s main responsibilities are: (1) 
authenticating the user to avoid spoofing; (2) relaying negotiation information between 
clients; (3) recording the action about sender (how many of his mails are rejected by 
receivers); (4) storing the offline mail (or packets) for receivers; (5) maintaining blacklist 
and reputation threshold information that configured by receivers; (6) collecting reputation 
information, computing reputation score and distributing them to the one who required  
the score. 

 

 

Fig. 2. The architecture of SureMsg server 

Our server is designed on current XMPP-based IM server. Figure 2 shows the 
architecture of SureMsg server that extended by normal XMPP IM server: a normal 
XMPP server has such functional modules: C2S (Client-to-Server) and S2S (Server-
to-Server) take the responsibility of communicating and authenticating with clients 
and remote server respectively. SM (Session-Management) module focuses on main 
IM services and Router takes charge of inter-module communication.  

We extend functions and add new modules to support our SureMsg services: we 
make use of C2S and C2S to support authenticating users and remote servers, and the 
SM module are extended to maintain senders’ action information and support filtering 
mail-sending requests depending on blacklist and reputation threshold. Also, SM 
maintains senders’ action information and offline mails (or packets) for receivers, 
which stored in Sender Action Information Store and Mail Store respectively. 

3.3   SureMsg Client 

Clients take charge of: (1) editing, sending and receiving email (or email packets); (2) 
segmenting mails or assembling the segements; (3) maintaining state of email packets;  
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Fig. 3. The architecture of SureMsg Client 

(4) supporting interface to users for configuring blacklist and reputation threshold 
information. Figure 3 shows the architecture of client. 

4   Trustworthy and Reputation Mechanism in SureMsg 

4.1   Basic Algorithm to Reputation Service 

To compute a reputation value for each SureMsg user, we need to create a reputation 
network. SureMsg firstly collects data from contact-list information and aggregates 
them into a single whitelist based reputation network. And secondly, SureMsg forms 
a single blacklist based reputation network in the same way.  

We calculate two kinds of values in SureMsg system: local trust value and global 
reputation value. When stranger C want to communicate with A, C’s local trust value 
(if it exists) will be calculated first to A. Otherwise, a global one will be calculated. 

When calculating the global reputation value to a SureMsg user, we follow such 
principle: a user who is added by many of the users, whose reputation values are high, 
will surely be a guy with high reputation value. Such principle is similar with the one 
that Google PageRank followed. Here, we transit the whitelist network to a 0-1 
matrix, where aij=1 means user j has added user i as his friend. From this matrix, we 
will use power-iteration algorithm to calculate basic reputation value for every user, 
just like Google PageRank did. 

At the same time, we will get a vote-list from blacklist network. Every entry in this 
list represents how many votes this user has got from others. The more users vote to 
him, the higher position he will be in this list. 

Based on basic reputation value from whitelist network and vote-list from blacklist 
network, we can calculate the global reputation value for every user. Commonly, normal 
user will get high basic reputation value and low position in vote-list. Sometimes, we 
meet with the attack of malicious collectives, which may disturb the accuracy of the 
reputation mechanism. We will discuss how to avoid such attack later. 
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The calculation of the local trust value in SureMsg is based on such principles: 

 Trust transitivity [12]. If A trusts B (B exists in A’s contact-list) and B trusts C, 
then we can confirm that A will also trust C on the recommendation from B. 

 Compared with the user who has lower reputation value, Users with higher 
reputation value will influence more heavily when rating to other user. 

Based on such principles, we can represent the algorithms like this: 

 Find all achievable paths from A to C (such as A->B->C), named as Spath.  
 For each path in Spath , calculating the weighted average Ew = ∑wi × Ti , where i 

is the node from C to the node next to A in this path, and Ti is the global reputation 
value to node i, and weighted value wi = 2-(hop(i, C)), where hop(i, C) is the number 
of hop from node i to C.  

 For each Ew to path, calculating the weighted average value LTac = ∑w’I × Ew (i), 
where w’I is the weighted value for Ew (i), and the higher of Ew (i), the larger w’I is. 
Finally, the LTac is the local trust value to C (relative to A). 

4.2   The Architecture to Reputation Service 

The Reputation service in SureMsg may distribute in a multi-domain environment. 
When considering about such scenario, the architecture will be showed in Figure 4: A 
trustable Register Server is used to record the agents that provide reputation service. 
It also distributes computing task to necessary registered agents to compute reputation 
value. The agents register themselves to and accept computing task from Register 
Server. They will communicate with compute reputation value coordinately. 

 

Reputation Server Agent
(Rep. Svr. Agent)

Rep. Svr. Agent

Rep. Svr. Agent

Register Serverreg.
reg.

domain1

domain2

domain3

 

Fig. 4. Architecture for reputation system in one-domain environment 
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4.3   Related Problems 

In this section, we will discuss some attacks that SureMsg may encounter in 
reputation service, and show our solutions to these attacks: 

 Malicious collectives attack. Spammers may unite to form some malicious 
collectives to boost some users to increase their reputation values or impute some 
victims to decrease their reputation values.  

 One time used identity attack. [7] shows that 95% of the spammer addresses 
were used only once.  

 Zombie users attack. The users who are infected by virus or worms may send 
spam (always with virus and worms) to his contact-list users.  

As we described in Section 3.2, SureMsg server records the sender’s action (how 
many letters were blocked by receivers, Nreject). We will use this information to 
identify whether a user is boosted or imputed. Table 1 shows the method how to 
counteract malicious collectives attack.  

Table 1. Method to counteract with the malicious collectives attack  

 Nreject > T 0 ≤ Nreject < T 

Swhite-hign && Sblack-low Abnormal (Boosted) Normal (high) 

Swhite-hign && Sblack-high Abnormal (Boosted) Abnormal (Imputed) 

Swhite-low && Sblack-high Normal (low) Abnormal (Imputed) 

Swhite-low && Sblack-low Normal (low) Normal (an initial user) 

For one time used identity attack, we can increase the cost of registering new 
account, on the other hand, limiting the sending speed will resist to such attack. 

Current solutions to resist to zombie attack are not good enough. Commonly, anti-
virus applications are always used and challenge-response method is useful to check 
robot auto-sending action.  

5   Interoperation and Transition Mechanism 

As SMTP network has been existed for more than 20 years, it is impossible for a new 
email service to replace SMTP service in a short term. As a result, interoperation with 
current email service is necessary. And what’s more, an incremental deployment 
mechanism to transit the traditional service to our new one is also needed. This 
section is divided into two parts, which describe the interoperation and transition 
mechanism respectively.  

5.1   Interoperation Mechanism 

5.1.1   Solution 
There are two main solutions for heterogeneous services to interoperate with each 
other: multi-protocols client and server-side gateway. By using multi-protocols client, 
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end users are convenient to communicate with others in different service domains. 
But it increases the burden of client maintenance and doesn’t have enough stimulation 
to service provider to take further transition. Compared to the multi-protocols client, 
the latter solution server-side gateway achieves the server-to-server co-operation and 
made for further service transition. But some security issues should be considered in 
such solution.  

Our solution to achieve interoperating between SureMsg and current email service 
is based on server-side gateway. Figure 5 shows the basic idea of interoperation 
between SureMsg and Email service.  

 

Fig. 5. Solution to interoperation between SureMsg and email service 

An email server (called Local Email Server, LES) is built for SureMsg users to 
communicate with SMTP-based email network. It is controlled by SureMsg server 
and exchange information with SureMsg server and other email servers, just like a 
gateway between two service networks. With the help of LES server, SureMsg users 
wouldn’t be aware of what kind of user they are communicating with, because the 
interoperation is transparent to them. 

5.1.2   Related Problems 
As concerned above, security issues should be considered in server-side gateway 
solution. In our interoperation mechanism, the deficiencies in SMTP network may be 
injected into our service. The main security problem is that spammers may forge legal 
SureMsg address or email address those controlled by LES service domain, and send 
sender-spoofed SPAM to SureMsg users. Such problem is serious since the receiver 
may realize legal senders as spammer and put them into blacklist. 

How to filter such sender-spoofed emails in our LES server is the key issue. The 
first step is, the emails received by LES server, should be divided into two catalogs: 
those sent by legal users in LES service domain, and the spoofed ones. Our solution is 
to keep the SureMsg users from emailing with each other through their own LES 
service domain. The only way to communicate with each other is the SureMsg 
service. After such disposal, when LES server receives emails whose sender addresses 
contain LES server domain name, they will be flagged as SPAM by LES server.  



606 W. Zhang et al. 

 

Following the forbidden disposal, there are two ‘how to’ issues should be 
addressed: (1) how to recognize sender-spoofed emails in LES server and, (2) how to 
keep SureMsg users from emailing with each other by using LES addresses. Since 
SureMsg service is pull-model based, sender should send query first before sending 
mails. When server receives such query, they could retrieve the receiver address to 
check if it is an LES address. Similarly, LES servers should retrieve sender address to 
check whether it is a LES address in order to distinguish sender-spoofed email.  

Our solution to these ‘how to’ issues is, every SureMsg server maintain an 
information list (called SureMsgInfoList) that contains our trusted servers who 
support SureMsg service. Every entry in SureMsgInfoList is a two-parameter tuple: 
the domain name of SureMsg server (sureMsgDomainName) and the domain name of 
LES server (emailDomainName) controlled by SureMsg server, whose domain name 
is sureMsgDomainName. We compare the sender (receiver) address with every tuple 
in SuerMsgInfoList to see whether they are matching.  

When considering how to collect information in SureMsgInfoList, manual or 
automatic methods can both be used. We can leverage the Service Discovery [11] 
method supported by XMPP protocol to let server automatically discover whether 
other servers support SureMsg service.  

5.2   Transition Mechanism 

5.2.1   Design Considerations 
Most of the current solutions to transition from email system are based on extending 
SMTP protocol. IM2000, together with Imail, proposes to extend email header and 
add new functions to SMTP entities. Such solution may increase the transition 
complexity. But traditional email service providers are very conservative and 
cautious, they won’t agree to change existing protocol unless they find the advantage 
of new service and get benefits from transition. 

Our solution to transition is based on the following principles: 

 Bootstrapping the transition. We should divide the process of transition into 
several phases. Different goals should be accomplished according to the situation 
of the time in different phases.  

 Harmonizing various profit factors. As far as transition is concerned, end users are 
not the only focus. The profit of those service providers (SP) who provide 
traditional email service shouldn’t be ignored. We should provide an incentive 
mechanism in order to encourage them to transit from current systems 

5.2.2   Solution 
We divide transition into three phases: initial-phase, metaphase and anaphase: 

 Initial-phase 
In initial phase, SureMsg network is still small, and then users are mainly using email 
service. Email SPs won’t provide interoperation with our service proactively. In this 
phase, we should focus on our own service and the end users.  
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Our aim in this phase is to make more users shifted into SureMsg service from 
traditional email service, so that a much larger SureMsg network could be formed. At 
the beginning of this phase, we will adopt ‘multi-protocols client’ solution to current 
XMPP based IM users to extend our service, and then, we will build our gateway-
based interoperation solution to communicate proactively with email network so that 
our service could be accepted by email users. 

 Metaphase 
In this phase, SureMsg network grows larger; email users are shifting into our service. 
To avoid the loss of end users, email SPs are considering to interoperate with 
SureMsg service. Email SPs are the most important object we should focus on.  

Our aim is to encourage email SPs to deploy SureMsg service. Three advantages 
will be gained after deploying our services: (1) Avoid the loss of current end users (2) 
Avoid the threat of SPAM (3) Attract more users into his service domain. Figure 6 
shows the solution to deployment of SureMsg service in email network. 

 

 
 

Fig. 6. Solution to deployment of SureMsg service in email network 

 
As Figure 6 described, we add a local SureMsg server (LSS) controlled by email 

server to communicate with other SureMsg servers. Such solution is similar to our 
interoperation mechanism described above, so our solution is much more feasible 
than extending SMTP protocol. And our solution is incremental deployment in that 
traditional email service, and could be used normally with no affection. 

 Anaphase 
In this phase, SureMsg service has formed a large-scale, allied network. In traditional 
email network, many email SPs have deployed our solution to support interoperation 
with SureMsg service. They will follow the tendency to transit to pure SureMsg 
service. We hope more email SPs could transit into pure SureMsg network. The 
solution to achieve such aim not only involves the technical aspect, but also the 
business and policy aspects, which are beyond the scope of this paper.  
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6   Conclusion 

In this paper, we introduce SureMsg, a trustworthy mail service based on XMPP and 
support reputation-based anti-spam solution. Compared with traditional SMTP based 
email service, SureMsg has following advantages:  

 Guarantees the authenticity of sender’s identity. 
 The reputation network we built will be more reliable and effective. 

Comparing with other new mail systems (IM2000 and IMail), our solution have 
below advantages:  

 On design. SureMsg using both end-to-end transferring and segment/assemble 
mechanism, which increases the efficiency of mail delivery and decreases the 
burden on server.  

 On anti-spam. IMail solution has little discussion on this aspect, and IM2000 
uses receiver-pull model to limit the spammer of sending spam, but the solution 
may be complicated when dealing with users in gray-list (neither in white nor 
black-list). As a result, receivers may deal with it manually. In SureMsg, we first 
use black-list to filter blocked spammer and if disabled we leverage the reputation-
based solution to filter low reputation score strangers. 

 On transition support. Firstly, SureMsg service has huge user base, since it is 
built on current XMPP based IM networks, those who use IM will be our basic 
users. Secondly, the mail delivery strategy will reduce the burden on server and 
won’t undermine much on IM original performance (real-time, etc). These two 
aspects strengthen transition. Our solution to transition from current email system 
avoids extending the SMTP protocol which increases the feasibility of deployment. 
And it supports incremental deployment as described in above section.  

The prototype of SureMsg is implemented and being tested in China Education and 
Research Network (CERNET). The incentive mechanism for deployment from 
current email service to SureMsg service will be further explored. 
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Abstract. This paper presents an enterprise–modelling oriented approach to IT
Governance. Main requirements for a IT Governance Framework are presented
and applicability is shown by means of operationalizing Strategic Alignment —
a main focus area of IT Governance. Two frameworks are briefly described,
namely PRO2SA (domain-specific for Strategic Business Alignment) and the
general–purpose framework SQUAM for metamodelling, enterprise modelling
and model-analysis. Key aspects of this approach are the information enrichment
of enterprise models (mainly with key figures) and the integration into a Business
Intelligence Suite for comprehensive business analysis.

Keywords: IT Governance, Strategic Business Alignment, IT Management
Framework, Business Intelligence, Model Driven Software Development.

1 Background and Motivation

This prefacing chapter motivates a new approach of a model– and business–driven ana-
lysis framework to integrate strategic topics of IT Management into corporate man-
agement based on software engineering methods. Our primary business goals focus
on communication improvements between IT’s and corporate’s management and pro-
cessing fundamental strategical and tactical questions of IT Governance1 for decision–
making in top management. Technical objectives focus on the appliance of existing
information systems methods and –techniques (especially software engineering) for
corporate management issues as well as the implementation of a domain–specific Ana-
lysis Framework PRO2SA (Process– and Project–oriented Strategic Alignment, chap-
ter 2) and a general purpose Prototype SQUAM (System for Quality Assessment of
Models, chapter 3).

Foremost we discuss recent requirements and the changing world of IT–Management.
With actual shortfalls and problems in mind we identify essential requirements for this
intended integration and respectively the operationalizing of Strategic Business Align-
ment as a main part of IT Governance. In the following chapters we summarize the
frameworks PRO2SA and SQUAM.

1 At the moment we concentrate on topics of Strategic Business Alignment.
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1.1 New Challenges of IT–Management

In the last years requirements for enterprise–wide strategic information technology have
changed massively — IT is facing its greatest challenges of the last decades. The in-
creasing interconnectedness of business and information systems poses new ways to
master the strategically use of IT in corporations. In the late Nineties — caused by
the booming Internet — investments in IT seldom were questioned. However, in the
last years management’s perception of information technology has changed. Not only
proposed investments, but also existing IT–oriented solutions are put into question. IT–
managers have to legitimate their investments and argue IT’s contribution to corpora-
tion’s business success.

IT’s strategical role in companies is actually discussed very controversial — the over-
all significance of IT in companies is critically questioned. On the one hand IT is seen
as a separate strategical dimension of business which must be adequate managed (e.g.
[1,2,3]). On the other hand N.G. Carr provoked a still ongoing discussion by his state-
ment "IT doesn’t matter" [4]. Because of standardization and overall availability IT’s
strategical position becomes less important, so that information technology is getting
more and more a commodity factor in business rather than a potential for strategic
differentiation. Not astonishing that this statement triggered a intensive discussion on
this topic (e.g. [5]) . For many years the topic productivity paradoxon has been widely
discussed in business and science communities — which impact has IT on business
productivity and how can it be measured. Some empirical studies have been made, but
outcomes and corresponding conclusions have been very controversial and so the dis-
cussion remains open until now (e.g. [6,7,8]). With the issues value of IT or IT value de-
livery nowadays a similar topic is discussed in the context of IT Governance ([9,10,11]).
In the last years some new laws and directives had a great impact on IT requirements
in companies. To establish compliance (Sarbanes–Oxley in the United States or Basel
II in Europe) enormous efforts have to be done [12].

Gardner [13] states that "for 30 years IT changed the world by creating new indus-
tries, altering business and dramatically improving performance. In 2006, CIO atten-
tion will grow IT´s contribution in new ways by applying IT to meet the challenge of
external forces. Until now, IT has been changing the world. Now CIOs face a future
where the world is changing IT" and the IT–Governance Global Status Report [14]
constitutes as the #1 key finding that "IT is more critical to business than ever: For 87%
of the participants, IT is quite to very important to the delivery of the corporate strat-
egy and vision. For 63% of the respondents, IT is regularly or always on the board’s
agenda".

1.2 Strategic Alignment in the Context of IT Governance

In the last years the term IT Governance has been internationally established for the
strategical embedding and the organizational orientation of information technology in
companies. This topic is broadly discussed in research institutes and in business con-
text. However, a exact definition of IT Governance is still missing — although meaning
and importance for companies is beyond question. In accordance to [15] the concept
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of IT Governance has evolved from Corporate Governance and Strategic Informa-
tion Systems Planning and that different researchers focus on different aspects of the
concept and may fail to encapsulate the true nature of IT governance. Twelve defini-
tions of IT Governance have been analysed and a new definitive definition extracted:
"IT–Governance is the strategic alignment of IT with the business such that maximum
business value is achieved through the development and maintenance of effective IT
control and accountability, performance management and risk management." Accord-
ing to [16] one of the primary aspects of IT Governance is about decision–making
in Top Management: "IT governance is about IT decision–making: The preparation
for, making of and implementation of decisions regarding goals, processes, people and
technology on a tactical and strategic level".

According to these definitions of IT Governance the next question is: What is the
scope of duties? The main issues of IT Governance are defined in [17] and [15]:

Strategic alignment focuses on ensuring the linkage of business and IT plans; on
defining, maintaining and validating the IT value proposition; and on aligning IT
operations with enterprise operations.

Value delivery is about executing the value proposition throughout the delivery cycle,
ensuring that IT delivers the promised benefits against the strategy, concentrating
on optimising costs and proving the intrinsic value of IT.

Resource management is about the optimal investment in, and the proper manage-
ment of, critical IT resources: applications, information, infrastructure and people.
Key issues relate to the optimisation of knowledge and infrastructure.

Risk management requires risk awareness by senior corporate officers, a clear under-
standing of the enterprise’s appetite for risk, understanding of compliance require-
ments, transparency about the significant risks to the enterprise, and embedding of
risk management responsibilities into the organisation.

Performance measurement tracks and monitors strategy implementation, project
completion, resource usage, process performance and service delivery, using, for
example, balanced scorecards that translate strategy into action to achieve goals
measurable beyond conventional accounting.

Control and Accountability is about the existence and practical application of a
proper control and accountability system.

A major aspect in the discussion of IT Governance is the responsibility of the Man-
agement Board, which is stressed in appropriate definitions: "IT governance is the or-
ganizational capacity exercised by the board, executive management and IT manage-
ment to control the formulation and implementation of IT strategy and in this way ensure
the fusion of business and IT" [18]. Similar definitions can be found in [19,3,20].

Summarized, these mentioned topics have in common, that a efficiently communi-
cation between IT Management (CIO) and board should be aimed. Due to the fact that
these two management domains have totally different knowledge bases, terminologies
and methods, it doesn´t astonish that a efficiently and accurate communication seems
complicated. It remains not only the question, how this can be accomplished in a efficient
and economic way, but also which technologies and methods are adequate to support
IT- and corporate management in decision–making. Until now there is no continuous
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approach established, with which it is possible to support IT–related management deci-
sions by the usage of established software engineering methods and techniques.

2 The PRO2SA Framework

The discussion in chapter 1 depicts the necessity of an integrated and flexible IT Go-
vernance Framework. The overall objective is the implementation of a model– and
business–driven analysis environment based on established software engineering meth-
ods to achieve the desired results — a software–engineering–oriented way to IT Go-
vernance. On the basis of the prefacing discussion some essential business–oriented
requirements for operationalizing Strategic Alignment in an enterprise–wide context
(see also [21]) can be defined:

R1: Strategic Alignment and Value Delivery are major focus areas2 of IT Governance
and are massively affected by each other.
⇒ Strategic Alignment has to be examined in the broader context of IT Gover-
nance to integrate it into corporate governance.

R2: IT Governance is in the responsibility of the Board of Management [17] and a
great part of it is about decision making [22].
⇒ To narrow the gap between IT– and Enterprise–Management not only com-
munication has to be improved but also analysis and reports have to speak the
language of management much more than technical issues.

R3: IT delivers a indirect value proposition to business success. IT’s main part is to
enable, optimize or innovate core business processes of a company [20]. In the
majority of cases corporation’s considerations effect business processes.
⇒ To provide an added value, Strategic Alignment has to consider alongside to
overall business strategy also current and future interaction of IT on business pro-
cesses.

R4: Company specific strategy– and decision–making–processes play a prominent role
to integrate IT Governance and Corporate Governance.
⇒ Strategic Alignment should take specific company requirements into account
and therefore exists a great need for flexibility and adaptability to company–specific
standards. Requirements and business environments will steadily and rapidly
change.

2.1 Fundamental Concepts

It appears to be not enough to prepare management reports and recommendations on
Strategic Business Alignment issues sporadically at defined milestones. Rather, contin-
uous analysis and steadily support for decision–making is needed in communication be-
tween CIO and Enterprise Management. In short, a consistent and adequate information
basis, a nearly seamless methodical integration and a analysis– and reporting–system
at a highly aggregated, compact and concise form is necessary. A model based frame-
work for Strategic Business Alignment that aims to bridge the business and technical
perspectives on this topic and facilitates the described requirements seems appropriate.
Stated below are the main concepts and assumptions of PRO2SA:

2 See mapping of IT processes to IT Governance focus areas [17, Appendix II].
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Software Engineering: In the last years intensive standardization in software engineer-
ing took place. OMG’s3 efforts in enhancing UML (Unified Modeling Language) in-
volved intensive interest in industrial software development. It is conceivable
that in near future UML is not only used for object–oriented software development,
but also used for modelling of business processes, IT landscapes and further
more business–oriented domains. Methodically we use UML and extension–
mechanisms (UML–Profiles) for modelling aspects and technically we focus on
the Eclipse Software–Development–Environment with its enormous set of plug–ins
(chapter 3).

Enterprise Modelling: One main idea is a formal approach to an extensible IT Gover-
nance Framework by usage of enterprise models as a fundamental information base
and the provision of a model repository. One advantage of this approach is, that in
companies already existing model information can be reused. It’s not seldom that in
different departments of a company with varying tool–support and varying abstrac-
tion valuable model–oriented information is on hand, e.g. business process models,
IT architecture models, application portfolio. The usage of these available informa-
tion pool as a fundamental base for model driven analysis is of great advantage and
allows a economical proceeding.

Metamodel: This approach is in some aspects similar to conventional Business En-
gineering and Enterprise Modelling methods. Needed flexibility, adaptability and
extensibility is established by the underlying metamodels. The general purpose
framework SQUAM is suitable for different business domains (e.g. Strategic Busi-
ness Alignment in framework PRO2SA) and for each domain a separate metamodel
can be used.

Modelling and Information Enrichment: Based on domain–specific metamodels
available models can be reused, new models can be created and the information
is stored in a Model Repository. An essential issue is the enrichment of the stored
model information, especially with key figures. These information enriched mod-
els are the fundamental base for reporting and analysis in aggregated and compact
form.

Strategic Alignment Model: The Strategic Alignment Model (SAM), developed by
Henderson and Venkatraman [23] is a widely discussed and accepted methodical
framework. On the other hand a major difficulty of SAM is, that it is abstract and
mostly implemented at an informal level [24,25,26]. The framework PRO2SA pro-
vides different Alignment Perspectives (strategy execution, technology transforma-
tion, competitive potential, service level) according to SAM.

Integration in Business Intelligence: Integration with other Management Information
Systems of the corporation is established through an integration in a company’s Busi-
ness Intelligence Suite and respectively by usage of a Balanced Scorecard oriented
controlling tool [27,28].

Generation of Management–Charts: Management seldom speaks in technical or in
IT–related terms. In fact, the Language of Management often refers to strategies,
business goals and controlling-related information (e.g. key figures, balanced score-
card, . . . ). Nevertheless, to provide Management with list–oriented reports or an

3 Object Management Group, http://www.omg.org
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incoherent accumulation of key figures isn’t promising because of complex and
comprehensive information context. To achieve a better and precise understand-
ing it seems necessary to provide Management–Charts and –Reports on a highly
aggregated, compact but concise form, which include strategy– and business-
related information with key figures.

Summarized in a nutshell, we are using software engineering techniques in develop-
ment and metamodelling, information–enriched enterprise models as a basis of
enterprise–wide information and last but not least the integration into Business Intelli-
gence for adequate reporting and analysis in the form of generated Management–Charts
and –Reports as foundation for management planning and decision–making. Straight
forward to this key concepts and methodical environment the appliance of PRO2SA
consists of the main steps illustrated in Fig. 1 — from the development of a metamodel
till decision–making and feedback.

Fig. 1. Main steps of PRO2SA

2.2 PRO2SA Metamodel

The first task in integrating these two worlds of methodologies is to identify the main
domain areas of Enterprise Management. At a first glance at applied and discussed
state–of–the–art methods in management this topic seems confusing and complex, too
many approaches are discussed. However, on a closer examination we identified three
core management domains: Strategy–Management and Corporate Culture (S&C),
Organizational Development (OD) and Organizational Transformation (OT). The first
domain includes typical topics of overall goal setting, long–term planning and strate-
gic controlling. The second domain includes the established approaches of business
process–management, –optimization and organizational structures. The latter domain
organizes the ongoing business transformation, the realization of business strategies —
mainly by accomplishing projects with great focus on change management.

These three primary management domains are supplemented by a information tech-
nology4 (IT) domain, so that we organize this framework on these fundamental four
core domains of enterprise management. A additional metamodel is defined to integrate
the prior four domains. Having defined these domains we have to identify and focus on

4 Which itself consists of a couple of subdomains: e.g. strategic information management (SIM),
software development (SD), requirements engineering (RE), Infrastructure (ISt), Enterprise
Architecture Integration (EAI), . . .



616 B. Tilg et al.

Fig. 2. ‘narrowing the gap’ between IT and Management

appropriate applied methods in these fields. In Table 1 the corresponding methods for
these domains are briefly summarized.

Table 1. PRO2SAmanagement domains and corresponding methods

Domains Applied Methods
Strategy goal setting, vision– and mission–statements,

Management Balanced Scorecard, critical success factors, . . .
Organizational Business Process Management, Process
Development Re–Engineering and Optimization, Organizational Structures . . .

Organizational Project–Management,
Transformation Change–Management, . . .

Information Enterprise Architecture Management, IT–Architecture
Technology in the large, Information System Landscapes, . . .

Integration Business Intelligence, key figures, critical success factors,
of Domains modeling inter–domain relationships

With each of these metamodels and corresponding UML–Profiles a domain–specific
(modelling) language (DSL) is defined [29]. On the one hand enterprise models can
be created with UML–compliant tools and on the other hand existing models can be
imported by specific tool–adapters [30].

A main objective is the reference to the metamodels in all subsequent steps. As well
as modelling and information enrichment and also the formulation of queries in business
analysing relies semantically on the defined metamodels.

2.3 Information Enrichment and Business Intelligence

The next step is to fill the model repository with models. Technically this is accom-
plished through usage of tool–adapters and mapping the model element–types to the
metamodel. Enterprise models alone don´t provide the necessary information for corpo-
rate management. Therefore we provide ways to enrich models with additional informa-
tion. Key figures play an important role, they can be defined for single model–elements
and associations. Advantages and integration aspects in a Business Intelligence Suite
are described in [27].

We have to find a proper language for executive management, which has to be
abstracted from technology details. Rather, in the foreground have to be a nexus to
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business strategy, business processes, customer–oriented aspects and finally of course
also financial aspects (see Balanced Scorecard [31]). These can be achieved by highly
aggregated and customized analysis, reports and visualized by proper charts. These
Management–Charts and –Reports are suitable for members of the management board
and provide meaningful information on a abstracted and aggregated level in a compact
and clear form. ‘Software Cartography’ [32] and ‘Solution Maps’5 are examples for
visualizing complex landscapes of information systems in a compact and concise form,
but nevertheless containing enough aggregated information for a precise overview, dis-
cussion and decision–support.

3 The SQUAM Prototype

A prototypic implementation was created as a general purpose System for Quality As-
sessment of Models (SQUAM) [33]. In subsequent sections the architecture design,
some technical details of the implementation and a usage scenario are given.

3.1 The Architecture

The architecture of the prototype is modular, at the topmost level three components can
be distinguished: a modelling environment, a model data repository, and an analysis
tool (c.f. Fig. 3). As stated in section 2.2 the meta modelling is a crucial part of our
framework and thus properties of all components reflect a certain meta model. In the
modelling environment validity of models is determined by the meta model, the struc-
ture of the model data repository reflects the meta model, and the expression definitions
used in the analysis module are based on the meta model.

The Modelling Environment. The heterogeneity of the modelling environment is a ma-
jor issue in the enterprise model design. In our framework models from diverse mod-
elling tools and conformant to different notations can be integrated. A constraint at the
conceptual level is notation conformance to the Meta–Object Facility (MOF) [34] and
model conformance to a given meta model. At the technical level the problem is solved
by a set of adaptors implementing the repository interface for a selected set of mod-
elling tools (c.f. Fig. 3). The syntactical correctness of models, i.e. their conformance
to the meta model, is checked before their storage in the repository.

The Model Data Repository. The enterprise model design is a distributed process with
users from different departments involved in it. The goal of the model data repository
is to provide a central storage for all models. The repository is used to store model
elements and expressions (c.f. Fig. 3). The structure of the repository is automatically
determined by the meta model of a domain under consideration and the meta model of
the expression management system [35].

The Analysis Tool. The core of the SQUAM framework is the analysis module, where
the semantical correctness can be checked. The analysis tool provides mechanism to
store definitions of constraints, queries and metrics. The regression test component is

5 http://www.sap.com/solutions/businessmaps/index.epx
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Fig. 3. The architecture design of the SQUAM framework

designed for recurrent quality checks, and the interpreter is used for evaluation of all
types of expressions on the base of the content of the model data repository. As all
model notations are MOF conformant we decided to use Object Constraint Language
(OCL) [36] as a query language. Moreover in [35] we showed that the OCL 2.0 is
expressive enough for model analysis. Recently we integrated charts into the analysis
tool for easier interpretation of metrics.

Business Intelligence Integration — The Business Analysing Tool. The core of many
Business Intelligence platforms (BI) is a datawarehouse [37] with additional features
for interactive– and paper–oriented reporting and analysis as well as possibilities to
management–oriented visualization (e.g. dashboards, cockpits). A main advantage of
datawarehouses is the underlying star– or snowflake-schema (OLAP – online analytical
processing) which allows efficient interactive analysis (aggregation, drill-down, sclice
and dice, filter, usage of hierarchies, . . . ) of the stored data — in PRO2SA the data base
are enterprise models with enriched information.

In terms of Business Intelligence the stored model information (OLTP – online trans-
actional processing) has to be mapped to a OLAP-cube (see Fig. 4) so that full func-
tionality of BI analysis tools are available. Fig. 7 shows a portion of an OLAP schema,
which includes parts of the model repository.

Our business-analysis tool is currently being implemented with Pentaho6 [28] — this
is a open and comprehensive Business Intelligence Suite which provides all features to
implement and generate Management–Reports and –Charts.

3.2 The Implementation

The implementation of SQUAM follows the client–server paradigm, therefore it con-
sists of the Model Data Repository Server and the Base Repository Client (c.f. Fig. 5).

6 http://www.pentaho.org/
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Fig. 4. Integration of SQUAM and BI Suite

In general the persistence layer of the application is based on the Eclipse Modeling
Framework (EMF7). All used model element instances are encapsulated in resources.
The repository server is able to save the resources on a database or in a version control
system. To save the models on a database the client can connect to the server via the
Connected Data Objects Framework (CDO8). This gives the advantage of multi–user
support with change notifications to keep all clients up to date. The client can also
connect to a version control system like subversion (SVN9), with the advantage of
versioning, change histories, merging and locking mechanisms. The multi–user support
is given only implicit, because of the merging and locking functionalities of the SVN.

Fig. 5. The implementation components of the SQUAM tool

All repository clients uses as core the Base Repository Client with the functionali-
ties of managing models in the repository, and querying the models with OCL10 and
QUERY11 interpreters. These interpreters are able to evaluate the OCL and QUERY
expressions against the EMF models. The interpreters provide also an interface to share
the evaluated results to multiple listeners (the observer pattern [38]), which gives the
possibility to represent the results in various ways (e.g. text–based and chart–based, c.f.
(E) and (V) in Fig. 6, respectively).

The described architecture allows building separate applications for modelling or
analysis of models as well as applications which integrate both modelling and analysis.

7 http://www.eclipse.org/emf/
8 http://www.eclipse.org/emft/projects/cdo/
9 http://subversion.tigris.org/

10 http://www.eclipse.org/emft/projects/OCL/
11 http://www.eclipse.org/emft/projects/QUERY/

http://www.eclipse.org/emf/
http://www.eclipse.org/emft/projects/cdo/
http://subversion.tigris.org/
http://www.eclipse.org/emft/projects/OCL/
http://www.eclipse.org/emft/projects/QUERY/
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The Base Repository Client can also be used within the modelling environment, e.g. it
can be integrated into a modelling tool like MagicDraw12. The integration is possible
because the client implementation relies on plain Java.

3.3 A Framework Usage Scenario

The SQUAM method consists of four phases: meta modelling, modelling, model–
analysis and business-analysis. The process is iterative and some activities from all
phases can be proceeded in different order. In subsequent paragraphs we describe which
activities belong to each phase.

Fig. 6. The SQUAM framework tools

Meta Modelling. The meta modelling phase is the initial step of the whole modelling
and analysis process. In this step a core meta model for a domain under consideration
is designed. The meta model is considered to be a Domain Specific Language (DSL),
where the domain can be a business or a technical one. In PRO2SA project we deal
with enterprise modelling (section 2.1) and enterprise architecture is a domain under
consideration.

12 http://www.magicdraw.com/

http://www.magicdraw.com/
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Based on the core meta model the initial structure of the model data repository is de-
termined and activities from two other phases can be started. Nevertheless the core meta
model is designed at the beginning future extensions can be made later. The extension
mechanism can be used to attach key figures to model elements (section 2.3).

From the technical view point, the meta model must be EMF conform, and therefore
a MOF conform model. The meta model can be created from scratch or based on ex-
isting notation, for which EMF implementations are provided. One of such notations
is UML, which can be restricted or extended by use of the UML Profile mechanism.
The development of a new EMF meta model or an UML Profile can be done within the
modelling environment. e.g. in modelling tool like MagicDraw (c.f. (MM) in Fig. 6),
and later converted to an EMF model.

To extend the model with informations like key figures, it is also necessary to extend
the meta model to allow aggregation of this additional information. Therefore cross–
references between different meta models are allowed, the core meta model can be
extended by a cross–reference to a key figures meta model.

Modelling. In the modelling phase models are created in diverse modelling tools in a
distributed, multi–user environment and saved into the central model data repository.
The meta model determines syntactical constraints on models, which can be checked
already in a modelling tool.

The modelling phase gives feedback to the meta modelling phase by meta model
extension requests.

The syntactical correctness of models can be checked within the adapters provided
for the diverse modelling tools (c.f. Fig. 3). Each adapter is based on the Base Re-
pository Client (c.f. Fig. 5), which hooks the features of the repository access and the
interpreter functionalities up to the modelling tool. Additionally the plug–in mechanism
of modelling tools, like MagicDraw (c.f. (M) in Fig. 6), allows restrictions on a set of
used model elements to elements defined in a certain UML Profile [39,33].

Model–Analysis. In the model–analysis phase model-oriented queries are defined
and evaluated. Queries are defined in OCL based on a certain DSL. They are evaluated
over the content of the model data repository and provide aggregated and filtered in-
formation on model elements to allow analysis from different perspectives. Moreover
metrics of diverse types can be evaluated and visualised with charts. In PRO2SA project
the key figures attached to model elements can be used for metric evaluation.

If the data provided by the model data repository is not sufficient for analysis,
changes at the meta model and model level can be requested.

Our model–analysis tool (c.f. Fig. 6) is implemented as an Eclipse plug–in, and is
based on the Base Repository Client (c.f. Fig. 5). This tool consists of various indepen-
dent views which are connected by defined interfaces:

The Define View (c.f. (Q) in Fig. 6) can manage OCL expressions and store them in
the model repository.

The Evaluation View (c.f. (E) in Fig. 6) executes OCL expressions, which can be typed
into a console or selected in the Define View, thus new and predefined expressions
can be evaluated. The OCL interpreter provides the evaluation results via an inter-
face to all result listeners. The Evaluation View acts as a text–based result listener.
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The Charting View (c.f. (V) in Fig. 6) is a chart based result listener, and represents
the evaluation results of metrics in a graphical way.

Fig. 7. Extract of OLAP–Cube schema and example of Management–Chart

Business–Analysis. In the business-analysis phase business-oriented and domain-
specific queries are defined and evaluated. This phase allows interaction and commu-
nication with corporate management by usage of Business Intelligence or Balanced
Scorecard.

Fig. 7 depicts a simple example for business–analysis: In the upper part a portion of
the OLAP–Cube design is displayed. The chart-example illustrates the formulation of
a query and the generated Management-Chart of type Solution Map. This chart permits
an overview of the relationships between information systems and supported business
processes.

4 Conclusion

This paper briefly presents an enterprise–modelling oriented approach to IT Gover-
nance. By means of operationalizing Strategic Business Alignment (a main focus area
of IT Governance) the applicability is shown. Management-related analysis and charts
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are generated on the basis of underlying enterprise model, which are stored in a model
repository. All phases and tools rely on a previously defined metamodel — one of the
first tasks.

One key aspects of this approach is the information enrichment of enterprise models.
Yet another major role plays the integration into a Business Intelligence platform, which
provides technically a great potential in reporting and analysis. Furthermore another
advantage is the usage of already stored enterprise information — e.g. datamarts for
controlling, cost accounting, asset management, . . .

Both frameworks PRO2SA and SQUAM are work in progress. Currently we are
developing full support for the OCL management system and the regression test com-
ponent for automation of quality checks for the SQUAM framework. We plan to carry
out more case studies to determine more requirements for model assessments queries
and define patterns for query definitions.

Also the integration of Eclipse-based SQUAM framework with the open Business
Intelligence Suite PENTAHO is under development. First outcomes are very promising.
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Abstract. In this paper we introduce some aspects of the development
process of a production planning tool for a leading European car manu-
facturer. In this project we had to face a gap between theoretical prob-
lem definition in manufacturing planning and control and the actual
requirements of the dispatcher. Especially the determination of produc-
tion capacities and product processing times was a severe problem. The
software system had to support the derivation of these important vari-
ables from shift plans, factory calendars and exceptional events. In order
to implement this we defined a formal model that is a combination of the
theoretical and practical view on manufacturing problem. The Model for
Serial Manufacturing allows the dispatcher to provide up-to-date infor-
mation in an easier way then provided by standard ERP systems about
the production systems and transfers the information automatically to
planning algorithms. Thus the production planning and control is always
performed on the most recent information.

Keywords: Production Control, Modeling, Implementation of PPC-
Systems, Mathematical Models.

1 Introduction

Flexible allocation of human resources holds the potential to be a significant
competitive advantage in many industries due to nonuniform market situa-
tions. This flexibility induces highly dynamic capacity situations. Most math-
ematical PPC (Production Planing and Control) problem definitions abstract
from the derivation of capacity from factory calendars. ERP systems take this
information into account, but the task of modelling a production system—
including a appropriate time model—is a very complex task only performed by
highly qualified and thus expensive experts. To provide up-to-date information
about the current capacity situation is unattainable when using standard ERP
software.
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In this paper our solution to this problem, used in a newly developed PPC-
System called OOPUS (germ. Objektorientierte Planung und Steuerung - object-
orientedplanning and control),will be described in detail. This information system
was developed at the Fraunhofer Application Centre for logistic-oriented business
administration (Fraunhofer-ALB) in cooperation with the chair for information
systems, especially CIM of the University of Paderborn. Nowadays OOPUS is the
leading production control system within two plants.

The paper is structured as follows: In the next section we describe the prob-
lems which occur when up-to-date information has to be provided to PPC sys-
tems. In the third section we describe the general solution we used in OOPUS
to tackle these problems. This solution is based on the Model for Serial Manu-
facturing introduced in the fourth section. Section 5 describes the user-friendly
graphical interface. In the sixth section it is shown that the Model of Manufac-
turing can be used to map all relevant information provided by the dispatcher
on classical PPC problem definitions. Section 7 gives a conclusion.

2 Problem Statement

PPC encompasses several subproblems [1]. Figure 1 shows a commonly accepted
classification for PPC tasks. For each of the problems defined in this classification,

Fig. 1. Production Planning and Control Tasks
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various mathematical problem definitions are available. In this paper we will
focus on the problem of quantity planning.

For capacitated single level lot sizing problems (for examples see [3], [4], [5],
[6]) the following variables are relevant, if stock costs and set-up costs are not
considered:

– dkt demand for product k in period t

– pkt production cost for product k in period t

– tbk processing time per unit for product k

– bjt capacity of ressource j in period t

– ykt inventory of product k

For multilevel problems (for examples see [7], [8], [5], [9], [10]) the set of
variables has to be extended by the following variables:

– aki direct demand coefficient of product k according to product i (k is used
on the next level to build product i)

– zk minimal lead time for product k

– Nk index set of all successors of product k (superior product or next pro-
cessing step)

– Kj index set for all processing steps performed by ressource j

These variables represent the theoretical view on the problems of production
planning and control. Dispatchers solving these problems in real life have an
entirely different view. To meet their requirements, the variables bjt and tbk

describing resource capacities and processing times are not sufficient. In real life
problems these variables depend on a large number of influences like:

– the calendar, valid for a particular resource
– working times, defined by shifts and breaks
– exceptional events (e.g. works meetings)
– reduced output rates due to absence of staff (e.g. different teams, sickness)
– and many more...

Dispatchers are not able to determine the values of bjt and tbk. A possible
solution to this problem is offered by standard ERP systems. These systems (e.g.
SAP ECC 5.0 and SAP APO [11], SAGE [12] or Navision [13]) cover many PPC
tasks like demand planning, lot sizing or scheduling using standard algorithms.
The task of modelling a manufacturing system in such an ERP system is very
complex and requires expensive experts. Not all influences on capacities and pro-
cessing times can be included in the ERP master data without customization,
which leads to even higher costs. Summarizing, providing up-to-date information
about the production system is unattainable when standard ERP implementa-
tions are used.
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In order to implement the OOPUS PPC system including an automated quan-
tity planning and detailed scheduling (incl. to-the-minute starting and finishing
times of lots) the first step was to close the gap between the theoretical and
practical approach. Thus we developed the Model for Serial Manufacturing in-
troduced in the next chapter.

3 The Modeling Process

The main objective of OOPUS is to provide powerful planning capabilities based
on up-to-date information about the production system. Thus we have to meet
partially conflicting requirements: the requirement of a well-defined problem def-
inition in order to apply powerful planning algorithms and the requirement of
every day life in a company. Calculating capacities and processing times consid-
ering all exceptions which may occur in a company is very complex and has to
be sufficiently supported to use any PPC effectively. Thus we separated the two
requirements and defined a formal model, which includes all relevant exceptions
and implements an automated mapping process to a well defined mathemat-
ical problem definition. Figure 2 shows the procedure of model generation in
OOPUS. In the first step the formal Model for Serial Manufacturing was de-
fined on basis of the practical requirements of the clients and formal prob-
lem definitions. Thus, the Model for Serial Manufacturing provides a mapping
between all relevant information and influences in the plants and the mathemat-
ical formulation of production control problems. The Model for Serial Manufac-
turing was first transformed into a relational model and then into a database
definition. Supported by a user friendly master data editor, the dispatchers are
enabled to model their manufacturing process and keep planning parameters
up-to-date.

Practical
Requirements

Formal
Problem Definition

Model for Serial Manufacturing

Relational Model

Database

Dispatcher

Formal
Problem Definition

Planning
Algorithm

Fig. 2. Process of Modeling the Planning Problem
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4 The Model for Serial Manufacturing

In this section we introduce the fundamental elements of our modelling approach.
The Model for Serial Manufacturing allows to model a multilevel manufacturing
process in a flexible and extensible way. The Model for Serial Manufacturing
encompasses five element types to model different manufacturing and organisa-
tional structures:

– production stages
– buffers
– lines
– planning groups

Another important element of the model are products and intermediate prod-
ucts. Usually it is possible to split serial production over the entire product range
into several stages. In these stages, similar production steps are performed. Ex-
amples are parts department, pre-assembly and final assembly. We define:

– PS as the set of production stages
– ≺ as an ordering relation over PS. The minimal and maximal elements of

PS according to ≺ are psmin = 0 and psmax

Within a production stage, lines represent specific resources, which are used
for the processing of products and intermediate products. Within the Model for
Serial Manufacturing, a production stage is treated as a single step process. This
means a line represents a combination of machines and each product or inter-
mediate product passes through exactly one group. This concept of production
stage and line is tailored for the requirements of serial production.

Line classes pool production lines, which have similar properties and can pro-
cess similar products or product groups:

– L is the set of production lines
– LC is the set of line classes

• ∀lc ∈ LC : lc ⊆ L; a line class is a set containing lines
• ∀lc, lc′ ∈ LC, lc �= lc′ : lc ∩ lc′ = ∅; each line is assinged to only one line

class
• L =

⋃

lc∈LC

lc; each line is at least assigned to one line class

The transfer of products and intermediate products from one production stage
to another is modeled by buffers. A buffer can be understood as a stock with
limited capacity or just the transportation process between production stages.
We define:

– P as the set of products and intermediate products
– B as the set of buffer

Planning groups overlay the previously introduced model elements. They do
not describe the structure or the process of manufacturing, but organise the
planning process:
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– PG is the set of planning groups
– ∀pg ∈ PG : pg ⊆ LC; a planning group is a set containing line classes
– ∀pg, pg′ ∈ PG, pg �= pg′ : pg ∩ pg′ = ∅; each line class is only assigned to one

planning group
– LC =

⋃

pg∈PG

pg; each line is at least assigned to one planning group

Each planning group is assigned to one dispatcher who is responsible for the
planning of the corresponding line classes. Figure 3 shows an example.

PS
Pre Assembly

Line 1

Line 2

Line 3

LC 1

LC 2

Line 4

PS
Final Assembly

Line 5

Line 6

Line 7

LC 4

LC 5

Line 8

Buffer 2

Buffer 1

Buffer 3

PS
Distribution

Line 1

LC 6

Planning group 3

Planning group 1
Planning group 2

Fig. 3. Example for the Structure of a Manufacturing System

4.1 The Time Model

A generic shift model forms the main part of the time model. A shift model
encompasses:

– A sequence SC = (1...scmax) of shift classes
– A time set T = 1...1440; 1440 denotes the number of minutes per day
– A set of weekdays W = {1..7}
– A set of shifts S, where

• Start : S → T returns the start time of a shift
• End : S → T return the end time of a shift
• ∀s ∈ S : Start(s) < End(s)
• ∀s ∈ S : Duration(s) = End(s) − Start(s)

– A set BR of breaks, where
• Breaks : S → P(BR) returns the breaks of a shift
• Start : BR → T returns the start time of a break
• End : BR → T returns the end time of a break
• ∀br ∈ BR : Start(br) < End(br)
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• ∀br ∈ BR : Duration(br) = End(br) − Start(br)
• ∀s ∈ S, ∀br ∈ Breaks(s) : Start(br) ≥ Start(s) ∧ End(br) ≤ End(s)

– type : S → SC returns the class of a shift

The shift plan for a week is defined by two functions:

– sp : SC × W → S returns for each tuple of shift class and weekday the
assigned shift

– productive : sp → {True, False} returns if production is possible during a
shift

– SP denotes the set of all shift plans

Equation 1 defines a predecessor-successor relationship between the elements
of a shift plan sp.

successor(sp(sc, w)) =

⎧
⎨

⎩

sp(sc + 1, w), if sc < scmax
sp(1, w + 1), if sc = scmax and w < 7

sp(1, 1), else
(1)

There is a number of restrictions according to shift plans, which assure a
consistent data base for planning algorithms:

– ∀(sc, w, s) ∈ sp : type(s) = sc only shifts of the corresponding type can be
assigned to a tuple of shift class and weekday

– sp(sc, w) = successor(z(sc′, w′)) → start(sp(sc, w) = end(sp(sc′, w′)), start
and end time of shifts are consistent

The shift plans are supplemented by a calendar. A calendar specifies if a day
is a workday or not:

– calendar : calendardays → {true, false}
– C denotes the set of all calendars

In order to define a fine granular time model, it is possible to assign calendars
and shift plans to lines:

– calendarAssignment : L → C
– shiftplanAssignment : L × CW → SP , where CW denotes all calendar

weeks

Which shift is valid for a certain point of time can be deduced from the shift
plan of a calendar week:

Shift : L × CW × W × T → S (2)

With these functions it is possible to deduce if it is possible to produce some-
thing on a certain line on a certain calendar day at a certain time. The pro-
ductivity information from the calendar overrides the information from the shift
plan. An additional adjustment is possible by so called capacity deviations:

labor utilization : SC × L × CW × W → R (3)

The function labor utilization returns which percentage of the standard uti-
lization is achieved during a specific shift. A labor utilization of 1 results in the
standard processing times (see section 4.2).
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4.2 Material Flow

The flow of material as modelled by a construct called material flow element
mf :

– MF ⊂ PS × PS × P ; vf ∈ PS × PS × F

A material flow element is a thus a combination of production stage and
product. A product or intermediate product is produced in the first production
stage and delivered to the second one. In the OOPUS planning concept no loops
in the production are allowed. Thus the ordering relation ≺ is used to assure this
condition. For each material flow element the following condition must be true:

Projection(mf, 2) ≺ Projection(mf, 1) (4)

In addition to the flow through the production stages it must be defined on
which lines a product can be processed. This is defined by the following relation:

Processed ⊂ MF × L, fb ∈ Processed (5)

In order to map the Model for Serial Manufacturing on mathematical opti-
mization models for each line, the set of processable products or material flow
elements must be known:

Processes(l) = {mf |l ∈ Processed(mf)}; Processes : L → P(MF ) (6)

Another important variable in multilevel, multi period and multi product
problems is lead time. In the Model for Serial Manufacturing, the lead time of
an intermediate product is the transfer time between two productions stages. It
is possible to model lead time in shifts or in minutes:

Leadtimemin : LC × LC × MF → N (7)

Leadtimeshift : LC × LC × MF → N (8)

Leadtimeshift(lc, lc′, , mf) ≥ 0 → Leadtimemin(lc, lc′, mf) = ∞ (9)

Equation 9 expresses that a leadtime in minutes is only considered when no
lead time in shifts is indicated.

4.3 Capacity

Two requirements have to be meet by the modelling of capacities in OOPUS:

– In order to consider parallel machines it is required to model processing time
depending on the production line

– The capacity provided by a production line is individual for each shift
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In order to fullfil these requirements it is possible to define a standard pro-
cessing time in minutes for each shift class, production line and material flow
element:

ProcessingT imestand : Processed × SC → N (10)

With the labor utilization it is possible to calculate the effective processing
time in certain shift:

ProcessingT imeeff(fb, s, v, kw, w) =
ProcessingT ime(fb, type(s)) · labor utilization(type(s), l, cw, w) (11)

The available processing time of a production line in a certain period is derived
by:

Shiftdurationnet(l, cw, w, sc) =
Duration(Shift(l, cw, w, sc)) −

∑

br∈Break(Shift(l,cw,w,sc))
duration(br) (12)

With knowledge of the processing time and the net shift duration for a given
production on a given day in a given shift class, all required variables for PPC-
Planning problems consired by OOPUS are defined.

5 Graphical User Interface

All elements of the Model for Serial Manufacturing were formulated as sets,
functions and relations. Thus, it is possible to transfer the Model for Serial
Manufacturing into a relational model and thus into a redundancy free database
scheme [14]. The corresponding database is used for data storage. A graphical

Fig. 4. Screenshot of the time model
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user interface allows the dispatcher to enter up-to-date information about the
current working times, which are adapted for the current demand situation.
Figure 4 shows an exemplary form in which shift plans can be created. The
definition of the database scheme and mechanisms in the graphical user interface
assure a consistent modeling of the production system and the capacity situation.

The entire Model for Serial Manufacturing including several additional plan-
ning parameters such as minimal/maximal lot size for each product k, maximal
quantity of product k in x days, palette size, standard resources, preferred shift
classes and many more can be built up using seven forms. Most of the forms
are product or resource centric and thus correspond to the dispatcher’s way of
thinking.

6 Mapping to Formal Problem Definition

With the Model for Serial Manufacturing it is possible to map the data from
the database to mathematical problem definitions, which can be used for solving
PPC-Problems with standard algorithm. In this section we demonstrate how the
information from the Model for Serial Manufacturing is mapped to the MLCLSP
[2]. The OOPUS version of the MLCLSP is given by:

Minimize Z =
∑

vf∈V F

∑

t=1

∑

v∈V

(yvf,t) (13)

s.t.

ymf,t = ymf,t−1 +
∑

l∈L

qmf,t,l−
∑

mf ′∈Nmf

(amf,mf ′ ·
∑

l∈L

qmf,t−lead(mf ′,mf),l) − dmf,t
∀l ∈ L; ∀t ∈ T (14)

∑

mf∈processes(l)

(tbmf,t,l · qmf,t,l) ≤ bl,t ∀l ∈ L; ∀t ∈ T (15)

qmf,t,l ≥ 0 ∀mf ∈ MF ; ∀t ∈ T (16)

qmf,0,l = 0; qmf,T,l = 0 ∀mf ∈ MF ; ∀t ∈ T (17)

ymf,t ≥ 0 ∀mf ∈ MF ; ∀t ∈ T ; ∀l ∈ L (18)
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The parameters in this mathematical optimization model are:

– amf,mf the direct demand coefficient, derived from the bill of material in
legacy systems

– bl,t the capacity of resource j in period t, derived from capacity(l, cw, w, sc)
– dmf,t the primary demand for material flow element k in period t, derived

via interface from clients
– Nmf the index set of sucessors of material flow element vf , derived from the

bill of material in legacy systems
– qmf,t,v lotsize for material flow element k in period t on resource j, variable

to determine
– T , the planning horizon, a planning parameter
– tbmf,t,v the processing time of material flow element vf in period t on machine

v, derived from processingT imeeff(fb, s, v, kw, w)
– ymf,t the inventory of material flow element at the end of period t, variable

to determine

This modified mathematical problem is the basis for the quantity planning
in the current version OOPUS. From the list above it can be seen, that all
information can either be derived from the Model for Serial Manufacturing or is
a variable to be determined (the only exception are the bill of materials, legacy
systems are used to determine the direct demand coefficients and the index sets
of the successors). Since the Model for Serial Manufacturing is mapped into the
database, it is possible to create a new problem definition with up-to-date data
for each planning run.

7 Conclusion

In our opinion several conclusion can be drawn from the OOPUS development
process. The most important insight is that up-to-date information is at least as
important as well performing optimization algorithms. Especially the process of
providing this up-to-date information is not sufficiently supported in most PPC
and ERP tools. The modelling process we developed in the OOPUS-Project
can be easily adopted to other PPC implementations. The modelling process is
characterized by the following steps:

1. identify the actual requirements of the dispatchers
2. find the most suitable formal problem definitions for the production system
3. define a flexible formal model like the Model for Serial Manufacturing
4. transfer this model into a database scheme
5. provide easy access to the database

In this way, the problem of up-to-date information is solved in methodical
and verifiable way. At the same time, standard algorithms can be used to solve
the PPC problems tackled by the developed tool. OOPUS is today the leading
tool in production planning of two plants.
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Abstract. Radio Frequency Identification (RFID) is an established technology 
and has the potential, in a variety of applications, to significantly reduce cost 
and improve performance. RFID may dramatically change an organization’s 
capacity to obtain real-time information concerning the location and properties 
of tagged people or objects. However, simply adding RFID to an existing 
process is a losing proposition. The entire process should be reconsidered in 
order to take advantage of real-time inventory data and the near real-time 
tracking and management of inventory. As RFID-enabled applications will 
fulfill similar tasks across a range of processes adapted to use the data gained 
from RFID tags, they can be considered as software products derived from a 
common infrastructure and assets that capture specific abstractions in the 
domain. That is, it may be appropriate to design RFID-enabled applications as 
elements of a product line. This paper discusses product line architecture for 
RFID-enabled applications. In developing this architecture, common activities 
are identified among the RFID-enabled applications and the variability in the 
common activities is analyzed in detail using variation point concepts. A 
product line architecture explicitly representing commonality and variability is 
described using UML activity diagrams. Sharing a common architecture and 
reusing assets to deploy recurrent services may be considered an advantage in 
terms of economic significance and overall quality. 

Keywords: RFID, RFID-enabled application, software product line, product 
line architecture. 

1   Introduction 

Radio Frequency Identification (RFID) technology is considered the next step in the 
revolution affecting supply-chain management, retail, and beyond. At present, the 
reliability of RFID hardware is improving, the EPCglobal body is developing widely 
accepted standards [1, 2], and middleware firms are providing software to link RFID 
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data with business applications. Therefore, firms must modify relevant business 
processes to gain the full benefits from RFID [3, 4, 5, 6]. Although RFID middleware 
deletes duplicate readings from the same tag and helps manage the flow of data, 
developers are required to implement systems that derive meaningful high-level data, 
containing information that is more useful for the application than the simple RFID 
data itself. In implementing the RFID-enabled application, the developer must collect 
RFID data, access the data server to retrieve reference information for the RFID data, 
and process business logic. Most RFID-enabled applications will include these 
activities in processes adapted to use the raw data gained from RFID tags. Therefore, 
these activities may be considered as common components for the whole family of 
applications sharing the same architecture. As a result, RFID-enabled applications can 
easily be constructed by reusing them. However, actual management research and 
academic management literature on the use of RFID-enabled applications is still 
scarce. Work related to RFID-enabled applications focuses mainly on case studies and 
discussions of business opportunities. In order to develop RFID-enabled applications 
effectively, it is necessary to systematically identify common activities and to define a 
variability mechanism. 

Software product-line engineering is a method that prepares for future reuse and 
supports seamless reuse in the application development process. In particular, a 
software product line defines a Product Line Architecture (PLA), shared by the 
products, and a set of reusable components that implements a considerable part of the 
products functionalities. Analyzing the commonality and variability between products 
in a product line is one of the essential concerns that must be considered when 
building a product line. In this paper, we suggest a product-line engineering approach 
that systematically supports RFID-enabled application development. More concretely, 
we describe a method for developing PLAs for RFID-enabled applications that 
reflects the characteristics of process-oriented software. The architecture is described 
using UML activity diagrams, which are typically used for business process 
modeling, for modeling the logic captured by a single use case or usage scenario, or 
for modeling the detailed logic of a business rule. The architecture can explicitly 
represent common and variable activities in RFID-enabled applications. It also 
identifies variation points in the activities. Using this method, the development of 
RFID-enabled applications can be supported effectively. Further, the method 
enhances flexibility and reduces the expenses related to building new RFID-enabled 
applications. 

2   Background 

Logistics Information Technology (LIT) is the Korean national project for developing 
the next generation of logistics information technology. The research center for LIT 
has developed a prototype, Version 1.0, of the LIT RFID system [7]. In particular, 
several RFID-enabled applications, such as the u-PNU (Pusan National University) 
library system, an RFID blood management system, and an RFID warehouse 
management system [8], were developed and demonstrated using components 
developed by the LIT project, namely the RFID middleware, the Electronic Product 
Code Information Service (EPCIS), and the Object Naming Service (ONS). This 
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clearly showed that RFID-enabled applications include common components for a 
whole family of applications sharing the same architecture, and specialized 
components that are specific for an individual application. 

2.1   Software Product Line  

Software produce line engineering supports seamless reuse in the application 
development process by understanding and controlling their common and 
distinguishing characteristics [9]. The general product lines process is based on the 
reusability of core assets: requirements [10], architecture [11], and components. 
Commonality and variability analysis is the key to producing core assets in all 
product-line development processes. Weiss and Lai [12] define variability in product-
line development as “an assumption about how members of a family may differ from 
each other”. Fig. 1 shows a metamodel for representing the fundamental concepts of 
variability. 

related artifacts

1..*

1

VP Cardinalityrelevant to

0..*

Asset

Artifact Context
Variation Point

Variant

Artifact

Model

Artifact Constituent

 

Fig. 1. Variability model for a product line 

An asset provides a collection of artifacts. An artifact is a work product that can be 
created, stored, and manipulated by asset producers, consumers, and tools. An artifact 
may have a relationship to another artifact. It is specialized as the form of an artifact 
constituent and a model. The artifact constituents are the elements for specifying 
models in a specific domain. An artifact may be relevant to a particular artifact context 
such as a requirement, design, implementation, or test context. An artifact context 
helps explain the meaning of the elements in the artifact. An artifact constituent may 
have a variability point that needs to be altered by the asset consumer. It describes 
where, and in what respect, the artifact can be modified. Each variant is one way of 
realizing a particular variability and binding it in a concrete way. A variation point can 
have one or more variants. The variation point cardinality, denoted as association class 
VP cardinality in Fig. 1, tells an application developer how many variants can be 
applied to the variation point. 

In this paper, we will describe a product-line architecture that is the artifacts of a 
domain design context. 

2.2   RFID-Enabled (Business) Applications  

The RFID system is generally partitioned into three tiers: the reader layer, the RFID 
middleware layer, and the application layer. RFID middleware receives reader event 
streams (tags) from one or more RFID readers. It collects, filters, and cleanses these 
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reader events to make them available to the RFID applications. Included in its 
information are the logical reader name, tag value, direction, and time [13]. The 
application developer must collect RFID data, access the data server to retrieve 
reference information of RFID data, and process business logic to implement the 
RFID applications. That is, application developers must be conversant with RFID 
knowledge and communication techniques; substantial applications should involve 
additional codes, rather than just business logic, to process RFID data. 

For example, the scenario for the warehousing of products in an RFID-enabled 
warehouse management system (WMS)1 is as follows (Fig. 2):  

Business process

Warehousing 

Warehouse receiving dock

Warehouse

RFID Data

<tag>urn:epc:tag:sgtin-64:4.011562.0557083.19212150</tag>

<tag>urn:epc:tag:sgtin-64:4.011562.0557083.19212166</tag>

<tag>urn:epc:tag:sgtin-64:4.011562.0557083.19206803</tag>

:

RFID MiddlewareRFID Middleware

RFIDRFID--enabled Warehouse Management Systemenabled Warehouse Management System

RFID data processing

Authenticate
users 

Check 
non-conforming products

Check available 
period

Rule_n

Authenticated User.

Identify faulty products.

Authenticated User.

Identify expired products. Fail to authenticate User ID

…

…

Activity n Update inventory 
DB

Reorder Alert staff 

 

Fig. 2. An example scenario of the RFID-enabled warehouse management system  

1. A trailer reaches the warehouse receiving dock, a forklift goes inside the 
trailer and pulls out a pallet, the forklift then carries the pallet to the staging 
area where an RFID reader reads the RFID data from the product tag. The 
reader passes the data to RFID middleware, which collects the data, filters 
them, and removes duplicates. The middleware passes the RFID data to the 
RFID-enabled WMS.  

2. The RFID-enabled WMS receives the RFID data from the RFID 
middleware and communicates with the reference data servers to obtain the 

                                                           
1 This application was used to demonstrate an RFID middleware development, which was 

exhibited in Busan exhibition and convention center BEXCO at 2006/02/16~17. 
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product details. It checks the product information with the business rules, 
which are user defined, and signals that correct product has been received. 
The products are then accepted and stored in the warehouse. It also signals 
if the wrong product is received and the product is rejected and removed 
from the warehouse. The forklift then carries the pallet from the staging 
area. RFID data are analyzed using the business rules. These processes can 
detect non conforming products in real time and quickly correct mistakes 
and problems in the RFID system. 

3   Two-Layered PLA for RFID-Enabled Applications 

Fig. 3 shows the overall structure of a PLA for RFID-enabled applications. The lower 
layer in Fig. 3 contains the activities that process the raw RFID data. These activities 
are common to many RFID-enabled applications. Even though they are defined as 
RFID Common Activities, they may have variabilities that need to be altered by the 
application developer. In addition, the common flow of RFID common activities is 
defined. In this paper, variability is analyzed using the variation point concept. These 
common activities will be discussed further in section 4. 

Warehouse 
management 

systems 

Blood transfer 
management 

system 

Library 
management 

system 

…

RFID Data-
Processing Layer 

RFID-enabled 
Applications  Layer 

C_Act …

: Variation Point

RFID Common ActivityC_Act :

C_Act C_ActC_Act

 

Fig. 3. Two-layered structure for RFID PLAs 

The upper layer of Fig. 3 shows PLA models for RFID-enabled applications, with 
common activities of gray boxes and variable activities of white boxes. It contains the 
RFID common activities identified in the lower layer, common activities for an 
individual domain, and variant (application-specific) activities. This layer will be 
discussed further in section 5. 

4   RFID Data-Processing Layer 

The RFID common activities are identified in the domain requirements analysis step. 
They include properties such as commonality and variability that were analyzed in 
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this step. Fig. 4 shows a partial Primitive Requirement (PR) [10] matrix of RFID-
enabled applications, where the PRs identified are listed in the first column and the 
context names of the RFID-enabled applications are shown in other column headers. 
An “O” at the intersection of PRi and contextj indicates that the PRi is found in 
contextj. An “X” indicates that contextj does not have the PRi. 
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Fig. 4. PR-context matrix of the RFID-enabled applications 

The determination of whether a PR can be reused is based on its frequency of 
appearance in the PR matrix (i.e., the commonality ratio of the PR). Using this matrix, 
two or more different PRs with similar functionalities can be generalized into one PR 
by abstracting the differences into variability. For example, as Fig. 4 indicates, PR3.1, 
PR3.2, and PR3.3 can be generalized into a single PR, Subscribe the ECspec with 
variability. 

4.1   RFID Common Activities  

The RFID common activities can be derived from the PR-context matrix during 
domain requirements analysis. Each identified RFID common activity is categorized 
as one of three types: 

 Trigger activity 
A trigger activity specifies processes that request RFID data. It consists of 
elements that describe the RFID data of interest and the RFID reader-control 
information related to the events, such as a start or stop trigger for an event cycle, 
the repeat period, and the duration. In addition, it specifies an element that 
receives RFID data from the RFID middleware. TimeTrigger events make it easy 
for developers to build two classes of RFID-enabled application: real-time 
applications and batch-oriented applications. 

 Reference activities 
In general, rules are statements of knowledge derived from other knowledge by 
using an inference or a mathematical calculation. In an RFID-enabled application, 
to apply the business rule to RFID data, the reference data related to the RFID data 
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must be accessed. These reference data are retrieved from an information service. 
An EPCIS is the networked database that stores the additional data associated with 
the tagged object [14]; it provides a standard interface for access and permanent 
storage of EPC-related data, for read-and-write access by authorized parties. 
EPCglobal defines an ONS [15] and EPCISs to exchange product level 
information in the networks for RFID data and product data. A reference activity 
contains EPCIS activity, ONS activity, and EPCIS Discovery Service (DS) 
activity, which retrieve data from EPCIS, ONS, and EPCIS DS [16], respectively. 
In addition, it specifies a computation activity for mathematical calculation. In this 
paper, only the EPCIS activity will be discussed. 

 Rule manager activities 
A business rule constrains some aspects of the business that are related to the 
RFID data and the reference data. To prevent inaccurate data from being 
transmitted to applications, the business rules deal beforehand with erroneous or 
missing information. Rule manager activities process the business rules that are 
required in the applications. These are composed of several condition and action 
activities. A condition activity specifies the RFID business conditions that enable 
filtering of irregular RFID data. An action activity specifies the processes that 
notify the application of the subscribed events, or that specify the invocation of 
actions in response to an event. If the conditions of the rule are not satisfied, the 
rule execution notifies an exception. For example, if a shipment of 24 cases is 
expected but only 20 tags are read when it arrives, the system can send an alert so 
that the operator can check the pallet. It automatically triggers any alerts that were 
incorporated into the business rules. 

4.2   Variation Points in RFID Common Activities  

A variation point that needs to be altered by the asset consumer should describe 
where, and in what respect, the activity can be modified. The variation points 
included in each RFID common activity are listed in Table 1. In addition, the RFID 
 

Table 1. The variation points in RFID common activities 

RFID common activity Variation Point  

TimeTrigger event Setting of trigger time 
 

Trigger 
activity 

Trigger activity Event request method  
Variables for receiving event 

Reference 
activity 

EPCIS activity 

Query statements 
getEPCSchema / getEPCAttribute / 
getEPCClassSchema / getEPCClassAttribute  

Parameters required in a query statement 
EPC / Schema / Xpath / EPCClass 

Condition activity  The business rule Rule manager 
activity Action activity  The RFID business event name 

 The result of the corresponding business rule 
A related data component 
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common activities are analyzed and modeled using a UML2 activity diagram. For 
example, the variation-point analysis model for the ECPIS activity is shown in Fig. 5. 
The variation points are explicitly denoted by the stereotype <<v.p>> in the activity 
diagram. If the variation points are bound at runtime, the binding values (i.e., 
variants) are parameterized in the activity diagram. 

 

Fig. 5. The variation-point analysis model for EPCIS activity 

4.3   The Common Flow with RFID Common Activities  

The common flow with RFID common activities becomes a base architecture for the 
PLA of RFID-enabled applications. This is shown in Fig. 6 as a UML activity 
diagram. It is composed of the RFID common activities previously described. The 
diagram is divided into three partitions (called swim lanes) by using vertical lines, 
which separate the activity categories. Each activity is embodied in the PLA of a 
specific RFID domain. The stereotype in each activity specifies how many instances 
can be realized from the RFID common activity in the PLA. That is, stereotype 
<<0..*>> implies that the activity may be realized at least zero times in a PLA. For 
example, the activity “Retrieve reference data of EPC” may be realized more than 
once or may not be realized at all in the domain of RFID-enabled Smart Shelf 
applications. In addition, an RFID-enabled application may be a real-time triggered 
application or a batch-oriented application.  In the former case, the applications are 
automatically executed whenever items with an RFID tag are read by the RFID 
reader. In the latter case, the applications may have the function of setting a time 
interval for periodic scanning. The time interval can range from once at a particular 
time every day to once every second. Thus, the TimeTrigger event is represented 
using time-event notation. “Check business rule”, “Trigger alert”, and “Trigger 
business process” within rule manager activity are realized as a package. 
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Fig. 6. The common flow with RFID common activities 

5   RFID Business Application Layer 

This layer allows developers to quickly create specialized vertical solutions (PLAs) 
across a wide range of RFID-enabled applications. We describe a PLA in detail using 
a case study of RFID-enabled Smart Shelf applications, in other words smart-shelf 
domain. The smart shelves are equipped with readers that inform the store staff when 
the shelves have to be replenished. The system provides complete data acquisition 
control over the products on the shelves with real-time event triggering and automatic 
inventory capture. Furthermore, smart shelves automatically recognize when the 
expiration date has been exceeded, and inform the staff accordingly. The PLA is 
developed in two phases as follows: 

5.1   Identification of Domain Activities  

Firstly, most of the activities that should be processed in RFID-enabled applications are 
identified. The activities can be driven by the embodiment of RFID common activities 
or by analysis of the specific RFID domain. In the smart shelf domain example, the 
“Check business rule” RFID common activity is embodied into three activities: “Check 
product quantity”, “Check expiration date of product”, and “Check the misplaced 
product” as shown in Fig. 7. In addition, a smart shelf can provide an alert when it is 
time to restock or when a potential shoplifting situation arises because an unusual 
number of products are removed simultaneously. Therefore, there are “Alert staff with 
picking list”, “Alert staff with removing list,” and “Alert staff with rearrangement 
message” activities driven by the “Trigger alert” RFID common activity. The variation 
points in RFID common activities are bound to variants according to the requirements 
of RFID-enabled applications. In the smart shelf domain, the variation points in EPCIS 
activity are bound to getEPCAttribute as a query statement, and to EPC, schema, and 
xpath as parameters. Those activities that are embodied from RFID common activities 
are explicitly represented using the stereotype <<RFID>>. The activities that are 
extracted by analyzing the RFID domain are “Update inventory bookstock” activity, 
“Find product type in backroom” activity, and etc.  
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Fig. 7. The two types of activity identified in the smart shelf domain 

5.2   PLA for RFID-Enabled Applications 

The PLA should explicitly represent commonality and variability. The base 
constituent for representing the PLAs in this paper is a domain activity. We define the 
domain activity as activity involving property. The domain activity may or may not 
appear in application architecture depending on the extent to which the domain 
activity has the property of being common or optional. As shown in Table 2, this 
domain activity property has four possible types. 
 

Table 2. Property types of domain activity 

Property 
type 

Description Stereotype  Notation  

Common 
The activity should be 
realized in most 
applications. 

<<common>> 
Can be omitted. 

 

Optional 
The activity may only 
be realized in a specific 
application. 

<<optional>> 
 

Generalized 
common 

Two or more different 
domain activities with 
similar functionalities 
are generalized into one 
domain activity by 
abstracting the 
differences into 
variability. In addition, 
the property of the 
generalized domain 
activity is common.  

 <<g-common>> for 
generalized domain 
activity (can be 
omitted) 

 <<variant>> for 
domain activities 
generalized 

 <<default>> for 
preset variant domain 
activity which will 
always be followed 

 

Generalized 
optional 

The property of the 
generalized domain 
activity is optional. 

 <<g-optional>> for 
generalized domain 
activity 

 <<variant>> for 
domain activities 
generalized 

 

<<optional>>

<<g-common, 
1..n>>

<<variant>> <<variant>>

<<g-optional, 
0..n>>

<<variant>> <<variant>>

<<common>>
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Table 3. The stereotypes used in PLAs 

 
Property Activity  

Generalized 
activity 

Variant 
activity 

common 
<<RFID>> <<RFID>> 

<<1..n>> 
<<RFID>> 
<<variant>> 

RFID common 
activity 

optional 
<<RFID>> 
<<optional>> 

<<RFID>> 
<<optional>> 
<<1..n>> 

<<RFID>> 
<<variant>> 

common - <<0..n>> <<variant>> Domain specific 

optional 
<< optional >> << optional>> 

<<0..n>> 
<<variant>> 

The variability of domain activities is explicitly represented in the PLA by the 
stereotypes described in Table 2. To model the relationships between the generalized 
activity and variant activities, we use a dependency relationship. The <<abstraction>> 
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Fig. 8. PLA for Smart Shelf 
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relationship, which is one type of dependency, can be used because the relationships 
involve abstraction. In addition, because a generalized domain activity can have one 
or many variant domain activities, it is necessary to indicate how many variant 
domain activities can be realized in a specific application. This information is also 
described by using a stereotype in a generalized domain activity. All stereotypes used 
in the PLA are summarized in Table 3. Stereotypes that may be omitted, such as 
<<common>> and <<g-common>>, are not described. 

Fig. 8 shows a partial PLA for the smart shelf domain. Because this application is 
triggered in real time, a TimeTrigger element is not realized in this domain. That is, if 
a product is removed from or added to the shelf, the RFID reader detects the 
movement and triggers the application. The domain activities driven from the 
embodiment of RFID common activities are denoted by stereotype <<RFID>>. The 
common properties of the domain activities are represented without stereotypes. Only 
several applications in the smart shelf domain may have the function of managing 
expiration dates, so the property “Check expiration date of product” is determined as 
optional. The PLA is designed to automatically trigger any alerts that were 
incorporated into the business rules. Further, the application may inform its owner or 
alert store staff directly when an RFID-tagged product is approaching its expiration 
date. Thus, the functions are realized as variant activities, and the generalized activity 
“Alert about expired date” is related to its variants. At this time, at least one variant 
must be realized in a specific application. The stereotype <<1..2>>  implies the count 
of realizable the variants in a specific application.  

6   Related Work 

Representing variability in the PLA for process oriented applications. Referring 
especially to product line architecture, an important task is to analyze the domain and 
to identify the commonalities and variabilities of the domain. The FORM (Feature-
Oriented Reuse Method) [17] was developed as an extension of the FODA (Feature-
Oriented Domain Analysis) method [18]. The main characteristic of FORM is its 
four-layer decomposition, which describes different points of view on product 
development. However, this does not address explicitly the variations in the reference 
architecture, and entails complexity when many variants must be represented. In [19], 
variation is represented using patterns associated with discriminants. A discriminant 
has three types: single, multiple, and optional, and is closely related to the division of 
feature properties into mandatory, optional, and alternative. It does, however, not 
emphasize characteristics of variation at the design level. Gomma explained the 
product line design phase in connection with features [20]. He strived to describe of 
design models with explicit variations in structural and dynamic views. However, all 
alternative variants appear at the same level in those models, so they are complex 
even in the simple case study. Because model elements that have common or optional 
properties may be modified when applied, variants should be modeled separately at 
the detailed level.  

Methodology for supporting the development of RFID-enabled applications. RFID 
has recently gained enormous attention in various industry sectors, in the media, and 
in academic research. However, management research and academic management 
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literature on the use of RFID is still scarce. The publications that cover RFID 
applications focus mainly on case studies and discussions of business opportunities. 
Vendors such as Sun Microsystems [3], IBM [4], Oracle [5], and Microsoft [6], have 
been extending their application development and middleware technology stacks to 
handle RFID. In order to realize the time and cost benefits associated with RFID, 
certain business processes should be changed. Existing business processes should 
adapt to using data gained from RFID tags. To the best of our knowledge, few 
existing approaches focus on an RFID technology integration of development 
methodologies i.e., focusing on how RFID-enabled applications are organized and 
developed.  

7   Conclusions and Future Work 

PLA can play an important role in managing the complexity of software and in 
reducing its cost of development and maintenance. In addition, RFID technology can 
be used to significantly improve the efficiency of business processes by providing the 
capabilities of automatic identification and data capture. Obviously, RFID technology 
and applications based on product line are still developing. This paper has proposed 
an approach to developing PLAs in the RFID domain. We first identified the common 
activities in the RFID domain and analyzed their variability. Then we suggested a 
modeling approach that explicitly represented these variabilities in the PLA model. 
Using this PLA, we have developed several RFID-enabled applications. These results 
show that RFID-enabled applications do not have to involve additional analysis of 
RFID data processing, thereby substantially reducing the cost of developing and 
managing RFID applications.  

Currently, we are working with a company on implementing RFID-enabled 
logistics, based on the technique of the proposed PLA. Our future research activities 
will include an extension to the RFID PLA, which will enable processing of RFID 
readers and other types of sensors, such as temperature, humidity, shock, and location. 
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