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Abstract. In a face-to-face interaction, the addressee exploits both the verbal and 
nonverbal communication modes to infer the speaker’s emotional state. Is such an 
informational content redundant? Is the amount of information conveyed by each 
communication mode the same or is it different? How much information about the 
speaker’s emotional state is conveyed by each mode and is there a preferential red 
communication mode for a given emotional state? This work attempts to give an 
answer to the above questions evaluating the subjective perception of emotional 
states in the single (either visual or auditory channel) and the combined channels 
(visual and auditory). Results show that vocal expressions convey the same 
amount of information as the combined channels and that the video alone conveys 
poorer emotional information than the audio and the audio and video together. In-
terpretations of these results (that seem to not support the data reported in litera-
ture proving the dominance of the visual channel in the emotion’s perception) are 
given in terms of cognitive load, language expertise and dynamicity. Also, a 
mathematical model inspired to the information processing theory is hypothesized 
to support the suggested interpretations.  

1   Introduction 

It has been and remains difficult to define emotions, and this difficulty continues, 
even though there have been a lot of attempts to characterize emotional states. The 
proposed approaches to understand emotions are centered on finding insights on what 
emotions are, but the question still remains unanswered. James [44] was the first to 
posit the question and to indicate the bodily approach as a first coherent approach to 
explain emotions. According to James, emotions are the feeling of <<…bodily 
changes that follow directly the perception of the exciting fact…>>, whereas in Dar-
win’s opinion [16] they are patterns of actions deriving from our evolutionary or indi-
vidual past and may be <<…of the least use…>> in our modern context. Along the 
past centuries, the social role of emotions has been differently interpreted and they 
have been either considered as conflicting aspects of soul (Plato, 450 B.C.[60]) or 
essential in the context of the Ethic (Aristotele, 384 B.C.[5]) as well as disturbing 
passions (Descartes, 1649 [38]) or as playing a central role in the human behaviour 
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[64]. Theory of emotions tends to privilege inner and psychological motivations but 
modern anthropologists conceive emotions as socially embedded responses that 
<<…take on behavioural significance within a field of culturally interpreted person-
person and person-situations relations... [80]>>. During the last century, the study of 
emotions involved different scientific fields and today the effort among psychologists, 
neurologists, anthropologists, and moral philosophers is to converge towards a holis-
tic theory of emotion. However, there is still the need to define emotions and below a 
working definition is proposed. 

1.1   A “Working Definition”  

A working definition is not “the definition”. It is just a way to deal with a phenome-
non that is not yet entirely understood to provide an orientation. Such a definition can 
be changed as soon as new relevant explanations are discovered. On this premise, the 
central condition of emotions is considered to be the evaluation of an event. A person 
is consciously or unconsciously evaluating an external or internal event that is rele-
vant to him or to some of his concerns or goals. This is what the psychologists call the 
appraisal phase. At the core of this evaluation (or concurrently with this evaluation) 
there is a “readiness to act” and the “prompting of plans” [32-33] that allow the per-
son to handle the evaluated event producing appropriate mental states accompanied 
by physiological changes, feelings,  and expressions. This process can be schematized 
in the diagram reported in Figure 1 which is a personal interpretation of the feedback 
loop proposed by Plutchik [61-62].  

 

Fig. 1. A personal interpretation of the feedback loop proposed by Plutichik [61] 

The above interpretation assumes that after the evaluation of an event there are sev-
eral processes that take place concurrently to the readiness of action. They all affect 
each other and it is possible that none of them has a primary role. They are all the 
result of mental processes that take over on the current cognitive state to handle the 
subject’s emotional state. This interpretation is in accord with the largely accepted 
definition of emotions proposed, among others, by Plutchik [61-62], Frijda [32-33], 
and Scherer [66, 70], even though it may differ by not assigning a priority to any of 
them. Our idea is that, being emotions experienced as a comprehensive manifestation 
of feelings, expressions, physiological changes, action readiness, and prompting of 
plans, assigning a subsidiary role to any of these signals would produce a restricted 
interpretation of their essence as a whole.   
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According to many authors (see also Oatley and Jenkins [58]) emotions have sev-
eral functional roles, among these the most important in driving social interaction are: 

1. They solicit appropriate reactions to events that happen unexpectedly and 
demand immediate action; 

2. They act as signs (exhibited through a variety of comportments) made for 
the purpose of giving (consciously or unconsciously) notice of a plan of fu-
ture intents;  

3. They play a communicative function. 

However, the above functions, do not completely define the role of emotions and 
why they should exist. At the date, a unique scientific theory of emotions is not yet 
available. Scientists are debating on divergent opinions ranging from evolutionary vs. 
socio-cultural theories [12-13, 22, 24, 29-30, 32-33, 40-41, 44, 48-51, 59, 61-62, 70]. 
It is not in the aims of this work to discuss on them and an interested reader can find 
very fascinating highlights in the book of Oatley and Jenkins [58]. Our primary aim is 
on the expressions of emotions, on the perceptual features exploited to recognize them 
from facial expressions, voice, and body movements, and on trying to establish if 
there is a preferential channel for perceiving an emotional state. These will be the 
arguments discussed in the following sections.  

2   The Expressions of Emotions 

We are not sure that the term “expressions” is clearly identifying what we call the 
“expressions of emotions”. This is because, as stated above first, expressions cannot 
be separated from emotions as secondary processes, and second, in our opinion, also 
physiological changes and feelings are “expressions” of emotions. However, in this 
context, the term “expressions” is used to indicate what is perceived on the emotional 
states in the face-to-face interaction. In this sense, we restricted ourselves to consider 
the perceptual appearance of emotional states, i.e. the facial, the vocal, and the ges-
tural expressions of emotions. Two of them, the facial, and the vocal, have received a 
lot of attention by many authors, while gestures have been, at the date, partially ne-
glected. Verbal communication is not considered as an expression of emotions. 
Firstly, because it seems to involve less immediate and different cognitive processes; 
and secondly, because the expression of emotions through the verbal channel meets 
lexical difficulties due to the fact that often subjects can hardly label or recognize 
their emotional state. We will summarize the main findings about the expressions of 
emotions in these three domains and we will present some interesting perceptual data 
on the emotional information conveyed by the visual and the auditory channels. 

2.1   The Facial Expression of Emotions  

Facial expressions as markers of emotions were first suggested by Darwin [16]. Dar-
win approached the study of facial expressions of emotions from a biological point of 
view considering them as innate “ancient habits” that can partially be modified by 
learning and imitation processes. This idea was debated by several authors, among 
whom the most representatives were Klineberg [48], La Barre [50], and Birdwhistell 
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[7], and more recently by White and Fridlund [29-30, 80], according to whom any 
behaviour, and therefore also facial expressions of emotions, are learned.  

Darwin’s approach was recovered and reinforced about a century later by Tomkins 
[77-79], which posits the basis for the research on the instrumental role of facial 
movements and facial feedbacks in experiencing emotions. According to Tomkins,  
emotions are the driving forces of our primary motivational system acting as amplifi-
ers of what we receive from the environment, and our face is the most important ex-
pression of them. This is because facial expressions of emotions are universally 
shared. People from different cultures can easily recognize a happy or a sad face be-
cause of an “innate affective program” for each of what is considered “a primary 
emotion” that acts on the facial musculature to produce emotional facial expressions. 
On this research line, Ekman [21-23] and Izard [39-41] identified a small set of emo-
tions (the primary ones) associated with a unique configuration of facial muscle 
movements and both developed some anatomically based coding systems (the Facial 
Action Coding System, (FACS) [20, 25-26], the Maximally Discriminative Facial 
Movement Coding System (MAX) and AFFEX [42-43] for measuring facial behav-
iours and identifying emotional expressions. The three systems are different both in 
the primary emotions they include (only six for Ekman - happiness, sadness, anger, 
fear, surprise, and disgust; nine for Izard) and in the expressions they assign to some 
of them. Sophisticated instruments, such as facial EMG (Electromyography) were 
used [12-13, 72-74] to asses the above facial coding systems when emotional infor-
mation was not visually perceptible in facial actions. Nevertheless, such studies 
proved that distinction among primary emotions or more generally among negative 
and positive emotions, was not possible using either visible or EMG information on 
facial expressions. 

At the date, the role of facial expressions of emotions in identifying and recogniz-
ing emotions is debated among two theories: 

1. The “micro-expression hypothesis” which assumes that emotion-specific fa-
cial expressions do exist even when they are not visually perceptible and they 
emerge as visible expressions as the emotional intensity increases  
[72-74]. This means that an innate program that controls our facial muscula-
ture does exist and it changes our face when we are emotionally involved; 

2. The “ethological perspective” that assumes that facial expressions are not di-
rectly related to emotional states, being signals associated to the communica-
tive context [29-30]. The essence of this theory is that “we make faces”. They 
are contextual to the moment and the particular situation. Facial expressions 
may have nothing to do with our emotional states. 

2.2   The Vocal Expressions of Emotions 

Emotions produce changes in respiration, phonation, and articulation which in turn 
affect vocalizations and the acoustic parameters of the corresponding signal [2, 4, 6, 8, 
15, 17-19, 31, 34, 67-69, 71]. Measurements of emotional speech are derived from three 
perceptual cues such as loudness, pitch, and timing,  which in turn are expressed in 
changes of acoustic variables such as: amplitude (which is the measure of sound pres-
sure), and sound intensity (which is the measure of sound energy at different frequen-
cies) for loudness; the fundamental frequency (F0) of the signal (measured in Hz), and 
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some derived measures on F0 for pitch; and speaking rate, utterance and syllable 
lengths, empty and filled pauses for timing. The search for acoustic features that de-
scribe emotional states in speech is performed through long-term or supra-segmental 
measurements since emotions are expected to last more than single speech segments and 
therefore, sophisticated acoustic measurements have been proposed to detect vocal 
expressions of emotions. Apart from F0 frequency [45, 56], these measurements include 
the spectral tilting [45], the  vocal envelope [71] - defined as the time interval for a 
signal to reach the maximum amplitude and decay to zero amplitude -  the Long Term 
Average Spectrum (LTAS), the energy in different frequency bands, some inverse filter-
ing measurements [47, 57], the F0 contour, the F0 maximum and minimum excursion, 
and the F0 jitter - random fluctuations on F0 values [2, 28, 63].  Exploiting this research 
line, the cited authors identified some acoustic correlates of vocal expressions for some 
primary emotions (see [63, 67]). However, these studies have shown that the perceptual 
and acoustic cues to infer emotional states from speech may be complex as much as 
using physiological variables and facial expressions, and that the acoustic and temporal 
features that can be used to unequivocally describe emotions have not yet been identi-
fied because of the many sources of variability associated with the speech signal. 

2.3   The Gestural Expressions of Emotions 

Gesturing is what people unconsciously do when approaching each other and under-
standing gestures is crucial to understand social interactions. The Oxford Dictionary 
of English defines a gesture as “a movement of the body, or any part of it, that is 
considered as expressive of thought or feeling”. This definition incorporates a very 
large set of body expressions and movements among these facial expressions but also 
face directions, hand movements, eye contact, posture, proxemics (study on varying 
patterns of physical proximity), touch, dressing, and so on. Therefore, excluding fa-
cial expressions, there is a lot that has been neglected about emotional gestures. Three 
fundamental questions remain uncovered in this field: 

 What can gestures tell about human emotions? 
 Which gestures are exhibited for a particular emotion? 
 Do humans make use of such non verbal cues to infer a person’s emotional 

state and how?  

At present there is limited knowledge about the extent to which body movements 
and gestures provide reliable cues to emotional states even though several authors 
have suggested that the use of body motion in interaction is part of the social sys-
tem and therefore body movements not only have potential meaning in communica-
tive contexts but can also affect the interlocutor’s behavior [3, 7, 9-10, 14, 36, 46, 
52-55]. However, these studies were often concerned with gestures (in particular 
hand gestures) used jointly with verbal communication and therefore showing inti-
mate relationships between the speaker’s speech and actions and the listener’s non-
verbal behaviors [36, 46, 52]. These gestures may have nothing to do with emotions 
since according to Ekman and Friesen [20, 25-27] affective displays are independ-
ent from language. However, there is subjective evidence that variations in body 
movements (e.g. gait, body posture) and gestures (e.g. hand position) convey im-
portant information about people's emotions. To this aim, the author performed  
an informal perceptual experiment showing to about 50 people participating at a 



254 A. Esposito 

conference (Workshop on Nonlinear Speech Processing held in Crete, Greece, Sep-
tember 2005) two silent cartoon characters. One of them displayed a rapid body 
movement one step back, the other a rapid open hand movement that covered first 
the eyes and then the face. All the participants attributed to the characters an emo-
tional state of fear and worry respectively, suggesting that they were able to use 
gestural information to infer emotional states.  

At the date, relationships between bodily activity and emotional communicative 
functions remain a research field to be investigated even though several authors  
[2, 9-10, 14, 44, 54-55, 65] have drawn attention to the existence of relationships 
between body posture, head movements, hand gestures (in particular those named 
adapters by [27]) and emotions.  

3   The Proposed Research Work 

Two procedures have been employed to study emotional states:  

 The coding procedure that investigates emotional features eliciting emotional 
states through actor portrayals, induction or clandestine recordings of natu-
rally occurring emotions; 

 The decoding procedure that evaluates the listeners’ ability to recognize 
emotional states from speech, gestures and gaze expressions. 

Whatever was the exploited procedure, emotions and the related perceptual cues to 
infer them, have always been investigated, to our knowledge, considering separately 
the three expressive domains discussed above, even though, some studies have sug-
gested that one of them could be preferential with respect to the others. In particular, 
some studies sustain that facial expressions are more informative than gestures and 
vocal expressions [21, 23, 37, 39], whereas others suggest that vocal expressions are 
more faithful than facial expressions in expressing emotional states since physiologi-
cal processes, such as respiration and muscle tension, are naturally influenced by 
emotional responses [4, 11, 66-69]. It should also be noted that while the power of the 
vocal expressions in expressing emotional states has been tested dynamically along 
the time dimension because speech is intrinsically a dynamic process, for the facial 
expressions, a long established tradition attempts to define the facial expression of 
emotion in terms of qualitative targets - i.e. static positions capable of being displayed 
in a still photograph. The still image usually captures the apex of the expression, i.e. 
the instant at which the indicators of emotion are most marked. However,  in the daily 
experience, also emotional states are intrinsically dynamic processes and associated 
facial expressions are varying along time. Is dynamic visual information still emo-
tionally richer than auditory information? To our knowledge, at the date, there are no 
data in literature that attempt to answer this question.  

At the light of the above considerations, our research proposal is to use the decod-
ing procedure to try to answer the following questions: 

 Which of the two domains is most expressive of emotional states? 
 Does the perception of the speaker’s emotional state require both vocal and 

visual information or is emotional information “redundantly” transmitted both 
by the visual and the auditory channel? 
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 Is there any preferential channel and can it be culturally specific? 
 Could a channel be preferential for an emotional state with respect to another 

in a given culture? 
 Which channel is preferential for a foreign culture? 

Answering these questions will allow to identify emotional features of some basic 
emotions through a cross-modal evaluation of the visual and auditory channel. The 
final goal is to identify which modality should be considerably enhanced (reducing 
computational costs) in the development of embodied conversational agents, i.e. com-
puter interfaces represented by lifelike human or animal characters capable of per-
forming believable actions and naturally reacting to human users. 

To answer the above questions we set up a series of perceptual experiments that 
evaluated the subjective perception of emotional states in the single (either visual or 
auditory channel) and the combined channels (visual and auditory). We exploited 
video clips extracted from movies (in our case, Italian movies). This choice allowed 
to overcome two critiques generally moved to perceptual studies of the kind pro-
posed: 1) the use of video clips avoided the stillness of the pictures in the evaluation 
of the emotional visual information; 2) even though the emotions expressed in the 
video clips were still simulations under studio conditions (and may not have repro-
duced a genuine emotion but an idealization of it) they were able to catch up and 
engage the emotional feeling of the spectators and therefore we were quite confident 
of their perceptual emotional contents. 

3.1   Materials 

The collected data are based on extracts from Italian movies whose protagonists were 
carefully chosen among actors and actresses that are largely acknowledged by the 
critique and considered capable of giving some very real and careful interpretations. 
The final database consists of audio and video stimuli representing 6 basic emotional 
states: happiness, sarcasm/irony, fear, anger, surprise, and sadness. We introduced 
sarcasm/irony to substitute the emotional state of disgust, since after one year of 
movie analysis only 1 video clip was identified for this emotion. 

For each of the above listed emotional states, 10 stimuli were identified, 5 ex-
pressed by an actor and 5 expressed by an actress, for a total of 60 audio and video 
stimuli. The actors and actresses were different for each of the 5 stimuli to avoid bias 
in their ability to portray emotional states. The stimuli were selected short in duration 
(the average stimulus’ length was 3.5s, SD = ± 1s). This was due to two reasons: 1) 
longer stimuli may produce overlapping of emotional states and confuse the subject’s 
perception; 2) emotional states for definition cannot last more than a few seconds and 
then other emotional states or moods take place in the interaction [58]. Consequently, 
longer stimuli do not increase the recognition reliability and in some cases they can 
create confusion making the identification of emotions difficult, since in a 20 seconds 
long video clip, the protagonist may be able to express more than one and sometimes 
very complex emotions.  

Care was taken in choosing video clips where the protagonist’s face and the upper 
part of the body were clearly visible. Care was also taken in choosing the stimuli such 
that the semantic meaning of the sentences expressed by the protagonists was not 
clearly expressing the portrayed emotional state and its intensity level was moderate. 
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For example we avoided to include in the data, sadness stimuli were the actress/actor 
were clearly crying or happiness stimuli where the protagonist was strongly laughing. 
This was because we wanted the subjects to exploit emotional signs that could be less 
obvious but that were generally employed in every natural and not extreme emotional 
interaction. From each complete stimulus - audio and video - we extracted the audio 
and the video alone coming up with a total of 180 stimuli (60 stimuli only audio, 60 
only video, and 60 audio and video). 

The emotional labels assigned to the stimuli were given first by two expert judges 
and then by three naïve judges independently. The expert judges made a decision on 
the stimuli carefully exploiting emotional information on facial and vocal expressions 
described in the literature [4, 20-21, 25-26, 42-43, 66-68] and also knowing the con-
textual situation the protagonist is interpreting. The naïve judges made their decision 
after watching the stimuli several times. There were no opinion exchanges between 
the experts and naïve judges however, the final agreement on the labelling between 
the two groups was 100%. The stimuli in each set were then randomized and pro-
posed to the subjects participating at the experiments.  

3.2   Participants 

A total of 90 subjects participated at the perceptual experiments: 30 were involved in 
the evaluation of the audio stimuli, 30 in the evaluation of the video stimuli, and 30 in 
the evaluation of the video and audio stimuli. The assignment of the subjects to the 
task was randomly. Subjects were required to carefully listen and/or watch the ex-
perimental stimuli via headphones in a quite room. They were instructed to pay atten-
tion to each presentation and decide as quickly as possible at the end, which of the 6 
emotional states was expressed in it.  Responses were recorded on a matrix paper 
form (60x8) where the rows listed the stimuli’s numbers and the columns the 6 possi-
ble emotional states plus an option for any other emotion not listed in the form, plus 
the option that they recognized a neutral state in the presentation. Each emotional 
label given by the participants as an alternative to one of the six listed emotions was 
included in the emotional classes listed above only if criteria of synonymity and/or 
analogy were satisfied otherwise it was included in a class labelled “others”.  

For each emotional stimulus, we computed the frequency response distribution 
among the 8 emotional classes under examination (happiness, sarcasm/irony, fear, 
anger, surprise, sadness, others, and neutral) and the percentage of correct recognition. 

3.3   Results 

Table 1 reports the confusion matrix for the audio and video condition. The numbers 
are percentages computed over the number of the subject’s correct answers to each 
stimulus and averaged over the number of the expected correct answers for each emo-
tional state. 

The data displayed in Table 1 show that, in the audio and video condition, the 
higher percentage of correct answers - 75% - was for sadness (in 14% of the cases 
confused with the irony), followed by 64% of correct answers for irony (in 12% of 
the cases confused with surprise). Anger reached 60% (confusion was made for 11% 
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Table 1. Confusion matrix for the audio and video condition. The numbers are percentages 
computed considering the number of subject’s correct answers over the total number of ex-
pected correct answers (300) for each emotional state.   

Audio and 
Video  

Sad Ironic Happy Fear Anger Surprise Others Neutral  

Sad 75 14 0 2 2 0 4 3 
Ironic 2 64 5 3 7 12 3 4 
Happy 1 29 50 3 0 11 0 6 
Fear 19 2 2 48 4 15 7 3 
Anger 5 10 1 11 60 0 8 5 
Surprise 0 8 5 14 2 59 0 12 

Table 2. Confusion matrix for the video condition. The numbers are percentages computed 
considering the number of subject’s correct answers over the total number of expected correct 
answers (300) for each emotional state.   

Video  Sad Ironic Happy Fear Anger Surprise Others Neutral  
Sad 49 9 6 9 3 4 7 13 
Ironic 8 49 10 2 5 4 8 14 
Happy 1 24 61 3 1 4 2 4 
Fear 5 2 3 59 14 8 6 3 
Anger 3 6 1 9 68 4 3 6 
Surprise 4 7 6 11 13 37 4 18 

of the cases with fear, and 10% with irony), and surprise 59% of correct answers 
(confusion was made for 14% of the cases with fear, and 12% with a neutral expres-
sion). In all cases the percentage of correct recognition was largely above the chance. 
Surprisingly, happiness and fear were not very well recognized. Happiness had 50% 
of correct answers but was significantly confused with irony in almost 30% of the 
cases and partially confused with surprise in 11% of the cases. The percentage of 
correct answers for fear was 48% and it was confused with sadness and surprise by 
almost 20% and 15% of the cases respectively.  

Table 2 reports the confusion matrix for the video condition. The numbers are per-
centages computed over the number of the subject’s correct answers to each stimulus 
and averaged over the number of the expected correct answers for each emotional 
state. 

The data displayed in Table 2 show that, in the video condition, the higher percent-
age of correct answers - 68% - was for anger (the higher confusion, 9%, was with 
fear), followed by 61% of correct answers for happiness (significantly confused - 
24% - with irony). Fear reached 59% of correct answers (confusion was made in 14% 
of the cases with anger). Sadness and irony obtained both the 49% of correct an-
swers. The highest confusion was on neutral expressions that had 13% and 14% for 
sadness and irony respectively. Surprise was not well recognized getting only 37% of 
correct answers. The higher confusion was spread out among anger -13%- fear -11%- 
and neutral -18%.  
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Table 3. Confusion matrix for the audio condition. The numbers are percentages computed 
considering the number of subject’s correct answers over the total number of expected correct 
answers (300) for each emotional state.   

Audio  Sad Ironic Happy Fear Anger Surprise Others Neutral  
Sad 67 7 0 7 1 1 4 13 
Ironic 9 75 7 2 2 4 0 1 
Happy 5 25 48 8 1 5 1 7 
Fear 12 3 6 63 6 5 2 3 
Anger 2 9 0 10 77 0 1 1 
Surprise 5 21 3 19 4 37 2 9 

Table 3 reports the confusion matrix for the audio condition. Again, the numbers 
are percentages computed over the number of the subject’s correct answers to each 
stimulus and averaged over the number of the expected correct answers for each emo-
tional state. 

The data displayed in Table 3 show that, in the audio condition, the higher percent-
age of correct answers - 77% - was for anger (the higher confusion, 10%, was with 
fear), followed by 75% of correct answers for irony (confused in 9% of the cases 
with sadness). Sadness obtained 67% of correct answers and in 13% of the cases was 
confused with a neutral expression. Fear got 63% (confusion was made in 12% of the 
cases with sadness), and happiness reached 48% of correct answers. Happiness was 
significantly confused with irony in 25% of the cases. Surprise was not well recog-
nized also in the audio condition getting only 37% of correct answers. It was signifi-
cantly confused with irony and fear in 21% and 19% of the cases respectively.  

The emotional state better identified in all of the three conditions was anger (60% 
in the audio and video, 68% in the video, and 77% in the audio). Sadness and irony 
were easily recognized in the audio and video (75% and 64% respectively) and in the 
audio (67% and 75% respectively) conditions but hardly recognized in the video 
alone (49% and 49 % respectively).  

Happiness was better identified in the video alone (61%) than in the audio (48%) 
and in the audio and video (50%) condition. Fear was better perceived in the audio 
(63%) and video (59%) than in the audio and video condition (49%), whereas, sur-
prise was more easily identified in the audio and video (59%) than in the audio (37%) 
and video (37%) alone. 

A comparative display of the data discussed in Tables 1, 2, and 3 is reported in  
Figure 2. Figure 2 shows the number of correct answers for each emotional state  
(sadness in Figure 2a., irony in Figure 2b., happiness in Figure 2c., fear in Figure 2d., 
anger in Figure 2e., and surprise in Figure 2f.) and for the audio, video and audio and 
video conditions. On the x-axis are reported the emotional labels and on the y-axis is 
reported the number of correct answers obtained for each emotional state. 

An ANOVA analysis was performed on the above data considering the condition 
(audio alone, video alone, and audio and video) as a between subject variable and the 
emotional state as a six level (a level for each emotional state) within subject variable. 
The statistic showed that condition plays a significant role for the perception of  
emotional states (F(2, 12) = 7.701, ρ=.007) and this did not depend on the different 
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d. 
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Fig. 2. Histograms of the number of correct answers given by the subjects participating to the 
perceptual experiments for the six emotional states under examination and the three different 
perceptual conditions (gray for audio, white for video, and black for audio and video – color 
would be different in a color version of the  paper) 

emotional states (F(5, 60) = .938, ρ=.46) since no interaction was found between  
the two variables (F(10, 60) = 1.761, ρ=.08). Moreover, female stimuli were more 
affected (F(2, 12) = 4.951, ρ=.02) than male stimuli (F(2, 12) = 1.141, ρ=.35) by 
condition, even though gender was not significant (F(1, 12) = .001, ρ=.98) and no 
interaction was found between condition and gender (F(2, 12) = .302, ρ=.74). In the 
details, we found that there was not a significant difference in the perception of the 
emotional states for the audio alone and the audio and video condition (F(1, 8) = .004, 
ρ=.95). Significant differences were found between the video alone and the audio and 
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video condition (F(1, 8) = 10.414, ρ=.01) in particular for sadness (F(1, 8) = 5.548, 
ρ=.04), and the video and audio alone (F(1, 8) = 13.858, ρ=.005). In this particular 
case, significant differences were found for sadness (F(1,8) = 8.941, ρ=.01), fear 
(F(1,8) = 7.342, ρ=.02), and anger (F(1,8) = 9.737, ρ=.01). 

A methodological concern that could be raised at this point is whether the ability of 
the actors and/or actresses in expressing emotions through vocal expressions may have 
affected the results making the audio stimuli more emotionally expressive than the 
video. However, if this was the case, it would be necessary to explain why in the com-
bined audio and video condition subjects did not exploited the same vocal cues they 
have perceived in the audio alone to infer the protagonist emotional state. We will return 
to this argument in the final discussion. Nonetheless, further research is necessary to 
evaluate the above possibility, and to determine whether the present results generalize to 
other geographically and socially homogeneous groups of subjects.  

4   Discussion 

The statistical data discussed above and displayed in Tables 1, 2, and 3, and in 
Figure 2 show a really unexpected trend and posit the basis for new interpretations 
of the amount of perceptual information that are caught in the three different con-
ditions. According to common sense it should be expected that subjects will pro-
vide the highest percentage of correct answers to all the emotional states in the 
audio and video condition, since it can be assumed that the combined channels 
contain more or otherwise redundant information than the audio and video alone. 
However, the experimental data did not support this trend. The subjects perform 
similarly, or at least, there is not a significant difference in perceiving emotional 
states either exploiting only the audio or the audio and video together, whereas 
they are less effective in recognizing emotional states through the video alone. In 
particular, in the video alone, the percentage of correct answers for sadness is sig-
nificantly lower than those obtained in the audio alone and in the audio and video 
together, suggesting that the visual channel alone conveys less information’s on 
sad perceptual cues. Moreover, in the video alone, the percentage of correct an-
swers for fear and anger is significantly lower than that obtained in the audio 
alone, attributing to the visual channel also a minor effectiveness in communicat-
ing perceptual cues related to these two emotional states. Furthermore, there is not 
a significant difference between the audio alone and the audio and video together 
on the subject’s perception of the emotional states under consideration. Therefore, 
it appears that the vocal and the visual communication modes convey a different 
amount of information about the speaker’s emotional state. The vocal or audio 
channel can be considered as preferential since it conveys the same information as 
the combined audio and video channels. In some cases it also seems to be able to 
resolve ambiguities produced by combining information derived from both the 
channels. For example, for anger, we had a stimulus that was correctly identified 
by 18 subjects in the audio alone, whereas it was confused with fear by almost all 
the subjects in the audio and video condition. Even though in a non statistically 
significant manner, audio beats audio and video for anger, irony and fear, whereas 
happiness appears to be more effectively transmitted by the video alone than the 
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audio and the audio and video together. Surprise seems to be the only emotional 
state that to be clearly perceived requires information from both the audio and 
video channels. We can conclude that the audio channel is preferential for most of 
the emotional states under examination and that, the combined audio and visual 
stimuli do not help in improving the perception of emotional states, as it was  
expected. 

4.1   The Proposed Explanation 

These results first of all suggest a nonlinear processing of emotional cues. In perceiv-
ing emotions, expressive information is not added (this is true even in the case of 
surprise, since the percentage of correct answers in the combined audio and video 
channels is not the sum of those obtained in the audio and video alone) over the 
amount of emotional cues provided. Instead, as the number of emotional cues increase 
(assuming that when combining together the video and the audio, it must increase) the 
subject’s cognitive load increases since she/he should concurrently elaborate gestures, 
facial and vocal expressions, dynamic information (due to the fact that the video and 
audio information evolved along the time), and the semantic of the message. These 
concurrent elaborations deviate the subject’s attention from the perceived emotion 
bringing to a perception that may go beyond the required task since subjects are more 
inclined to attempt to identify the contextual situation of the protagonist (and the 
identification of the contextual situation may be harder than the identification of the 
emotional state due to shortness of the stimuli) than the expressed emotional state. 
This could be seen from the number of alternative labels given in each task. The 
fewer contextual cues they have, the fewer alternative labels are given. In fact, in the 
audio, the total number of alternative labels was 13, against the 64 of the video and 
the 49 of the video and audio together.  

The explanation provided above is not in disaccord with reported data [12-13, 21, 
25-26, 37, 39, 42-43, 72-74] demonstrating that facial expressions are more powerful 
than vocal expressions in eliciting emotional states, since these data are based on still 
photographs. As we already said in a previous section, still images usually capture the 
apex of the expression, i.e. the instant at which the indicators of emotions are mostly 
marked. In this case, the subject’s cognitive load is reduced since only static and 
highly marked emotional information must be processed. These highly marked  
emotional indicators reproduced in the photos are like emblems universally shared 
because of the possible existence of an innate motor program [12-13, 72-74] that 
controls our facial musculature and changes our faces when we are emotionally in-
volved. And their meaning is also universally shared explaining why we make faces 
also when we are not emotionally but contextually involved in emotional situations.   

When dynamic is involved, audio is better. This is because audio is intrinsically 
dynamic and we are used to processing it dynamically. Moreover, listeners are used to 
dynamically vocal emotional cues. Therefore, the cognitive load is just reduced and 
they perform better. Moreover, we must here add a further speculation. Our idea is 
that audio is better for native speakers of the language, since natives rely on paralin-
guistic and suprasemental information that is strictly related and unique to their own 
language. They learned this information by themselves when they were emotionally 
involved and observed the changes in their vocal expressions. They may have learned 
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how a given word is produced in a particular emotional state, even though the word is 
not semantically related to the emotional state. Consequently, they may be able to 
capture very small supra-segmental and paralinguistic cues that are not noticeable to a 
non native speaker. This is not to say that vocal expressions of emotions are learned. 
We are not making this point since we do not have data on that. The uncontrolled 
changes in the vocal motor program when we are emotionally involved may be innate 
as those in our facial musculature. However, changes in intonation and other paralin-
guistic information that derive from changes in the vocal motor control may have 
been learned together with the language. Hence, native speakers may be able to catch 
up more emotional information in the audio than in the video when the emotions are 
expressed in their own language. Nonetheless, they may rely more on visual rather 
than vocal information when they are requested to catch up emotional states in a for-
eign language. This is because visual cues may share more commonalities being more 
universal than vocal cues since the visual processing of inputs from the outside world 
exploits neural processes common to all human beings whereas, languages require a 
specific expertise or training to be processed.  

At the light of the above considerations, we may expect that using a foreign lan-
guage, we will find that the percentage of correct answers will not vary significantly 
between the video alone and the combined audio and video channels and that signifi-
cant differences will be reported for the audio alone. We are actually testing this hy-
pothesis (and we have already some preliminary results) through a set of perceptual 
experiments similar to those reported above, with the differences that in this case the 
protagonists of our clips speak a foreign language and therefore in the audio alone 
condition the participants cannot rely on their language expertise. To this aim, we 
checked that the subjects participating at the experiments did not know the language.  

Dynamicity and language expertise is also able to explain why subjects performed 
poorer in the audio and video alone than in the combined channels for surprise. Sur-
prise is an almost instantaneous state, is like a still image. The short duration of this 
emotional state allow the listener to exploit both the visual and auditory information 
without increasing the cognitive load and avoid to diverge her/his attention from the 
perceived emotion.  

The discussion on the language expertise however, rises a more fundamental ques-
tion on how much of the expressions of emotions are universally shared. Data re-
ported in literature support a universal interpretation of emotional facial expressions 
[12-13, 21-23, 39, 72-74] but these data were based, as we already pointed out, on 
still images. In our case the question is how much of the dynamic features of emo-
tional faces are universal? We have already speculated that the perception of emo-
tional vocal expressions can strictly depend on the language expertise and that, in 
such a case, visual cues are more universally recognized than vocal cues. However, 
we have not considered that dynamic emotional visual stimuli can also be culture 
specific. This means that we may expect subjects to perform better on culturally close 
visual emotional cues than on culturally distant ones. The above proposed experi-
ments could be able to answer also to this question, and quantify how much dynami-
cal emotional information we are able to capture in a foreign face-to-face interaction. 
They should also be able to identify how much is universally and how much is culture 
specific in the expressions of emotions.  
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4.2   A Mathematical Model Fitting the Experimental Data 

The above results are also interesting from an information processing point of view. 
Information processing theory is a research branch of communication theory that 
attempts to quantify how well signals encode meaningful information and how well 
systems process the received information. In this context, entropy is defined as a 
measure of “self-information” or “uncertainty” transmitted by a given signal source as 
it can be considered in our case, both the audio and video channels. Mathematically 
the entropy is described by the equation: 
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Where Xn, , n=1, …, N are the symbols that can be emitted by the source and p(Xn) the 
probability for a given symbol to be emitted. In the Shannon view, the entropy is a 
measure of the complexity or the information contained in the set of symbols and its 
value is highly affected by the symbol’s probability distribution. The entropy model 
can be extended to more than one source defining what is called the joint entropy, 
which, for two sources is mathematically described by the equation: 
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Where Xn, , n=1, …, N , and Ym, , m=1, …, M are the symbols that can be emitted by 
the sources X and Y, and p(Xn, Ym,) the joint probability distribution. 

Theoretically, it can be proved that the joint entropy of two different sources is 
greater than that of a single source, and therefore, it can be expected that increasing 
the number of sources the amount of information transmitted over a communication 
channel will consequently increases [75]. The theoretical definition of entropy does 
not take into account the informative value of the source, i.e. the meaning the signal 
can convey and what the receiver assumes to be informative about the received signal. 
Consequently, entropy measure does not consider cases where the source can be only 
noise, and/or cases where extraneous information can be exploited by the receiver. In 
our context entropy cannot be considered an objective measure of the information 
transmitted by the audio and video channels. A more adequate measure could be the 
mutual information that takes into account the effects of the transmission channel on 
the received signal. Mutual information is a measure of the dependence between the 
source and/or the receiver and it produces a reduction of the “uncertainty” or the 
amount of information transmitted by the source. Mutual information is mathemati-
cally expressed by the equation: 
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Mutual information could be an appropriate mathematical model to describe our 
results, since being always less greater or equal to the entropy of the source it can 
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explain why by combining audio and video channels the information about the emo-
tional states does not increases. However, mutual information requires a complete 
knowledge on how the receiver filters (or transforms) the information emitted by the 
source. In our case this information is completely unknown, since we do not have at 
the date a clear idea on how our brain process information received by visual and 
auditory channels. Moreover, mutual information cannot explain our hypothesized 
differences in perception between native and non native speakers and between close 
and distant cultural backgrounds.  

A more adequate model could be the information transfer ratio proposed by  
Sinanović and Johnson [76] that quantifies how the receiver affects the received in-
formation by measuring the distance between (the probability distributions of) the 
actions performed by the receiver for given received inputs and (the probability dis-
tributions of) the received inputs. Assuming that emotional information encoded 
through the audio and the video represents the input to a processing system, the in-
formation transfer ratio value can be quantified as the ratio of the distances between 
the information transmitted by the sources and the distances between the outputs (for 
those sources) of the processing system. Information transfer ratio is described by the 
following equation:   
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Where α1 indicates the changes in the emotional contents of the sources with respect 
to a reference point α0, which depends not on the signals itself but on their probability 
functions pX(x; α0), pX(x; α1), pY(y; α0), pY(y; α1), and pZ(z; α0), pZ(z; α1). X and Y 
are the sources (audio and video), Z the processing systems, and d(…) indicate an 
information theoretic distance (for example, the Kullback-Leibler distance [1]) that 
obeys to the Data Processing Theorem [35], which roughly states that the output of 
any processing system cannot contain more information than the processed signal.  

The information transfer ratio quantifies the ability of the receiver to process the 
received information and predicts in the case of multiple sources that the overall in-
formation transfer ratio may be smaller than the individual ratios for each input sig-
nal. This is due to the arbitrary filtering action performed by the receiver (the human 
being) whose transfer function is in our case unknown, even though its ability to catch 
emotional information can be derived by the number of the subject’s correct answers. 
In simple words, in the complex world of emotion’s perception the whole, in some 
cases, seems not to be more than the sum of its parts. 

5   Conclusions 

The present paper reports on perceptual data showing that native speakers rely more 
on the auditory than on the visual channel to infer information on emotional states, 
and that the amount of emotional information conveyed does not increases combining 
auditory and visual information. An attempt is made to explain this phenomenon in 
terms of the subject’s cognitive load and information processing theory. 
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