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Abstract We present a full solution to the general combined interactions static
Mossbauer problem that is easily generalized to any Mossbauer isotope, and applies
for M1, E1, and E2 transitions as well as combined M1-E2 transitions. Explicit
expressions are given for both powder and single crystal samples.
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1 Introduction

While first-order perturbation approaches or interpolation schemes are adequate
for fitting the majority of simple Mossbauer spectra, there are numerous cases for
which these approaches are invalid. If contributions from magnetic and electrostatic
interactions are of comparable magnitude or do not share a common quantization
axis, a full solution to the nuclear Hamiltonian must be used to fit the spectrum.

Although functional codes have been published in the past [1-3], in the current
computational climate, where not only programming languages compete, but where
computional packages that include programmable options (Matlab, Mathematica... )
are also used, an explicit and adaptable mathematical solution is more useful. Most
calculations given are either not worked out completely [1,3], or are far too involved
mathematically to be easily generalized and implemented into simple programs [4].

In order to promote the more widespread implementation of full solution Moss­
bauer fitting codes, we present here a complete solution that we have developed. This
solution can be generalized to cover any accessible Mossbauer isotope and is cast in
a form that can be readily coded into a fitting routine.
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2 TheMossbauer problem

C.J.Voyer, D.H. Ryan

The Mossbauer problem consists of computing a Mossbauer spectrum given a set of
hyperfine parameters. The solution can then be used in a least squares refinement of
an experimentally obtained Mossbauer spectrum. The line positions depend on the
splitting of the ground and excited states and their relative energy difference, and can
be derived from the eigenvalues of the system Hamiltonian. Line intensities depend
on the coupling of the two angular momentum states involved in the transition, and
can be obtained from the eigenvectors of the Hamiltonian combined with appropri­
ate vector coupling coefficients [5]. In the absence of hyperfine fields, the ground
and excited states are degenerate, and a single line spectrum is observed. When an
electric field gradient, or a magnetic field, or both are present, the degeneracy is lifted
and multi-line spectra are obtained as shown in Figure 1.

In the static model, the interaction Hamiltonian H is given by [6]:

(1)

H; represents all terms for the atom not including hyperfine interactions and does
not influence the energy difference between the ground and excited states of the
nucleus. Having no impact on the Mossbauer spectrum, it is ignored. He represents
the Coulombic interactions between the nucleus and the electrons, i.e. the electric
monopole term, and has the effect of shifting all excited state energy levels with
respect to all ground state energy levels, and is called the isomer shift (IS). The
I S will have the effect of shifting the entire Mossbauer spectrum either up or
down in velocity. Other effects can also shift the entire spectrum by some constant
velocity value, and so for fitting purposes we consider the more general centre
shift (CS), which can be added to any solution once the more complex calculations
are completed. Finally, HM and HQ, the magnetic dipole and electric quadrupole
contributions, are the terms that lift the energy level degeneracy, and are the non­
trivial part of the computation. All higher order terms are ignored [6].

2.1 Magnetic dipole interactions

For a nucleus in a state with a gyromagnetic ratio g, and subject to a hyperfine mag­
netic field B, HM can written as [7]:

(2)

where i is the total spin operator and J.LN is the nuclear magneton. For simplicity, we
may choose the z-axis to be the direction of the field and get:

(3)

where B is the magnitude of the field and i, is the z component of the angular mo­
mentum operator. For both the excited and ground states, the 1m) states are eigen­
states of this Hamiltonian and thus the eigenvalues are:

(4)

and the eigenvector matrix is simply identity.
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Figure 1 Sketch of energy level degeneracy lifting in the 57Pe case. In the centre we see the
degenerate excited and ground states, on the left the excited state has the degeneracy partially lifted
when an electric field gradient is present, and on the right when a magnetic field is present, we
see the degeneracy completely lifted. The arrows drawn are the allowed transitions given the Ml
multipolarity.

2.2Electric quadrupole interactions

The nuclear energy level degeneracy is also lifted by the quadrupole moment of the
probe nucleus interacting with an electric field gradient. The electric field gradient is
a 3 x 3 traceless tensor:

(5)

(6)

The coordinate system can always be chosen such that the tensor is diagonal and
traditionally the z-axis is chosen so that Vzz is its largest component. Since the tensor
is traceless, Vxx + Vyy + Vzz == 0, only two parameters are required to specify the

tensor completely. We define 1] == VX-;vYY, using the convention IVzzl 2:: IVyyl 2:: iv..
to ensure that 0 :::: rJ :::: 1, and the tensor can be specified by V zz and 11 • For a nucleus
with an electric quadrupole moment Q, spin I, subject to an electric field gradient
whose principal axis value is Vzz, with an asymmetry 1], the Hamiltonian is [8]:

H == eQVzz [3]2 _ 1(1 + 1) + 1J.(]2 _ ]2)]
Q 41(21 - 1) z 2 + -

where e is the charge of the proton and i; and]_ are the ladder operators as defined
by Sakurai [9].

If 1] == 0 the 1m) states are energy eigenstates and the energies are Em ==
4;gj'~\) [3m2- 1(1 + 1)], which in turn yields a degeneracy in the energy levels as
only the magnitude of m contributes to the energy. Complications arise when 1] i= 0
since in this case the 1m) states are no longer energy eigenstates. The Hamiltonian
is then non-diagonal and the eigenvectors need to be computed explicitly and a full
diagonalization is necessary.

A fitting routine needs to compute a full spectrum many times in order to complete
a pattern refinement. Available computing power used to limit solution possibilities,
and strategies were devised to avoid repeated calculation of the full solution. Exact
analytic solutions for the energy levels exist for the I == ~ case [10], and the I == ~ case
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94 C.J.Voyer,D.H. Ryan

[11], however, when the dimensions of the Hamiltonian get larger the mathematics
of an analytic solution becomes prohibitively difficult. Shenoy et al. [12] generated a
polynomial interpolation scheme, where the line positions and intensities have been
computed exactly for incremental values of 1] and then fit with a polynomial whose
coefficients were made available. Finally the perturbative approach is useful if one of
the interactions is small compared to the other. Today, however, computing power
limitations for this type of calculation no longer exist, and the only remaining barrier
to a full solution is the mathematics involved.

The ideal situation is to have a solution to the Mossbauer problem that can
be implemented easily as a numerical routine that yields exact line positions and
intensities given a set of hyperfine parameters, with no limitations on the values of
these parameters. This solution could then be incorporated into a least squares fitting
routine and refine experimentally obtained data. Numerical diagonalization is longer
a limitation. We can solve the general static Mossbauer problem exactly, and have a
solution that can cover the most complex cases, as well as covering simple cases, that
can be easily implemented, operate efficiently and satisfy all fitting needs.

3 Combined interactions

The most general physical situation that can be considered is the case of combined
magnetic dipole and electric quadrupole interactions. In the previous cases consid­
ered, the optimal choice of quantization axis was evident. Here we have two logical
choices: the magnetic field direction, or the principal axis of the electric field gradient,
Vzz. Typically, Vzz is chosen as the quantization axis and the schematic setup is shown
in Figure 2. Note that this choice of axes is valid even if V zz = 0, and none of the
computations change.

From (1), the Hamiltonian operator for this system becomes [8]:

(7)

where Ji Q does not change from (6), but JiM needs to be rotated away from the
z-axis and can be written following the convention of Figure 2 as:

(8)

This Hamiltonian will not, in general, be diagonal in the 1m) basis.
To compute the energy eigenvalues and eigenvectors we need to write the

Hamiltonian in matrix form. The expression for the matrix depends on the total spins
I g and I; of the ground and excited states. Once the Mossbauer transition is chosen,
and I g and I, are thereby fixed, we can write the Hamiltonian for the ground and
excited states, Hg and He.

For example, if we are interested in a ~ ~ 4 transition (as in 57Fe, 119Sn ... )
1 3 ( . 1890 197A ) . ion.jf A - eQVzz h Q' hor a 2 ~ 2 as In s, u... transition, 1 we set - 4/(2/-1) were IS t e

appropriate value for the quadrupole moment of the nucleus in the I = ~ state, and
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Figure 2 Schematic of the ¢
and eangles, Vzz and Bhf
as they appear in the
Hamiltonianof (7).

Vzz

e

a = glJLNBhf, where gl is the appropriate value for the gyromagnetic factor of the
2 2

nucleus in the I = ~ state, we may write (matrices constructed as described in [13]):

o

3A _lacosO -J3a sin Oe- i¢
2 2

-J3a sinOei¢ -3A-~cosO -asinOe-i¢
2 2

J3A1] -a sinOei¢ -3A + ~ cosO - J3a sinOe-i¢
2 2

-J3a sinOei¢ 3A + lacosO
2 2

and setting fJ = gI/2JLN Bhf:

(
_f!.cosO -f!.sinoe-i¢)

HI 2 = 2 . 2
/ -~ sinOe+l¢ +~ cosO

(9)

(10)

The I = 0 case is of particular mathematical interest because the Hamiltonian in
(7) is null. This case is treated by considering the state to have a unidimensional
eigenvector in the 1m) basis, and an energy eigenvalue of o. So if we are interested
in the 2 ~ 0 transition (17oYb, I66Er. .. ), the only Hamiltonian that needs to be
explicitly computed is the I = 2 excited state Hamiltonian (here f3 = g2JLN Bhf):

6A - 2f3 cos0 - f3e-i¢ sin0 A,.;61] 0

-fJei¢ sin0 -3A - fJ cos 0 - ~ fJ sinOe-i¢ 3A1]

H2 = A,.;61] -fJ~ei¢sinO -6A -~fJsin(}e-i¢

o
o

-~fJsinOei¢ -3A+fJcosO -f3sinOe-i¢

A,.;61] -f3 sinOei¢ 6A + 2f3 cos0

(11)

With the excited and ground state Hamiltonians now analytically expressed, a rou­
tine may compute the components, given a set of hyperfine parameters, then
proceed to the numerical diagonalization, and finally compute the line positions and
intensities.
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96 C.J.Voyer, D.H. Ryan

Many options are available for the numerical diagonalization. We have used
the tred2 and tqli routines outlined in Numerical Recipes [14,15]. The Matlab
and Mathematica software packages also offer diagonalization functions. To avoid
working with complex numbers Numerical Recipes suggests a scheme by which the
matrix can be kept real, however it requires doubling the dimensionality of the
problem. After diagonalization is achieved, the problem is then reduced back to
its original dimension by selecting half of the eigenvalues and eigenvectors. The
selection must be done with care since the ordering of the diagonalization output
depends on the set of non-zero hyperfine parameters. The selection must ensure a
set of mutually orthogonal eigenvectors is obtained.

From these routines, we obtain numerical values for our eigenvectors len) as well
as the amplitudes (nlm) and the eigenvalues of the system. For a state with total spin
I and corresponding eigenvalues en,for example:

(m == linen)

(m == I - linen)
len) == (m == I - 2lnen) (12)

At this stage we have the eigenvalues which will give us the line positions, and the
(min) factors which will give us the intensity of each line. We have thus obtained all
the necessary information from the Hamiltonians of the excited and ground states,
and may now proceed to calculate the exact line positions and intensities.

3.1 Line position calculation

The energy shift detected by Mossbauer spectroscopy is the difference between the
energies of the excited state Hamiltonian Ene and the ground state Hamiltonian Eng.
For a given transition between the levels Eng of the ground state and Ene of the
excited state, we obtain a line position En(e ~ g):

(13)

The constant offset CS mentioned in Section 2 can then be added, and the final result
is completely general for all values of the hyperfine parameters. We note that for the
specific case of the 2 ~ 0 transition (170Yb), this reduces to:

(14)

The number of lines observed will depend on the dimensionality of both He
and Hg , and also on the multipolarity of the transition i.e. the quantum mechanical
selection rules that apply in each situation.

3.2 Line intensity calculation

The relative probability of each transition's occurrence will depend on the coupling
of the two angular momentum states involved in the transition [5]. Several methods
exist for calculating the relative intensity of a line [3, 5, 8, 16]. These treatments fall
short however, in that they either treat a single case [8], do not treat the E2 case [16],
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A completesolutionto the Mossbauerproblem,all in one place 97

do not give an explicit and easily generalizable solution [3,5,8,16], or do not cover
the single crystal case [3, 5, 8].

We chose to treat the relative intensity of a line in a spectrum as the normalized
power absorbed by the corresponding transition. We write the multipole electric field
vector E as [17]:

E(cp, U) == L(_0 /+1 [aE(l, m)XI x r +aM(l, m)XI ]
l.m

(15)

where Uand cp are the polar angles describing the direction of emission of the y, along
r, with respect to our chosen axis of quantization (not to be confused with ¢ and ()
defined in Section 3); Xlare the vector spherical harmonics, and will be derived later
(Section 3.3); and the aE(l, m) and aM(l, m) specify the amounts of electric multipole
and magnetic multipole fields, and are determined by the source and by boundary
conditions (derived in Section 3.4) [18].

Since we are only concerned with relative intensities, factors common to all
transitions can be normalized out and so are omitted from (15).The power absorbed
(i.e. the intensity of a line) will be E.E*. This method simply and naturally introduces
the vector spherical harmonics needed, and leads to a straightforward single crystal
intensity as well as a powder average intensity. This method is preferred because of
its simple computations and adaptability to different transitions the experimentalist
may face.

The three transition multipolarities encountered in Mossbauer spectroscopy are
the Ml, El and E2 cases. Only the Ml and E2 are ever combined, and the El case is
completely analogous to the Ml case and requires no new information, thus for the
purposes of this computation, we will not address the El case.

From (15) we get for the Ml case,

+1
E Ml (cp, iJ) == - L aM(l, m).X/

m=-1

and for the E2 case we get

+2

EE2(CP, U) == L i. [aE(2, m)] .(Xl x r)
m=-2

(16)

(17)

To proceed further, we need to express E more explicitly, thus calculating the
vector spherical harmonics Xl' and the amounts of electric and magnetic multipole
fields aetl, m) and aM(l, m).

3.3 The Xl

The vector spherical harmonics, Xl' can be generated from [18]

Xm _ 1 Lym(U)
I - ,Jl(l + 1) I ' tp

(18)
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where,

We compute the vector spherical harmonics needed,

1 1 f3( ." . )x; =4'1; e-UPfJ-icosfJe-UPfP

x~ = ~ fI iY2 sin iJcP4'1;

C.J.Voyer, D.H. Ryan

(19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)

(27)

We note that in spherical coordinates J x r= fP and that fP x r= -J, such that
for the X~ of the E2 part we get

xg x r= ~H (-J6icos iJsin iJ) U (30)

x~ x r = ~H (-sin iJe2i<pcP + i sin iJ cos iJe2i'Pu) (32)
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3.4 The a(L, m)

99

For this particular problem, the aE(L, m) and aM(L, m) coefficients have the same
analytic expression [16],

(33)

where Ing) and Ine) are the energy eigenstates of the ground and excited states res­

pectively, and Ime) and Img) are the i, eigenstates for the excited and ground
states respectively, (note that (melne) and (mglng) are simply the components of the
eigenvectors of He and H g, respectively), and (IgLmgmIIeme) are Clebsch-Gordan
coefficients where L is the multipolarity of the transition (for M1, L == 1 and for E2,
L == 2), m == me - mg, I, is the total spin of the excited state and I g is the total spin
of the ground state.

For the 2~ 0 transition, all Clebsch-Gordon coefficients are exactly 1 since I g ==0.
But if the spins for both the excited and ground states are non-zero, the Clebsch­
Gordon coefficients are non-trivial (see Table I for an example). Note that the
(IgLmgmIIeme) coefficients are first converted using the relation [19]:

Once an expression for the Clebsch-Gordon coefficients is obtained we can move
on to calculating the a(L, m) explicitly. Again, for the case of a 3/2 ~ 1/2 transition
we get,

a(2, 2) = -Ii (3/2In e) (-1/2Ing)-

a(2, 1) =If (3/2In e) (1/ 2Ing)- -If (1/2In e) (-1/2Ing)­

a(2, 0) =~ (1/2In e ) (1/2Ing)- - ~ (-1/2Ine ) (-1/2Ing)-

a(2, -1) = If (-1/2Ine ) (1/ 2Ing)- -If (-3/2Ine ) (-1/2Ing)­

a(2, -2) =h(-3/2Ine) (1/ 2Ing)-

a(l, 1) =If (1/2In e) (-1/2Ing)- + (3/2In e) (1/ 2Ing)-

a(l,O) = fl (1/2In e) (l/2Ing)- +fl (-1/2Ine) (-1/2Ing)­

a(1, -1) = If (-t/2Ine ) (1/ 2Ing)- + (-3/2Ine ) (-t/2Ing)-
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100 C.J. Voyer, D.H. Ryan

TableI Clebsch-Gordon
coefficients pertinent to the E2 Ml
3/2 ~ 1/2 Ml and/or £2 mg me m (! 2mgm l ~me) (!1mgml~me)
solution

+1 +1 +1 If 12 2

+1 +1 0 If If2 2

+1 1 -1 If If2 -2"

+1 3 -2 Ii 02 -2"
1 +1 +2 -Ii 0-2" 2

I +1 +1 -If If-2" 2

I 1 0 -If If-2" -2"
I 3 -1 -If 1-2" -2"

where the a(2, m) are for the E2 multipolarity case, and the a(l, m) are for the M1
multipolarity case. For the 2 -+ 0 case with E2 multipolarity however, the expres­
sions become much simpler,

a(2,2) == (2lne)

a(2, 1) == (line)

a(2, D) == (Dine)

a(2, -1) == (-line)

a(2, -2) == (-2Ine )

The vectors in (16) and (17) now have numerical values. We can now move on to cal­
culating the intensity of each line.

3.5 M1 transitions

We first consider the case of an M1 transition (57Pe, 119Sn... ). The electric field vector
can be written as:

1 {5 (3([. .]"
EMl«({>,~) == 4'1;'15 a(l, l)eUP +a(l, -l)e-UP

~

+ i[a(t, t)ei<P cos U+aCt,O)J2sin U - aCt, -1)e-i<p cos U]~)

(35)
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Noting that (j;.J. = 0, the intensity of a line can be written as:

+ la(l, -1)1 2(1 + cos2 iJ) + 2ffi [a(l, l)a*(l, _1)e2iCfJ ]

+ 2!R [a(l, l)a*(l, 0).J2 sin Ucos Uei\OJ

- 2ffi [a(l, l)a*(l, -1) cos2 iJe2iCfJ ]

- 2!R [a(l, O)a*(I, -1).J2 sin Ucos utI\OJ)

101

(36)

Equation 36 is the intensity for a line in a single crystal Mossbauer absorption with
a y absorption that makes angles <p and iJ with respect to the principal axis of the
electric field gradient Vzz. The lin factor can be ignored as it is the same for all
transitions.

Most samples used are polycrystalline, in which the intensity needs to be inte­
grated over all directions. The intensity for a powder sample becomes:

r 12n
ltJ=o \0=0 EM1.Etrl sin UdcpM = la(l, 1)12 + la(l, 0)1

2 + la(l, -1)1
2 (37)

We note that although one of the most cited solutions of the Mossbauer problem
(Kundig's solution of the 57Fe problem [8]) yields a slightly different expression, his
expression can be simplified to obtain (37), providing an independent verification
that our process is correct.

3.6 E2 transitions

For an E2 transition the selection rules are less restrictive and far more transitions
are allowed. The electric field vector can be written as:

EE2 =~H([-a(2, -2) sin U cos Ue-
2i\O - a(2, -1) [cos2 U - sin2 U] e-i\O

- a(2, 2) sin Ucos Ue2i\O}~ + i[a(2, -2) sin Ue-2i\O

+ a(2, -1) cos Ue-i\O + a(2, 1) cos Uei\O - a(2, 2) sin Ue2i\OJell) (38)
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The intensity is then:

C.J.Voyer,D.H. Ryan

EE2.E~2 = l:rr (la(2,-2)12sin2l?-(I+ cos2l?-Hla(2,-1)12 ([cos2l?-- sin2l?-]2 +COs2l?-)

+ 6Ia(2, 0)12cos2l?- sin2l?- + la(2, 1)12 ([COs2l?- - sin2l?-]2 + cos2l?-)

+ la(2, 2) 1
2 (sin2 tJcos2 tJ+ sin2 tJ)

+ 2ffi {a(2, -2)a*(2, -1) sin f} cos tJ [cos2 tJ - sirr' tJ] e- icp
}

- 2m {a(2, -2)a*(2, 0)J6cos2l?- Sin2
l?-e-

2i
<P }

- 2m {a(2, -2)a*(2, 1) sin tJcos tJ [cos2 tJ - sin2 tJ] e- 3icp
}

+ 2m {a(2, - 2)a* (2, 2) cos2 tJsirr' tJe-4icp
}

- 2m {a(2, -1)a* (2, 0)J6 sin ocos l?- [cos2l?- - sin2l?-] e-i<p }

- 2m {a(2, -1)a*(2, 1) [cos2l?- - sin2l?-]2
e-

2i<P }

+ 2m {a(2, -1 )a* (2, 2) sin tJcos tJ [cos2 tJ - sirr' tJ] e- 3icp
}

+ 2m {a(2, O)a*(2, 1)J6 sin ocos o [cos2o - sin2o] e-i<p }

- 2m {a(2, O)a*(2, 2)J6 cos" l?- sin2
l?-e-

2i<p
}

- 2m {a(2, l)a* (2, 2) sin tJcos tJ [cos2 tJ - sirr' tJ] e- iCP }

+ 2m [a(2, -2)a*(2, -1) cos osin tJe-icp
]

+ 2m [a(2, -2)a*(2, 1) sin tJcos tJe-3icp
]

- 2m [a(2, -2)a*(2, 2) sirr' tJe-4icp
]

+ 2m [a(2, -1)a*(2, 1)cos2 tJe-2icp
]

- 2m [a(2, -1)a* (2, 2) sin tJcos tJe-3icp
]

- 2m [a(2, l)a*(2, 2) cos l?- sin l?-e-i<p] ) (39)

Again, as was done in Section 3.5, we integrate over all directions to obtain the
intensities for the powder average case and obtain,

i
7T 127T

u=o <p=o E.E* sin l?-Mdcp = la(2, _2)12 + la(2, _1)12+ la(2, 0)12+
la(2, 1)12+ la(2, 2)1

2

(40)
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a result which is analogous to the Ml case and completes the list of results necessary
to compute the exact line intensity of any static combined interactions Mossbauer
spectrum.

For the 2 ~ 0 case, the intensity expression is greatly simplified:

{JT 12JT
Ju=o 1"=0 KE* sin ~Mdcp = 1(2Ii}1

2 + 1(1Ii}1
2 + I(Oli}1

2 + 1(-1Ii}1
2 + 1(-2Ii}12

= (il (~Im) (m l) Ii)

==1

making the intensity computation unnecessary.

3.7 Mixed M1-E2 transitions

(41)

Certain Mossbauer isotopes have a mixture of M1 and E2 transitions in non­
negligible amounts (e.g. 197Au where E2/M1=O.11). If we define X == E2~~1' the
intensity expression is:

(42)

Thus the single crystal intensity for a combined E2-M1 transition is the weighted sum
of (36) and (39), and the powder intensity is the weighted sum of (37) and (40).

4 Adapting the solutionto otherisotopes

When faced with an isotope not treated in the present text, the researcher may simply
apply the same general strategy used here, and indeed the more complex expressions
still hold. (36), (37), (39) and (40) do not change.

A new isotope brings new values for the total spin of the excited and ground states
and different values for the quadrupole moments and gyromagnetic ratios for the
excited and ground states. The spectra obtained from different isotopes will behave
differently but the strategies outlined in this paper can be easily applied:

1. Set up the matrices He and Hg, as was done in (9), (10) and (11).
2. Set up the chosen diagonalization routine and store proper set of eigenvalues

and eigenvectors
3. Calculate the sum in (33) using the appropriate Clebsch-Gordon coefficients.

The number of terms is set by: me - m g == m, and the (min) are the components
of the eigenvectors as shown in (12).

4. The intensities are computed using the relevant equation from (36),(37), (39),
(40), or (42), depending on the transition multipolarity (M1,E2, or M1-E2) and
whether the experiment is on a single crystal or powder sample.

5. The line positions are calculated using (13).

This strategy is completely general for any static combined interactions case, for any
Mossbauer isotope.
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