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PREFACE

4th Nassau Mossbauer symposium analysis and summary

E. Ercan Alp' Clive I. Wynter

Published online: II January2007
© SpringerScience+ Business Media B.Y. 2007

There was warm, brilliant sunshine on January 13th in Garden City, New York, which was
a good omen for what the Symposium would be like, and the weather indicator was true to
prediction.

After a light breakfast, a welcome speech was delivered to participants by Academic 13
Vice President of the Nassau Community College, Dr John Ostling, Co-Chair of the
Conference. Dr. Ercan Alp introduced the first speaker, Professor Moshe Pasternak (Tel Aviv,
Israel), who delivered his authoritative lecture on high pressure Mossbauer experiments, which
breaks new ground into physics of correlated electron systems. This was followed by an
exciting talk by Professor Elisa Baggio-Saitovitch (CBPF, Brasil) in which she has described
magnetism in RNi2B2C system. Professor Werner Keune (Duisburg, Germany) ended the
first session with an articulate discussion of lattice dynamics of amorphous materials,
Fel-xAlx, Fel-xM&, Fel-xSCx, Fel -xTbx, Fel-xYx, Fel-xSnx, Fel-xSix and Fel-xDyx systems,
as measured by the phonon density of states using synchrotron radiation.

The second session of the day was chaired by Dr. Clive Wynter and Professors Timothy
Sage, Stephen Cramer and Robert Scheidt "shed new light" on proteins and iron (II)
porphyrinates as model hemoglobin-type compounds . While Profs Sage (Northeastern
University) and Cramer (University of California at Davis) focused on vibrational
spectroscopy of proteins and enzymes with synchrotron radiation based experiments, Prof
Scheidt (Notre Dame) presented their work on Mossbauer spectroscopy of imidazole and
imidazolate porphyrins .

Dr Gopal Shenoy, revered for his contribution to Mossbauer Spectroscopy, with Dr Stan
Ruby, for whom the conference was dedicated, chaired the next session and introduced our
keynote speaker, Dr Goestar Klingelhofer (Mainz, Germany). Having accomplished a life­
long dream of not one but two Mossbauer spectrometers on Mars, he gave us insight on
how the experiments are planned, conducted, and the data are evaluated. The analysis of the
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2 E.E. Alp, C.1. Wynter

data obtained on Mars is still continuing and the results and contribution to date to
Geochemistry has injected "new life" into "table top" Mossbauer Spectroscopy. It is clear
that the exciting results obtained so far will keep Mossbauer spectroscopy on the front page
for the foreseeable future, particularly because the data obtained, combined with a large
data base on minerals obtained through 40 years of Mossbauer spectroscopy will surely
provide some unique answers to pre-biotic and biotic activity on Mars, in the coming
months. Dr Klingelhofer also mentioned that the converted data, suitable for analysis is
available through their web site. As of the conference date on January 13, 2006, there were
more than 250 sets of data obtained from Rover called Spirit which landed at 180°
longitude, and 210 sets from the Rover called Opportunity, which landed on the opposite
side at 0 longitude. The unmistakable signal of presence of water through detecting the
presence of Jarosite was the highlight of the last years data, while detecting a meteorite was
considered rather a lucky coincidence.

Dr Wolfgang Sturhahn had the unenviable task of following Dr Klingelhofer, but he
gave a mastery lecture on the perspectives on nuclear resonant spectroscopy using
synchrotron radiation, generating enough excitement for recent accomplishments of
measurement of speed of sound at 1,500°C and 1.5 Mbar pressure range.

The last session on the first day on Friday was chaired by Professor John Stevens. Dr
Ravi Kukkadapu (Pacific Northwest Lab) spoke eloquently on Mossbauer spectroscopy in
clay mineral research regarding bioreduction of Fe with bacteria; this was followed by an
instructive lecture by Professor Dominic Ryan (McGill, Canada) on studying surfaces
interfaces and thin films by Conversion Electron Mossbauer Spectroscopy, and some
applications in dual phase steels that harden as they are deformed. Professor Georges Denes
(Concordia University, Canada) was impressive in his application of the VSEPR theory to
tin (II) stereochemistry and order-disorder transition in organometallic compounds, which
would be difficult or impossible to detect using X-ray or neutron diffraction.

A delightful, tasty dinner followed at the Westbury Manor; Dr Stan Ruby's son, Walter
Ruby and his fiancee were our guests of honor. Walter was able to give us great "insight"
into his father's enthusiasm and commitment to Mossbauer Spectroscopy.

Although the weather was not as kind on Saturday, the momentum of the Friday sessions
continued to prevail.

The first session was chaired by Dr Sturhahn, who introduced Dr Shenoy; a colleague
and close friend of Stan Ruby. Dr Shenoy (Argonne National Laboratory) explained the
wonderful contribution of "Stan" as he was affectionately called, in terms of his early
accomplishments developing sources for 40K, 83Kr, 121Sb, 238U, 236U, and 243Am. Stan also

was busy investigating the affect of ultrasound excitations on nuclear decay, and through
such studies he came up with an idea that became almost synonymous with his name:
nuclear resonance scattering using synchrotron radiation. Dr Shenoy provided some insight
into the early days of this rather impossible task. It was truly a reflection of the life and
legacy of this great nuclear physicist. Dr Jennifer Jackson (Carnegie Institute of
Washington) gave an inspiring talk on novel melting investigations of iron at high-pressure
using synchrotron Mossbauer Spectroscopy and Dr Jiyong Zhao (Argonne National
Laboratory) continued to elucidate the phonon density of states of 83Kr under high pressure
using NRIXS.

Professor Brent Fultz chaired a lively session starting with Professor Roberto Mercader
(La Plata, Argentina) discussing nanofabrication techniques and elaborated on the magnetic
and hyperfine properties of these microscopic particles, using template assisted electrode­
position technique. Prof Mercader also gave an interesting account of early history of
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4th Nassau Mossbauer symposium analysis and summary 3

physics education in Argentina at the dawn of the twentieth century. Dr Michael Hu
(Carnegie Institute of Washington) examined BiFe03 under high pressure using nuclear
forward scattering and X-ray emission spectroscopy. Dr Kailash Mishra (Osram-Sylvania)
explained enthusiastically the phosphor properties of Eu2

+ and Eu3
+ and the degradation

processes associated with this phosphor using 151Eu Mossbauer spectroscopy. Professor
Eugene Hoffman (Morgan State University) discussed the Mossbauer spectroscopy of high­
Ca pyroxene specimens which showed some anomalies in the near-infrared spectra.

The final session was chaired by Professor Werner Keune. It started with a lively and
authoritative interpretation of Mossbauer Diffractometry by Professor Brent Fultz
(California Institute of Technology) as it is applied to order-disorder in Fe-AI system;
this was followed by B. Roldan-Cuenya (University of Central Florida) who used nuclear
resonant scattering to show dramatic differences between the phono- DOS of bulk iron and
that of size-selective nanoparticles. Professor David Agresti (University of Alabama at
Birmingham) discussed velocity calibration for Mars Mossbauer data while Professor
Zameer Hasan (Temple University) was enlightening in his interpretation of nuclear
forward scattering vs. transmission Mossbauer spectroscopy studies of atomically tailored
Eu-based materials. Professor John Stevens (University of North Carolina at Asheville)
closed the symposium on a note of optimism and caution. While the meeting was clearly
successful in its high quality, innovation and enthusiasm, he cautioned that we must
continue to recruit more graduate students and scientists in the field. Prof Stevens
mentioned that there are 100 "Mossbauer" papers/year from the United States, which
represented 12% of the world publications. He also mentioned that the number of
researchers that have published at least 5 papers in the last 5 years were 141, and 28
researchers published 10 papers or more in the last 5 years. He has proposed scheduling
regular conferences, a Newsletter, web-based virtual conferences, and a web-site for
communication as alternatives to increase the communication between Mossbauer
researchers.

Twelve posters were viewed from lunch time Friday to the end of the Conference. A
wide variety of topics were covered including Professor George Eng's use of Mossbauer to
determine the effect of salinity on the speciation of several triorganotin compounds.
Professor Georges Denes study of BaSnF4, Laura Perry studies ofanistropic contribution to
the transferred hyperfine field using a field-induced spin-reorientation; Yisong Guo
demonstrated the use of synchrotron radiation based (NRS) of iron and nickel compounds
in biological systems. Dr S. Kharlamova used high-pressure x-ray, optical studies and 57Fe
synchrotron Mossbauer spectroscopy measurements to examine single crystals of
GdFe3(B03)4.

Professor Anthony Kinyua investigated Phragmites australis and Spartina alaterniflora
while Dr Roshan Lal used 57Fe Mossbauer spectroscopy to study the effect of zinc oxide
substitution in glass system. Professor Clive Wynter displayed the use of 151Eu Mossbauer
spectroscopy in the study of europium salen complex nanoparticles. Chris Voyer displayed
a complete solution to the Mossbauer problem, all in one place.

This meeting was truly a fest for first, second and third generation Mossbauer
spectroscopists and scientists interested in new learning of quantum phenomena. The
low-key and serene atmosphere proved to be an effective medium for better interaction
between established researchers and newcomers, which was clearly a refreshing break from
large meetings. The participants expressed their appreciation of the excellent facilities and
services provided by Nassau Community College and their friendly staff.
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Scientific legacy of Stanley Ruby

G. K. Shenoy
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Abstract Stanley L. Ruby (1924-2004) made major contributions to Mossbauer spectros­
copy and was the first to suggest the feasibility of observing the Mossbauer effect using
synchrotron radiation. In this article we recall his scientific legacy that have inspired his
scientific colleagues.

Key words annihilation of acoustic phonons . isoelectronic compounds­
synchrotron radiation Mossbauer effect

1 Introduction

During his active scientific career, Stanley Ruby always addressed most fundamental
aspects of physics without being a "reductionist" - asking questions regarding the
fundamental interaction of electromagnetic waves with matter - nucleons, atoms, molecules
and the condensed matter, and answering these questions with unique demonstration
experiments. This recollection paper is intended to be a brief compilation of Stanley Ruby's
selected contributions. They are creation and annihilation of acoustic phonons, chopped
gamma-rays, and jump diffusion in condensed matter. In addition, Ruby's nuclear physics
background fitted best for him to identify many new candidate nuclear resonant transitions
across the nuclear periodic table; and his grasp of chemical physics led to the development
of isomer shift systematic among isoelectronic compounds of 5s-5p atoms. Finally, Ruby's
most pragmatic suggestion in 1974 to use synchrotron radiation to observe nuclear
resonance, and its eventual demonstration, addressed many fundamental aspects of
collective nuclear excitation process and gamma-ray coherence. Further more it opened
many new avenues of application of the tool to a broader area of science which otherwise
would have been impossible with the traditional approach of using radioactive sources in
performing Mossbauer spectroscopy measurements.

G. K. Shenoy (~)

Argonne National Laboratory, Argonne, IL 60439, USA
e-mail: gks@aps.anl.gov
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6

2 Creation and annihilation of acoustic phonons

G.K. Shenoy

Soon after the discovery of the Mossbauer effect it became clear that nuclear resonant
absorption measurement could provide valuable information on the lattice dynamics. One
considered the Mossbauer effect to be a potential tool for the investigation of phonon
spectra, in many ways similar to slow neutron scattering or Rayleigh scattering of light or
scattering of conduction electrons by phonons. To obtain an insight into this, we use the
well known formalism of Singwi and Sjolander [1] where the Mossbauer effect is
completely described by the Fourier transform of the 'intermediate scattering function,'
Fs ( K, t). The Mossbauer resonance cross-section is given by

aorJaa(E) == 4t; exp [iwt - (r /211)ltl] x Fs(~, t)dt (1)

where I1w == E - Eo and ~ is the gamma-ray momentum vector. The intermediate scattering
factor is defined as

Substituting the value of Fs(K, t) for an isotropic harmonic solid [2], we obtain

aor Jaa(E) == 4t; exp (-2W) exp [iwt - (r /211)ltl][1 +f(w)]dt

(2)

(3)

where exp (-2W) is the normal Debye-Waller (or Lamb-Mossbauer) factor and f(01)
describes the higher terms representing the creation and annihilation of phonons. The first
term (1 in second square bracket) in Eq. 3 represents the zero-phonon peak (the Mossbauer
effect) and it has the largest contribution to the cross section over a very narrow energy
band determined by the width of the nuclear resonance (of few neV for 57Fe resonance).
The second term f (01) gives the frequency distribution of the phonon normal modes. This
contribution to the cross-section is feeble and spread over a broad energy range with a cut­
off energy determined by the Debye temperature (typically a few meV). Hence it is difficult
to measure the second term (with a typical Mossbauer resonance line width of a few neV)
although it has important dynamical information of the system.

In the Physical Review Letters published in 1960, Ruby and Bolef [3] point out that' ...
a direct attempt at such study (off resonance measurement of phonon spectrum) seems
difficult since it requires the measurement ofnuclear y-ray absorption cross sections much
smaller than the photoelectric cross section for the same atom. In an attempt to investigate
the interactions between phonons and emitting nuclei, therefore, it was decided to generate
low-energy phonons acoustically, and to study their effect on y-ray spectrum.' The set up
used to create low frequency acoustic phonons is shown in Fig. 1a, where the frequency of
the resonant gamma-rays was phase modulated by a piezoelectric transducer. This
effectively produced 'off resonance' absorption peaks at energies of various harmonics of
the modulation frequency (Fig. 1b). In effect, this would be equivalent to an Einstein solid
had very low-energy acoustic phonons.

The measured resonance peaks observed in this experiment can be understood by
describing the displacement of the vibrating source with frequency n by

(4)
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Fig. 1 a Experimental setup in which the 57Co source is mounted on a piezoelectric transducer vibrated at
frequency O. A single-line stainless steel absorber is Doppler shifted to measure the spectrum. b The spectra
measured for different values of m for a given transducer frequency of 20 MHz [3]

The resulting expression for Mossbauer resonance cross section (Eq. 1) is

aoT,,", 2 T
aa(E) ~ -1;.-L..-t Jn (~. rmax ) 2 2/ n == 0, 1,2,3 ...

4ft n (E - Eo ± nO) + T 4
(5)

The value of n= 0 gives the central zero-phonon peak, while the other integral values of
n produces the side bands in the off resonance part of the energy spectrum. The amplitude
of the Lorentzians is proportional to the second power of the Bessel function, I n(l( . rmax).
The acoustic phonon peaks are located at ± nO where the transducer frequency 0=20 MHz
("'83 neVor 1.7 mm/s). The intensity of the absorption peaks is governed by the argument
of the Bessel function, which is defined by m= Ii· rmax = (Vm/c)(O/wo) , where Vm is the
velocity of the transducer. In Fig. 1b, the intensity of the central (n=O) resonance peak
decreases as the value of the m is increased by changing the transducer velocity. In fact the
term LJJ(~ .rmax ) is equal to the Debye-Waller factor exp (-(r2)l(2) [4]. The intensity
of the 'acoustic phonon peaks (n=1, 2. 3...) increases with increasing m.

In every measure, this is a classic demonstration that answered many fundamental
questions regarding the interaction of the resonant emission of gamma-rays by nuclei bound
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8 G.K. Shenoy

in a crystal and creation of phonons. There is also an interesting proposal to apply this
technique to practical problems involving the interaction of acoustic waves with
inhomogeneous systems of frozen globular proteins to investigate their elastic properties
[5]. It is of interest to note that it took another two decades before which one could
routinely probe the phonon spectrum using nuclear resonant scattering with synchrotron
radiation (see Section 6).

3 Chopped gamma rays

It was recognized early on that if the resonant gamma-ray travels through a medium with a
different index ofrefraction, it will change the phase ofthe wave, and if this phase changes with
time, it will shift the frequency of the resonant gamma-ray [6]. In order to demonstrate this
Ruby et al. [7] introduced a composite of thickness L containing plastic and copper between
the source and absorber. As can be seen from Fig. 2a, the time varying path length through
copper is given by x(t,To) and that through plastic is given by (L-x(t,To)). The function x(t,To)
can be precisely determined from the geometrical details of the composite and the rate of
variation of x(t,To) perpendicular the gamma-ray direction. Using Eq. 2, the phase and
amplitude variation can be expressed in terms of intermediate scattering function,

(6)

where ~c and ~p are the gamma-ray momentum vectors in copper and in plastic. The
spectrum for a given time variation of x(t,To) can be calculated with the using the Eq. 1. In
Fig. 2b, the spectra measured at various values of the angular velocity, W, of the composite
wheel is shown. At a given value of w, both the amplitude and the phase of the resonant
gamma-rays vary as it travels through the composite. The modulation frequency is given by
21rwr/s where r is the radius of the wheel and s is the separation between the copper wires.
Ruby et al. [7] have presented the full analysis of the measured spectra shown by the solid
lines through the measured data.

This powerful capability of Mossbauer spectroscopy allows one to investigate the
dynamics in systems which do not contain Mossbauer resonating nuclei. The study of the
variation in both the phase and amplitude contrast, for example in a biological system, will
be useful in understanding the dynamical correlations. Regrettably, this potential has not
been exploited since the pioneering works of Grodzins et al. [6] and Ruby et al. [7].

4 Diffusion of ions in cooled liquids

The theoretical work of Singwi and Sjolander [1] inspired early experimental work on the
diffusion of Mossbauer nuclei in liquids. Ruby et al. [7] have investigated the diffusion
process in liquids by comparing the microscopic (57Fe Mossbauer) and macroscopic
diffusion measurements. Their interest was to probe whether the ions diffuse in liquids by
taking large jumps (so called jump diffusion model) or through small frequent jumps (so
called continuous diffusion model). We refer to a classic work by Singwi and Sjolander [8]
which addresses theoretical study of diffusive motion using neutron scattering, but is
equally applicable to Mossbauer investigations. In this work the diffusive motion is
considered to be made up of consecutive steps in which the atom firstly occupies position A

~ Springer
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Copper wire

co

•Source

~ ~
Absorber~

Detector 0
~=~ x(t,To)

Plastic \

a

~tTY C .,. -......c ..

Fig. 2 a Experimental setup for varying the phase and amplitude modulation realized by rotating the
composite wheel made up of plastic and copper. b The measured spectra measured with various angular
velocity of the composite wheel. The solid line describes the phase and amplitude modulation [7]

where it performs an oscillatory motion followed by diffusion to position B where it again
performs oscillatory motion, and so on. The two characteristic times that are involved in
this diffusion model are TO characterizing the mean dwell time of the atom at locale A
before it jumps to position B, and T ) characterizing the diffusion time from position A to B
separated by a mean distance ro. It can be shown that the Mossbauer resonance line shape
from this diffusive motion is given by a broadened Lorentzian:

(7)

where M is the diffusion line width. When the diffusive time is very short compared to the
mean dwell time time, Tl « TO, the value of b..E is given by

(8)M= ~: [I -I::2:TJ
If the jump lengths are small compared to the resolving power of the Mossbauer

resonant radiation, ro«lli" (i.e., 1(2DrO « I), M:::::: 2h,..2D. This is the familiar case of
Brownian motion with an intermediate scattering function given by Fs(l(, t) = e-.-2Dltl.

On the other hand if the mean diffusion length is large, ro» 1/,.. (i.e., 1(2DrO » I), the
increased line width is given by 11£ :::::: 21iTo. With this background we can address some of
the experimental results.
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10 G.K. Shenoy

In the early work of diffusion of Sn metal near the melting point [9], the diffusion line
width data was analyzed using the continuous diffusion model. On the other hand, the
diffusion of iron in glycerin [10] was analyzed using a jump diffusion model. Ruby et al.
[7] hence addressed the nature of the diffusion in a liquid by comparing both macroscopic
and microscopic diffusion measurements. They univocally confirmed the applicability of
the continuous diffusion model and also demonstrated for the first time the evidence of
Arrhenius-like behavior of the temperature dependence of the diffusion constant in a liquid
over six decades.

In spite of the advance made by Ruby et al. in using the Mossbauer effect to understand
diffusion in liquids, the field has been some what stagnant. Recent use of synchrotron
radiation perturbed angular correlation (see for example [11]) has revived this field and
provided a broad scope for the future.

5 Unique Mossbauer resonance studies

When there is no radioactive parent to populate the resonant state, the observation of the
Mossbauer effect requires alternative approaches. These include Coulomb excitation or
nuclear reaction between the nucleus and an accelerated particle or through neutron capture
by the nucleus at a reactor. Ruby and Holland [12] were the first to demonstrate this
approach by performing a 39K(d,p)40mK reaction to populate the 29.8-keV first-excited state
in 40K. The nuclear level scheme is shown if Fig. 3.

The consequences of dislodging the resonant nuclei from the lattice location following a
nuclear reaction were first discussed in this paper. The measured resonance with a
potassium metal source and a potassium chloride absorber is also shown in the Fig. 3. It
should be pointed out that this investigation was further challenging from the low value for
the natural abundance of 40K.

The 29.8 keY resonance in 40K was also performed by populating the state by 39K
(n,y)4omK reaction [13]. In this reactor based studies the emphasis was the determination of
isomer shift for various potassium compounds to deduce the change the nuclear charge
radius on excitation.

Over the next few years Ruby in collaboration with many scientists investigated new and
exotic Mossbauer resonances. The focus of many of these studies was to establish the
properties of nuclear levels involved in the Mossbauer transitions. These include 9.3 keV
transition in 83Kr [14, 15], transitions in isotopes of 5s-5p elements e19Sn, 121Sb, 125Te,
1271, 1291, 129Xe) [16, 17], 44.7 keY transition in 238U [18], and 83.9 keY transition in
243Am [19].

6 Mossbauer spectroscopy using synchrotron radiation

A remarkable piece of research was presented by Ruby [20] during the first week of
September 1974 at the International Conference on the Applications of the Mossbauer
Effect held in Bendor, France, in which it was pointed out how nuclear coherent scattering
can be observed using a synchrotron radiation source. The major challenge was to separate
the resonant Mossbauer radiation with narrow energy band width (,...., 10-9 eV) from the
background radiation from monochromatized synchrotron radiation with a band width of
about eY. The essence of Ruby's suggestion is to obtain this discrimination in the time
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Fig. 3 Nuclear level scheme of 40lnK and the observed 29.8 keY Mossbauer resonance spectrum
reported in [12]

domain rather than in the energy domain by using the time structure of the synchrotron
radiation source, taking advantage oflong life time of the nuclear excited (Mossbauer) level
compared to those of other electronic scattering processes.

This remarkable suggestion has flourished into a diverse active research field during the
past 30 years with new avenues that were not available with the use of conventional
radioactive sources to perform Mossbauer spectroscopy measurements. Nearly 10 years
after this suggestion, numerous groups made progress in the field. It became clear from the
experiments performed at PEP storage ring at Stanford that an undulator source is best
suited to carry out nuclear resonant scattering studies [21, 22]. The third generation
synchrotron radiation sources designed and built soon after (such as APS at Argonne, ESRF
at Grenoble, and SPring-8 at Harima City) incorporated beamlines based on undulator
sources to perform such experiments. Interested reader should refer to [23] which has a host
of very valuable articles.

Perhaps somewhat less recognized but most important contribution to the success of
nuclear coherent scattering is Ruby's suggestion on the use of avalanche photon detectors
(APDs) which provided the required time resolution [24-27]. The APDs have become the
important tool in many areas of synchrotron radiation scattering studies.

In the coherent nuclear scattering experiment using synchrotron radiation one measures
the intermediate scattering function, F'.,(K, t), where the value of x is the momentum vector
of the resonant gamma-ray. There are subtle but very important differences in the details of
this function in the context of nuclear coherent scattering, since the intermediate scattering
function now represents the collective excited state of an ensemble ofnuclei rather than that
of a single nucleus. A spatially coherent superposition of excited states from such an
ensemble forms a nuclear exciton. If there are magnetic and/or quadrupole hyperfine fields
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12 G.K. Shenoy

present at these nuclei, the time development of the re-emitted wave packet from nuclei will
produce a complex beat pattern due to interference between coherently excited hyperfine
levels [21, 22]. Indeed the analysis of hyperfine interactions measured in this fashion using
the time domain spectroscopy became far more convoluted than that obtained from the
energy spectroscopy performed using conventional Mossbauer spectroscopy. On the other
hand methodologies to analyze the time spectrum in so called forward scattering geometry
are now been well developed [28]. In the subsequent works, Ruby played a central role to
demonstrate the unique capabilities of this new tool [29, 30].

It is worth noting that the investigation of interaction of acoustic waves with resonant
gamma-ray performed by Ruby and Bolef [3] using conventional radioactive source (see
Section 2), has been repeated in the forward scattering geometry using synchrotron
radiation source [31]. In the new approach one investigates the interaction of the acoustic
waves with nuclear exciton. The anticipated beat pattern in the time spectrum will not be
seen in this case since the interference exactly cancels out when all the frequencies are
present [32]. Absorption of a component of the energy spectrum by introducing a second
absorber in the path of the resonant radiation will exhibit time spectrum due to quantum
beats [31, 32].

During early 1990s, Stanley Ruby suggested that the phonon spectrum should become
measurable by collecting incoherent photons from the nuclear deexcitation in the energy
range spanning the phonon energies of a few tens of meV away from the resonance (I( OJ)in
Eq. 3). This proposal got tested in 1995 by Seto et al. [33] and Sturhahn et al. [34] where
the authors measured the phonon spectrum by scanning the photon energies on either side
of the resonance over about 100 meV range with a resolution of few meY. These
remarkable events opened a new area of nuclear inelastic resonance spectroscopy, and in
recent years, it has been the main stay of this field [35, 36].

7 Conclusions

In this article, we have attempted to provide a summary of major scientific contributions by
Stanley Ruby, and his impact to the field of Mossbauer resonance spectroscopy and nuclear
resonance scattering. He has left a long term scientific legacy which has advanced science
in many areas over many decades. This brief recollection of Stanley Ruby's scientific
contributions is neither intended to be a complete review of the subject nor a scientific
chronology of research contributions to this ever growing field. We apologize to those
authors whose works might not have received due recognition in this article.
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Abstract This paper provides a concise, introductory review intended mainly for
Mossbauer spectroscopy (MS) scientists not familiar with the most modem aspects of
High Pressure (HP) methodology. Following a short introduction to the 1st generation HP­
MS based on Drickamer's pressure cells, we describe the principles of the 2nd generationof
HP-MS based on the Diamond Anvil Cell (DAC) including in-situ pressure measurements,
the use of the high-specific activity 57Co(Rh) point sources, and examples of miniature
DAC's. Finally, we present recent studies carried out with 57Fe HP-MS combined with
other HP techniques such as resistivity, and synchrotron-based x-ray diffraction, describing
unique cases of the breakdown of magnetism and the Mott transition in hematite (Fe203),
pressure-induced spin crossover in Wiistite (FeO), pressure induced Fe2

+ ~ Fe3
+ in

Fe(OH)2, and (P,T) induced inverse-s normal spinel transition in magnetite (Fe304)'

Key words 57Fe Mossbauer effect high-pressure- diamond-anvil cells iron-oxides­
Mott-transition . spin-crossover

1 Introduction

Pressure is one of the most effective methods available to solid-state scientists to alter
propertiesof matter. Since its implementation by Bridgman early this century, applicationof
high pressure research in matter has provided substantial information on the properties of
matter, in all aspects,. Today, as a result of the development of static high pressure devices
based on the diamond-anvil cell (DAC), experimenters can reach pressures in the megabar
region generating energy densities in matter of the order of keV/nm3. With such energy
densities insulators with gap energies in the eV regions become metals, new structural and
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16 M.P. Pasternak, R.D. Taylor

electronic phases become stable, and new aspects of magnetism may be revealed. The DAC
thus has become a very powerful ultra-high-pressure device, helping scientists discover new
states of matter. Some of the modem DAC's generating pressures into the Mbar region can
fit into the palm of the hand and allow a variety of sophisticated measurements to be
performed on materials even though samples are of microscopic dimensions. The principles
underlying the DAC, its pressure calibration, its applications as of 1983, and some potential
uses are extensively described in the review paper by Jayaraman [1].

The goal of this paper is to introduce the Mossbauer spectroscopy (MS) investigator to
the fascinating field of high pressure studies using the diamond anvil cell. As will be
shown, the contributions of MS to research in the state of matter at very-high-pressures are
significant. It is unique in its measurement of solids properties on the atomic scale and
nicely complements X-ray, Raman, and IR spectroscopy in diamond anvil cells. MS is the
only viable probe today for magnetic studies at pressures beyond 100 kbar. Due to the
relatively large absorption cross sections, most Mossbauer isotopes have adequate
sensitivity to probe the sub-milligram sized samples required in DAC's. In this article we
assume the reader is familiar with the fundamentals of MS and with hyperfine interaction
terminology, but not necessarily with DAC methods. After an introduction in Section 1,
Section 2 is devoted to the methodology of the DAC emphasizing features relevant to MS,
and Section 3 presents a few examples of 57Fe HP-MS.

1.1 The first generation

About 3 years after the discovery of the Mossbauer effect [2, 3], Hanks published a short
paper [4] - suggesting an application of Mossbauer spectroscopy (MS) to high pressure
state of matter. The paper was entitled: Pressure Dependence of the Mossbauer Effect.
Hanks apparently used a wrong formula to calculate the recoil-free fraction f for Cs but
stated, "we find that a pressure of 5,000 atm will bringfto an (observable) value of 4x 10-3

,

i.e., will cause sufficient change in the crystal binding so as to change fby two orders of
magnitude." Six months later Pound, Benedek, and Drever published [5] results of the first
high pressure experiment with MS. Citing these authors: "The source, about 2 mC of C057

diffused into iron, was enclosed in a beryllium-copper pressure bomb equipped with I.5-in
thick Be window. The bomb was cemented to the ferroelectric transducer and connected to
a Bridgman press by a stainless steel tube." The pressure bomb used for this experiment is
shown in Fig. 1. The highest pressure achieved was 3,000 kg/crrr' (3 Kbar). The pioneering
work in MS high pressure experiments of the first generation and the vast majority of
published works, starting in early 1960s and into the mid-I970s, may be attributed to
Drickamer et al. who also published several excellent reviews [6-10]. Although their
studies were primarily conducted with the 57Fe Mossbauer isotope either as sources or
absorbers, their success, experience, and consequent progress in the high pressure
methodology encouraged many other MS groups to initiate high pressure studies with a
variety of isotopes. Effects of pressure on the electronic configuration of matter were
studied with 57Fe, 119Sn, 125Te, 153Eu, 161Dy, 170Yb, 181 Ta, and 197Au. An excellent review

on Miissbauer Studies at High Pressure to 1975 has been published by Holzapfel [11].
In the first generation high pressure MS experiments the cells used were limited to

pressures of "",,20 GPa; however, the maximum pressure commonly was "",,10 GPa (Abd­
Elmeguid and Wortmann, private communications). This pressure is adequate for observing
phase transitions in many of the covalent and some of the metallic materials (Abd-Elmeguid
and Wortmann, private communications). Due to the bulky construction of the cells,
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Fig. 1 A cross sectional view of
the pressure cell (pressure bomb)
used for the first MS experiment
under pressure [5]
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The first Mossbauer HP cell (1961)
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experiments at cryogenic temperatures and in external magnetic fields were not an easy
task. For observation of structural and electronic phase transitions in oxides, minerals, and
molecular crystals, pressures up to and beyond 100 GPa are required. Such ultimate
hydrostatic pressures can be achieved only with diamond-anvil cells.

1.2 P=F/A

Pressure is obtained by applying a force on an certain area. One Newton applied on a
square meter creates a pressure of one Pascal; 1 Pa=N/m2 is the SI pressure unit. A
common unit for expressing high pressure is the kilobar. 1 Kbar=103 bar=109 dynes/em'.
In high pressure studies the gigapascal (l GPa= 109 Pa) is a more appropriate unit; 1 GPa=
10 kbar and 1 Mbar (l06 bar)= 100 GPa. The pressure at the center of the earth is estimated
at 300 GPa. Using the ocean depths as a generator of hydrostatic pressure, one may achieve
pressures of at most 0.1 GPa at a depth of lO,OOO m! At this pressure the force exerted on
1 cm2 corresponds to 1 metric ton.

It is obvious that the practical generation of very high pressures cannot rely on an ever
larger external force, but rather on a reduced size of sample. Thus, to create hydrostatic
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pressures in the 10-100's GPa range at the laboratory one must induce uni-axial forces on
areas as small as practical. One ton force exerted upon a 0.3 x 0.3 mrrr' area will generate
pressures approximating 1 Mbar! To convey such forces to the samples one needs
extremely hard materials that will preserve their elastic properties even at this pressure.
High quality crystalline diamond anvils, the hardest substance known to man, are quite
transparent to X-rays and light and are the only present solution for such anvils. Anvils
made of 0.20-0.35-carat diamonds are adequate, and their prices are affordable. Finally, to
transform the uni-axial pressure into a hydrostatic pressure one needs to contain the samples
within hard metal gaskets. The main factors that contributed to the significant advances in
high pressure research in recent years are attributed to the development of diamond anvils,
proper gasketing materials and hydrostatic transmitting media, progress in powerful
miniature sources of electromagnetic radiation at many wave-lengths, and the availability of
sensitive spectrometers. MS is the most recent laboratory-operated spectroscopy to be
employed using DACs, herein referred to as MS-DAC.

2 The second generation

2.1 Principles of the diamond anvil cell

The basic configuration of all diamond anvil cells is shown in Fig. 2. The diamonds (1)
modified to have flat culets (3) are pressed into the sample, which is confined in the sample
chamber (5) formed in a preindented metal gasket (4). A closure force is applied to the
tables (2) via appropriate backing plate and closure assemblies. Numerous styles of DACs
have been developed, and many of them carry the names of the laboratories, e.g., the NBA
cell [12] or of the researchers, e.g., the Mao-Bell cell, [13] the Holzapfel cell [1], or the
Merrill-Bassett cell. [14] DAC's can be classified into two main types: (1) - Opposed-plate
cells and (2) - Piston-cylinder cells. Whereas cells of the first class are relatively simple,
inexpensive, easy to handle, and suitable for pressures up to --60 GPa (with say 300-f.lm
culets), cells of the second class are more robust, more difficult to align, more precise in its
closure, and more expensive, but they are suitable for pressures up to and beyond 100 GPa
when using culets sizes of about 150 urn or smaller. Cells typical of the opposed-plates
class are shown in Fig. 3 and one of the piston cylinder classes [15] is shown in Fig. 4. The
triangular Merrill-Bassett cell, designed for XRD but also used for MS, is the simplest
working .extension of the basic configuration and is shown in cross-section in Fig. 3 along
with a schematic representation of the MS source (5), absorber (8), and detector. The
sample (8), ruby chips (7), and hydrostatic medium are placed in a hole drilled in the
preindented gasket material (6) placed between the flat parallel faces (culets) of two
opposed anvils (4) and are subjected to pressure when squeezed by the three screws acting
on the backing plates (2) via the cell assembly plates (1). Details are given below.

Diamonds Diamonds for anvils are usually selected from flawless, gem-quality stock. The
brilliant cut diamonds are especially faceted with 16 sides to provide a more nearly circular
culet face. Anvils are available from commercial sources [16]. Sizes vary from 0.2-0.4
carat depending on the particular need. The culets are cut and polished parallel to the table
(see Fig. 2) to a very high degree of accuracy. For 57Fe MS it is advisable to apply partially
perforated anvils [17].
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Fig. 2 A generic view of a
diamond anvils cell
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Top View

Fig. 3 An example of an Opposing-plates DAC [69]

Side View

Gasketing The use of a gasket for the containment of pressure was first demonstrated by
Van Valkenburg. [18] This significant discovery allowed using the DAC as a quantitative
tool for high pressure research. Besides providing for hydrostatic sample containment, the
gasket acts as a supporting ring by extruding around the diamond culets, reducing failures
of the anvils due to lateral stress and edge stress. Gaskets are for MS also serve as
collimators by using high-Z materials such as Ta90W10 or Re.

Manometry Pressure calibration in DAC's is performed by the ruby fluorescence method
[19]. This method based on the quasi-linear pressure dependence of ruby (Cr'I-doped
Ah03) R-lines - 692.7 and 694.2 nm - simplifies enormously the in-situ determination of
pressure in a DAC and its distribution. The ruby R lines are excited by blue or green light
(Cd-He or Ar-ion) lasers, and the fluorescence wave-lengths are measured with a standard
monochromator. The pressure dependence of the wavelength shift .6.A. has been
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Details

Fig. 4 An example of a Pislon-cylinderDAC [59)
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experimentally calibrated using the established equation of states of several elements [20].
The expression suitable for pressures to at least 100 GPa is given as:

P = 0.03808 [(LlAI694.2 + 1)5 - 1] ,

where P is in GPa and 6.A in nm.

2.2 A brief history

(I)

The first reported high-pressure (15 GPa) MS done with diamond anvils was in 1965 by
Herber and Spijkerman [21]. Measurements were carried out in 119Sn02 using a
conventional NBA cell modified for diamond anvils. Presumably no gasket was used,
and no description is provided about the pressure calibration or sample confinement. A
short report by Huggins et al. [22] on a MS-DAC study appeared in Carnegie Institution
Washington Year Book, 74. However, the crucial modern studies that led into the present
state of art of MS-DAC were effectively initiated in the early 1980s at Los Alamos with Fee7Co) source experiments [23] to P=21 GPa and at the University of North Carolina with
f3-Sn absorber studies [24, 25] to P=30 GPa. The first International Conference on the
Applications of the Mossbauer Effect at which MS-DAC studies were presented was
ICAME-1985, Leuven. Papers by Pasternak et al. [26] dealt with studies of 129h molecular
crystals to P=35 GPa at cryogenic temperatures and by Nasu et al. [27] with e-Fe and
Fe20 3at room temperature to P=45 GPa and 76 GPa, respectively. These early publications
with 57Fe, 1291 and with 151 Eu [28] motivated many of the existing high-pressure MS
laboratories either to switch or to add a DAC capability to their facilities.

3 Examples of recent 57Fe HP-MS

3.1 Breakdown of strong correlation; the case of Hematite (Fe203) [29]

Fe203, a wide-gap antiferromagnetic insulator (TN =956 K [30]) with its large optical gap
can be regarded as archetypal of a Mott-insulator. Motivated primarily by its importance in
the earth sciences, high-pressure studies of this corundum-type mineral have been
extensively performed since the early days of high-pressure physics. As early as in the
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mid-1960s, shock-wave experiments were performed by McQueen and Marsh [31] who
reached energy densities not available at that time in conventional static pressure cells.
Based on those experiments Reid and Ringwood [32] proposed a new denser structure
formed in the 60-120 GPa range. In the mid-1980s, static high pressure conventional XRD
studies carried out with DAC's by Yagi and Akimoto [33] and Suzuki et al. [34] confirmed
the onset of a new denser phase at ",50 GPa. This structure could be ambivalently assigned
either to the "distorted corundum," Rh20 3-II-type [35] or to an orthorhombic perovskite
structure. Toward the late 1980s with the advent of synchrotron radiation facilities and their
availability for materials science studies, XRD measurements using the energy-dispersive
mode were carried out to 67 GPa by Staun Olsen et al. [36]. They reported the onset of a
first-order phase transition at ",50 GPa accompanied by a drastic volume reduction of about
10% and assigned an orthorhombic structure to this new phase. Yet, despite improved
experimental data of the XRD patterns, the authors did not unambiguously differentiate
between the Rh20 3-II corundum-type or the perovskite structures.

In this study we have performed extensive measurements, up to 80 GPa, with XRD in
the angle-dispersive mode [37], Mossbauer Spectroscopy (MS), and Resistivity employing
the TAU miniature piston/cylinder DAC [38] with anvils having 0.3-mm flats. Ruby
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Fig. 6 The R(P,l) curve of he­
matite showing clearly the insu­
lator-metal transition driven by
correlation breakdown at high­
pressures

fluorescence was used for pressure measurements. For XRD and MS [39] samples of
spectroscopic pure Fe203 were encapsulated in 150-lJ-m diameter by 25-lJ-m high cavities
drilled in SS and Re gaskets, respectively. Argon was used as a pressurizing medium. For
resistivity studies the ring surrounding the sample cavity drilled in a SS gasket was coated
with fine Al203 powder mixed with epoxy for the purpose of electrical insulation of the 5­
IJ-m thick Pt electrodes, and the four-probe method was used. The average distance between
electrodes was 40 IJ-m, and the pressure distribution pertinent to the resistance measure­
ments was typically within 5% of the average pressure. At selected pressures, particularly at
the vicinity and above the phase transition, the temperature dependencies of R(P) and of
MS were carried out in the range 4-300 K using a dip-stick sample holder immersed into a
He-storage dewar and a top-loaded cryostat [40], respectively.

Mossbauer spectra of Fe203 characteristic of various pressure ranges taken at 300 K are
shown in Fig. 5 a-d. Up to --45 GPa the dominant spectral component is that of the LP
phase (a, b), arising from the 6Al g high-spin state and characterized by Hhr 51 T; a typical
value of the hyperfine field for ionic ferric oxide bonding. In the 50-55 GPa range a non­
magnetic quadrupole-split component emerges (c), designated as the HP component,
coexisting with the 51 T magnetic-split LP-component. In the 60-70 GPa range (d) the
relative abundance of the LP component keeps on decreasing, and we note that the Hhf at
300 K of the magnetic component is slightly reduced, by about 10%; this magnetic phasein
the mixed region is designated as an intermediate phase (IP). For P>72 GPa, the only
spectral component observed in the 4-300 K range is that of the non-magnetic HP phase (e)
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Fig. 7 The XRD pattern of
Fe203 showing the transition
from a normal corundum phase
(space group) at low pressures to
a Rh20rII-type, with space
group Pbna
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and is characterized by a quadruple-split spectrum. The lack of a magnetic ordering down
to 4 K prompted us to conclude that this single HP component reflects not a paramagnetic,
but rather a non-magnetic state [41]. This signals the breakdown of the d-d electronic
correlation, and that will be accompanied by metallization.

The pressure variation of the resistance, R(P), at 300 K is shown in Fig. 6. As can be
seen a precipitous decrease occurs at the onset of the phase transition in which R(P) is
reduced by more than six orders of magnitude [42]. The resistivity value at 80 GPa and
300 K was estimated to be 1.5(7) x 10-6 Om, typical of a metal. To further explore the HP
electronic state we carried out R(1) measurements at various pressures (see inset in Fig. 2).
As shown, the R(T, 17 GPa) curve for the LP regime is typical of an insulator, and the
R(T, 59 GPa) curve with its positive dR/dT, is characteristic of a metallic state. In the range
42-59 GPa the sample behaves as a mixture of insulating and metallic states with the
metallic contribution (HP abundance) increasing with pressure. This trend is in full agreement
with the MS results (see Fig. 1) provided we assign non-magnetic and magnetic components
to the metallic and insulating phases, respectively.

The diffraction patterns typical of the LP, IP, and HP regimes are shown in Fig. 7. The
LP diffraction pattern (a) fits very well with the corundum phase (space group R 3" c). The
diffraction lines corresponding to the HP phase first appear at --45 GPa, and the diffraction
pattern recorded at 46 GPa (b) is characteristic of IP the intermediate regime where both LP
and HP phases coexist. Diffraction patterns (c) of the pure HP recorded at 70 GPa can be
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precisely indexed to the distorted corundum phase, Rh20 3-II-type, with space group Pbna
(see Fig. 3d).

This series of experimental data, using XRD, MS, and resistance measurements
determined unequivocally the non-magnetic metallic state of hematite induced by a
precipitous volume decrease at 50 GPa. The mechanism responsible for the insulator-metal
transition is the breakdown of the strong d-d correlation resulting in a non-magnetic metal.
The insulating and metallic phases coexist in the 42-58 GPa pressure range. Also, the
ambivalence regarding electronic state of Fe and the HP structure is now clarified.. The
structural transition is minor, from the corundum-type to a distorted corundum Rh20 3-11

type, with both composed of Fe3
+ cations six-fold coordinated to oxygens. The geological

implications of this finding are quite compelling. At depths corresponding to the inner
mantle, hematite is metallic with a resistivity as high as that of metallic iron.

3.2 The high-spin to low spin transition; the case of Wiistite (FeO) [43]

Details of the state of matter at very high static densities are of fundamental significance to
quantum mechanics, to the nature of magnetic ordering, and to band structure of narrow d­
band materials. At the substantial high pressures that are now available with diamond anvils
cells (DAC) and appropriate spectroscopical methods, new insights on magnetic properties
are emerging. Magnetic properties are studied preferably in simple binary transition-metal
(TM) compounds, the so-called Mott Insulators [44] which, by virtue of the strong on-site
electron-electron correlation within the d-bands have localized moments, become
antiferromagnetically ordered at temperatures below TN and are insulators with large
optical gaps that persist at temperatures far above TN. In the isostructural regime of density
increase, the magnetic state will, in principle, eventually collapse as a result of one of the
following mechanisms:

(1) Insulator-metal transition resulting from the closure of the Mott-Hubbard d-d gap (U)
or of the Charge-Transfer p-d gap (L1). Experimental verification of such a
phenomenon is the concurrent metallization and collapse of magnetic moments
within a narrow pressure range. The pressure-induced so-called Mott transition has
been experimentally demonstrated in the case ofNil- by Pasternak et al. [45] and later
on in Col- [46] and Fel- [47] using the combined methods of Mossbauer
Spectroscopy (MS), X-ray diffraction (XRD), and electrical conductivity in DAC's.

(2) High-spin (HS) to low-spin (LS) transition resulting from the breakdown of Hund's
rule at very high density. In HS TM-compounds a transition to LS will occur when the
crystal field splitting exceeds the exchange energy, and the material will become
diamagnetic resulting in the collapse of magnetic state, for the particular case of an
even valence number n in a cf configuration.

This letter an experimental proof has been reported for such an isostructural/isochoric
HS--+LS transition [48] in wiistite (Fel-xO). This has been observed with 57Fe MS used as
a probe of magnetism at pressures to 120 GPa. To our knowledge this is the first report on
Mossbauer Spectroscopy beyond 100 GPa.

Wiistite is non-stoichiometric divalent (tf) iron oxide invariably with a cation
deficiency (x). Depending on x, TN at ambient pressure may vary between 190-210 K in
the 0.90<x<0.96 range [49]. It crystallizes in a NaCI structure at ambient pressure and at
ambient temperature distorts into a rhombohedral cell above --18 GPa. In both structures Fe
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Fig. 8 Typical Mossbauer spec­
tra of FeO.940 measured at P?.
60 GPa at 300 K. The solid line is
a least-square-fit to the experi­
mental points assuming magnet­
ic- and quadrupole-split
componentswith varying intensi­
ties. The inset depicts the varia­
tion of the relative abundanceof
the non-magnetic component(the
LS-component, see text) with
pressure. Note that by extrapola­
tion the HS-component will be
fully converted to the LS at
-140 GPa
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is at the center of an oxygen octahedron. A modified piston/cylinder Mao-Bell type DAC
was used with anvils having culet flats of 150 urn. A 75-~m hole was drilled in a Re gasket
into which the sample was loaded in a 25 urn high cavity along with ruby chips for pressure
determination. XRD using synchrotron radiation was also used for independent
determination of pressure. Most measurements were carried out using a top-loading
cryostat with experiments conducted in the 4-300 K range.

Typical spectra at 300 K obtained at 60,90, 100 and 120 GPa are shown in Fig. 8. With
increasing pressure, at ambient temperature, a new non-magnetic (nm) component evolves
at ",90 GPa, and its abundance increases with pressure as shown in the inset of Fig. 1. At
120 GPa this spectral component is characterized by a quadrupole splitting (QS) and an
isomer shift (IS) of 0.85(7) mm/s and 0.75(10) mm/s, respectively. Those values are higher
than those obtained for the magnetic component (QS=0.2(2) mm/s and IS=0.5(1) mm/s).
The nm abundance is also temperature dependent. A typical case is shown in the inset of
Fig. 3 where the presence of the nm component at 120 GPa is first detected at T>70 K, and
its abundance increases with temperature. At this pressure full conversion is extrapolated to
be ",450 K. These and all other measurements showed both temperature and pressure
reversibility; no significant hysteresis was observed. We assign this nm spectral component
to the lA1g diamagnetic low-spin state of Fe2

+.

This has been the first manifestation of Mossbauer spectroscopy studies beyond
100 GPa. We found that the collapse of the magnetic state in Fel-xO is due to a constant­
volume (probably second-order) HS-+LS transition, where both species coexist over the
pressure range of 90-140 GPa at T::;300 K. The energy gap separating the diamagnetic lAt g
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Fig. 9 Mossbauer spectra of 57Fe
(OHh for different pressures
measured at 70 K. The spectrum
measured at 6 GPa, 70 K corre­
sponds to the paramagnetic state
characterized by a QS=2.7 and
IS= 1.0 mm, typical ferrous com­
pounds. The slight asymmetry in
the doublet intensities is caused
by texture effects. The asymmetry
increases with pressure. The
spectrum measured at 6 GPa and
11 K shows the magnetically
ordered state hyperfine splitting.
The solid line is the theoretical
spectrum calculated from the full
spin-Hamiltonian governing the
hyperfine interaction (see text)
resulting in HhF 19 T, QS=

2.6 mm/s and IS= 1.0 mm/s. At P
>6 GPa the Mossbauer spectra
reveal the onset of a new com­
ponent corresponding to a ferric
species whose sublattice ordering
temperature is considerably
higher than that of the ferrous
species. With increasing pressure
(14-35 GPa) the relative abun­
dance of the Fe3

+ component
increases reaching -70% at
40 GPa (see inset). The hyperfine
parameters of the ferric compo­
nent obtained were: Hh~70 K)=
50 T, QS(70 K)=0.25 mm/s and
18(300 K)=0.25 mm/s

M.P. Pasternak, R.D. Taylor
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and magnetic 5T2g states decreased with pressure, reaching values comparable to ambient
temperature kBTat '"100 GPa.

3.3 Pressure-induced "oxidation" of Fe2+; the case of iron hydroxide (Fe(OH)2) [50]

Structural properties of M(OH)2 under static pressure have been the subject of numerous
studies during the last few years. The main motivation was an early experimental discovery
by Kruger et al. [51] of a pressure-induced broadening of the O-H vibrational A2u modes in
both Mg(OH)2 and Ca(OH)2, observed by way of infrared spectroscopy. The broadening
phenomenon was later confirmed by Duffy et al. [52] from high-pressure Raman studies in
Mg(OH)2. A similar phenomena was later observed by Nguyen et al. [53] in CO(OH)2 using
both Raman and IR spectroscopy. From X-ray diffraction studies in the CO(OH)2 case, the
authors attributed the broadening to a local "hydrogen sublattice amorphization," with no
effect on the long-range ordering of the co-o lattice. The several studies have shown that
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the O-H vibrational broadening first appears at --11-14 GPa, increases monotonically with
pressure, and is reversible upon decompression.

The CdI2 related hydroxides (space group P3ml) have a rather unique structure with

hydrogen atoms isolated between layers of metal ions in octahedral coordination with
oxygen. By applying pressure one may follow a series of controlled O-H-H and O-H-O
stages of repulsion and attraction, respectively. And indeed, a recent systematic high
pressure (HP) study by Parise et al. [54] in CO(OD)2 using neutron powder diffraction has
shown that the hydrogen atoms become continuously disordered with increasing pressure as
a result of structural frustration due to interlayer H-H repulsion. In the Cdl--related
structure, at ambient pressure, M is located at (0,0,0) and 0 and Hat (1/3, 2/3, z) with --0.2
for 0 and --0.4 for H. At ambient pressure the O-H axis is aligned along the three-fold
symmetry c-axis of the crystal, but because of the pressure-induced repulsion, the (O-H)-l
dipole axis "splays" with respect to the c-axis direction with the bending angle increasing
with pressure (see Fig. 9). According to [54], the H position is continuously laterally
displaced from its original three-fold axis, reaching D=0.4 A at 16 GPa. The pressure­
induced H-displacement or (O-H)-l dipole bending is responsible for the vibrational
broadening as observed by optical spectroscopy in all M(OH)2 HP studies. As will be
shown this dipole orientation mechanism is also responsible for the continuous self­
oxidation, or ionization, of the ferrous ion in Fe(OH)2 [55, 56].

Typical Mossbauer spectra measured at 6 GPa, 11 K (T<TN ) and at 60 K (>TN ) at
various pressures are shown in Fig. 9. Below --8 GPa the spectra are composed of a single
Fe2+ component characterized by quadrupole splitting QS(e2qzzQ)=2.95(2) mm/s and
isomer shift IS= 1.00(1) mm/s, with values barely changing to 40 GPa. The asymmetry in
intensity of the QS doublet which increases with P is attributed to a sample texture effect.
The hyperfine field Hhf obtained from the least-squares-fitting at 11 K is Hhf = 19.5 (2) T
oriented at 90° (270°) relative to the principal axis of the electric-field-gradient, eqzz. In the
0-40 GPa range TN increases monotonically, reaching 63 Kat 40 GPa. Spectra taken at P>
8 GPa show the presence of a new, additional component whose relative abundance
increases with pressure. The hyperfine parameters of this new component are: IS=0.3
(1) mm, QS=0.3(1) mm/s and Hhf=51(1) Tvalues characteristic of Fe3+ in an oxygen six­
fold coordination configuration. The relative abundance of the Fe3+ component was
evaluated using the appropriate areas A of the respective absorption spectra components:

3+ A (Fe3+)
Fe abundance == (3+) (2+)A Fe +A Fe

(2)

The continuous increase ofH disorder resulting in the formation of splayed dipoles and
possibly multipoles of O-H units would no doubt produce a finite electric field at the Fe
site. And such an induced potential must be sufficient to remove this weakly bonded
electron creating either a new ferric hydroxide Fe3+O(OH):

Fe2+(OH) ~ Fe3+OOH + ~H
2 2 2

or a new electronic-band within the high-pressure band structure:

(3)

To show whether a new ferric compound is created (expression (2)), coexisting with the
ferrous hydroxide (and a free H2), we carried out a series of HP-XRD to 30 GPa. Careful
XRD analyses have shown that the indexes of Fe(OH)2 persist to 38 GPa.
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Fig. 10 Mossbauer spectra
recorded at 300 K for various
pressures. With increasing pres­
sure distinct changes in the spec­
tral components are observed.
The 3 GPa and the 30 GPa
spectra correspond to the inverse
and normal spinel, respectively.
The 10 GPa spectrum corre­
sponds to the decoupled d-charge
at the inverse-spinel state. The
dashed curve (-) corresponds to
Fe3

+ at the A-site, the dashed­
dotted (_._._._._) curve to Fe3+ in
B-site and the dotted (- )
curve to Fe2

+ in the B-site

M.P. Pasternak, R.D. Taylor
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These series of experimental data, using XRD, MS, and R measurements at various
pressures and temperatures determined unequivocally the gradual pressure-induced
oxidation of Fe2+ to Fe3+. This phenomenon of "self-oxidation" in Fe(OH)2 is attributed
to the gradual lateral displacement of the H atom, due to coulomb repulsion, that culminates
in the formation of splayed (O-H) dipoles. The breakdown of the (O-H) axial symmetry
creates an effective dipole potential at the iron site in addition to the relatively weak binding
energy of the last valence-electron contribute to the ionization of the Fe2+. This self­
oxidation does not lead to a new ferric-hydroxide species, e.g., Fe3+O(OH), but rather to the
creation of a new electron-band within the HP band-structure of Fe(OH)2' Up to --50 GPa
those electrons are rather localized, but at P> 50 GPa a first-order electronic transition takes
place in which the electrons become weakly delocalized and the resistivity decreases
discontinuously by --2.5 orders of magnitude.

3.4 The coordination crossover in magnetite (Fe304); a pressure-induced inverse-to-normal
spinel transition [57]

Following the discovery by Verwey [58], of a remarkable discontinuous drop in the
conductance upon cooling below Ty= 122 K, the Verwey temperature, magnetite became
the subject of numerous studies in condensed matter physics. This peculiar electronic
transition occurs at or close to a first-order structural phase transition from a cubic to a
monoclinic structure [59]. At T>Tv magnetite has an inverse spinel structure (cubic crystal
symmetry), in which the tetrahedral sites (A-sites) are occupied by Fe3+ and the octahedral
sites (B-sites, twice as abundant as A sites) by Fe2+ and Fe3+. The presence of the mixed­
valence Fe ions in the B sites motivated Verwey et al. [60], including Mott [61], to
hypothesize that electronic exchange between the ferrous and ferric ions take place above
Tv Charge delocalization would then explain the metallic behavior of magnetite at T>Tv
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Fig. 11 Mossbauer spectra
recorded at 10 GPa for 200, 300,
and 410 K. The parameters were
free to vary during the least­
squares-fitting procedure. At
300 K, the abundance of the three
components is equal within the
experimental error. The abun­
dance of the two components at
200 K (normal spinel) and at
410 K (inverse spinel) was 2/1,
within the experimental error.
Typical values of the deduced
hyperfine fields at 200 K are 48.4
and 45.1 T for the B(Fe3+) and A
(Fe2+) sites, respectively, and at
410 K they are 46.2 and 50.2 T
for the A(Fe3+) and B(Fe2

.
S+),

respectively

-10 -5 0 5

Velocity (mm/s)
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whereas the onset of charge localization at the respective individual iron ions below Tv

would explain the metal-insulator transition.
Without question the need for an experimental proof of the suggested transition

mechanism:

is essential. Spectroscopic methods offer a useful means to probe directly the charge state of
the Pe constituents. Though some spectroscopic methods such as neutron and resonant
X-ray scattering are both atom- and site-specific probes, Mossbauer spectroscopy (MS)
is indeed a preferred method because of its capability to differentiate between iron
charge-states via the observed 57Pe hyperfine parameters that include the isomer shift (IS),
quadruple splitting (QS), magnetic hyperfine field (Hhf) , and relative abundance of the
spectral components.

None of the MS studies" carried out at T<Tv could unequivocally resolve the elusive
charge localization at the B-sites. A typical spectrum for localization would be composed of
three distinct components, each with the same intensity: two components corresponding to
the Fe3+Fe2+ pair on the octahedral site and the third to Fe3+ on the tetrahedral site. Yet, a
typical Mossbauer spectrum below Tv is composed of only two components. Based on 57Fe
NMR, Novak et al. [62] concluded that no Fe3+Fe2

+ ordering could be present below Ty .

Similar conclusions were obtained by Garcia et al. [63] using the method of X-ray resonant
scattering of the forbidden (0 0 2) and (0 0 6) reflections at the Fe K edge. As in the case of
T>Ty they concluded that both of the B-site Fe-charges must be identical.

Mossbauer spectra taken at RT and 3, 10, and 30 GPa, are shown in Fig. 10, and spectra
corresponding to 10 GPa recorded at 200, 300, and 410 K are shown in Pig. 11. Features of
these two sets of spectra are very similar. The spectrum at 3 GPa and RT (Pig. 10) is typical
of those measured at ambient pressure and T>Ty (see Fig. 1, 130 K). These spectra are
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characterized by two major componentswith an abundanceratio of 2/1, the one with higher
abundance attributed to the mixed charge state Fe2.5+ Fe2.5+ in the B (octahedral) sites and
the second componentto Fe3+ at the A (tetrahedral) sites. At 30 GPa the spectrumlooks like
the 108 K spectrum in Fig. 1, characteristic of spectra at T<Ty at ambient pressure.

In conclusion Mossbauer studies carried out by many authors at T « Ty have produced
rather complex spectra which apart from the two main components as seen at 108 K in
Fig. 1, were fitted with up to five sub-spectra [64]. Many authors assume an inverse-spinel
structure at T<Ty and have therefore interpretedtheir results in terms of localized charges,
with Fe2+ and Fe3+ valence states in the B-site. It should be pointed out that at low
temperatures; strainshave been documentedin XRD studies [65], so the presence of several
extra Mossbauer sub-spectra is not too surprising. A similar case is observed in FeO at low
temperatures [66]. These lines are suppressedwith pressure both in FeO and all of our high
pressure spectra at low temperatures and could well be fitted with two components. It
should be emphasizedthat many of the recent Fe304 studies and their analysis in particular,
were model-sensitive. All analyses have assumed the existence of inverse-spinel structure
bellow and above Ty. The present results and interpretation are consistent with both the
NMR and the X-ray resonant scattering observations, which are model-insensitive, that
reveal identical charge states for the two Fe in the B-site both above and below Ty, e.g.,
Fe+2.5 and Fe+3, respectively.

Thus, by virtue of the inverse to normal spinel transition the d electrons become
localized, the Fe3+ and Fe2+ in the B and A sites, respectively, this cannot be accounted for
the metal-insulator transition at Ty . A possible explanation for the Verwey transition at T=
Ty is the opening of a gap in the ligandp-band, as in the case of Sr3Fe207 [67, 68]. The
intra-bandp-p gap does not involve the d-bands explicitly, as the latter is still separatedby
the Hubbard-Mott energy U. This explanation is consistent with the retention of the
magnetic properties of magnetite both below and above Ty.
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Abstract The atomic vibrational dynamics of 57Fe in 800-A thick amorphous (a-)
57Feo.25ScO.75, a-57Feo.67ScO.33 and a-57Feo.14Alo.86 alloy thin films has been investigated
at room temperature by nuclear resonant inelastic X-ray scattering (NRIXS) of
synchrotron radiation. The amorphous phase has been successfully stabilized by
codeposition of Fe and Sc or Al in ultrahigh vacuum onto substrates held at
-140°C during deposition. The amorphous structure of the samples was con­
firmed by X-ray diffraction and conversion electron Mossbauer spectroscopy. The
57Fe-projected partial vibrational density of states, geE), has been obtained from the
measured NRIXS vibrational excitation probability, together with thermodynamic
quantities such as the probability of recoilless absorption (f-factor), the average
kinetic energy per Fe atom, the average force constant, and the vibrational entropy
per Fe atom. A plot of the reduced density of states, g(E)/E2,versus excitation energy
E proves the existence of non-Debye-like vibrational modes (boson peak) with a
peak energy, Ebp, in the range of 3-7 meV. Both, the boson peak height H bp and Ebp

were found to depend on the composition. Above the boson peak, g(E)/E2 exhibits
an exponential decrease. Our results demonstrates that the features of the boson
peak depend on the amount and type of element M (M = AI, Si, Mg, Sc).
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1 Introduction

B. Sahoo, W. Keune, et al.

The atomic vibrational dynamics of amorphous and disordered systems is a subject
of continuing interest because of their anomalous behavior in the low energy part of
the vibrational density of states (VDOS), geE) [1,2]. In particular, the phenomenon
of the so called 'boson peak' which appears as an excess contribution at low energies
in the reduced VDOS, g(E)/E2, as compared to the usual Debye behavior (g(E)/
E 2 = constant) of crystalline materials, is a topical subject [3]. The microscopic origin
of the boson peak is still a matter of debate [3-7]. The existence of such excess vibra­
tional excitations in different bulk materials [8] and in particular in metallic glasses
[9] was revealed by earlier inelastic neutron scattering results. More recently, nuclear
resonant inelastic X-ray scattering (NRIXS) of synchrotron radiation at 57Fe nuclei
has been used to measure the boson peak via ferrocene probe molecules matrix­
isolated in various bulk organic glasses [3], and in various amorphous binary alloy
thin-film systems [10-18]. A systematic NRIXS investigation of vapor-quenched
amorphous (a-) Fe,Tb.,., [16] and a-Fe.Mg.,., [18] alloy thin films was reported
recently. These results demonstrate that the features of the boson peak in a-Fe.Mi..,
alloys depends on the alloy composition and on the type of alloying element M.
Therefore, in order to obtain information on the nature of th. boson peak in metallic
glasses it is essential to study systematically the vibration.,1 properties of binary
a-FexM 1- x alloys as a function of atomic mass, atomic volume and electronegativity
of the element M. The present work is a continuation of our previous systematic
studies of the properties of the boson peak in amorphous binary-alloy thin films.
Here, we present results on a-Fe-Sc and a-Fe-AI alloy thin films, and we compare
with properties of the a-Fe-Mg system.

For our investigation we have employed 57FeNRIXS. After the pioneering work
by different groups [19-21] the NRIXS method has been widely applied to explore
the atomic vibrational properties of condensed matter, see, e.g., ref. [22-25]. The
frequency (or energy) distribution of atomic vibrations, geE), for the vibrating
resonant isotope in the crystalline or amorphous state, can be directly measured by
NRIXS. The VDOS is a fundamental quantity from which important thermodynamic
properties may be deduced [26-29]. Because only small quantities of materials are
needed, NRIXS has opened the field of lattice dynamics in thin film, interface and
multilayer research [10-18,30].

2 Experimental procedure andsamplepreparation

Thin films of a-57Feo.25ScO.75, a-57Feo.67ScO.33 and a-57Peo.14Alo.86 alloys have been
prepared in ultrahigh vacuum (DHV) by thermal co-evaporation of metallic 57Fe
(95 % isotopic enrichment) and Sc or Al from Knudsen cells (A1203 crucibles) onto
oxidized Si(OOl)substrates held at -140°C during deposition. The base pressure was
about 5 x 10-10 mbar. The pressure during evaporation was rv 2 - 3 X 10- 9 mbar.
The deposition rates of 57Fe and Sc or Al were measured independently by two
calibrated quartz-crystal oscillators and controlled by a personal computer. The
desired alloy composition was obtained by selecting a constant ratio of 57Fe and Sc
(or AI) deposition rates, while maintaining the individual deposition rates constant.
The individual deposition rate was at a constant value between 0.1 and 0.4 A/s.
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The alloy compositions, x, given here are nominal compositions determined from
the ratio of the two deposition rates. The error in x is estimated to be ± 0.01. The
thickness of the alloy films was 800 A as monitored by the quartz crystals. The purity
of the elements used was 99.950/0 for 57Fe, 99.9% for Sc and 99.99990/0 for AI. The
alloy films were coated by a 60-A thick Cr layer for protection.

The structure of the samples was characterized by conventional () - 2() X-ray
diffraction (XRD) and 57Fe conversion electron Mossbauer spectroscopy (CEMS).
For the XRD measurements Cu-K, radiation and a graphite monochromator were
used. The CEM spectra were measured at room temperature by placing the sample
into a He + 4% CH4 proportional counter with the film surface perpendicular to
the incident 14.4 keY y-ray of the 57CO source (Rh-matrix). The spectra were least­
squares fitted by a distribution of quadrupole doublets. For the least-squares fitting
of the CEM spectra, the computer program NORMOS by Brand [31] was used.

The 57Fe NRIXS experiments were performed at RT at the undulator beamline
3-ID of the Advanced Photon Source in Argonne (USA). The method of inelastic
nuclear resonant absorption of 14.4125 ke V X-rays is selective to the 57Fe reso­
nant isotope and provides the Fe-projected (partial) VDOS rather directly with a
minimum of modeling [20, 27]. Details of the technique are described elsewhere
[19-21, 26-29, 32]. The monochromatized synchrotron radiation was incident onto
the film surface under a grazing angle of rv 4 mrad and had an energy bandwidth
(FWHM) of 1 meV. The X-ray beam was focussed to about 10 x 10 j-tm2 in size.
The energy was tuned around the 14.4125 keV nuclear resonance of 57Fe. Avalanche
photo diodes were used as detectors. The NRIXS detector was placed close to the
sample surface in order to detect the characteristic K-fluorescence X-rays emitted
by Fe atoms during the process of de-excitation of 57Fe nuclei to the ground state.
The instrumental resolution function was measured simultaneously with each NRIX
spectrum by detecting the forward scattered intensity. The measurement time per
spectrum was about 1 h. The NRIXS data evaluation and extraction of the VDOS
were performed by using the computer program PHOENIX described elsewhere
[33]. The thickness of 800 A of our films is sufficiently large, so that their measured
VDOS distributions are representative of the bulk materials [11, 14, 16].

3 Samplecharacterization

Figure 1 shows typical XRD patterns of our samples. Only sharp Bragg reflections
from the Si substrate and a weak Bragg peak from the Cr overlayer are observed in
Figure 1, but no sharp Bragg reflections from the alloy films. This demonstrates the
amorphous nature of our alloy films. There is no indication of precipitation of any
crystalline phase. The amorphous structure of the alloy films is revealed by faint and
broad features in the region around 28 = 38° rv 44° for Fe-Sc and 28 =35° rv 44°
for Fe-AI, where the intensity is weakly enhanced and behaves non-monotonically
relative to the decaying (extrapolated) background intensity. These weak and broad
features are indicative of a broad distribution of local short-range-ordered atomic
arrangements (but not of long-range order) in the amorphous alloy films.

The CEM spectra (Figure 2) display apparent quadrupole doublets with broad­
ened lines for all samples. Similar asymmetric doublets are typical for non-magnetic
binary amorphous alloys [34-38]. The change in the apparent line intensity ratio
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Figure 1 8-28 X-ray
diffraction pattern of

800 A thick a-FeO.25 ScO.75,
a-FeO.67ScO.33 and
a-FeO.14Alo.86 alloy thin films
grown on oxidized Si(lOO)
substrates at Ts = -140°C.
Cu-K, radiation was used.
K,B means: Si(400)-Cu-K,B
peak, and 2nd order means:
Si(400)-Cu-Ka, 2nd order
reflection. Cr(llO): reflection
from Cr coating layer. Si(400):
reflection from Si(lOO)
substrate.

B. Sahoo, W. Keune, et al.

a-Fe 0.25 Sc 0.75

40 60 80
28 (degree)

100

observed in Figure 2a as compared to Figure 2b for Fe-Sc indicates a modification
of the local atomic environment around the 57Fe nuclei with increasing Fe content
in the amorphous structure. It is interesting that the reported spectral asymmetry
for a-Fe.Mg..., alloy films [18] is opposite to that observed here for the a-Fe.Scr..,
system, i.e. Fe-rich amorphous Fe-Mg alloy films are found to have a similar
intensity asymmetry as Fe-poor Fe-Sc amorphous films. This means that at the same
composition the atomic short-range order in amorphous Fe-Sc and Fe-Mg alloys is
different.

All CEM spectra in Figure 2 were least-squares fitted with a distribution P(QS) of
quadrupole splittings (QS), as shown on the right-hand side of the corresponding
spectrum in Figure 2. Good fits were obtained by assuming a linear correlation
between QS (identical to ~EQ) and the isomer shift 0, which often occurs in binary
disordered systems [34-38]. The obtained Mossbauer spectral parameters are listed
in Table I. Negative isomer shift values have been reported also in bulk a-Fexc,
alloys [36]. For a-Feo.14Alo.86, the average quadrupole splitting <QS> obtained
here at RT «QS> = 0.48 mm/s) is somewhat smaller than the value <QS> =
0.6 mmls reported for bulk a-Fexc, at 4.2 K [36]. This could be due to the different
measurement temperature andlor differences in the atomic short-range order of
thin films as compared to bulk samples. Our values of <QS> = 0.48 mmls for
a-Feo.2sSco.75 is not very different from that found for amorphous Zr-rich bulk­
ZrFe alloys «QS> = 0.52 mmls, [37]). For our Fe-rich a-Feo.67Sco.33 film at RT,
the average isomer shift «0>= -0.064 mm/s) and average quadrupole splitting
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Figure 2 RT Mossbauer
spectra (CEMS) of
8oo-A thick a-FeO.25SCO.75
(a), a-FeO.67SC0.33 (b) and
a-FeO.14Alo.86 (c) alloy thin
films. Thespectra were
least-squares fitted bya
distribution P(OS) of
quadrupole splittings (OS), as
shown ontheright-hand side.

o 3
--..................... 1 QS(mmls)

37

-2 -1 0 +1 +2
VELOCITY (mmls)

Table I Mossbauer spectral parameters

Sample

a-FeO.25SCO.75

a-FeO.67ScO.33

a-FeO.14Alo.86

<8>

-0.039
-0.064

0.176

<OS>

0.48
0.45
0.56

< 8 > =average isomer shift (in mmls, relative tobulk o-Fe at room temperature), <OS>=average
quadrupole splitting (= ~EQ' inmmls) at room temperature

«QS> = 0.45 mm/s) are in reasonable agreement with corresponding 300-K values
of (non-magnetic) Fe-rich bulk a-FeO.90ScO.IO alloys «8>== -0.09 mmls, <QS> =
0.40 mmls [38]). The quadrupole splitting <QS> of a-57Feo.14Alo.86 (Table I) is much
larger than the <QS>-values reported for crystalline Al-rich Fe-AI phases, such as
FeAl6 (0.26 mm/s), Fe4AI13 (0 and 0.40 mmls, respectively), and Fe2Als (0.46 mm/s)
[39]. As a conclusion, we have demonstrated that our quench-condensed Fe-Sc and
Fe-AI alloy films are amorphous.

4 NRIXS results and discussion

4.1 g(E) and related quantities

Typical NRIXS spectra (raw data) of a-Fc.Sc..., (x =0.25 and 0.67) and a-Feo.14Alo.86
alloy thin films are shown in Figure 3a,b and Figure 4a, respectively. These spectra
which give the nuclear excitation probability versus energy transfer E, show the
dominant central elastic peak at the nuclear transition energy Eo (energy transfer
E = 0 meV) and sidebands at lower and higher energy. The low-energy sideband is

~ Springer



38 B. Sahoo, W.Keune, et al.

~E =1 meV
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Figure3 NRIXS spectra
(raw data) of 8oo-A thick
a-FeO.25ScO.75 (a) and
a-FeO.67ScO.33 (b) alloy thin
films grown at T, = -140°C.
The instrumental resolution
function (central elastic peak,
dotted-hatched curve) is also
shown. (For clarity the spectra
are vertically displaced). The
spectra were taken at room
temperature. Vibrational
excitation probability per
unit energy, W(E), for
a-FeO.25ScO.75 (c) and
a-FeO.67SC0.33 (d) samples at
room temperature, obtained
from (a) and (b), respectively,
after subtraction of the central
elastic peak and proper
normalization. The
contribution of one-phonon,
two-phonon and higher-order
phonons are also shown.
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Figure 4 (a) NRIXS spectra
(raw data) of 800-A thick
a-FeO.14Alo.86 alloy thin film
grown at T, = -140°C. The
instrumental resolution
function (central elastic peak;
dotted-hatched curve) is also
shown. The spectrum was
taken at room temperature.
(b) Vibrational excitation
probability per unit energy,
W(E), for a-FeO.14Alo.86
sample at room temperature,
obtained from a after
subtraction of the central
elastic peak and proper
normalization. The
contribution of one-phonon,
two-phonon and higher-order
phonons is also shown.

produced by net annihilation of vibrational quanta, while the high-energy sideband
is the result of creation of vibrational quanta. The observed asymmetry reflects the
"detailed balance" due to the Boltzmann factor [40]. The measured instrumental
resolution function with a FWHM of 1 meV is also shown in Figure 3a,b and
Figure 4a. The resolution function is nearly symmetrical and falls off rapidly from
the center without having extended wings. The spectra in Figure 3a,b for a-Fe-Sc do
not show sharp features which one encounters for crystalline samples [16, 17]. This is
indicative of the amorphous nature of the a-Fe-Scr., thin films. On the other hand,
somewhat sharper features can be observed in Figure 4a for a-Feo.14Alo.86' which
demonstrates that the degree of amorphicity in the a-Fe-AI film is less than that
in the a-Fe-Sc films. Apparently, a higher degree of some atomic short-range order
exists in the a-FeO.14Alo.86 film than in the a-FexScl-xfilms. Obviously NRIXS spectra
are a useful qualitative probe for the degree of amorphicity in the sample.

After subtraction of the central elastic peak from the measured NRIXS spectra
the data were normalized according to the standard procedures [20,27, 32] yielding
the vibrational excitation probability per unit energy, W(E), as shown in Figure 3c,d
for a-Fe.Sc..., and in Figure 4b for a-Feo.14Alo.86. The contributions to W(E) of
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(1)

Table II Thermodynamic properties of a-Feo.2SScO.7S, a-FeO.67ScO.33 and a-FeO.14Alo.86 alloy thin
filmsderived from the NRIXS results: f =f-factor at RT, fo =f-factor at 0 K (calculated)

a-FeO.2SScO.7S a-FeO.67 SCO.33 a-FeO.14Alo.86

f 0.5844(5) 0.6531(4) 0.7242(4)
fo 0.8893(3) 0.9002(1) 0.9156(3)
< x2 > 0.01007 0.00799 0.00605
ED 23.77(2) 26.78(2) 30.92(4)
eD 276 310 359
Yet) 135(4) 127(1) 179(3)
T(7) 13.88(9) 13.84(4) 14.21(7)
To(7) 5.43(8) 5.63(3) 6.76(5)
Cv 2.79(1) 2.796(6) 2.71(1)
Sv 4.01(1) 3.767(6) 3.25(9)

The mean square displacement < x2 > (in A2), the Debye energy ED (in meV) and the Debye
temperature eD (in K) were calculated from f at RT. The values at T = 0 K were calculated from
corresponding RT values

inelastic processes in terms of one-phonon, two-phonon and higher-order phonons
are also depicted in Figure 3c,d and Figure 4b. They were obtained according to
the procedures described in refs. [20, 27, 32]. If we compare the Fe-poor cases of
a-Feo.2sSco.7s and a-Feo.14Alo.86, one can notice from Figure 3c and Figure 4b that
two-phonon and higher-order phonons contribute to a higher extent in a-Feo.2sSco.7s
than in a-FeO.14Alo.86.

The integration of W(E) over all energies E provides the quantity (1 - f) in a
model independent way with high precision, where f is the Lamb-Mossbauer factor
(or f-factor). Values of the f-factors at RT, obtained from Figure 3c,d and Figure 4b,
respectively, are given in Table II. The f-value for the a-Fe-AI case is found to be
significantly higher than for the a-Fe-Sc case.

In the harmonic approximation the Fe-projected partial VDOS, g(E), is propor­
tional to the one-phonon contribution Sl (E) in W(E), and is given by [29, 32]

g(E) = s~~ E(1 _ eE
/

k BT
) ,

where E R is the recoil energy of the resonating nucleus, k B is Boltzmann's constant,
and E is the transferred energy. g(E) was deduced from the measured distribution
W(E) in Figure 3c,d and Figure 4b according to standard procedures described
elsewhere [20, 27, 33].

Figure Sa exhibits g(E) of our amorphous Fe-Sc and Fe-AI alloy films, along
with the VDOS for bulk bcc-Fe for comparison. The energy resolution was 1 meV
for all g(E) curves. In contrast to the case of crystalline phases (e.g. bcc-Fe) all the
VDOS of our samples have the common feature that they do not show sharp peaks,
since such peaks (e.g. due to van Hove singularities) are smeared out in structurally
and atomically disordered materials. This feature is similar to that of the VDOS of
a-Fe,Tb..., [14,16] or a-Fe.Mg.,., [18] alloy thin films and bulk a-MgO.7ZnO.3 metallic
glass [9].

There is a noticeable difference in the shape of g(E) between the VDOS of the
a-Fe-Sc and a-Fe-AI alloy films (Figure Sa). The g(E) curves of a-Fe-Sc are asym­
metric and almost structureless broad features: with increasing E the g(E) curves

~ Springer



Vibrational dynamics of Fe in amorphous Fe-Sc and Fe-AI alloy 41

Figure 5 (a) PartialVDOS,
g(E), of 800 Athick

160 aE =1meV
a-FeO.2SSCO.7S, a-FeO.67SCO.33
and a-FeO.14Alo.86, alloythin >films grownat -140°C. The Q)

VDOSof bcc-Fe is alsoshown ::::= 1200

for comparison. (b) Reduced >

partial VDOS,g(E)/E2, versus ~
~

excitation energyE for the "- 80
W

a-FeO.2SScO.7S, a-FeO.67SCO.33 C;;
and a-FeO.14Alo.86 samples at
room temperature.Energy 40
resolution~E =1.0 meV. The
verticaldotted line indicates
the FWHM of 1.0 meV of the 0
instrumentalresolution
function (data below1 meV 0 20 40 60 80

are physically irrelevant). For Energy(meV)

comparison the reduced 1.0

VDOSof bulk bcc-Fe is N- aE =1meValsoshown. > 0.8Q)

~ a-FeO.25ScO.75s
~ 0.6

a-FeO.67ScO.33 (b)(5
>
~

0.4 a-FeO.14A1O.86~----N
W
---W 0.2
0;

0.0

O· 20 40 60 80

Energy(meV)

first rise steeply and nearly linearly, show a maximum at "'19 meV for x =0.25 and
at "'21 meV for x = 0.67, and then drop more slowly to zero. By contrast, geE) of
a-FeO.14Alo.86 first shows a distinct shoulder near "'10 meV, a maximum near
"'26 me V, and again a broad shoulder centered near "'40 meV (not far away from the
36-meV peak of bulk bee-Fe). These low-energy and high-energy shoulders in geE)
for a-FeO.14Alo.86 could originate from the higher degree of atomic short range order
in this alloy, leading possibly to Fe nanoclusters. This effect is much less pronounced
or negligible in the amorphous Fe-Sc alloy films, which obviously have a much
smaller degree of short range order than the a-FeO.14Alo.86 film. Similar effects have
been observed in the VDOS of a-Fe.Mgr ,., alloy films and were tentatively assigned
to statistical Fe clusters in the amorphous alloy [18].

From the measured WeE) and geE) spectra important thermodynamic quantities
are obtained [29,33]. Besides the f-factor, we have determined the mean atomic force
constant vet) along the beam direction -t, the mean kinetic energy per atom T(-t),
the vibrational specific heat per atom Cv, and the vibrational entropy per atom Sv,
all at RT. These quantities are given in Table II, together with the calculated values
of the mean square displacement < x2 > of the 57Fe atom, the Debye energy ED and
the Debye temperature e D. The values at T = 0 K for the f-factor, fo, and the mean
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kinetic energy, ToCt), were calculated from the corresponding RT values by using
the Debye model.

4.2 The boson peak

The low-energy modes in g(E) below ~ 10 meV in Figure 5a are of particular interest.
The usual way to observe a deviation from Debye-like behavior (g(E) ex E2) is to
plot the reduced VDOS, g(E)/E2, versus E. Then, the strict Debye-like behavior
is reflected by a horizontal line which intersects the g(E)/E2 axis at a value that is
proportional to c;3 (cs = average sound velocity) [27, 28].

Figure 5b shows a plot of g(E)/E2 versus E, deduced from Figure 5a. For
decreasing E, a remarkable and unambiguous rise in g(E)/E2 and a peak near Ebp ~

5 ~ 6 meV are observed for all amorphous alloy films. For comparison, Debye-like
behavior of bulk bcc-Fe is observed in g(E)/E2 below ~ 15 meV, where g(E)/E2

remains constant at ~0.15 (at.vof)' (eV)-l (meV)-2 [14] as shown in Figure 5b.
The strong rise and the peak in g(E)/E2 for the present amorphous alloy films is
qualitatively similar to the g(E)/E2-behavior in a-Fe,Tb..., [14,16] and a-Fe.Mg.;.,
[18] alloy thin films. The peak height, Hbp , is observed to increase with decreasing
Fe content. Non-Debye-like low-energy vibrational excitations are clearly present in
the a-Fe.Sc. , , and a-Feo.14Alo.86 alloy thin films. The observed peak in Figure 5b is
identified as the boson peak.

The probability of excitation of these anomalous low-energy atomic vibrations
increases with decreasing Fe content x. This is displayed in Figure 6a, where we show
the concentration dependence of the boson peak height, H bp , for our a-Fe.Sc...,
alloy films and for comparison, for a-Fe.Mgj , , alloy films reported earlier [18]. Data
points for a-FeO.14Alo.86 and for a-FeSi- [17] are also given. (Hbp was measured from
g(E)/E2 = 0 in Figure 5b). For a-Fe.Mgj.,, Hbp increases linearly with composition
(1 - x) with a slope SPeMg equal to 1.17 (at. vol.)-1 (evr'(me V)-2. A linear behavior
was observed also for a-Fe,Tbu., alloy thin films [14, 16]. Therefore, we may assume
that a linear relationship exists also for a-Fe-Sc.c,; although we have measured only
two data points. For the straight line connecting the data for a-Fe .Scu., in Figure 6a
we infer a slope SPeSc of 0.78 (at. vol.)-1(eV)-1(meV)-2, which is smaller than for the
a-Fe.Mg..., case. The slope SPeTb for a-Fe,Th..., alloy films was reported to be much
larger, namely 2.25 (at. vol.)-1(eV)-1(meV)-2 [16]. This demonstrates that the slope
of the linear Hbp vs. (1 - x) behavior does not simply depend on the atomic mass
m of the alloying element, because mTb > msc > mMg, but SPeTb > SPeMg > SPeSc.

Very likely also other properties of the alloying elements, as, e.g., atomic volume
or electronegativity, might playa role for the description of the boson peak height.
In any case, the anomalous low-energy excitations in these amorphous Fe alloys are
related to vibrational modes induced by the non-ferrous atoms.

Figure 6b shows the concentration dependence of the boson peak energy, Ebp , for
a-FexScl-x and, for comparison, for a-FexMg 1- x [18]. For a-FexMg1-x, Ebp decreases
linearly with composition (1 - x), with a rather large slope of -5.03 meV. By
contrast, the slope of the straight line connecting the two data points for a-Fe.Scu.,
is very small, namely only -0.96 meV. At present there are no systematic studies on
which factors influence Ebp and its concentration dependence in amorphous binary
alloys.
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Figure 6 The boson peak 1.5
height Hbp (a) and boson peak

Nenergy Ebp (b) plotted versus s (a) ~
Fe-Mg

the composition (l-x) of CI)

a-Fe.Mj.., alloy thin films S //~/......
(M = Sc, AI, Si [17] and Mg "> 1.0

Fe-Sc[18]) at room temperature. ~
/~~The straight lines are 0

> ..-----------
least-squares fits to the ...: -------~--------
data points. ~ .e:z, 0.5
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4.3 Scaling

Based on experiments and calculations Chumakov et al. [3] have demonstrated that
at energies above the boson peak g(E)/E2 exhibits a universal exponential decrease,
i.e. g(E)/E2 ex exp(-E/Eo), with a parameter Eo close to the boson peak energy, Ebp.
Figure 7 shows a plot of log[g(E)/E2] versus E for our a-Fe.Scr.., and a-FeO.14Alo.86
alloy films. As can be seen in Figure 7, directly above the boson peak, i.e. in the
range rv 6 meV :::; E :::;rv 15 meV, the experimental data follow approximately an
exponential behavior. From straight line fits (Figure 7, inserts), values of Eo =37.7,
106.0, and 26.6 meV for a-FeO.2SScO.7S, a-FeO.67ScO.33 and a-FeO.14Alo.86, respectively,
are obtained. These values are larger than Ebp rv 3-5 meV. Further, a second region
with an exponential decrease is observed in Figure 7 at higher energies, i.e. in the
range of rv 20 meV :::; E :::;rv 30 meV for a-FexScl-x, and rv 27 meV :::; E :::;rv 50 meV
for a-FeO.14Alo.86. Straight line fits result in slopes equivalent to Eo = 11.4, 15.2
and 14.5 meV for a-FeO.2SScO.7S, a-FeO.67ScO.33 and a-FeO.14Alo.86, respectively. These
values are also larger than the boson peak energies, Ebp. A similar behavior with two
regions of exponential decrease in g(E)/E2 was also observed in a-s7FeSi2 [17] and
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a-Fe.Mg..., [18] alloy films. Further investigations on other systems are required in
order to prove whether such a behavior is universal.

5 Summary

Vapor-quenched 57Fe-enriched amorphous (a- )FexScl-x alloy thin films (x = 0.25 and
0.67) and a-FeO.14ScO.86 alloy films have been successfully prepared by co-deposition
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of the elements. The amorphous structure was confirmed by X-ray diffraction and
57Fe CEMS. The samples were investigated at RT by NRIXS of 14.4125 keY syn­
chrotron radiation with 1meV energy resolution. The Fe projected VDOS, g(E), and
various thermodynamic quantities were deduced from the NRIXS spectra. A plot of
g(E)/E2 versus E proves the existence of non-Debye-like vibrational excitations at
low-energies, with a peak near Ebp ~ 3-5 meV (boson peak). For a-Fe.Sc.,., the
boson peak height, Hbp, was found to increase with Sc content (1 - x), in agreement
with the behavior for other amorphous alloy systems, e.g. a-Fe.Mg..,, [18] and
a-Fe,Tbu., [16]. Hence, the anomalous low-energy excitations in these amorphous
alloys are related to vibrational modes induced by the non-ferrous atoms. The
slope of the linear relationship between Hbp and composition (1 - x) observed for
a-FexMg1- x [18], a-FexTb l-x [16] and (presumably) a-FexScl-x shows a non­
monotonic behavior with respect to the atomic masses of Mg, Tb and Sc. Therefore,
in order to describe the composition dependence of Hbp, other factors than the
atomic mass, as, e.g., the atomic volume and the electronegativity of the non-ferrous
elements, could play an important role. At energies E directly above the boson peak
g(E)/E2 vs. E shows a narrow region with an exponential decrease, as theoretically
predicted and observed by Chumakov et al.[3]. Moreover, much farther above the
boson peak energy Ebp , a second region with an exponential decrease of g(E)/E2 was
found for a-Fe.Sc..., and a-Feo.14Alo.86, similar to the case of a-Fe.Mg..., [18] and a­
FeSi2 [17] alloy thin films. To the best of our knowledge no theoretical model exists
for the description of the latter behavior.

It has been suggested that either vibrations of atoms on the surface of very small
voids or oscillations in low density'defect' regions of metallic glasses are responsible
for the anomalous low energy excitations [9].We suggest that the large atomic radius
of the non-ferrous elements (1.65 A for Sc, 1.43 A for AI, 1.60 A for Mg, and
1.79 A for Tb [41]) as compared to that of Fe (1.24 A) is an important factor
for the understanding of the magnitude of the boson peak. The observed linear
increase of the boson peak height, Hbp, with the content (1 - x) of the non-ferrous
element (Figure 6a) could originate from a linear increase of the density of voids with
increasing (1 - x).
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Abstract We have used nuclear resonance vibrational spectroscopy (NRVS) to examine
the nature of the Fe-S unit. Specifically, vibrational characteristics have been determined,
and through incremental steps in model system complexity, applied to analysis of the
enzyme nitrogenase. This stepwise strategy demonstrates NRVS as a viable bioinorganic
tool, and will undoubtedly increase the application of synchrotron spectroscopy to
biological problems.

Key words ferredoxin' rubredoxin . vibrational spectroscopy' synchrotron Mossbauer

1 Introduction

Iron-sulfur species are ubiquitous in nature [1]; among their responsibilities are the
enzymatic redox transformations of CO2, H2, and N2 [2]. These substrates, being likely
foundations of Earth's early atmosphere, have led Huber and Wachterhauser to postulate that
life may have evolved via the catalytic function of iron-sulfur metalloclusters [3]. The base
component of these metalloclusters is the 2Fe2S rhombus, from which many of the larger
clusters can be constructed, not just stereochemically, but also literally, as in the case of
nitrogenase (Njase), the enzyme responsible for the reduction of dinitrogen to ammonia [4].
N2 fixation is the key step in the nitrogen cycle [5, 6], and this biological ammonia
synthesis is responsible for about half of the protein available for human consumption. In
Azotobacter vinelandii (Av) the Mo-dependent Njase that accomplishes this reaction uses
electrons from an Fe4S4 cluster in a 63 kDa Fe protein (Av2) to reduce a 230 kDa (X2l32

MoFe protein (Avl). Within Avl, an FegS7 'P-cluster' supplies electrons to the active site
MoFe7S9 'FeMo-cofactor', sometimes called the 'M-center.' This is extractable into organic
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Fig. 1 Ball and stick representa­
tions of A. vine/andii Nzase
FeMo-cofactor, illustratingcen­
tral location of proposed light
atom (POB code IMIN) (11]

S.P. Cramer, Y.Xiao, et al.

solvents as 'FeMoco' (Fig. I) [7]. Protein-bound FeMo-cofactor is ligated by a cysteine
on one end, and on the other by histidine and homocitrate ligands [8-10].

We have examined model systems and iron-sulfur proteins (including N2ase and
FeMoco) by the technique of nuclear resonance vibrational spectroscopy (NRVS). The
theory behind this technique is described in detail in other articles in this issue, however it
is suffice to say here that the above technique is element specific, and through suitable
isotopic labeling allows for focus upon the metal atoms within the catalytic machinery.
With this spectroscopic tool we hope to address questions that are beyond the reach of
protein crystallography; furthermore, important catalytic intermediates are not always the
species that can be crystallized, and crystallized species may not necessarily be part of the
catalytic cycle. To validate our NRVS data collection and analysis procedures, we initially
recorded spectra for a number of model compounds. We took an aujbau approach, starting
with simple systems and gradually building up to complex clusters. The early work
simulated the obtained spectra using Urey-Bradley force fields; the later studies were
complemented by DFT calculations. Model compound and small protein studies remain
critical for (I) improving experimental methods, (2) refining transferable UBFF force
fields, (3) testing DFT predictions, and (4) expanding a database for interpretation of
enzyme spectra.

2 Results

Our work in the area ofNRVS is summarized below, beginning with the more simple model
systems and culminating in the more involved enzymatic constructs. These latter
investigations are complicated by (I) the relative diluteness of the iron-sulfur centers
within the proteinous environment, (2) the presence of several species, for example [4Fe­
4S] clusters that serve as electron conduits, (3) and the greater complexity afforded by a
decrease in symmetry, that is often concomitant with the increased number of atoms in the
active site. However, even with these factors, evidence is presented that clearly
demonstrates that NRVS is entirely applicable as a method for biological studies.

2.1 Model compounds

[FeH(DJd4
- This was our first NRVS project, conducted largely as a feasibility study, with

an eye on hydrogenase projects in the future. We compared these isotopomers to see if
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Fig. 2 NRVS of [Fe(HID)6t-
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Fe-HID stretches, which involve little Fe motion, would be visible by NRVS. As shown
in Fig. 2, Fe-D modes were visible in 2002 [12]. Of note was the surprising strength of
the H-Fe-H and D-Fe-D bend modes.

R(FeCI4) and [NEt4h[Fe2S2CI41 These compounds were analyzed by a combination of
NRVS, Raman, and IR spectroscopies (data not shown). The D2h symmetry of the
[Fe2S2CI4f- anion with its centre of inversion makes the IR and Raman modes mutually
exclusive, thus we were able to observe and assign 16 of the 18 normal modes for this
species. Additionally, we were able to observe a change in [FeC14r symmetry with
counterion, and the acoustic phonon modes for all of these samples [13].

[Fe4S4(SPh)4/- This cluster was examined as a 'simple' model for 4Fe ferredoxins, and
as a test for our ability to observe 36S isotope effects. Owing to the low symmetry and a
solid-state phase transition at 233 K, the NRVS spectra turned out to be surprisingly
complex. Incorporation of 36S into the bridging S positions produced -9 em-I shifts in
some NRVS bands (Fig. 3). These shifts were reproducible with DFT calculations [14].

[Fer,N(COhs/- This cluster was examined as one of the few models available for
interstitial N in a 6-Fe cage, and as a test for our ability to observe 15N/14N isotope effects.
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We observed several strong breathing modes for the 6Fe prism, as well as the expected Fe-C
stretching bands. A special characteristic of complexes with interstitial 'X' is the presence of
'shake' modes for the X vibrating within the metal cage . The shake modes are very strong in
the JR, and give rise to large 15N/14N shifts (Fig . 4). We have now seen these shifts in the
NRVS as well.

2.2 Protein studies

Rubredoxin We chose Pyrococcus furiosus Rd as our first protein because of its 'simple'
single FeS4 center (Fig. 5) [IS] . The results turned out to be more complex than expected;
there has been a long-standing debate over delocalization of Fe-S modes in Rd. Resonance
Raman work had shown an asymmetric Fe-S stretch region divided into three bands near 350­
370 cm" [16]; in our Raman spectra we observed these and additional bands out to 440 cm" .
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Fig. 4 NRVS (top) and IR (bot­
tom) for 14N (-) vs. ISN (-) [Fe6N
(CO)lsf-
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The NRVS was also very broad in this region, suggesting that stretching modes are strongly
coupled with protein side chain motion. A model with five-atom chains extending from the Fe
site was required to quantitatively reproduce the Fe-S stretch region-quite similar to
Goddard's 'chromophore in protein' model [17].

2Fe and 4Fe ferredoxins We recorded NRVS and resonance Raman for Aquifex aeolicus
(Aa5) and Rhodobacter capsulatus (Rc6) 2Fe Fds. The Fe PVDOS reveals a strong and
broad low frequency region (Fig. 5), suggesting that the Fd bend modes are highly
delocalized and mixed with larger scale peptide motions. Raman spectra for S7FeP6S_

substituted Rc6 exhibit isotope shifts that provide additional constraints on the normal mode
analyses. We followed with measurements on a Pf4Fe Fd using the D14C mutant with all
Cys side chains [18]. Compared to 2Fe Fds, the 4Fe cluster shows less coupling with the
protein matrix.

Nitrogenase and FeMoco Together with Bill Newton and Karl Fisher, we examined
samples of 57Fe-enriched Avl , a b.nifE Avl mutant containing only P-cluster, and isolated
FeMoco (Fig. 6). The difference spectrum between Avl and b.nifE Avl represents the
protein-bound FeMo-cofactor. In this data and in the FeMoco NRVS, the catalytic site
exhibited a strong signal near 190 em- I , where conventional Fe-S clusters have weak
NRVS. This intensity was ascribed to cluster breathing modes whose frequency is raised by
an interstitial atom. A variety of Fe-S stretching modes are also observed between 250 and
400 cm- I

. The spectra were reasonably well simulated both by empirical UBFF force fields
and by DFT calculations [19].
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Fig. 5 NRVS of Fe-S proteins.
Top to bottom, oxidized (red) vs.
reduced (blue): (a) PfRd, (b) 2Fe
Aa5 Fd, (c) 2Fe Rc6 Fd, (d) 2Fe
Rieske protein, (e) 4Fe DI4C Pf
Fd

It is worth emphasizing that this is the first vibrational information ever obtained about
the FeMo-cofactor or P-cluster metals. There is a wealth of information to be obtained from
these spectra, especially when combined with DFT calculations and isotopic labeling. We
are obviously quite excited about the potential of these experiments.
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Fig. 6 NRVS of MoFeNjase vs.
the P-c1uster only LlNifE, MoFe
minus LlNifE vs. FeMoco.
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The results presented above unequivocally illustrate that synchrotron spectroscopies have a
role to play in the ever increasingly complex attack on unraveling the secrets of
metalloenzymes, and no doubt with continued future development will become more
routine and readily available.

3 Experimental

NRVS spectra were recorded at beamline 3-ID at the APS, Illinois, and at beamline 09-XU
at SPring-8, Japan as previously described [13, 15]. PVDOS were calculated using
PHOENIX [20].
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Abstract Fits to Mossbauer spectra of high-spin iron(II) porphyrinates have been
applied to the Fe(II) model compounds octaethylporphyrin(1,2-dimethylimidazole)
and tetra-paramethoxyporphyrin(1,2-dimethylimidazole). Mossbauer spectra have
been measured on these compounds at 4.2 K in large applied fields. Spin Hamil­
tonians were used for fitting both the electronic and nuclear interactions. The fits are
done by adjusting the Hamiltonian parameters to simultaneously minimize the total
X2 for three different applied fields. In order to get best fits, the EFG tensor need
to be rotated relative to the ZFS tensor. A comparative sensitivity analysis of their
Spin Hamiltonian parameters has also been done on the ZFS parameters D, and the
EFG asymmetry parameter 1}. The best fits suggest that both systems definitely have
a negative quadrupole splitting, and that largest EFG component is tilted far from
the z-axis of the ZFS tensor, which is likely to be near the heme normal.

Key words porphyrin. high-spin. electronic field gradient (EFG) ·
Mossbauer spectroscopy

The understanding of the detailed electronic state of Fe(II) in porphyrin compounds
is of considerable interest, as they are models for the heme proteins myoglobin and
hemoglobin in their active oxy- and deoxy-states. Mossbauer spectroscopy has been
important in a number of studies of deoxyhemoglobin and model compounds that
have similar iron coordination geometries [1-4].
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Figure 1 Mossbauer spectra
of 1 at 4.2 K taken in applied
fields as shown. The field
direction is parallel to the
gamma ray beam .
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As they are non-Kramers (integer spin) systems, such proteins and model com­
pounds are considerably more challenging to characterize than Fe(III) systems, for
which EPR can routinely provide corroborating information. For high-spin ferrous
iron in coordination compounds, the ground S = 2 multiplet is split by spin-orbit
coupling mixing the ground multiplet with excited states [5]. The size of this splitting
(zero-field splitting, or ZFS) is a measure of the nearness of excited states. The ZFS
is commonly described by a Spin Hamiltonian, the simplest form of which is

H = D [S; - 1/3S(S + 1)] + E (S; - S;) + /LwH.g ·:S (1)

The parameters D and E are the axial and rhombic zero-field spitting parameters,
can be calculated in second-order perturbation theory, and are of order A2/~, where A
is the spin-orbit coupling parameter and ~ the energy of an excited crystal field state
being mixed into the ground orbital. The last term represents the Zeeman interaction
of the iron spin with an external magnetic field H . For the characterization of the
Mossbauer spectra of a system, the nuclear Hamiltonian must be considered as well.
The iron nucleus will experience an electric quadrupole interaction with the local
electric field gradient (EFG), a magnetic hyperfine interaction with the spin S, and
nuclear Zeeman interaction as well. Thus the nuclear Hamiltonian will look like

(2)

where Q is proportional to the EFG and A is the magnetic hyperfine tensor.
There are clearly many parameters available to fit a Mossbauer spectrum. These

include the D and E parameters, two independent components of the traceless EFG
tensor, and the three components of the A tensor. Inprinciple, the three components
of the g tensor are available fit parameters as well, though they can be constrained
by perturbation equations that depend on the D and E parameters and A [6].
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Figure 2 Mossbauer spectra of 2 at 4.2 K taken in applied fields as shown. The field direction is
parallel to the gamma ray beam.

But a complete description of the ZFS may not be quite as simple as that. There exist
possible axial and rhombic contributions to the ZFS energy that are proportional
to electronic spin operator to the fourth power. An argument can be made that
these fourth-order contributions should be small relative to the second-order terms
D and E, but one should be careful with such facile arguments. There is also no a
priori reason to assume that the principal axes of the g, A , and Q tensors are all
collinear. The relative orientations of two tensors ' principal axes can be described
by a set of three Euler angles. Thus there are six such angle parameters that may
be important for a correct physical characterization of a system's Mossbauer spectra.
Our experience has shown that many high-spin ferrous systems require these rotation
parameters for successful fits.

Given so many possible parameters, it is crucial to have multiple constraints
to maximize the possibility that in adjusting parameters to fit experimental Moss­
bauer data , the final fit parameters have some connection with physical real­
ity. In this work we will expand on this important issue by reporting a study
of the uniqueness of Mossbauer spectra fits as applied to the Fe(II) model
compounds octaethylporphyrin(1,2-dimethylimidazole) (hereafter 1) and tetra­
paramethoxyporphyrin(1,2-dimethylimidazole) (hereafter 2).

Applied-field Mossbauer spectra of Fe(II) systems with seemingly similar iron
coordination environments can be strikingly different. Figures 1 and 2 illustrate this
point. System 1 shows a broad magnetic splitting at 4.2 K in a large applied field,
while 2 has only weakly resolved structure under identical conditions . This makes the
point that high-spin Fe(II) is a highly sensitive probe of its electrostatic, magnetic ,
and coordination environment. The solid lines in Figures 1 and 2 are our best fits
based on the Spin Hamiltonians, Eqs. 1 and 2. The fits are done by adjusting the
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Table I Constrained tensor rotation summary

C.E. Schulz, et al.

System
1
1
1
2
2
2

A-tensor
Free to rotate
Fixed parallel to ZFS
Fixed parallel to ZFS
Free to rotate
Fixed parallel to ZFS
Fixed parallel to ZFS

EFG tensor
Free to rotate
Free to rotate
Fixed parallel to ZFS
Free to rotate
Free to rotate
Fixed parallel to ZFS

Best x2

0.906
0.950
1.128
0.582
0.648
0.760

0.960 0.97

0.960.950

0.95
0.940

0.94
N

~
~ 0.930 :cu u 0.93

0.920
0.92

0.910
0.91

0.900 0.9
0 0.1 0,2 0.3 0.4 0.5 0.6 0.7 6 10 11

Eta D(K)

Figure 3 Increase in x', resulting from (left) constraining 1] to a particular value while optimizing all
other parameters while fitting 1, and (right) a similar graph for the ZFS axial field parameter D. The
solid lines are a guide for the eye.

Hamiltonian parameters to simultaneously minimize the total X2 for three different
applied fields. The minimization was done use the Downhill Simplex algorithm [7].

Best fits for 1 and 2 could not be achieved without allowing the EFG tensor to be
rotated relative to the ZFS tensor. Naturally, the fits improved further upon allowing
rotation of the magnetic hyperfine tensor A. The reduced X2 values shown in Table I
demonstrate this. While the degradation of X2 upon constraining the rotations is
not extremely large, it should be noted that the "non-rotated-tensor" fits to 1 also
resulted in non-standard EFG tensors ( IrJl > 1 ), in itself equivalent to one or more
90° rotations of the EFG.

In the Mossbauer literature for which values of Spin Hamiltonian parameters
have been published, it is often the case that no uncertainties are given for those
parameters. The uncertainty of the fit values will depend on the volume in parameter
space (surrounding the minimum that has been found) over which X2 remains close
to the minimum. Parameters are likely to be more tightly constrained by the fits for
sets of spectra that have sharply-defined features (as in 1) than those which do not
(as in 2). Thus this pair of compounds provides us the opportunity for a comparative
sensitivity analysis of their Spin Hamiltonian parameters. Among the parameters
most of interest for defining the characteristics of the iron site are the ZFS para­
meters D and E, and the EFG asymmetry parameter n, equal to (Vxx - Vyy)jVzz .

Figures 3 and 4 show the results of our sensitivity analysis. As expected, X2 increases
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Figure 4 The same analysis as Figure 3, but on 2.

Table II Spin Hamiltonian
parameters Complex 1 2

D(cm-1)

E(cm-1)

f:J.EQ, (mm/s)
1]

8Pe, mmls

Axx / gN fJN (T)
A yy / gNfJN(T)
Azz/gNfJN(T)
Euler angles Q-+D (0)
Euler angles A-+D CO)

5.8
0.92
-2.19
0.42
0.92
-2.68
-12.7
-8.1
104, -64, 154
-77, -73,86

12.2
3.8
-2.44
1.0
0.95
-14.0
-1.55
-44.5
1,101,91
0,5,0

much more quickly as either D or 77 is moved away from the optimal values for
system 1. For system 2, the quality of the simultaneous fits to the three spectra appear
visually indistinguishable for values of D ranging from 10 to over 20 K (7 to 14 cm").

So while we can conclude that D is much larger for 2 than for 1, the precise
value in 2 remains quite uncertain. Similarly, 1] is almost completely undetermined.
Tightening the range of acceptable values of D for 2 would require additional
and complementary information, such as Mossbauer spectra taken in large fields
at higher temperatures (for which the fast relaxation limit applies), from magnetic
susceptibility measurements, or under fortuitous circumstances from integer-spin
EPR measurements.

The values for the Spin Hamiltonian parameters that minimized X2 for these
systems are given in Table II. We note briefly what these fits tell us about the two
samples. Both systems definitely have a negative quadrupole splitting, which means
that both of them have a negative value for largest component of the EFG. In both
systems, that largest EFG component is tilted far from the z-axis of the ZFS tensor,
which is likely to be near the heme normal. Although the value of D is indefinite for
2, it likely to be much larger than for 1. This means that it has lower-lying excited
orbitals, resulting from a weaker axial ligand field, which spin-orbit interactions then
mix more strongly into the ground orbital/spin quintet. Finally, we note that both
E/D and the 1] parameters are larger for 2, so by both measures its iron is in a much
more rhombic environment than is 1.
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A further step in understanding these compounds would be to attempt to do
a detailed ligand-field calculation, which would check that the values for the A
tensor parameters are plausible and consistent with the ZFS parameters yielded by
the fits. In addition, it would be useful to compare these two systems with studies
of other Fe(II) porphyrin models having constrained imidazole ligands, to look
for systematic correlation of the Mossbauer results with some characteristic of the
molecular structure. Such studies are well underway.
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Abstract The use of Mossbauer spectroscopy to investigate nanoparticle systems is fairly
widespread. In this study, nanoparticles of a europium salen complex, NH4 Eu (salenj-,
were prepared by the sol-gel method, and its properties investigated using infrared and
Mossbauer spectroscopy. The size of the nanoparticles was measured using an atomic force
microscope. The Debye temperature of the nanoparticles was determined from the
Mossbauer spectrum and compared with the Debye temperature of the salen complex
previously reported. The infrared spectral data support the Mossbauer spectroscopic results.

Key words europium salen complex nanoparticle . Mossbauer spectroscopy'
infrared spectra' AFM

1 Introduction

The synthesis, lattice dynamics, and magnetic properties of NH4Eu (salen)2, have recently
been reported [1]. Also the lattice dynamics of europium benzoate, fluoride, and oxalate
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Fig. t AFM picture of a Eu-salen nanoparticle

were studied [2]. We now report on the preparation of nanoparticles of this compound by
the sol-gel method [3] as well as the Debye temperature (BD ) of these nanoparticles as
compared to the salen complex. The structure of the nanoparticles was examined using the
atomic force microscopy, and the infrared spectra of the nanoparticles are compared to the
spectra of the salen complex and related to the Mossbauer spectral data.

2 Experimental

The NH4Eu (salenj, complex was prepared as previously described [I]. Nanopartic1es of
NH4Eu(salen)2 were prepared inside a sol-gel matrix . The sol was prepared by mixing
tetramethylorthosilicate (TMOS), formamide, and water in a volume ratio of 3:3:5. A
quantity of 1.0 ml of 0.10 M RN03 was added as a catalyst to aid the condensation and
polymerization processes. The resulting sol was typically cloudy and was stirred using a
magnetic stirrer until a clear isotropic solution was obtained. This sol was stored in a
refrigerator at a temperature of 4±0.2°C until it was ready for use.

The encapsulation of complex was made with a solution of 0.0505 g of the complex
dissolved in 5.0 ml of 0.10 M RN03. A quantity of 1.0 ml of this solution was mixed with
3.0 ml of the previously prepared sol solution. The sol containing the complex was allowed
to gel and age in air for 2 days after which it was dried in an oven at 68.0°C overnight.

For preparation for AFM measurements, the cylindrical sol-gel in which the complex
was encapsulated was mounted on the AFM instrument and scans taken at different angles
of 0.232, 0.406 , 0.521, and 2.76° were obtained. The average horizontal distance at small
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Fig.2 a Infrared spectrumofNH 4Eu(salen)2' b Infrared spectrumof the sol-gel. c Infrared spectrum of the
nanoparticles

angles (0.232, 0.406, and 0.521°) was taken as the particle size. A Digital Instrument
Atomic Force Microscope (model DI 300) was used.

For the infrared spectral measurements, the nanoparticles were dried in an oven at 70.0°C
for 24 h after which it was pulverized in a mortar and thoroughly ground to a fine powder
with KBr. A pellet of this mixture in which the ratio of Eu-salen to KBr was I :10 by mass
was made. All infrared spectra were obtained using a FT-IR spectrophotometer (Perkin­
Elmer model Spectrum RX FT-IR) with a KBr pellet in the reference beam.
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The t51Eu Mossbauer spectra of the nanoparticles were obtained using a 100 mCi
151Sm203 source, and the absorber had a concentration of roughly 180 mg/crrr' of
encapsulated europium salen nanoparticles . A Canberra Germanium detector and a Janis
SYT-400 flowing vapor cryostat were used to obtain the data. The velocity was calibrated
with an iron foil at room temperature, and a EuF3 sample having a concentration of
5.5 mg/crrr' was also measured at room temperature as a standard. The Mossbauer spectra
of each of the two compounds were measured at temperatures ranging from 5 to 180 K in
a constant acceleration mode.

3 Results and discussion

Figure 1 shows the AFM picture of a Eu-salen nanoparticle taken at the angle of 0.232°.
The AFM picture of the nanoparticle taken at 0.406 and 0.521° are not shown, but its
surface and horizontal distances are not different from those obtained at the angles of
0.232 and 0.521°. An average of the surface distance of the Eu-salen nanoparticle taken at
angles of 0.232, 0.460 and 0.521° is 868 nm. The aspect ratio of surface to the horizontal
distance is 1:I.

The significance of this is that the synthesized nanoparticle is spherically shaped with an
approximate radius of 434.0 nm. The surface distance of the wide-angle measurement of
2.76° shown in Fig. I, is 1.377 urn and its horizontal distance is 1.341 urn, This confirms
that the aspect ratio of this particle is approximately I:I .

The infrared spectra of the nanoparticles and its components are shown in Fig. 2.
Figure 2a, b, and c are the spectrum of the complex, the sol-gel, and the nanoparticles,
respectively. There are three peaks indicative of salen presence, 1634 cm" (v - C = N),
1400 cm" (NHt) and 799 cm" (Ph breathing) in the nanoparticles. The phenyl breathing
mode is increased in frequency from 750 cm- I , in the spectrum of the complex alone,
possibly due to confinement in the matrix, which may make breathing modes more 'stiff' in
the nanoparticles. A new band appears at about 980 ern- ' . The sol-gel broad band, which
was 1050-1350 cm- I

, with a peak at 1084 cm" and an unclear shoulder around 1260 cm",
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Tabl e 1 Mossbauer spectral results for the nanoparticles

Temperature, K /? FWHMb AC LnA

5 0.26( 1) 2.43(3) 1.00(2) 0

15 0.25(1) 2.48(3) 0.99(1) - 0.0098

25 0.28(1) 2.48(5) 0.92(2) - 0.0804

35 0.26(2) 2.50(6) 0.86(2) - 0.1518

45 0.28(2) 2.59(6) 0.81(2) -0.2131

55 0.24(2) 2.53(6) 0.71(2) - 0.3402

65 0.25(2) 2.53(6) 0.69(2) - 0.3767

75 0.26(2) 2.44(5) 0.59(1) - 0.5299

90 0.28(1) 2.50(5) 0.55(1) -0.604 1

120 0.29(2) 2.43(7) 0.41(1) -0.8946

150 0.26(2) 2.44(8) 0.30(1) -1.1932

180 0.30(3) 2.5(1) 0.25(1) -1.4024

a Isomer shift relative to EuF3, mmls (to get the isomer shifts relative to iron foil, subtract 0.65 from these
values)

b Mossbauer linewidth (full width at half maximum), mmls

C Normalized area under spectrum

0
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Fig. 4 Temperature dependence of the natural log of the normalized area under the Mossbauer transmission
curves for the europium salen nanoparticles (circles) and the europium salen complex (squares). The area
was normalized to unity at the lowest measured temperature

is modified to a wide peak at 1080 cm" with a more defined shoulder at 1350 cm" . These
changes could be due to overlay of low-frequency salen bands with the sol-gel absorption, or
it could be indicative of interaction of the sol-gel with the complex, or the absorption of the
sol-gel obscures the absorption due to the complex.

Figure 3 shows typical Mossbauer data of the nanoparticles and the salen complex. The
absorption of the salen nanoparticles is noticeably weaker than the complex due to both
the smaller quantity of europium and the lower Debye temperature. Table 1 is a summary
of the lSI Eu Mossbauer data of the nanoparticles at varying temperatures. The line widths
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(FWHM) vary little with temperature and are comparable to those previously reported for
the macroscopic complex [1] considering that the present results used 151Sm203 as a source
whereas the previously reported data of the salen complex was with a lSI SmF3 source. The
isomer shifts reported are relative to a measured EuF3 sample. The small positive isomer
shift (approximately 0.3 mmls) for both the nanoparticles and the complex represents
trivalent europium.

The Lamb-Mossbauer factor, or recoilless f factor, is related to the area under the
Mossbauer spectrum,A, and follows the Debye model for harmonicallyvibrating oscillators
[4]:

(

2 °D )6ER 1 T T X
InA t"V In! == -- -+ (-) { -dx

kB(}D 4 (}D Jo eX - 1

where ER == :t is the recoil energy of the nucleus of the europium atom having mass M, E;
is the energy of the emitted gamma ray, kB is the Boltzmann factor, T is the temperature,
and ()D is the Debye temperature. The logf factor is also proportional to the mean square
displacement of the vibrating nucleus, ilx2 : log! t"V -k2ilx 2, where k is the wave vector of
the emitted gamma ray. Thus, as the area increases, the,f factor increases (to a theoretical
limit of 1), and the vibrational amplitude decreases (the material becomes a more rigid
oscillator).

Plots of the logarithm of the area (In A) versus temperature (T) for the complex and the
nanoparticles are given in Fig. 4. A fit of the area under the curves using the entire
temperature range for both particle sizes gives a Debye temperature of (}D == 111 ± 2 K for
the nanoparticles and a value of (}D == 129± 2 K for the complex. This latter ()D agrees
within experimental error with our previously stated value of 133±5 K for the bulk sample
where the high temperature Debye approximation, T ~4()D, was used [1].

The 0D of 111 K for the salen nanoparticles is significantly smallerthan that of 129 K for
the salen complex. This suggests that the europium bonds are slightly less rigid in the
nanoparticles than in the complex. This might be associated with the possible bond between
the complexand gel as shownfromthe infrared spectra. In reality, the europium salencomplex
forms a more rigid, fixed lattice of vibrating europium atoms than the lattice of europium
atoms for the encapsulated nanoparticles. This may be indicative of europium salen rattling in
their polymer cages for the nanoparticles and thus have larger vibrational amplitudes. A
systematic study of Debye temperature with nanoparticle size will be investigated in the future
to provide further information on the behavior of europium atoms in nanoparticles.
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Abstract Raw Mossbauer data acquired from surface rocks and soils by two Mars
Exploration Rovers (MERs) are being made available on-line to the general science
community for independent analysis and interpretation. The data are released as counts per
channel, so a velocity scale must be defined. The Windows-based computer program
MERView does this in two steps. In the first, a scale proportional to the true velocity is
derived by adjusting the magnitudes of the drive error signal and a phase shift. This report
focuses on the second step, in which mm1s units are assigned to the proportional scale by
comparing laboratory-measured a-iron peak positions with those of spectra of the internal
MER calibration targets. We contrast MERView-derived velocity scales for different MER
measurement conditions with the velocity scales provided on-line by the MER team, and
conclude that independent velocity calibration is generally desirable.

Key words Mossbauer data Mars· velocitycalibration methodology MER View

1 Introduction

Two Mossbauer spectrometers (MIMOS II) [1] have been operating on the surface of Mars
since January 2004 as part of the instrument suite of the Mars Exploration Rovers (MERs)
Spirit and Opportunity (http://www.athena.comell.edu/). They have been acquiring spectra of
surface rocks and soils in order to contribute to a better understanding of Mars' geochemical
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Fig. 1 Reference spectrum overlapped at mid channel and plotted versus velocity. Second half is below the
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history, in particular the nature of aqueous processes that may have played a role in defining
the observed surface mineralogy. Analyses of spectral data by the MER Mossbauer team,
with inferred mineralogy and interpretations in the geologic context, are presented in several
reports [e.g. 2--4]. Given the importance of a full assessment of the data by outside
investigators , the general science community is provided with the opportunity for
independent analysis by regular releases of the MER data, at roughly 90-day intervals, to
two principal web sites, the MER Analyst's Notebook at http://anserverl.eprsl.wustl.edu/ and
the Planetary Data System (PDS) Geosciences Node at http://pds-geosciences.wustl.edu/.

Mossbauer spectra for each rover are recorded in five detectors in up to thirteen 10-K
wide temperature windows «180 K to >290 K), resulting in up to 65 distinct Mossbauer
spectra for each sol (Mars day) on which data are recorded. Four detectors record the
sample spectra, namely backscatter spectra of surface material, rock, soil, or dust, while
detecting 6.4-keV Fe Ko; X-rays and 14.4-keV 57Fe y photons. The fifth detector records in
transmission mode the reference spectrum of an internal calibration target consisting of an
enriched cc-Fe foil overlaid with enriched a-Fe203 and Fe304. The raw Mossbauer data for
a particular sol, essentially as received from Mars, are embedded in a single 160-kB binary­
coded file, the Experimental Data Record (EDR), which also includes other pertinent
information such as detector energy spectra, temperature data, and a drive error signal. The
structure of the EDR file and the nature of the binary coding are described in a Software
Interface Specification document, available on line. Most important for this report is that
the Mossbaucr data are provided as counts versus channel, requiring calibration of the
velocity scale to mm/s versus channel, which may be accomplished with use of the drive
error signal and the properties of the calibration target.

Shortly after the first MER data release in August 2004, we introduced a new Windows­
based computer program, MERView, to provide convenient access to the raw Mossbauer
data and a capability to calibrate the velocity scale. In its initial version, MERView extracted
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the individual spectra from the EDR file, converted the data from binary to decimal,
provided tabular displays and output files, and produced full-screen graphical displays for
rapid survey of the entire EDR data set [5]. Subsequently, MERView was enhanced to
correct for the rather substantial non-linearity in the velocity by including a channel offset
(phase shift) and adjusting the amount of the EDR-provided drive error signal added to a
linear, V-shaped waveform, while optimizing overlap of the two halves of the reference
spectrum [6]. The resulting scale is proportional to the true velocity scale, but not yet in
mm/s. This report presents the final step in the calibration process, namely that of assigning
mm/s units to the proportional velocity scale.

2 Velocity calibration

Figure 1 shows a typical 512-channel reference spectrum for MER-A (Spirit), correctedfor
non-linearityand phase shift (see [6] for methods), and folded about the mid-channel point.
The maximum of the underlying V-shaped, linear scale has been arbitrarily set to Vmax=
100%. Note that the first half (red, channels 1-256) of the full spectrum is displayed from
right to left, while the second half (blue) goes from left to right, in accordance with a
roughly V-shaped velocity waveform. As a consequence of drive non-linearity, comple­
mentary channels for the two halves are generally not at the same velocity.

The cc-Fe component of the reference spectrum, that is, the six deepest peaks of Fig. 1,
may be used to calibrate the velocity in mm/s. The hematite and magnetite subspectra are
not appropriate, since they vary widely as function of preparation conditions, information
about which is lacking for the MER calibration targets. Analysis shows that four of the
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Fig. 4 MER-B reference (blue) and same-temperature oc-Fe spectrum (green) with a computed baseline
(dotted) and selected parts of four co-Fe peaks (red)

oc-Fe peaks (I, 2, 4, and 5, counting left to right in the figure) are relatively free of overlap.
To establish a laboratory basis for the calibration, we acquired spectra of a 25-l-l.ill cc-Fe foil
(ESPI Metals) from 170-290 K and fit for the ground-state splitting ~Eg in mm/s. The
results, converted as described in [7] to magnetic hyperfine field Bhf, are presented in Fig. 2,
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Fig. 5 Velocity scaling dialog
box, as it appears afterauto
adjustment for Fig. 3
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along with a parabolic fit to the data. Values for L\Eg at the mid-point of each MER
temperature window, inferred from this statistically-smoothed variation, represent the
calibration standard we have used. Since information is lacking about the nature of the oc-Fe
foils used on the MERs, the absolute precision in MER View-derived velocities will be
limited to -0.5% (c.f. [8]; Tom Kent, personal communication) .
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sols only)

The goal of the calibration procedure is to find an optimal value for Vmax in mm/s. The
process works with reference spectra as "summed pseudo data," similar to the typical
laboratory result of folding and summing spectra acquired with a linear drive in order to include
both halves in a single "folded" spectrum. For a non-linear drive, pseudo velocities must first be
defined, here with a uniform increment of 0.4% Vmax, or -10 values per peak width; the raw
spectrum is interpolated at each velocity to yield a set of pseudo data [6]; and these are then
summed pairwise at common pseudo-velocity values to yield the summed pseudo data.

The pseudo-summed reference spectrum is then compared with an cc-Fe spectrum
computed with the standard value for t.Eg at mid window (see above). Shown in Figs. 3
and 4 are examples for each of the two MER instruments at the conclusion of least-squares
optimization of the overlap of the reference spectrum with selected portions of the four
relatively free «-Fe peaks (highlighted in red).

To begin the calibration, a particular reference spectrum is selected (MER, sol, temperature),
and the velocity is corrected for non-linearity [6], resulting in a display like that of Fig. I. The
velocity scaling dialog box (Fig. 5) is then opened and certain pre-selected values (different
for the two MERs) are assigned to the adjustable parameters, Vmax, cc-Fe spectrum centre,
total cc-Fe peak intensity, and the individual peak widths and relative intensities. The parts of
the cc-Fe peaks to be fit, indicated by "Keep, ReI. to Width," Left/Right, are also preset, so
that the influence of hematite and magnetite subspectra is reduced. Parameters for the unused
peaks 3 and 6 are set equal to those of peaks 4 and 1, respectively. If the initial overlap is
reasonable, the AutoAdjust button is pressed, the variables are automatically adjusted to
minimize "Overlap Chi Squared" (progress shown on the box), and the desired velocity scale
is obtained. Before starting AutoAdjust, any parameter value may be entered individually or
stepped up and down by a selected increment, either to improve the initial overlap or to study
the effect of changing the parameter.

The velocity scale for the sample spectrum is the negative of the associated reference
scale for the same sol and temperature window because surface material is interrogated with
a separate source placed at the opposite end of the single MIMOS II drive. After calibration,
both scales are included on graphical displays and in exported data files.

3 Assessment of velocity scales

For both MER-A and MER-B, the MER team has provided a "Velocity scale for surface
measurements," obtainable by selecting "Data Set Documents" from the Analyzer's Notebook
web site. As ofthis writing, these "universal" scales make no allowance for sol-to-sol variation
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Fig. 7 Raw data for MER-B, sol 48, temperature window II, plotted versus corresponding team-provided
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and apply only to temperature windows 3-11 . In the following, we will demonstrate that there
is sufficient sol-to-sol variation to question the universal applicability of these scales. There are
also cases where the scales do not apply at all.

There are three adjustable quantities that directly affect the velocity scale, namely the
size of the error signal , ErrAmp, the channel shift, CShift, and Vmax. MERView calibration
shows that all of these vary from sol to sol, as well as with the temperature. Examples of
such variation for CShifl and Vmax are shown in Fig. 6.

In Fig. 7 we have graphed data for one sol where CShifl is particularly large. As we see,
common spectral features from the two halves do not line up at the same velocity,
demonstrating the failure of the team-provided scale . Many other examples like this have
been found during MERView analyses of the MER reference spectra, most not so dramatic
as this one . However, to be certain one has a correct scale, velocity calibration should be
carried out independently for each spectrum of interest.

Several dozen reference spectra among the two MERs were acquired during temperature
windows 2, 12, or 13,which are not included in the team-provided velocities scales. There are also
a number of measurements that were made at reduced velocity (Vmax -4 or -6 mmls) for better
resolution near zero velocity. By defmition, the universal scales cannot apply in either of these
cases. Finally, many reference spectra exhibit large distortions in the baseline, especially for the
lower temperatures, which complicates the non-linearity correction. The reason for this is
unknown. These cases should be checked individually to assure proper velocity calibration.

4 Conclusion

Independent velocity calibration ofMossbauer data acquired on the surface ofMars can now be
carried out with MERView, a new Windows-based computer program. With this capability, we

~ Springer



74 D.G. Agresti, et al.

have assessed the general applicability of the team-provided "universal" scales and conclude
that, for highest precision and for cases where the scales do not apply, the user should derive
a velocity scale for each distinct reference spectrum, that is, for each MER, sol, and
temperature window. We have now processed the MER sample spectra currently available,
associated MERVievv-derived velocity scales with them, and posted the results at author
MDD's web site, http://www.mtholyoke.edulcourses/mdyar/database/. A copy of the MER­
Vievv program may be obtained by request from author DGA at http://www.agresti@uab.edu.
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MDD) and NNX06AD93G (to DGA).
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Abstract To attain the complete filling of the channels of MCM-41 with magnetite and
maghemite, we have triedout an alternative methodto the incipientwetnessimpregnation. The
mesoporous materialwas instilledwith a Fe-carrying organicsalt after subjectingthe matrixto
a silylationtreatment. Thus, a solid of7.7 wt.% iron-loaded MCM-41 was obtained.Different
subsequentthermal treatments were used to produce y-Fe203 or Fe304. The Mossbauer and
magnetic results show that after this method, the as-prepared composite displays a size­
distribution of magnetic particles. It is mainly made up of fme particles that display a
superparamagnetic relaxation at room temperature and get blocked at ~2 K for the AC
susceptibility time-scale measurements both for y-Fe203 and Fe304 particles. For both
samples, about 24% of larger iron-containing phases are magnetically blocked at room
temperature. For the Fe304 particles, this fraction undergoes the Verwey transition at about
110K; in addition, there is a minor Fe (III) fraction that remainsparamagnetic down to 4.2 K.

Key words y-Fe203· Fe304· MCM-4I-supported magneticnanoarrays . nanoparticles
magnetism silylatedMCM-41

1 Introduction

Highly ordered mesoporous materials can be used conveniently as templates to confine
magnetic compounds in low-dimensional arrays [1, 2]. The properties that exhibit the arrays
of nanowires and nanotubes so obtained are currently intensively investigated because of
the non-traditional phenomena observed and because of the variety of their possible
applications [3]. In the last decade a matrix-mediatedapproach has been used as a means to
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obtain magnetic nanoclusters of special properties and active supported catalysts [4-8]. The
most common nanofabrication techniques, like laser ablation [9], lithography [10] or
supercritical fluid phase inclusion [11], are relatively complex and expensive. Some time
ago [12], we set about using the simpler dry impregnation of Si02 templates toward
obtaining nanotubes and nanowires of iron oxides.

Although the regular hexagonal parallel channels of MCM-41 (average diameters less
than ~5 nm) offers itself as an almost ideal support, the irregular distribution of silanol
groups on the channel walls hinders the uniform filling of the pores. We have shown that
hematite ((X-Fe203) does not fill homogeneously the MCM-41 pores after impregnation by
incipient wetness with an aqueous solution of iron nitrate [13, 14].

Considering this result, we have attempted a different approach towards filling
completely the matrix pores. Prior to the impregnation, we carried out a treatment to
homogenize the distribution of silanol groups on the inner walls of the matrix. Because the
channels are hydrophobic except at the areas where the silanol groups are sited, a previous
silylation treatment can tum the inner surface into hydrophobic, allowing the pores filling
with an organometallic iron salt in an organic solvent. In this work, we show preliminary
results on the impregnation of the ~3 nm MCM-41 channels with a'Fe-carrying organic salt
after subjecting the support to a silylation treatment; afterwards, different thermal
treatments applied to the solid yielded magnetite or maghemite particles inside its pores.

2 Experimental

The MCM-41 was prepared according to the methodology proposed by Ryoo and Kim
[15], using sodium silicate in alkaline medium and cetyl-trimethylammonium chloride as
surfactant. Both for the maghemite-and magnetite-loaded samples, the matrix, MCM-41 of
specific surface area of 940 m2

j g and average pore diameter of 2.8 nm, was dehydrated at
573 K and Pvacuum< 10-3 Torr by heating for 3 h, and was silylated afterwards. The
silylation treatment was carried out with hexamethyl-disilazane (HMDS) in toluene
(0.05 M) inside a glove box in N2 atmosphere. This solution was added to the dehydrated
MCM-41 (20 cm3/g solid). The mixture was heated at 393 K for 90 min with stirring. Then
it was filtrated and washed with toluene to remove the HMDS excess. Finally, the solid was
dried in an oven at 333 K for 16 h and impregnated with the Fe(AcAc)3 solution in benzene
with a concentration enough to produce an iron loading of about 5 wt.%.

After impregnation, the solid was heated at 13 K/min from room temperature to 683 K
and annealed at this temperature in a closed vessel for 20 h. In previous assessments these
had proved to be the best preparation conditions to decompose bulk Fe(AcAc)3 into Fe304.

A separate fraction was subjected to a subsequent thermal treatment carried out heating
from room temperature up to 580 Kat 2.4 K/min in air flow (150 crrr'zmin) and keeping it
for 2 h a the highest temperature. This treatment completely converted the Fe304 into y­

Fe203 (maghemite).
The resulting composites were characterized by X-ray diffraction (Cu Ka radiation) and

atomic absorption spectroscopy. The Mossbauer spectra at 298 and 22 K were taken in
transmission geometry with a constant acceleration spectrometer. A source of 57 Co in a Rh
matrix of nominally 50 mCi was used. The isomer shifts, 8, were calibrated against a
metallic (X-Fe foil at room temperature. The temperature between 22 and 298 K was varied
using a Displex DE-202 closed cycle cryogenic system. The 4.2 K Mossbauer spectrum of
the Fe304-loaded sample was taken using a sinusoidal velocity waveform, in a cryostat
where both the source and the sample were held at liquid helium temperature. No liquid
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Figure 1 XRD patterns of the
MCM-41 hexagonal ordered
mesoporous solid (solid line) and
the Fe-Oa-Ioaded MCM-41 com­
posite after iron loading and
calcinations (dashed lines). ~
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helium measurement has been performed yet on the y-Fe-Oj-loaded sample. The AC
susceptibility measurements between 13 and 325 K were taken in a LakeShore 7,130
susceptometer using an exciting field amplitude of 1 Oe and a frequency of 825 Hz.

3 Results and discussion

The XRD patterns of the pure and the Fe-Oa-loaded MCM-41 samples are displayed in
Figure 1. The intense peak of the (100) reflection at 2(}=2.10 is indicative that the structure
of the hexagonal ordered mesoporous solid MCM-41 was preserved over the preparation
and no change in its position was observed. The iron loading, determined by atomic
absorption spectroscopy, was 7.7 wt.%.

Figure 2 shows the Mossbauer spectra the Fe-Oa-Ioadcd MCM-41 sample at the
temperatures indicated. The room temperature spectrum is composed of a resolved
magnetic signal (relative area ;:::;24%) and a central doublet. This spectrum was best-fitted
to two sextets and a Fe3

+ doublet, respectively. The hyperfine parameters obtained for the
magnetic signal indicates that it belongs to Fe304 [16]. When the temperature decreases, the
area of the magnetic signal increases and the background buckles. At 22 K a relaxing
component also had to be included in the fitting. Finally, at 4.2 K the relative area of the
doublet decreases down to 12% at the expense of the magnetic components.

The spectra at 298 and 22 K of the y-Fe203-loaded sample are displayed in Figure 3.
Both exhibit similar features to the magnetite-loaded sample. In this case, the quadrupole
central signal at 298 K contributes with a relative area of 77% to the spectrum. The resolved
magnetically blocked signal, which comprises the remaining spectrum area, can be fitted to
only one hyperfine site whose parameters belong to y-Fe203 [16]. This result confirms the
complete oxidation of Fe304 to y-Fe203 as a consequence of the thermal treatment in air.
Very similar aspects of the spectrum can be observed at 22 K. At this temperature, all
components that are in a relaxation regime at 298 K do not show any trend towards a
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Figure 2 Mossbauer spectra at
298, 22 and 4.2 K of the Fe304­
loaded MCM -41 sample. The
thick solid lines are the results of
the fitting procedure described in
the text. The thinner solid lines
are the components that make up
the spectra.
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splitting of their Mossbauer signaL This difference, in comparison with the Fe-Oa-Ioadcd
MCM-41 sample, could be attributed to the existence of different magnetic anisotropy
energy barriers between both compounds.

Figures 4 and 5 show the results of the susceptibility measurements. On decreasing the
temperature the in-phase component of the Fe-Oa-loaded sample, X', monotonically
decreases down to 110 K where a discontinuity is clearly observed. This change of slope
corresponds to the Verwey transition temperature of Fe304, through which the net magnetic
moment decreases because the antiferromagnetic exchange interaction between the hopping
electrons and the inner electrons at iron cation octahedral sites becomes dominant when the
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T=22 K

T=298 K

Figure 3 Mossbauer spectra at
298 and 22 K of the y-Fe203­
loadedMCM-41 sample. The
thicksolid lines are the results of
the fitting procedure described in
the text. The thinnersolid lines
are the components that make up
the spectra.
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thermal energy decreases [17]. In addition, X' shows a shoulder near 50 K. More clearly, the
out-of-phase susceptibility component, X", directly associated to the magnetic energy
dissipation, displays (Figure 5) a maximum at 42 K. An anomaly in X' near 50 K has also
been observed in microsized Fe304 which, although related to relaxation processes, is still
not fully understood [17]. Zhang et al. [18] have observed a maximum at ~50 K in the
thermal dependence of the magnetization in Fe304 nanowires prepared by electro­
deposition into anodic Alumina templates with pore diameters of 200 nm. This was
interpreted as the Verwey transition of Fe304 taking place at a lower temperature than bulk
Fe304 (Tv:::::ll0-120 K) as a consequence of the reduced dimension of the array. A
considerable shift of the Verwey transition temperature to lower values has also been
observed for Fe304 nanoparticles of sizes :::::20 nm [19].
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Figure 4 In-phase AC suscepti­
bility (X) measured with a fre­
quency of 825 Hz and amplitude
of 1 Oe. The solid circles belong
to the Fe-Oa-loaded sample and
the open ones to the y-Fe203­
loaded sample.
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The thermal dependence of the susceptibilities X' and X" of the y-Fe203-loaded sample
can also be seen in Figures 4 and 5. The Verwey transition is no longer observed but the
shoulder at about 50 K is still apparent; as before, it is displayed more clearly in the out-of­
phase component thermal dependence at a temperature of 41 K, which is coincident with
the temperature observed for the magnetite-loaded sample.

In our case, those magnetite particles included within the MCM-41 channels could
exhibit a shift of the Verwey transition, but, considering our Mossbauer and AC
susceptibility results of the maghemite sample-that as discussed, have behaviors of X '(T)
and X"(T) similar to the magnetite-loaded sample-we believe rather that the shoulder of X'
at 50 K and the X" maximum at ~42 K are probably associated to the blocking of the
magnetic moments of the fractions of smaller Fe304 and y-Fe203 particles.

Finally, considering that surface effects are expected to take place because of the reduced
pore diameters of the channels for those iron species embedded in the MCM-41 matrix, we
assign the distributed signal at 4.2 K of the Fe-Oa-loaded sample to Fe atoms located at the
surface of these species. Their individual magnetic moments would be arranged in a
partially randomly frozen way, as in a spin-glass-like state. On the other hand, the presence
of a doublet at 4.2 K may indicate the existence of a paramagnetic species. Taking into
account that the silylation treatment neutralizes the existing surface silanol groups, the
assignment of this paramagnetic species to Fe3

+ ions exchanged with the silicate framework
[20] may be discarded. This signal might arise from isolated Fe-O-Fe entities covering the
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MCM-41 pore walls; however, the current data do not display a noticeable paramagnetic­
like behavior in the susceptibility at low temperatures.

A different explanation of the doublet at 4.2 K may come from a macroscopic quantum
tunneling of the magnetization [21]. This assignment would require further experimental
evidence before it can be stated unambiguously. We would need a thorough characterization
of the sample, measurements over a range of temperatures that may separate the thermal
activated regime from the macroscopic quantum tunneling, and experiments that can
examine the predictions of the model based on reasonable parameters and assumptions
regarding the magnetic particles. However, since one of the requirements of the theory is
the existence of two very different magnetic anisotropy constants (perpendicular and
parallel to the magnetic field) we may expect that if indeed fractions of the Fe species in our
samples have arranged themselves forming quasi one-dimensional structures, the ratio of
their longitudinal and transverse anisotropies can be very large.

Based on the above results, a possible interpretation of the synthesis process and the
structure of the composite could be as follows. To produce a complete homogeneously
hydrophobic surface that ensures an even iron species distribution within the MCM-41
channels, we neutralized the silanol groups with a silylation agent. This treatment would
ensure that the iron species spread over the surface of the MCM-41 channels after
impregnation. A major percentage of these species agglomerates into very fine particles that
relax superparamagnetically at room temperature and progressively get blocked. The origin
of the paramagnetic signal in the Mossbauer spectrum at 4.2 K of the magnetite MCM-41
loaded sample can arise from two causes. It may be caused by the fraction of very small
particles that does not cluster and keeps on covering the inner surface in the form of a
monolayer of Fe-O-Fe entities. An alternative explanation lies in the already mentioned
macroscopic quantum tunneling of the magnetization. Both assignments would need further
experimental work to be confirmed. The remaining percentage of iron oxides forms bigger
particles or magnetic structures that display a blocked Mossbauer signal at room temperature.

4 Conclusions

Preliminary results on the impregnation of MCM-41 with an iron solution of Fe(AcAc)3 in
benzene after subjecting the matrix to a silylation treatment have successfully brought about
Fe304- and y-Fe203-loaded MCM-41 solids, where a significant fraction of the iron-oxide
particles seem to be located inside the channels. Magnetic and hyperfine results allow
concluding that both iron species are composed of a high percentage of small particles that
relax superparamagnetically and a minor fraction of large particles in a blocked magnetic
state. The paramagnetic signal apparent at 4.2 K in the Mossbauer spectrum of the sample
of MCM-41 loaded with Fe304, may arise either from a small fraction of isolated Fe-O-Fe
entities or from a macroscopic quantum tunneling of the magnetization.
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Abstract With the decrease in size of devices, rapid characterization of nano-devices is an
inevitable necessity. It is shown that Mossbauer spectroscopy using synchrotron radiation
from the advanced photon source provides such a tool of investigation. Results are
presented and compared for conventional Mossbauer and Nuclear Forward Scattering for
151Eu-doped magnesium sulfide as an example, especially at low concentrations.

Key words europium nuclear forward scattering Mossbauer spectroscopy'
atomic tailoring photonic materials rare-earths

1 Introduction

Mossbauer spectroscopy is an extremely powerful technique of characterization for samples
rich in iron and a few other isotopes. Using this method, different valence states of these
isotopes as well as small variations in the crystalline field environment around them in
a solid can be studied systematically and rapidly. As the size of the sample becomes
microscopic, or the concentration of Mossbauer active nuclei decreases, the technique loses
its effectiveness. In such cases, at least a lengthy data accumulation to enhance the signal to
noise ratio becomes compulsory. However, for some experiments, the data accumulation
time becomes prohibitively long. In this category, there are experiments performed on
samples with extremely low concentrations of Mossbauer active ions or the ones that show
extremely small effects resulting in the signal being buried in the noise. Nuclear Forward
Scattering (NFS) using X-rays or y-rays from a synchrotron source offers an alternative to
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the conventional Mossbauer technique [1-3]. The radiation from the synchrotron source is
intense, tunable in energy, and in the form of short pulses to provide the opportunity of time
domain y-ray spectroscopy.

This paper deals with the application of Mossbauer spectroscopy in identifying samples
doped with Eu and its different valence states in extremely low concentrations in alkaline
earth sulfides. We discuss the case of MgS in particular. Low concentrations of impurities
are necessary for photonics applications where the impurity atoms or ions should be
isolated from each other. These isolated atoms/ions have well defined energy levels that can
be used for the desired applications. At high concentrations, however, pair effects arising
from Coulomb or exchange interactions can significantly change the energy level structure
from a single ion to a more complicated one. In general, these pairs are difficult to deal with
theoretically and unpredictable for any practical use.

Typical impurity concentrations for photonics applications range around 0.01 mol%
while the size of the Photonic devices can be as small as a few cubic microns. Using
conventional Mossbauer spectroscopy, weeks or months of data accumulation time would
be needed for such samples. This is partly because strong 151Sm sources are not readily
available. Therefore, synchrotron radiation offers a great opportunity to study the
Mossbauer spectrum by nuclear forward scattering. A comparison of the Mossbauer
spectroscopy between using a conventional 151Sm source and the synchrotron radiation
source is presented below.

2 Atomically tailored photonics materials

The size of photonic devices is always decreasing and in many cases has reached the
quantum regime. In principle, the ultimate lower limit on the size of a photonic device is a
single atom. However, to be useful this atom should be localized and optically addressable.
Such is the case with optically active impurities in a wide bandgap semiconductor or an
insulator. Therefore, in the future, only a few selected optically active atoms or ions in a
solid will form the 'core' of the quantum photonic devices. Some fascinating applications
that could work with only a few atoms in a solid host are: (1) spectral storage, where the
information is stored in the optical spectrum of a small number of selected atoms in a solid,
(2) quantum computing with a few optically addressable atoms, and, (3) coherent control of
nuclear states with a laser [4-7]. In all these and similar atomic scale applications, there are
severe constraints imposed on the energy level structure of the host, the optically active ion,
its nucleus, and even the nuclei of the host material.

In spectral storage, for example, the electronic states should be tailored to strongly
absorb the photons from a laser, the photons that are used for addressing or photo­
transforming the ions. The energy of the optical transition should be tailored to be
preferably in the range of commercial lasers. The electronic states should be suitably
located in the bandgap of the host to enhance (or in some cases to suppress) two-photon
ionization and other non-linear optical processes. And finally, the relative concentration of
different ionization states of the active ion should be controlled to facilitate a particular
photo-induced transformation.

For spectral storage, MgS and CaS were prepared with a very low concentration of Eu,
0.01 mol%. In these europium based II-VI sulfides, the information is stored in the
spectrum of Eu2

+ by photoionizing them with a laser. A relatively large concentration of
Eu3+ is necessary for trapping the electrons liberated in the process of photoionization.
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Therefore, doubly and triply positive valence states and the electronic energy levels of Eu
were tailored to meet the requirements of an ideal material for spectral storage. It is not
possible to determine the relative concentration of Eu2

+IEu3
+ in MgS using optical

techniques. This is particularly true at low Eu concentrations. Eu3
+ has weakly allowed optical

transitions within the states of 4f configuration. Coincidently, very strongly allowed 4f-5d
transitions ofEu2

+ also lie around the same energy range in this host. The two spectra overlap
considerably and any quantitative determination of relative Eu2

+IEu3
+ concentrations is not

possible. However, lSlEu (nat. abun. "'48%) is a Mossbauer isotope. Therefore, this technique
can provide the information about the Eu2+/Eu3+ concentration ratio.

Samples of MgS doped with varying concentrations of Eu were prepared by the methods
described elsewhere [8, 9]. The laser-excited fluorescence spectra at '"15 K gave strong 4f7­

4f'5d1 emission confirming the presence of Eu2
+ in the sample. In MgS, Eu2

+ substitutes
for Mg2+ and therefore it is an energetically more favored ionization state of Eu. Eu3+ can
also occupy a substitutional site with charge compensation provided by long-range
displacement of the lattice ions. This displacement maintains the cubic site symmetry and,
therefore, both Eu2

+ and Eu3
+ occupy sites of octahedral symmetry [10]. A slight variation

from the cubic symmetry is there, which is expected due to the size mismatch between
Eu2+/Eu3+ and Mg2

+, the ion for which they substitute in the lattice (Ionic radii: 1.17, 0.95
and 0.72 A, respectively, for Eu2+, Eu3+ and Mg2+). This relaxes the cubic selection rules for
the 4f-5d electronic transition resulting in very strong Zero Phonon Lines (ZPL) in the optical
absorption spectrum; an attribute of great importance for quantum photonic applications.

3 Mtissbauer spectroscopy of 151Eu in MgS

Mossbauer spectra of MgS:Eu samples, with naturally abundant Eu, eSlEu:lS3Eu,
0.478:0.522), were taken using a lSlSmF3 source. Figure 1 shows the spectrum of
MgO.8Euo.2S at room temperature. The data accumulation was done in the constant velocity
mode. It lasted for 14 h to give a signal of 8% absorption. The absorption spectrum shows a
peak at 11.7 mm/s corresponding to lSlEu2+ . A small shoulder is also clearly visible on the
high velocity side, v= 13.9 mm/s. The data has been fitted to two Lorentzian lines and has
been resolved in the diagram. Due to the broad linewidth of the SmF3 source, ",2 mmls, this
feature cannot be further resolved, even at low temperature. The origin of this small peak
has not been investigated in detail here. However, such features could arise from non­
standard Eu2

+ - centers that could be formed due to the trace impurities. Our sample, MgS,
is particularly prone to such impurities - it readily absorbs water from the environment and
is known to form oxygen-associated Eu centers. Also, prolonged Mossbauer experiments
expose the sample to such elements more easily. The sample is in the form of
polycrystalline powder where the surface to volume ratio is high and small traces of water
can be absorbed readily.

The spectrum in Fig. 1 does not show any trace of Eu3
+ resonance which in this host

should appear at ",0 mm/s. This clearly indicates that almost all Eu, 95(±5)% is in the form
of Eu2

+. The uncertainty of ±5% is due to the poor signal to noise ratio of the absorption.
The line-fitting of the spectrum in Fig. 1 shows that 88(±1)% of Eu2

+ is at the normal
substitutional site and the remaining 12(±1)% is at a site associated with some impurity. In
our case, oxygen usually does not appear as an impurity. The appearance of this shoulder,
therefore, could be attributed to prolonged exposure of the sample to the environment.
Optical investigations on this sample are underway in our group.
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Fig. 1 Mossbauer spectrum of MgS:Eu (20%), data acquisition time 14 h. The data can be fitted to two
lines, arising from two different Eu2

+ centers as shown by the dotted lines (Isomer shifts: 13.9 and
11.7 mm/s, linewidths: 2.4 and 2.2 mm/s). The relative contribution of these two centers is 88% and 12%

Figure 2 shows the Mossbauer spectrum of MgS with 0.01 mol% of Eu. The spectrum
was taken under exactly the same conditions as the experiment of Fig. 1. However, there
were two exceptions: (1) the data accumulation was carried out for a period of 6 days.
(2) the sample thickness was increased to 2 rom as opposed to --0.5 rom for 20% Eu
sample. The Eu2

+ resonance at -12.6 mm/s is --5% absorption above the noise level and
the Eu3

+ signal is clearly visible at +0.5 mm/s. Within the resolution of the absorption lines,
the two lines appear as isolated single lines. By comparing the area under the two
resonances, the ratio of Eu2

+/ Eu3
+ is --0.65/0.35 in this sample. A single line for Eu2

+

further means that for this sample there is only one dominant Eu2
+ site, i.e., the substi­

tutional cubic site with Eu2
+ replacing Mg2

+. The broadening of Mossbauer resonances
could also be due to the temperature effects and quadrupole splittings of Eu3

+ that are in the
tens of MHz range. However, these effects are beyond the resolution of our SmF3 source.

4 Nuclear forward scattering of MgS:Eu

Mossbauer studies, using the synchrotron at the Advanced Photon Source (APS), Argonne
National Laboratory were performed on the same samples as used in Figs. 1 and 2.
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Fig.2 Mossbauer spectrum of MgS:Eu (0.01 mol%) using a 151SmF3 source, data acquisition time 6 days.
Isomer shifts for Eu2

+ and Eu3
+ signals are, respectively, -12.6 and +0.5 mm1s. The corresponding

linewidths are 2.4 and 2.6 mm1s, respectively

Figure 3 shows the nuclear forward scattering data on 20% Eu sample. The details of the
experiments and the characteristics of the beam are described elsewhere [11]. To observe
the beating of Eu3

+ and Eu2
+ signals over the time, a known amount of EU203 was mixed in

MgS:Eu (20 %) sample which predominantly had europium as Eu2
+. The CONUSS

program [12] was used for fitting the decay of the beating signal. The fitting shown as the
dashed curve in Fig. 3 used the relative Isomer Shift (IS=-12.8 mrn/s), quadrupole splitting
for Eu3+ (2.1 mrn/s) and the relative concentration of Eu2

+: Eu3
+ (0.35:0.65) from the

known value from the data of Fig. 1. Only small variations, within the errors of determining
these parameters were found to give the best fit. The isomer shift used in Fig. 3 is different
from that used in Fig. 1, as we have not considered two different Eu2

+ centers present in the
sample as was clearly seen in Fig. 1. Secondly, in NFS (Fig. 3) we see relative isomer shift
between Eu 2+ in MgS and Eu3

+ in EU203 rather than SrnF3 (Fig. 1).
The total data accumulation time was 20 min for the spectrum of Fig. 3. This direct

comparison between conventional Mossbauer and Nuclear Forward Scattering gives a ratio
of 24. Roughly this is a factor by which the time of experiment is reduced from
conventional Mossbauer to the Mossbauer studies using the time domain Nuclear Forward
Scattering. In MgS samples with 0.01 mol% Eu the NFS experiment required a data
collection time of about 6 h to give a good beating signal between the Eu3+ and Eu2

+

resonances as opposed to 6 days of collection time for the conventional Mossbauer spectra
of Fig. 2. Once again this is roughly a reduction by a factor of 24. However, note in these
estimates, the ratio of the sizes of the samples is not taken into consideration. NFS is a very
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Fig. 3 Nuclear forward scattering using 21.54 keY radiation for 151Eu from the APS. The sample was
70.7 urn thick and was composed of MgS:Eu (20%) mixed with EUZ03 for observing the beating of the Eu3+

and Eu2+ signals. The relative concentration Eu3+:Eu2+ was 0.65:0.35 and the data was accumulated for
20 min. The fitting of the decay with CONUSS program yielded relative isomer shift of - 12.8 mmls and the
quadrupole splitting of 2.1 mmls

sensitive technique and the sample thicknesses used were -50-100 urn, smaller by an order
of magnitude than what were used for the conventional Mossbauer experiments. If this is
taken into consideration, then by using NFS assisted Mi:issbauer, the overall data collection
times are reduced by more than two orders of magnitude. Thus, thin samples such as films,
or samples with a very small concentration of Mi:issbauer isotopes are at a greater advantage
with regard to the expediency of data accumulation in NFS assisted Mossbauer,

5 Conclusions

In conclusion, we have shown that Nuclear Forward Scattering using fast pulses from a
synchrotron source has great promise for fast characterization. In MgS :Eu, the valence states
of Eu and their electronic states have been tailored for extremely low concentration samples
that are necessary for some photonic applications. We have presented and compared data on
Mossbauer studies by the conventional technique and using nuclear forward scattering in
this material. The main advantage of NFS is that it reduces the data collection times by
orders of magnitude when compared to the conventional Mossbauer technique. This is
hoped to enable quick characterization studies on samples that have extremely small
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amounts of Mossbauer isotopes. Even more excitingly, with such reduction in data
accumulation times it is hoped that some very novel experiments can be performed where
small effects are supposed to give very weak observable signals. Such weak signals
necessitate prohibitively long data acquisition times. One of these experiments is the laser
control of nuclear states. In this experiment a strong laser is expected to pump the electronic
state and by electron-nuclear coupling, the nucleus of the parent Eu ion can be coherently
controlled that can be detected by Mossbauer spectroscopy. It is estimated that for a
detectable signal months of data accumulation time may be required using conventional
Mossbauer technique. NFS has potential to reduce this time to hours or even minutes.
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Abstract We present a full solution to the general combined interactions static
Mossbauer problem that is easily generalized to any Mossbauer isotope, and applies
for M1, E1, and E2 transitions as well as combined M1-E2 transitions. Explicit
expressions are given for both powder and single crystal samples.

Key words Mossbauer spectrum calculation · full Hamiltonian diagonalization ·
combined hyperfine interactions

1 Introduction

While first-order perturbation approaches or interpolation schemes are adequate
for fitting the majority of simple Mossbauer spectra, there are numerous cases for
which these approaches are invalid. If contributions from magnetic and electrostatic
interactions are of comparable magnitude or do not share a common quantization
axis, a full solution to the nuclear Hamiltonian must be used to fit the spectrum.

Although functional codes have been published in the past [1-3], in the current
computational climate, where not only programming languages compete, but where
computional packages that include programmable options (Matlab, Mathematica... )
are also used, an explicit and adaptable mathematical solution is more useful. Most
calculations given are either not worked out completely [1,3], or are far too involved
mathematically to be easily generalized and implemented into simple programs [4].

In order to promote the more widespread implementation of full solution Moss­
bauer fitting codes, we present here a complete solution that we have developed. This
solution can be generalized to cover any accessible Mossbauer isotope and is cast in
a form that can be readily coded into a fitting routine.

C. J. Voyer· D. H. Ryan (181)
Centre for the Physics of Materials and Physics Department, McGill University,
3600 University Street, Montreal, QC H3A 2T8, Canada
e-mail: dominic@physics.mcgill.ca
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2 TheMossbauer problem

C.J.Voyer, D.H. Ryan

The Mossbauer problem consists of computing a Mossbauer spectrum given a set of
hyperfine parameters. The solution can then be used in a least squares refinement of
an experimentally obtained Mossbauer spectrum. The line positions depend on the
splitting of the ground and excited states and their relative energy difference, and can
be derived from the eigenvalues of the system Hamiltonian. Line intensities depend
on the coupling of the two angular momentum states involved in the transition, and
can be obtained from the eigenvectors of the Hamiltonian combined with appropri­
ate vector coupling coefficients [5]. In the absence of hyperfine fields, the ground
and excited states are degenerate, and a single line spectrum is observed. When an
electric field gradient, or a magnetic field, or both are present, the degeneracy is lifted
and multi-line spectra are obtained as shown in Figure 1.

In the static model, the interaction Hamiltonian H is given by [6]:

(1)

H; represents all terms for the atom not including hyperfine interactions and does
not influence the energy difference between the ground and excited states of the
nucleus. Having no impact on the Mossbauer spectrum, it is ignored. He represents
the Coulombic interactions between the nucleus and the electrons, i.e. the electric
monopole term, and has the effect of shifting all excited state energy levels with
respect to all ground state energy levels, and is called the isomer shift (IS). The
I S will have the effect of shifting the entire Mossbauer spectrum either up or
down in velocity. Other effects can also shift the entire spectrum by some constant
velocity value, and so for fitting purposes we consider the more general centre
shift (CS), which can be added to any solution once the more complex calculations
are completed. Finally, HM and HQ, the magnetic dipole and electric quadrupole
contributions, are the terms that lift the energy level degeneracy, and are the non­
trivial part of the computation. All higher order terms are ignored [6].

2.1 Magnetic dipole interactions

For a nucleus in a state with a gyromagnetic ratio g, and subject to a hyperfine mag­
netic field B, HM can written as [7]:

(2)

where i is the total spin operator and J.LN is the nuclear magneton. For simplicity, we
may choose the z-axis to be the direction of the field and get:

(3)

where B is the magnitude of the field and i, is the z component of the angular mo­
mentum operator. For both the excited and ground states, the 1m) states are eigen­
states of this Hamiltonian and thus the eigenvalues are:

(4)

and the eigenvector matrix is simply identity.
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Figure 1 Sketch of energy level degeneracy lifting in the 57Pe case. In the centre we see the
degenerate excited and ground states, on the left the excited state has the degeneracy partially lifted
when an electric field gradient is present, and on the right when a magnetic field is present, we
see the degeneracy completely lifted. The arrows drawn are the allowed transitions given the Ml
multipolarity.

2.2Electric quadrupole interactions

The nuclear energy level degeneracy is also lifted by the quadrupole moment of the
probe nucleus interacting with an electric field gradient. The electric field gradient is
a 3 x 3 traceless tensor:

(5)

(6)

The coordinate system can always be chosen such that the tensor is diagonal and
traditionally the z-axis is chosen so that Vzz is its largest component. Since the tensor
is traceless, Vxx + Vyy + Vzz == 0, only two parameters are required to specify the

tensor completely. We define 1] == VX-;vYY, using the convention IVzzl 2:: IVyyl 2:: iv..
to ensure that 0 :::: rJ :::: 1, and the tensor can be specified by V zz and 11 • For a nucleus
with an electric quadrupole moment Q, spin I, subject to an electric field gradient
whose principal axis value is Vzz, with an asymmetry 1], the Hamiltonian is [8]:

H == eQVzz [3]2 _ 1(1 + 1) + 1J.(]2 _ ]2)]
Q 41(21 - 1) z 2 + -

where e is the charge of the proton and i; and]_ are the ladder operators as defined
by Sakurai [9].

If 1] == 0 the 1m) states are energy eigenstates and the energies are Em ==
4;gj'~\) [3m2- 1(1 + 1)], which in turn yields a degeneracy in the energy levels as
only the magnitude of m contributes to the energy. Complications arise when 1] i= 0
since in this case the 1m) states are no longer energy eigenstates. The Hamiltonian
is then non-diagonal and the eigenvectors need to be computed explicitly and a full
diagonalization is necessary.

A fitting routine needs to compute a full spectrum many times in order to complete
a pattern refinement. Available computing power used to limit solution possibilities,
and strategies were devised to avoid repeated calculation of the full solution. Exact
analytic solutions for the energy levels exist for the I == ~ case [10], and the I == ~ case
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94 C.J.Voyer,D.H. Ryan

[11], however, when the dimensions of the Hamiltonian get larger the mathematics
of an analytic solution becomes prohibitively difficult. Shenoy et al. [12] generated a
polynomial interpolation scheme, where the line positions and intensities have been
computed exactly for incremental values of 1] and then fit with a polynomial whose
coefficients were made available. Finally the perturbative approach is useful if one of
the interactions is small compared to the other. Today, however, computing power
limitations for this type of calculation no longer exist, and the only remaining barrier
to a full solution is the mathematics involved.

The ideal situation is to have a solution to the Mossbauer problem that can
be implemented easily as a numerical routine that yields exact line positions and
intensities given a set of hyperfine parameters, with no limitations on the values of
these parameters. This solution could then be incorporated into a least squares fitting
routine and refine experimentally obtained data. Numerical diagonalization is longer
a limitation. We can solve the general static Mossbauer problem exactly, and have a
solution that can cover the most complex cases, as well as covering simple cases, that
can be easily implemented, operate efficiently and satisfy all fitting needs.

3 Combined interactions

The most general physical situation that can be considered is the case of combined
magnetic dipole and electric quadrupole interactions. In the previous cases consid­
ered, the optimal choice of quantization axis was evident. Here we have two logical
choices: the magnetic field direction, or the principal axis of the electric field gradient,
Vzz. Typically, Vzz is chosen as the quantization axis and the schematic setup is shown
in Figure 2. Note that this choice of axes is valid even if V zz = 0, and none of the
computations change.

From (1), the Hamiltonian operator for this system becomes [8]:

(7)

where Ji Q does not change from (6), but JiM needs to be rotated away from the
z-axis and can be written following the convention of Figure 2 as:

(8)

This Hamiltonian will not, in general, be diagonal in the 1m) basis.
To compute the energy eigenvalues and eigenvectors we need to write the

Hamiltonian in matrix form. The expression for the matrix depends on the total spins
I g and I; of the ground and excited states. Once the Mossbauer transition is chosen,
and I g and I, are thereby fixed, we can write the Hamiltonian for the ground and
excited states, Hg and He.

For example, if we are interested in a ~ ~ 4 transition (as in 57Fe, 119Sn ... )
1 3 ( . 1890 197A ) . ion.jf A - eQVzz h Q' hor a 2 ~ 2 as In s, u... transition, 1 we set - 4/(2/-1) were IS t e

appropriate value for the quadrupole moment of the nucleus in the I = ~ state, and
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Figure 2 Schematic of the ¢
and eangles, Vzz and Bhf
as they appear in the
Hamiltonianof (7).

Vzz

e

a = glJLNBhf, where gl is the appropriate value for the gyromagnetic factor of the
2 2

nucleus in the I = ~ state, we may write (matrices constructed as described in [13]):

o

3A _lacosO -J3a sin Oe- i¢
2 2

-J3a sinOei¢ -3A-~cosO -asinOe-i¢
2 2

J3A1] -a sinOei¢ -3A + ~ cosO - J3a sinOe-i¢
2 2

-J3a sinOei¢ 3A + lacosO
2 2

and setting fJ = gI/2JLN Bhf:

(
_f!.cosO -f!.sinoe-i¢)

HI 2 = 2 . 2
/ -~ sinOe+l¢ +~ cosO

(9)

(10)

The I = 0 case is of particular mathematical interest because the Hamiltonian in
(7) is null. This case is treated by considering the state to have a unidimensional
eigenvector in the 1m) basis, and an energy eigenvalue of o. So if we are interested
in the 2 ~ 0 transition (17oYb, I66Er. .. ), the only Hamiltonian that needs to be
explicitly computed is the I = 2 excited state Hamiltonian (here f3 = g2JLN Bhf):

6A - 2f3 cos0 - f3e-i¢ sin0 A,.;61] 0

-fJei¢ sin0 -3A - fJ cos 0 - ~ fJ sinOe-i¢ 3A1]

H2 = A,.;61] -fJ~ei¢sinO -6A -~fJsin(}e-i¢

o
o

-~fJsinOei¢ -3A+fJcosO -f3sinOe-i¢

A,.;61] -f3 sinOei¢ 6A + 2f3 cos0

(11)

With the excited and ground state Hamiltonians now analytically expressed, a rou­
tine may compute the components, given a set of hyperfine parameters, then
proceed to the numerical diagonalization, and finally compute the line positions and
intensities.
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Many options are available for the numerical diagonalization. We have used
the tred2 and tqli routines outlined in Numerical Recipes [14,15]. The Matlab
and Mathematica software packages also offer diagonalization functions. To avoid
working with complex numbers Numerical Recipes suggests a scheme by which the
matrix can be kept real, however it requires doubling the dimensionality of the
problem. After diagonalization is achieved, the problem is then reduced back to
its original dimension by selecting half of the eigenvalues and eigenvectors. The
selection must be done with care since the ordering of the diagonalization output
depends on the set of non-zero hyperfine parameters. The selection must ensure a
set of mutually orthogonal eigenvectors is obtained.

From these routines, we obtain numerical values for our eigenvectors len) as well
as the amplitudes (nlm) and the eigenvalues of the system. For a state with total spin
I and corresponding eigenvalues en,for example:

(m == linen)

(m == I - linen)
len) == (m == I - 2lnen) (12)

At this stage we have the eigenvalues which will give us the line positions, and the
(min) factors which will give us the intensity of each line. We have thus obtained all
the necessary information from the Hamiltonians of the excited and ground states,
and may now proceed to calculate the exact line positions and intensities.

3.1 Line position calculation

The energy shift detected by Mossbauer spectroscopy is the difference between the
energies of the excited state Hamiltonian Ene and the ground state Hamiltonian Eng.
For a given transition between the levels Eng of the ground state and Ene of the
excited state, we obtain a line position En(e ~ g):

(13)

The constant offset CS mentioned in Section 2 can then be added, and the final result
is completely general for all values of the hyperfine parameters. We note that for the
specific case of the 2 ~ 0 transition (170Yb), this reduces to:

(14)

The number of lines observed will depend on the dimensionality of both He
and Hg , and also on the multipolarity of the transition i.e. the quantum mechanical
selection rules that apply in each situation.

3.2 Line intensity calculation

The relative probability of each transition's occurrence will depend on the coupling
of the two angular momentum states involved in the transition [5]. Several methods
exist for calculating the relative intensity of a line [3, 5, 8, 16]. These treatments fall
short however, in that they either treat a single case [8], do not treat the E2 case [16],
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do not give an explicit and easily generalizable solution [3,5,8,16], or do not cover
the single crystal case [3, 5, 8].

We chose to treat the relative intensity of a line in a spectrum as the normalized
power absorbed by the corresponding transition. We write the multipole electric field
vector E as [17]:

E(cp, U) == L(_0 /+1 [aE(l, m)XI x r +aM(l, m)XI ]
l.m

(15)

where Uand cp are the polar angles describing the direction of emission of the y, along
r, with respect to our chosen axis of quantization (not to be confused with ¢ and ()
defined in Section 3); Xlare the vector spherical harmonics, and will be derived later
(Section 3.3); and the aE(l, m) and aM(l, m) specify the amounts of electric multipole
and magnetic multipole fields, and are determined by the source and by boundary
conditions (derived in Section 3.4) [18].

Since we are only concerned with relative intensities, factors common to all
transitions can be normalized out and so are omitted from (15).The power absorbed
(i.e. the intensity of a line) will be E.E*. This method simply and naturally introduces
the vector spherical harmonics needed, and leads to a straightforward single crystal
intensity as well as a powder average intensity. This method is preferred because of
its simple computations and adaptability to different transitions the experimentalist
may face.

The three transition multipolarities encountered in Mossbauer spectroscopy are
the Ml, El and E2 cases. Only the Ml and E2 are ever combined, and the El case is
completely analogous to the Ml case and requires no new information, thus for the
purposes of this computation, we will not address the El case.

From (15) we get for the Ml case,

+1
E Ml (cp, iJ) == - L aM(l, m).X/

m=-1

and for the E2 case we get

+2

EE2(CP, U) == L i. [aE(2, m)] .(Xl x r)
m=-2

(16)

(17)

To proceed further, we need to express E more explicitly, thus calculating the
vector spherical harmonics Xl' and the amounts of electric and magnetic multipole
fields aetl, m) and aM(l, m).

3.3 The Xl

The vector spherical harmonics, Xl' can be generated from [18]

Xm _ 1 Lym(U)
I - ,Jl(l + 1) I ' tp

(18)
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where,

We compute the vector spherical harmonics needed,

1 1 f3( ." . )x; =4'1; e-UPfJ-icosfJe-UPfP

x~ = ~ fI iY2 sin iJcP4'1;

C.J.Voyer, D.H. Ryan

(19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)

(27)

We note that in spherical coordinates J x r= fP and that fP x r= -J, such that
for the X~ of the E2 part we get

xg x r= ~H (-J6icos iJsin iJ) U (30)

x~ x r = ~H (-sin iJe2i<pcP + i sin iJ cos iJe2i'Pu) (32)
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3.4 The a(L, m)

99

For this particular problem, the aE(L, m) and aM(L, m) coefficients have the same
analytic expression [16],

(33)

where Ing) and Ine) are the energy eigenstates of the ground and excited states res­

pectively, and Ime) and Img) are the i, eigenstates for the excited and ground
states respectively, (note that (melne) and (mglng) are simply the components of the
eigenvectors of He and H g, respectively), and (IgLmgmIIeme) are Clebsch-Gordan
coefficients where L is the multipolarity of the transition (for M1, L == 1 and for E2,
L == 2), m == me - mg, I, is the total spin of the excited state and I g is the total spin
of the ground state.

For the 2~ 0 transition, all Clebsch-Gordon coefficients are exactly 1 since I g ==0.
But if the spins for both the excited and ground states are non-zero, the Clebsch­
Gordon coefficients are non-trivial (see Table I for an example). Note that the
(IgLmgmIIeme) coefficients are first converted using the relation [19]:

Once an expression for the Clebsch-Gordon coefficients is obtained we can move
on to calculating the a(L, m) explicitly. Again, for the case of a 3/2 ~ 1/2 transition
we get,

a(2, 2) = -Ii (3/2In e) (-1/2Ing)-

a(2, 1) =If (3/2In e) (1/ 2Ing)- -If (1/2In e) (-1/2Ing)­

a(2, 0) =~ (1/2In e ) (1/2Ing)- - ~ (-1/2Ine ) (-1/2Ing)-

a(2, -1) = If (-1/2Ine ) (1/ 2Ing)- -If (-3/2Ine ) (-1/2Ing)­

a(2, -2) =h(-3/2Ine) (1/ 2Ing)-

a(l, 1) =If (1/2In e) (-1/2Ing)- + (3/2In e) (1/ 2Ing)-

a(l,O) = fl (1/2In e) (l/2Ing)- +fl (-1/2Ine) (-1/2Ing)­

a(1, -1) = If (-t/2Ine ) (1/ 2Ing)- + (-3/2Ine ) (-t/2Ing)-
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TableI Clebsch-Gordon
coefficients pertinent to the E2 Ml
3/2 ~ 1/2 Ml and/or £2 mg me m (! 2mgm l ~me) (!1mgml~me)
solution

+1 +1 +1 If 12 2

+1 +1 0 If If2 2

+1 1 -1 If If2 -2"

+1 3 -2 Ii 02 -2"
1 +1 +2 -Ii 0-2" 2

I +1 +1 -If If-2" 2

I 1 0 -If If-2" -2"
I 3 -1 -If 1-2" -2"

where the a(2, m) are for the E2 multipolarity case, and the a(l, m) are for the M1
multipolarity case. For the 2 -+ 0 case with E2 multipolarity however, the expres­
sions become much simpler,

a(2,2) == (2lne)

a(2, 1) == (line)

a(2, D) == (Dine)

a(2, -1) == (-line)

a(2, -2) == (-2Ine )

The vectors in (16) and (17) now have numerical values. We can now move on to cal­
culating the intensity of each line.

3.5 M1 transitions

We first consider the case of an M1 transition (57Pe, 119Sn... ). The electric field vector
can be written as:

1 {5 (3([. .]"
EMl«({>,~) == 4'1;'15 a(l, l)eUP +a(l, -l)e-UP

~

+ i[a(t, t)ei<P cos U+aCt,O)J2sin U - aCt, -1)e-i<p cos U]~)

(35)
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Noting that (j;.J. = 0, the intensity of a line can be written as:

+ la(l, -1)1 2(1 + cos2 iJ) + 2ffi [a(l, l)a*(l, _1)e2iCfJ ]

+ 2!R [a(l, l)a*(l, 0).J2 sin Ucos Uei\OJ

- 2ffi [a(l, l)a*(l, -1) cos2 iJe2iCfJ ]

- 2!R [a(l, O)a*(I, -1).J2 sin Ucos utI\OJ)

101

(36)

Equation 36 is the intensity for a line in a single crystal Mossbauer absorption with
a y absorption that makes angles <p and iJ with respect to the principal axis of the
electric field gradient Vzz. The lin factor can be ignored as it is the same for all
transitions.

Most samples used are polycrystalline, in which the intensity needs to be inte­
grated over all directions. The intensity for a powder sample becomes:

r 12n
ltJ=o \0=0 EM1.Etrl sin UdcpM = la(l, 1)12 + la(l, 0)1

2 + la(l, -1)1
2 (37)

We note that although one of the most cited solutions of the Mossbauer problem
(Kundig's solution of the 57Fe problem [8]) yields a slightly different expression, his
expression can be simplified to obtain (37), providing an independent verification
that our process is correct.

3.6 E2 transitions

For an E2 transition the selection rules are less restrictive and far more transitions
are allowed. The electric field vector can be written as:

EE2 =~H([-a(2, -2) sin U cos Ue-
2i\O - a(2, -1) [cos2 U - sin2 U] e-i\O

- a(2, 2) sin Ucos Ue2i\O}~ + i[a(2, -2) sin Ue-2i\O

+ a(2, -1) cos Ue-i\O + a(2, 1) cos Uei\O - a(2, 2) sin Ue2i\OJell) (38)
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The intensity is then:

C.J.Voyer,D.H. Ryan

EE2.E~2 = l:rr (la(2,-2)12sin2l?-(I+ cos2l?-Hla(2,-1)12 ([cos2l?-- sin2l?-]2 +COs2l?-)

+ 6Ia(2, 0)12cos2l?- sin2l?- + la(2, 1)12 ([COs2l?- - sin2l?-]2 + cos2l?-)

+ la(2, 2) 1
2 (sin2 tJcos2 tJ+ sin2 tJ)

+ 2ffi {a(2, -2)a*(2, -1) sin f} cos tJ [cos2 tJ - sirr' tJ] e- icp
}

- 2m {a(2, -2)a*(2, 0)J6cos2l?- Sin2
l?-e-

2i
<P }

- 2m {a(2, -2)a*(2, 1) sin tJcos tJ [cos2 tJ - sin2 tJ] e- 3icp
}

+ 2m {a(2, - 2)a* (2, 2) cos2 tJsirr' tJe-4icp
}

- 2m {a(2, -1)a* (2, 0)J6 sin ocos l?- [cos2l?- - sin2l?-] e-i<p }

- 2m {a(2, -1)a*(2, 1) [cos2l?- - sin2l?-]2
e-

2i<P }

+ 2m {a(2, -1 )a* (2, 2) sin tJcos tJ [cos2 tJ - sirr' tJ] e- 3icp
}

+ 2m {a(2, O)a*(2, 1)J6 sin ocos o [cos2o - sin2o] e-i<p }

- 2m {a(2, O)a*(2, 2)J6 cos" l?- sin2
l?-e-

2i<p
}

- 2m {a(2, l)a* (2, 2) sin tJcos tJ [cos2 tJ - sirr' tJ] e- iCP }

+ 2m [a(2, -2)a*(2, -1) cos osin tJe-icp
]

+ 2m [a(2, -2)a*(2, 1) sin tJcos tJe-3icp
]

- 2m [a(2, -2)a*(2, 2) sirr' tJe-4icp
]

+ 2m [a(2, -1)a*(2, 1)cos2 tJe-2icp
]

- 2m [a(2, -1)a* (2, 2) sin tJcos tJe-3icp
]

- 2m [a(2, l)a*(2, 2) cos l?- sin l?-e-i<p] ) (39)

Again, as was done in Section 3.5, we integrate over all directions to obtain the
intensities for the powder average case and obtain,

i
7T 127T

u=o <p=o E.E* sin l?-Mdcp = la(2, _2)12 + la(2, _1)12+ la(2, 0)12+
la(2, 1)12+ la(2, 2)1

2

(40)
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a result which is analogous to the Ml case and completes the list of results necessary
to compute the exact line intensity of any static combined interactions Mossbauer
spectrum.

For the 2 ~ 0 case, the intensity expression is greatly simplified:

{JT 12JT
Ju=o 1"=0 KE* sin ~Mdcp = 1(2Ii}1

2 + 1(1Ii}1
2 + I(Oli}1

2 + 1(-1Ii}1
2 + 1(-2Ii}12

= (il (~Im) (m l) Ii)

==1

making the intensity computation unnecessary.

3.7 Mixed M1-E2 transitions

(41)

Certain Mossbauer isotopes have a mixture of M1 and E2 transitions in non­
negligible amounts (e.g. 197Au where E2/M1=O.11). If we define X == E2~~1' the
intensity expression is:

(42)

Thus the single crystal intensity for a combined E2-M1 transition is the weighted sum
of (36) and (39), and the powder intensity is the weighted sum of (37) and (40).

4 Adapting the solutionto otherisotopes

When faced with an isotope not treated in the present text, the researcher may simply
apply the same general strategy used here, and indeed the more complex expressions
still hold. (36), (37), (39) and (40) do not change.

A new isotope brings new values for the total spin of the excited and ground states
and different values for the quadrupole moments and gyromagnetic ratios for the
excited and ground states. The spectra obtained from different isotopes will behave
differently but the strategies outlined in this paper can be easily applied:

1. Set up the matrices He and Hg, as was done in (9), (10) and (11).
2. Set up the chosen diagonalization routine and store proper set of eigenvalues

and eigenvectors
3. Calculate the sum in (33) using the appropriate Clebsch-Gordon coefficients.

The number of terms is set by: me - m g == m, and the (min) are the components
of the eigenvectors as shown in (12).

4. The intensities are computed using the relevant equation from (36),(37), (39),
(40), or (42), depending on the transition multipolarity (M1,E2, or M1-E2) and
whether the experiment is on a single crystal or powder sample.

5. The line positions are calculated using (13).

This strategy is completely general for any static combined interactions case, for any
Mossbauer isotope.
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Abstract We report here a comparison between a field-driven spin-flop (TbMn6
SnS.46Ino.s4) and a temperature-driven spin reorientation (TbMn6Sn6-xGax) in order
to demonstrate that the anisotropic contribution to Bhf at the Sn sites can be obtained
through the moment reorientation and is independent of the driving force. We show
that a complete 90° spin reorientation can be achieved at 300 K in an applied field of
0.57(3) T and that the changes in hyperfine field due to the anisotropic contribution
exceed 45% at one of the Sn sites. Quantitative values for the anisotropic constant at
the three Sn sites are obtained.

Key words field-driven spin-flop · temperature-driven spin reorientation ·
moment reorientation · anisotropic contribution

1 Introduction

As Sn is non-magnetic, any hyperfine field measured at a Sn site in a crystal structure
must be transferred to it from surrounding magnetic moments. This transferred hy­
perfine field has two main contributions [1]: isotropic and anisotropic. The isotropic
contribution is due to conduction band polarization, which induces a spin imbalance
at the nucleus. This is commonly referred to as the Fermi contact field, and depends
only on the magnitude of the neighbouring moments and the symmetry of their
magnetic structure. The anisotropic contribution involves the bonding between the
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magnetic ion and the non-magnetic Mossbauer probe, leading to a transferred field
which depends not only on the magnitude of the neighbouring moments, but also
on the relative orientations of those moments and their connecting bonds. In the
tetragonal CuAl2-type TSn2 (T = Mn, Fe) stannides, the isotropic contribution to
the transferred hyperfine field at some (MnSn2 [2]) or all (FeSn2 [3]) of the Sn
sites cancels, resulting in a transferred hyperfine field that is totally anisotropic. The
hexagonal HfFe6Ge6-type structure of the RMn6Sn6-xXx family of compounds does
not allow for such a cancellation, and both contributions to Bhf are present. In this
case, the isotropic and anisotropic contributions cannot be distinguished unless a
process is induced which would change only one of them. The spin reorientation
process is a pure rotation of the magnetic structure relative to the crystal axes.
Since the moments do not change either size or distance from the Sn site, nor does
the magnetic symmetry change, the Fermi contact field cannot change under such
a rotation. The isotropic contribution can therefore be isolated from the overall
transferred hyperfine field at the Sn sites, and the anisotropic contribution can be
determined uniquely.

A spin reorientation can be either temperature-induced or field-induced. At room
temperature in HfMn6Sn6, the Mn moments are oriented in the ab-plane (the Mn
sublattice has planar anisotropy). In TbMn6Sn6 at room temperature, the Tb and
Mn moments lie along the c-axis, indicating the Tb sublattice to have uniaxial
anisotropy which dominates over the planar anisotropy of the Mn sublattice. As the
Tb anisotropy is more strongly temperature dependent, it decreases more rapidly on
heating than that of the Mn. At T sr =330 K [4], the two sublattice anisotropies are
equal, and above T'; the planar Mn anisotropy dominates. The switch in dominant
anisotropy causes the Tb and Mn moments to undergo a spontaneous reorientation
from the c-axis to the ab -plane (on heating through T sr ) . Alternatively, by applying
a sufficient field perpendicular to the moment direction in a single crystal, we can
induce a spin-flop to the direction along which the field is applied.

We have previously studied the anisotropic transferred hyperfine fields in
TbMn6Sn6-xGax (x =0.2, 0.4, 0.6 and 0.8) [5] through 119Sn Mossbauer spectroscopy.
This system undergoes a temperature-induced spin reorientation from the ab -plane
to the c-axis on cooling through Tsr• The temperature at which the spin reorientation
occurs was shown to decrease with increasing x. TbMn6Sns.46Ino.s4 single crystals
undergo a spin-flop transition in quite modest fields around room temperature, and
the single crystals can be grown as thin platelets suitable for Mossbauer studies. Here,
we compare the spin-flop in TbMn6Sns.46Ino.s4 single crystals with the temperature­
induced spin reorientation in TbMn6Sn6-xGax in order to demonstrate that the
anisotropic contribution to the hyperfine field is independent of the driving force
of the reorientation. We confirm that the Tb and Mn moments lie along c for T < Tsr

and use the electric field gradient to show that the spin reorientation in both systems
involves a full rotation of the moments by 900

• The anisotropic contribution to Bhf is
determined through this rotation.

2 Experimental methods

The TbMn6Sn6-xGax (x = 0.2, 0.4, 0.6 and 0.8) compounds were prepared by al­
loying stoichiometric amounts of ternary TbMn6Sn6 and TbMn6Ga6 compounds in
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an induction furnace [6]. The resulting ingots were sealed under argon in quartz tubes
and annealed for 2 weeks at 973 K.

The TbMn6Sns.46Ino.s4 single crystals were synthesized using a flux method similar
to that previously reported by Clatterbuck et al. [7]. A mixture of TbMn6Sn6
and indium and tin metal (99.90/0 pure) with the atomic ratio TbMn6Sn23In37 was
compacted into pellets and put into a silica tube with a quartz-wool stopper. The
silica tube was sealed under argon (267 mbar) and heated to 1,273 K (at 50 K/h)
for 24 h, after which it was cooled to 1,223 K (6 K/h). The sample was then re­
heated to 1,263 K at the same rate and finally cooled slowly to 873 K in 65 h.
The tube was quickly removed from the furnace, inverted and centrifuged manually
using a David's sling device. The (Sn,In) flux settled to the bottom of the tube and
the hexagonal crystal platelets (~1-2 mm in diameter and ~60 /lm thick) remained
on the quartz-wool stopper. Some of the platelets were ground and analyzed by x­
ray diffraction Guinier patterns with Cu-K, radiation. Both TbMn6Sns.46Ino.s4 and
TbMn6Sn6-xGax are isotypic with the HfFe6Ge6 structure.

Mossbauer spectra were collected using a 10 mCi 119mSnCaSn03 source and the
spectrometer was calibrated with o-Fe and a S7CO source. Basic magnetic charac­
terization was carried out on a commercial 9 T susceptometer/magnetometer. For
the TbMn6Sn6-xGax samples, the temperature was varied from 12 to 300 K using a
vibration-isolated closed-cycle refrigerator. The TbMn6Sns.46Ino.s4 sample was made
of single crystal platelets with the c-axis perpendicular to the plane of the plates.
The platelets were assembled in a mosaic and subject to external magnetic fields
from 0 to 1.53 T. The field was varied in a conventional electromagnet with the field
perpendicular to both the y-ray beam and the c-axis of the platelets. Spectra were
fitted using a conventional non-linear least-squares minimization routine.

In order to study the reorientation process, a reference frame must first be
identified. In a powder sample, the electric field gradient serves as a crystallographic
reference frame. The high point symmetries of the three Sn sites in RMn6Sn6 (6mm
for Sn- 2e and 6m2 for Sn- 2c and Sn- 2d) cause the crystallographic and electric
field gradient axes to coincide, guaranteeing that the principal axis of the electric
field gradient tensor Vzz lies along a, b or c. The local hexagonal point symmetries
also impose axial symmetry (1] = 0), such that the quadrupole splitting !::i. is:

eQVzz 2
!::i. = --(3 cos () - 1)

4
(1)

(2)

where () is the angle between Vzz and the hyperfine field at the Sn site due to the
surrounding magnetic moments. For () = 90°, !::i. = -~eQVzz and for () = O°,!::i. =
4eQVzz, so that a change in !::i. by a factor of -2 corresponds to a change in moment
direction by 90°.

The intensity of the second and fifth Mossbauer lines depends on the orientation
of the magnetic moments with respect to the y-ray (f}). Writing the intensity ratio as
3:R:1:1:R:3 for a six line Mossbauer pattern (for a ~ ~ 4transition, such as in 119Sn
Mossbauer spectroscopy), f} can be determined:

4sin 2f}
R=---­

1+ cos 2f}

For a single crystal, the moments point along a well defined direction with respect to
the y-direction. For example, the TbMn6Sns.46Ino.s4 single crystal platelets are grown
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• Mn
O Tb
• Sn-2c
• Sn-2d
o Sn-2e

Figure 1 Crystal and magnetic structure of TbMn6Sn6 for temperatures above (left) and below
(right) the reorientation temperature, T sr•

with c perpendicular to the plane of the plates, parallel to y. If the moments lie along
the c-axis, then y II c II /-L, giving {} = 0° and R =O. If the moments are in the ab -plane,
then y II c ..1 /-L , giving {} = 90° and R =4. For an oriented sample, R can be used to
determine the moment direction. For a powdered sample, R averages to 2 and this
information is lost.

3 Results

3.1 Temperature-induced spin reorientation in TbMn6Sn6_xGax

The TbMn6Sn6 system has a HfFe6Ge6-type, P6/mmm crystal structure, with lattice
parameters a =5.53 Aand c =9.023 A[8]. There are three crystallographic Sn sites in
this structure: Sn-2c (1/3, 2/3, 0), Sn-2d (1I3, 2/3,1/2) and Sn-2e (0, 0, 0.3356). The
Sn-2c and Sn-2d sites both sit in the center of hexagonal Mn6 prisms. Sn-2c is in
the plane of three Tb neighbours, while Sn-2d has no rare earth neighbours [5, 8V
Sn-2e lies in a hexagonal plane of Mn atoms, with one Tb neighbour above and

1In [5], the rare earth atom sits in the Tb-Ia site at (0,0,0). Sn-2c has coordinates (~ , ~,O) and so it
is in the plane of three Tb atoms. In [8], the rare earth atom sits in the Tb-Ib site at (O,O,!) . Thus
Sn-2d is labeled as the site in the plane of the rare earths instead of Sn-2c.
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Figure 2 Left: 119Sn Mossbauer spectra of TbMn6SnS.4GaO.6 from 12 to 300 K. Right: quadrupole
splitting (top) and hyperfine field (bottom) at the three Sn sites in TbMn6SnS.4GaO.6, as functions of
temperature. The spin reorientation temperature (T sr ) is 180(5)K.

one Sn neighbour below. Below TN = 423 K, the magnetic structure of TbMn6Sn6
is characterized by alternating ferromagnetic Mn and Tb layers, ordered in the
ab -plane and stacked along c [4] (Figure 1, left). The structure is ferrimagnetic
due to strong antiferromagnetic coupling between the Mn and Tb layers. Cooling
through Tsr == 330 K [4] causes the moments to spontaneously reorient onto the
c-axis (Figure 1, right). The spin reorientation temperature (Ts) is a strong function
of Ga content (x), falling at 255 ± 18 K/Ga for increasing x [5].

Figure 2 (left) shows the Mossbauer spectra of TbMn6Sns.4Gao.6 from 12 to 300 K.
They consist of three subspectra (one for each Sn site) and a central Sn impurity.
The assignment of each subspectrum to a Sn site cannot be based on the magnetic
neighbours of the Sn sites. As shown in Figure 2 (bottom, right), two of the hyperfine
fields (Sn-2c and Sn-2d) exchange sequence at the reorientation. For instance, if the
largest field were to be associated with the site having the most magnetic neighbours,
the site assignment would be different depending on whether the measurement were
made above or below T sr • Instead, the site assignment in [5] was based on the
electrostatic environment (quadrupole splitting). This choice is not affected by their
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Table I Mossbauer parameters at 167 and 200 K in TbMn6SnS.4GaO.6

T < Tsr (11- II c)
167K

L.K.Perry, D.H. Ryan, et al.

T> Tsr (11- ..1 c)
200K

Site

Sn-2c
Sn-2d
Sn-2e

II (mm/s)

1.11(3)
1.56(4)
0.21(3)

28.40(3)
29.91(4)
12.39(3)

II (mmls)

-0.51(3)
-0.77(5)
-0.07(3)

26.73(3)
25.18(5)
16.20(2)

Figure 3 Fractional change in I I I I I I

hyperfine field extrapolated to 0 Q]

oK on two Brillouin curves, 10 ~ G

for T < Tsr and T > Tsr .
G \l

O~ \l VI
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~

~.........
~ -10 ~
~
~
<]

-20 -

CD
-30 -

CD
CD CD

I I I I I

0.1 0.3 0.5 0.7 0.9
Ga concentration, x

orientation since the projection of the electric field gradient tensor changes by the
same factor for all sites when the moments rotate. Table I lists the parameters for
T < Tsr and T > Tsr , where we see that the quadrupole splitting changes by a factor
of -2 on cooling through Tsr =180(5) K (Figure 2, top right). This corresponds to a
change in moment direction of 90° (as discussed in Section 2), from the ab -plane for
T > Tsr to the c-axis for T < Tsr• The width of the transition is less than 5 K, so the
reorientation is an abrupt, well-defined transition.

The temperature dependence of the hyperfine fields at the three Sn sites is
shown in Figure 2 (bottom right). On cooling through Tsr , Bhf increases at Sn-2d
and decreases at Sn-2e, and both are dramatic effects. In contrast, the hyperfine
field at Sn- 2c increases only slightly through the reorientation. The temperature
dependence of Bhf was fitted to two Brillouin functions: one for T < Tsr and
another for T > Tsr • The two Brillouin curves were extrapolated to 0 K, and the
difference 8B hf was normalized to the 0 K Bhf with J-l 1/ c. This gives the fractional
change in hyperfine field, i1Bhf , plotted in Figure 3 as a function of composition (Ga
content, x). The fractional change in Bhf differs significantly for each site, and there
is evidence for a slight increase in Ii1Bhf l for increasing Ga content.
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Figure 4 Left: Magnetization of TbMn6Sns.46Ino.s4 in an applied field range of 0 to 9 T and for
T < Tsr . The applied field is perpendicular to the c-axis. Right:Temperature dependence of the spin­
flop field in TbMn6Sns.46Ino.s4 for T < T sr . The dotted line is a guide to the eye.

3.2 Field-induced spin-flop in TbMn6Sns.46Ino.s4

3.2.1 Magnetometry

The thermal variation of the magnetization of the single crystals measured above
room temperature indicates the Neel point to be TN= 397 K for TbMn6Sns.46Ino.s4. In
addition, the compound displays a spin reorientation transition at Tsr =317 K char­
acterized by a change of the easy direction from the ab -plane at high temperature
(T > Tsr) to the c-axis for T < Tsr•

Figure 4 (left) shows the magnetization of a TbMn6Sns.46Ino.s4 single crystal as
a function of applied field, where B, is perpendicular to c, and T < T sr• In an
applied field of '"'-'0.5 T at room temperature, a spin-flop is induced to the direction
along which Bo is applied (ab-plane). This confirms the moments are along the c­
axis at room temperature. The spin-flop field increases with decreasing temperature
(Figure 4, right). As the spin-flop field is expected to exceed the available 9 T at
220 K, the spin-flop is unattainable for 211 K and below.

3.2.2 Mossbauer spectroscopy

Figure 5 (left) shows the Mossbauer spectra for TbMn6Sns.46Ino.s4 in applied fields
ranging from 0 to 1.53 T. In order to assign the subspectra to Sn sites as seen in
Section 3.1, the sample was cooled to 12 K where the Mossbauer lines are more
distinguishable. The site assignments at 12 K followed those of the TbMn6Sn6-xGax
case [5] and sample parameters are shown in Table II. At 300 K, the quadrupole
splittings were set to those determined at 12 K and the fields and isomer shifts were
adjusted freely. The area constraint was 1:1:1.

For the single crystal platelets of TbMn6Sns.46Ino.s4, the moments are oriented
along a unique direction with respect to the y propagation direction. Through
magnetometry it was shown that at 295 K and below, the moments are along the
c-axis (parallel to y). The intensity ratio R is plotted in Figure 5 (top right) as a
function of applied field.
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Figure 5 Left: 119Sn Mossbauer spectra of TbMn6SnS.4GaO.6 from 0 to 1.53 T. Right: R ratio (top)
and quadrupole splitting (bottom) of the three Sn sites as functions of applied field. The spin-flop
occurs at Bsf =0.57(3) T.

Table II Mossbauer parameters at 12 K in TbMn6SnS.4GaO.6 and TbMn6Sns.46Ino.s4. The com­
parison of parameters between the two similar compounds guided the site assignment in
TbMn6Sns.46Ino.s4

T=12K TbMn6SnS.4GaO.6 (/1- II c) TbMn6Sns.46Ino.s4(/1- II c)

Site ~ (mm/s) Bhf (T) ~ (mmls) Bhf (T)

Sn-2c 1.23(2) 30.57(2) 1.09(5) 26.26(2)
Sn-2d 1.55(3) 32.39(3) 1.33(9) 27.94(3)
Sn-2e 0.14(2) 13.64(2) 0.02(4) 12.23(2)

For B, < Bs/ , R == 0 confirms that the moments are parallel to the y-rays (fJ == 0°)
and thus to c. Once the spin-flop has occurred, an abrupt change in R from 0 to
3.7(1) is observed, indicating a change in moment direction. R is not 4 as expected
for a full rotation into the ab-plane. This could either be due to an incomplete
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Figure6 Hyperfine fields at
the three Sn sites in
TbMn6Sns.46Ino.s4. The
reorientation of the moments
at 0.57(3) T on increasing
applied fields causes an
increase in Bhf at Sn-2e, and
a decrease in Bhf at Sn-2c
and Sn-2d.
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Table III In TbMn6SnS.4GaO.6, the two T < Tsr and T > Tsr Brillouin curves are extrapolated to
T = 0 K. The difference 8Bhf is normalized to the 0 K Bhf with J-t II c to give the fractional change
~Bhf. In TbMn6SnS.46Ino.s4, the two Bo < Bsr and Bo > Bsr lines of slope -1 are extrapolated to 0 T.
The difference 8Bhf is normalized to the 0 T Bhf with J-t II c, giving ~Bhf

TbMn6SnS.4GaO.6 TbMn6Sns.46Ino.s4
T-induced Bo-induced

Site 8Bhf (T) ~Bhf (%) 8Bhf (T) ~Bhf (0/0)

Sn-2c 0.6(2) 2.6(5) 0.02(2) 0.9(9)
Sn-2d 3.9(2) 12.7(4) 2.38(4) 10.4(2)
Sn-2e -4.9(1) -34(2) -4.1(1) -45(3)

rotation of the moments or to saturation effects. However, the factor of -2 change in
quadrupole splitting (Figure 5, bottom right) associated with the spin-flop confirms
that the rotation is complete. Therefore, the effect is likely due to the saturation of
lines 2 and 5, caused by samples which are somewhat thick (the platelet thickness is
'"'-'60 Mm).

Figure 6 shows the hyperfine fields at the three Sn sites as functions of applied
field. For increasing Bo, the spin-flop is associated with an increase in Bhf at Sn-2e,
and a decrease at Sn-2c and Sn-2d. These effects are identical to those observed in
the thermally-driven spin reorientation in TbMn6Sn6-xGax.The field dependence of
Bhf was fitted to two lines of slope -1: one for B, < BSf and another for B, >Bsf. The
lines were extrapolated to 0 T, and the difference 8Bhf was normalized to the 0 T Bhf
with M 1\ c to give the fractional change in hyperfine field, ~Bhf. In Table III, ~Bhf is
compared to that obtained in the thermally-driven reorientation in TbMn6Sns.4Gao.6.
The close agreement between the two measurements of ~Bhf demonstrates that
the anisotropic contribution can be obtained through both temperature-induced and
field-induced spin reorientation and that it is independent of the driving force. The
fractional change in hyperfine field due to the anisotropic contribution is large and
negative in the case of Sn-2e, and smaller and positive at the Sn-2c and Sn-2d sites.
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TableIV Vector sum over the six Mn neighbours (A I) for the three Sn sites in applied fields B, <
BSf and Bo >Bsf' The arrows in the third column indicate the magnitude AI/Ap

AI/Ap

n, < BSf n, > BSf
Site /1 II c /1 = (~, ~, 0) /1 ~AI/Ap

Sn-2c (0,0, 3.97/1) (0.72/1, 0.72/1, 0) -+ 1.01 /1 2.96/1
Sn-2d (0,0,4.02/1) (0.70/1,0.70/1,0) -+ 0.99/1 3.03 /1
Sn-2e (0,0, 0.46/1) (1.96/1, 1.96/1, 0) ~ 2.77/1 -2.31 /1

Since the isotropic contribution to B h f is independent of moment orientation, the
changes in Bh f due to the spin-flop directly relate to the anisotropic contribution.
The hyperfine field transferred to the Sn sites is given by [2, 3]:

(3)

where u, is the unit vector connecting each Sn atom to a specific Mn atom with
moment ILi. A p and As are the dipolar and contact fields due to a unit Mn moment.
A p is also referred to as the anisotropic constant. The last term in Eq. 3 is the
isotropic contribution from the Mn shells around the Sn atoms, while the first two
terms represent the anisotropic part of the transferred hyperfine field. For the spin­
flop, we will only consider the first term (AI) of Eq. 3 involving the dot product,
because the second term is independent of moment direction. The dot product
(JLi . u.) is a maximum when the moment and Mn-Sn bond are parallel, and zero when
they are perpendicular. From the crystal structure we know that the Mn-Sn bonds
make angles of 35° (Sn-2c and Sn-2d) and 73° (Sn-2e) with the c-axis. From the
Mossbauer results discussed above (and from magnetometry and neutron scattering
[9]), at T < T sr we know that the moments point along c for B, < BSf and in the
ab-plane for B, > BSf. As all the angles and orientations are known for any Bo , the
anisotropic constant A p can be determined.

Table IV lists the values for A, at Sn-2c, Sn-2d and Sn-2e in applied fields
above and below the spin-flop field. When the moments flop into the ab -plane
from the c-axis, Al decreases at Sn-2c and Sn-2d, while it increases at Sn-2e.
Comparisons between ~Al/Ap and ~Bhf show that despite their relative magnitudes
being inconsistent, the signs of both quantities agree for all three Sn sites. The
sign of ~Al/Ap for each Sn site mirrors the behaviour of the overall transferred
hyperfine fields of Figure 6 and Table III, indicating that the anisotropic and
isotropic contributions have the same sign. The Sn-2e site was previously assigned
by elimination in TbMn6Sn6-xGax [5]:Sn-2c was assigned to the subspectrum which
most reflected the values seen in HfMn6Sn6 [1], the Sn-2d site assignment was
argued based on similarity to Sn-2c, and the remaining subspectrum was assigned
Sn-2e. Here we see that Sn-2e is unique because it has a negative ~AI/Ap and
~Bhf. This distinction allows the Sn- 2e site to be directly identified and confirms
that the site assignment in TbMn6Sn6-xGax was correct.

In the tetragonal MnSn2 system (I4jmcm, a = 6.659 A, c =5.447 A, with Mn-4a
at (0, 0, 0.25) and Sn-8h at (0.1623,0.6623, 0)), there is no spin reorientation or
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Table V Calculated anisotropic contributions to Bhf at the three Sn sites in TbMn6Sns.46Ino.s4. The

anisotropic field »: is equal to 8Bhf from Table III

Site

Sn-2c
Sn-2d
Sn-2e

2.96
3.03

-2.31

B:f (T)

0.02(2)
2.38(4)

-4.1(1)

0.003(2)
0.39(2)
0.89(5)

(4)

spin-flop, and ~Al is simply AI. The size of A1/Ap is 0.96 J-L and the magnitude
of the Mn moment is J-L = 2.33 J-LB [2]. The antiferromagnetic environment of the
Snoo site guarantees that the transferred hyperfine field at Snoo is purely anisotropic.
The anisotropic transferred hyperfine field B:f relates to the anisotropic constant A p

through:

BtfA p = - ­
~AI

"'.t Snoo, B:f = 4.9(2) T, giving the anisotropic constant A p = 2.19(1) T/J-LB [2]. For

th~ spin-flop in TbMn6Sns.46Ino.s4, the anisotropic field B:f is taken as the difference
between the J-L II c and J-L ...L c hyperfine fields extrapolated to B, = 0 T (8Bhf from
Table III). From room temperature neutron diffraction studies of TbMn6Sn6, we
know that the Mn moment is 1.99(6) J-LB [9]. The anisotropic constant A p in
TbMn6Sns.46Ino.s4 can therefore be determined for all three Sn sites (Table V).

The anisotropic constants at the Sn sites in TbMn6Sns.46Ino.s4 are significantly
smaller than A p measured at the Snoo site in MnSn2 (which is the only site allowing
for the cancellation of the isotropic contribution). As the anisotropic contribution
is related to the localization of electrons on the Mn-Sn bond, and therefore to
covalency effects [2], the smaller anisotropic constants seen here could suggest that
the Mn-Sn bonds in TbMn6Sns.46Ino.s4 are less covalent. Parasitic anisotropic effects
arising from Tb-Sn bonding could also reduce the Mn-Sn anisotropic contribution
in this system, leading to smaller anisotropic constants.

4 Conclusions

The Mossbauer study of the temperature-induced spin reorientation and the field­
induced spin-flop (in TbMn6Sn6-xGax and TbMn6Sns.46Ino.s4 respectively) has
demonstrated that the anisotropic contribution to the transferred hyperfine field
is independent of the force which drives the reorientation. We have used mag­
netometry and Mossbauer spectroscopy to show that the moments are along the
c-axis for T < T sr • The change in anisotropic field at the reorientation is seen to
be largest at the Sn- 2e site, and the identification of this site is validated. The
anisotropic contribution has been shown to be substantial, though less than in the
MnSn2 system, a possible consequence of weaker covalent bonding or contributions
from Tb-Sn bonds. Future investigations of non-magnetic rare earth compounds will
be performed with the intent of evaluating the possibility of a parasitic anisotropic
effect from R-Sn (R = magnetic rare earth) bonding. The replacement of magnetic
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Tb with a non-magnetic rare earth atom also allows for further studies of covalency
effects in the RMn6Sn6 system.
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Abstract The speciation of several tributyltin and triphenyltin compounds under varying
salinity conditions (0, 20, 40 and 60%) was studied by Mossbauer spectroscopy in both
anaerobic and aerobic Anacostia River sediments. The Mossbauer spectral parameters of
the spiked sediments indicated that changes in the salinity did not affect the speciation of
the tin compounds in either aerobic or anaerobic sediments.

Key words antifoulant· Mossbauer spectroscopy' speciation Anacostia River sediments
tributyltins . triorganotins . triphenyltins

1 Introduction

An organotin compound is one that contains at least one tin-earbon bond. In recent years,
there has been an increased usage of organotins due to their numerous biocidal properties.
In fact, there are more commercial uses of organotins than of any other organometallic
system [1]. Tributyltins (TBTs) and triphenyltins (TPTs) are commonly used as the active
ingredient in marine paints [2]. Although the use of these triorganotins as antifoulants
prevents biofouling, it permits the direct introduction of these toxicants into various aquatic
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Table 1 Mossbauer spectral parameters of TBTCI in the Anacostia River anaerobic and aerobic sediments
with varying salinities"

Site Salinity L1 <5 p

Anaerobic Aerobic Anaerobic Aerobic Anaerobic Aerobic

0 3.32 3.22 1.44 1.45 2.31 2.22

20 3.19 3.34 1.41 1.46 2.26 2.29

40 3.43 3.36 1.44 1.50 2.39 2.24

60 3.38 3.38 1.44 1.50 2.35 2.25

2 0 3.31 3.46 1.45 1.48 2.28 2.34

20 3.42 3.40 1.47 1.44 2.32 2.36

40 3.40 3.49 1.44 1.48 2.35 2.36

60 3.34 3.46 1.41 1.47 2.37 2.35

3 0 3.30 3.49 1.38 1.47 2.38 2.37

20 3.34 3.55 1.40 1.52 2.40 2.34

40 3.36 3.51 1.44 1.49 2.34 2.36

60 3.28 3.51 1.45 1.51 2.26 2.32

4 0 3.38 3.40 1.43 1.44 2.36 2.36

20 3.52 3.45 1.49 1.45 2.36 2.38

40 3.48 3.50 1.49 1.48 2.34 2.36

60 3.53 3.45 1.51 1.49 2.34 2.32

5 0 3.29 3.41 1.46 1.45 2.25 2.35

20 3.40 3.42 1.44 1.41 2.37 2.43

40 3.52 3.44 1.49 1.44 2.37 2.39

60 3.45 3.45 1.46 1.47 2.36 2.35

Average 3.38(7) 3.44(7) 1.45(3) 1.47(2) 2.34(4) 2.34(5)

Pure 3.43 1.56 2.20

a All values relative to BaSn03 at RT in mm/s. The numbers in the parentheses are the errors in the last
figures.

ecosystem [3]. It has been shown that TBTs have adverse effects on non-targeted species
such as oysters [4]. The use of triorganotin compounds in the United States has been
restricted by the Organotin Act, which prohibits the use of organotin based paints on
vessels smaller than 25 m. However, vessels larger than 25 m may still use marine paints
containing organotins [5]. Even with the restricted use of these antifouling marine paints,
these compounds have already entered various water systems during their previously
unrestricted use. Thus, it is important to determine the fate of these triorganotins in the
marine hydrosphere.

There are numerous analytical procedures in the literature for the determination of
organotin compounds. Two reviews [6, 7] as well as one oriented towards environmental
issues have indicated that the method most employed for the determination of organotin
species involves extraction and derivatization of the organotin species followed by species
detection [8]. However, strong interactions between triorganotins and sediments can bias
the results [7]. Furthermore, the accuracy for butyl- and phenyltin determination is
hampered by the lack of certified reference materials [7]. It would also be more
advantageous to examine the organotin species directly in the sediment than to study their
derivatized analogs because metals [9], organics or sulfides contained in the sediment [10,
11] can interfere T\¥ith the derivatization of the organotin species. Mossbauer spectroscopy
permits direct measurements of the organotin species in the sediment thus eliminating
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Table 2 Mossbauer spectral parameters of TBTOin Anacostia Riveranaerobic and aerobicsediments with
varyingsalinities"

Site Salinity L\ ~ P

Anaerobic Aerobic Anaerobic Aerobic Anaerobic Aerobic

0 3.27 3.22 1.41 1.45 2.32 2.22
20 3.25 3.34 1.41 1.46 2.30 2.29
40 3.27 3.36 1.41 1.50 2.31 2.24

60 3.30 3.38 1.42 1.50 2.32 2.25
2 0 3.33 3.46 1.45 1.48 2.30 2.34

20 3.35 3.40 1.42 1.44 2.37 2.36
40 3.38 3.49 1.48 1.48 2.29 2.36

60 3.28 3.46 1.44 1.47 2.27 2.35
3 0 3.20 3.49 1.39 1.47 2.30 2.37

20 3.22 3.55 1.42 1.52 2.27 2.34
40 3.28 3.51 1.43 1.49 2.29 2.36

60 3.25 3.51 1.44 1.51 2.25 2.32
4 0 3.29 3.40 1.42 1.44 2.33 2.36

20 3.24 3.45 1.39 1.45 2.33 2.38
40 3.31 3.50 1.42 1.48 2.33 2.36
60 3.36 3.45 1.44 1.49 2.33 2.32

5 0 3.36 2.88 1.45 1.34 2.32 2.15
20 3.26 3.09 1.43 1.41 2.28 2.19
40 3.13 3.09 1.40 1.41 2.24 2.19
60 3.39 3.15 1.35 1.42 2.51 2.22

Average 3.29(4) 3.26(19) 1.42(2) 1.46(4) 2.31(6) 2.30(7)
Pure 1.89 1.24 1.53

a All values relative to BaSn03 at RT in mmls. The numbers in the parentheses are the errors in the last
figures.

problems associated with extraction. In the hopes of getting a more complete picture of the
speciation of triorganotins in the Anacostia River, a salinity study was undertaken. The
results of the Mossbauer spectral studies from the spiking of anaerobic and aerobic
sediments from the AnacostiaRiver with triorganotin compounds that are commonly
incorporated into marine paints as a function of salinity are reported here.

2 Experimental

Tributyltin chloride (TBTCI) and bis-tributyltin oxide (TBTO) were obtained from M & T
Chemicals, Inc., Rahway, NJ, USA. Tributyltin acetate (TBTOAc) and triphenyltin
hydroxide (TPTOH) were purchased from Gelest, Inc., Tullytown, PA, USA and
triphenyltin chloride (TPTCI) was obtained from Aldrich Chemical Co., Inc., Milwaukee,
WI, USA. Triphenyltin acetate (TPTOAc) was obtained from Alfa Products, Danvers, MA,
USA. All the compounds contained the normal abundance of 119Sn and were used as
received without further purification to spike the sediment samples.

Sediment samples were obtained as grab samples from the Anacostia River in the DC
metropolitan area. The samples were kept frozen until they were ready to be spiked.
Aerobic sediments were prepared by allowing the anaerobic sediments to dry in air. The
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Table 3 Mossbauer spectral parameters of TBTOAc in Anacostia River anaerobic and aerobic sediments
with varying salinities"

Site Salinity L1 s p

Anaerobic Aerobic Anaerobic Aerobic Anaerobic Aerobic

0 3.28 3.22 1.41 1.44 2.33 2.24

20 3.45 3.13 1.50 1.40 2.30 2.24

40 3.06 3.27 1.46 1.45 2.10 2.26

60 3.40 3.23 1.51 1.44 2.25 2.24

2 0 3.28 3.14 1.44 1.41 2.27 2.23

20 3.39 3.17 1.47 1.40 2.31 2.26

40 3.37 3.21 1.46 1.44 2.31 2.23

60 3.33 3.33 1.42 1.45 2.35 2.30

3 0 3.28 3.36 1.37 1.41 2.39 2.38

20 3.10 3.33 1.37 1.45 2.26 2.30

40 3.22 3.36 1.38 1.43 2.33 2.35

60 3.22 3.34 1.38 1.46 2.33 2.29

4 0 3.31 3.30 1.43 1.41 2.31 2.34

20 3.36 3.25 1.40 1.41 2.39 2.30

40 3.43 3.24 1.48 1.39 2.31 2.33

60 3.41 3.23 1.47 1.44 2.32 2.24

5 0 3.33 3.29 1.45 1.41 2.29 2.33

20 3.39 3.47 1.45 1.47 2.33 2.36

40 3.33 3.29 1.42 1.44 2.34 2.28

60 3.30 3.39 1.43 1.47 2.30 2.31

Averages 3.31(7) 3.28(7) 1.44(4) 1.43(1) 2.31(6) 2.29(5)

Pure 3.51 1.46 2.40

a All values relative to BaSn03 at RT in mm/s. The numbers in the parentheses are the errors in the last
figures.

color of the sediments changed from black/greenish to black to brown. The locations of the
various sites have been previously reported [12].

Salinity of the anaerobic or aerobic sediments was adjusted with artificial seawater so
that the resulting salinities of the samples were 20, 40, and 60% of that of synthetic
seawater, which was taken as 100%. Anaerobic sediments were thawed in water to prevent
oxidation. The following procedure was used in all experiments. Five grams of sediment
were spiked with 0.1 g of the appropriate triorganotin compound. The mixture was then
covered with 100 ml of water of the appropriate salinity. The mixture was shaken
mechanically in a closed vessel in the dark for 2 weeks at room temperature and remained
in the dark at room temperature for an additional week. The sediment samples were then
removed by gravity filtration and kept frozen until the Mossbauer spectra were recorded.

The Mossbauer spectra were recorded using a Model MS-900 (Ranger Scientific Co.,
Burleson, TX, USA) spectrometer in the acceleration mode with moving source geometry.
A 10 mCi Ca119mSn03 source was used, and counts of 30,000 or more were accumulated
for each spectrum. The spectra were measured at 80 K using a liquid-nitrogen cryostat
(CRYO Industries of America, Inc., Salem, NH, USA). The velocity was calibrated at
ambient temperature using a composition of BaSn03 and tin foil (splitting 2.52 rom S-I).
The resultant spectra were analyzed by a least-square fit to Lorentzian shaped lines.
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Table 4 Mossbauer spectral parameters of TPTCI in Anacostia River anaerobic and aerobic sediments with
varying salinities"

Site Salinity .1 <5 p

Anaerobic Aerobic Anaerobic Aerobic Anaerobic Aerobic

0 2.71 2.79 1.17 1.16 2.32 2.40

20 2.84 2.82 1.20 1.18 2.37 2.39

40 2.75 2.79 1.18 1.19 2.33 2.34

60 2.68 2.43 1.14 1.20 2.35 2.03

2 0 2.87 2.45 1.21 1.13 2.38 2.20

20 2.71 2.50 1.24 1.21 2.19 2.07

40 2.70 2.45 1.24 1.20 2.17 2.04

60 2.74 2.71 1.21 1.11 2.28 2.44

3 0 2.88 2.77 1.20 1.16 2.40 2.39

20 2.83 2.66 1.19 1.20 2.37 2.22

40 2.83 2.71 1.19 1.21 2.38 2.24

60 2.77 2.71 1.19 1.24 2.33 2.19
4 0 2.86 2.61 1.19 1.16 2.41 2.31

20 2.74 2.76 1.20 1.18 2.29 2.38

40 2.79 2.67 1.19 1.20 2.34 2.23

60 2.75 2.61 1.21 1.17 2.27 2.23

5 0 2.90 2.42 1.23 1.06 2.36 2.28
20 2.78 2.61 1.08 1.12 2.56 2.33

40 2.70 2.58 1.15 1.11 2.35 2.32

60 2.86 2.71 1.20 1.18 2.38 2.29
Averages 2.79(4) 2.64(8) 1.19(2) 1.17(3) 2.34(8) 2.27(13)
Pure 2.53 1.31 1.93

a All values relative to BaSn03 at RT in mm1s. The numbers in the parentheses are the errors in the last
figures.

3 Results and discussion

The Mossbauer spectral parameters, quadrupole splitting (Ll) and isomer shift (<5), for the
sediments spiked with TBT compounds at the different salinities are listed in Tables 1, 2
and 3 and with those spiked with TPT compounds are given in Tables 4, 5 and 6. Typical
spectra for the spiked aerobic and anaerobic sediments are shown in Fig. 1.

The average Ll value calculated for the anaerobic and aerobic sediments spiked with
TBTCI is equal to the Ll value of the pure compound; however, the 8 value for the
sediments is slightly smaller than the 8 value of the pure TBTCI (Table 1). The spectral
parameters of the spiked sediments are within experimental error of each other suggesting
that in both types of sediments they are being converted to the same species, most likely the
hydrated tributyltin cation. Similar results have been reported for the speciation of TBTs in
Chesapeake Bay sediments [13]. In addition, the parameters at the different sites for the
different salinities are similar suggesting that salinity did not playa major role in the
speciation.

The Mossbauer parameters for pure TBTO are smaller than the corresponding
parameters found in the individual spectra of the spiked sediments as well as those for
the average values (Table 2). This would clearly indicate that some type of speciation has
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Table5 Mossbauer spectral parameters of TPTOH in Anacostia River anaerobic and aerobic sediments with
varying salinities"

Site Salinity L1 <5 p

Anaerobic Aerobic Anaerobic Aerobic Anaerobic Aerobic

0 2.82 2.82 1.18 1.18 2.40 2.39

20 2.81 2.79 1.17 1.19 2.40 2.34

40 2.77 2.80 1.18 1.17 2.35 2.39

60 2.79 2.85 1.18 1.17 2.37 2.44

2 0 2.85 2.87 1.20 1.19 2.38 2.41

20 2.85 2.85 1.19 1.20 2.39 2.38

40 2.81 2.85 1.16 1.19 2.43 2.39

60 2.88 2.85 1.23 1.20 2.35 2.38

3 0 2.80 2.85 1.16 1.15 2.41 2.48

20 2.84 2.83 1.18 1.14 2.41 2.48

40 2.86 2.88 1.18 1.15 2.41 2.50

60 2.80 2.86 1.21 1.16 2.32 2.47

4 0 2.82 2.86 1.16 1.18 2.43 2.42

20 2.84 2.85 1.17 1.20 2.44 2.38

40 2.82 2.79 1.17 1.16 2.42 2.41

60 2.81 2.74 1.16 1.21 2.42 2.26

5 0 2.73 2.84 1.16 1.15 2.36 2.47

20 2.81 2.84 1.16 1.17 2.41 2.43

40 2.78 2.85 1.14 1.19 2.44 2.39

60 2.84 2.86 1.21 1.16 2.35 2.47

Averages 2.81(3) 2.84(2) 1.18(1) 1.18(2) 2.39(3) 2.41(6)

Pure 2.84 1.18 2.41

a All values relative to BaSn03 at RT in mm/s. The numbers in the parentheses are the errors in the last
figures.

occurred within the two types of sediments. Based on the Mossbauer parameters, it is
speculated that the TBTO hydrolyzed in water and formed TBTOH, which can then interact
with the sediment. With some exceptions, both the Ll and b values are the same at different
salinities suggesting again, that salinity did not affect the speciation.

In sediments spiked with TBTOAc, the Ll value is higher in the pure compound than in
the spiked sediments, but the b-values are within experimental error suggesting some type
of speciation has again occurred. It is postulated that TBTOAc dissociates to the hydrated
TBT+ cation and then interact with the sediments. In addition, Table 4 shows that the
Mossbauer parameters do not change as a function of salinity.

In summary, the TBT data reveal that with the exception of the aerobic sediment spiked
with TBTCI, the spectral data for all the other tributyltin compounds in both types of
sediments are the similar within experimental error. This would suggest that the compounds
are converted to a common species, most likely the hydrated tributyltin cation. An equation
that would fit this hypothesis is: TBTX + nH20 == TBT(H20); +X-, where X=CI-, OH-,
OAc-. An earlier study reported similar findings. [13] The hydrated species can then
interact with the sediment according to the following equation: TBT(H20 ): + sediment ==
TBT(H20 ): - sediment [13]. In general, the data for the TBT compounds indicated that
anaerobic and aerobic spiked sediments from the different sites under the various salinity
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Table 6 Mossbauer spectral parameters of TPTOAc in Anacostia River anaerobic and aerobic sediments
with varying salinities"

Site Salinilty Ll 8 p

Anaerobic Aerobic Anaerobic Aerobic Anaerobic Aerobic

0 1.95 2.82 0.63 1.18 3.08 2.39
20 1.90 2.79 0.62 1.19 3.05 2.34
40 2.05 2.80 0.64 1.17 3.20 2.39
60 2.02 2.85 0.64 1.17 3.14 2.43

II 0 2.04 2.87 0.69 1.19 2.96 2.41
20 1.99 2.85 0.64 1.20 3.14 2.38
40 1.95 2.85 0.63 1.19 3.12 2.39
60 1.99 2.85 0.62 1.20 3.24 2.38

III 0 2.01 2.85 0.62 1.15 3.24 2.48
20 1.99 2.83 0.65 1.14 3.07 2.48
40 2.07 2.88 0.65 1.15 3.17 2.50
60 2.05 2.86 0.70 1.16 2.95 2.47

IV 0 1.63 2.84 0.45 1.18 3.62 2.41
20 1.76 2.85 0.64 1.20 2.75 2.38
40 1.67 2.79 0.78 1.16 2.14 2.41
60 1.46 2.74 0.53 1.21 2.75 2.26

V 0 1.95 2.80 0.58 1.19 3.36 2.35
20 1.74 2.84 0.68 1.18 2.56 2.41
40 1.60 2.82 0.64 1.18 2.50 2.39
60 2.09 2.85 0.84 1.17 2.49 2.44

Averages 2.06(16) 2.83(2) 0.62(3) 1.18(2) 2.98 (35) 2.41(6)
Pure 3.35 1.28 2.61

3 All values relative to BaSn03 at RT in mm/s. The numbers in the parentheses are the errors in the last
figures.

conditions gave similar L1 and 8 values. This would suggest that salinity did not play a
major role in the speciation of the compounds. This result is similar to a study involving
Chesapeake Bay sediments [13].

Rho values (L1/8)have been used to deduce the coordination number of tin atoms in
various organotin compounds. Values less than 2.1 have been identified with compounds in
which the tin atom is less than four-coordinated, while five-and higher coordination has
been assigned to values greater than 2.1 [14]. As can be seen from Tables 1, 2 and 3, the
rho values range from 2.22 to 2.43 indicating that the coordination for the tin atom in all the
spiked sediments (anaerobic and aerobic) is greater than 4. This would indicate that there is
some type of binding between the tributyltins and the anaerobic and aerobic sediments
supporting the above conclusions.

As can been seen in Table 5, the spectral parameters for TPTOH in the spiked sediments
is the same as the parent compounds. This would suggest that the TPTOH did not change in
the spiked sediments. However, there are significant differences in the averaged L1 and 8
values in the sediments spiked with TPTCI and TPTOAc and the respective parent
compounds. It is further noted that the anaerobic and aerobic sediments spiked TPTCI as
well as the aerobic sediments spiked with TPTOAc have spectral parameters similar to the
values observed for TPTOH. This would suggest that the compounds in these environments
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Fig. 1 Mossbauer spectra of tri­
phenyltin chloride (TPTCl) in
anaerobic (top) and aerobic (bot­
tom) spiked sediments from site 4
at salinity of 40%.
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form the same species in the various types of sediments. Similar to the tributyltin case, the
species would be the hydrated triphenyltin cation, and it is this species that would interact
with the sediment. Similar results have been previously report [13].

The one inconsistent result in the present study is in the anaerobic sediments spiked with
TPTOAc. The spectral parameters are substantially different from all the other results. A
comparison of the spectral parameters to those in the literature reveal that the parameters in
the spiked TPTOAc anaerobic sediments (L1=2.0 mm S-I; 8=0.6 mm S-I) are similar to
those found for diphenyltin dichloride (L1=2.0 mm S-I; 8=1.0 mm S-I). Thus, it is
hypothesized that a dephenylation of the TPTOAc has occurred and that a diphenyltin
species has formed. Various microorganisms found in anaerobic sediments can achieve the
dephenylation. Degradation of organotin compounds due to various bacteria or macroalgae
in sediments has been reported in the literature [15].

Rho values for the anaerobic and aerobic sediments ranged from 2.03 to 2.56 for
samples spiked with TPTCI, 2.32 to 2.50 for samples spiked with TPTOH, and 2.14 to 3.62
for samples spiked with TPTOAc. This would indicate, similar to the TBT results, that in all
cases the coordination number of the tin atom of the compounds in the spiked sediments is
greater than four, indicating that some type of binding has occurred between all these
triphenyltin compounds and the sediments.

A comparison of the spectral parameter between the TPT and TBT compounds indicate
that the parameters for the TBT spiked sediments are larger than those found for the TPT
compounds. The smaller Ll values observed for the TPT compounds would indicate that the
environment around the tin atom in these compounds in the sediments is more symmetrical.
Smaller 8 values observed for the TPT compounds would indicate that the interactions of
the hydrated TPT+ cation with the sediments are stronger than in case for the TPT
compounds since 8 values are known to vary with the bonding of the tin atom. A
comparison of the phenyl group to the butyl group can explain this observation. The steric
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effect of A more flexible n-butyl group would prevent the hydrated TBT+ cation from
having strong contacts with the sediments as have been previously reported [13].

Similar to the TBT results, there was not significant differences in the Mossbauer
parameters at the same site under different salinity conditions. This indicates that salinity
does not appear to be a major factor influencing the speciation of the TPT compounds. The
results from this study are similar to those reported earlier in the Chesapeake Bay study [16].

In addition, Anacostia River sediments are heterogeneous mixtures of clays, sand, and
other materials whose composition varies along the river floor [17]. Hence, any variations
in the Mossbauer parameters at the different sites may reflect the dissimilarity in the
components of the sediments as well as the manner in which these components interact with
the different triorganotins. Thus, a more complete understanding of these variations awaits
the total analyses of the components/structures of the sediments in the Anacostia River.
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Abstract The 57Fe Mossbauer technique has been used to investigate the effect of zinc
oxide substitution in (25-x)MnO-xZnQ-15Fe203-60B203 glass system (x=O, 5, 10, 15
and 20 mol% of ZnO ). Mossbauer absorption spectra for all the samples recorded at room
temperature suggest the existence of the two paramagnetic quadrupole doublets. The
observed variations in hyperfine parameters have been explained on the basis of cations
distribution and exchange interaction at the lattice sites and it is concluded that B-B
interaction increases while the metal-metal interaction decreases due to replacement of
manganese oxide by zinc oxide. These results suggest that the present glass system exhibits
a paramagnetic behaviour that changes towards the weak paramagnetic when manganese
oxide was replaced with zinc oxide.

Key words Mossbauer technique zinc oxide substitution absorption spectra

1 Introduction

57Fe Mossbauer technique is an excellent tool to study the magnetic behaviour in magnetic
materials e.g. ferrites, alloys and glasses. Generally glasses are disordered materials having
non-periodic arrangement of atoms. Several metal oxides like ZnO, MnO, PbO, CuD, etc.
are mixed with B20 3 to form glasses.
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Fig. 1 Mossbauer absorption spectra for X=O, 5, 10, 15 and 20 recorded at room temperature
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Table 1 Hyperfme interaction parameters computed from Mossbauer spectra recorded at room tempera-
ture, '8' is given relative to oe-Fe

Composition X Site Isomer shift Quadrupole splitting Line width x2/degree

(mol%) (8±0.01) mm/s (L1±0.01) mm/s (r±O.Ol) mm/s of freedom

x=o D, 0.87 4.82 0.93 0.39

D2 0.37 1.53 0.63

X=5 D, 0.78 4.62 1.19 0.32
D2 0.23 1.48 0.55

X=10 D, 0.58 4.44 1.28 0.33

D2 0.23 1.48 0.52

X=15 D, 0.33 3.65 1.47 0.43
D2 0.25 1.32 0.59

X=20 D, 0.38 3.06 1.67 0.31
D2 0.29 1.25 0.57

D, and D2 corresponds to doublet one and two

Recently the study of zinc oxide in the form of zinc ferrite thin film [1, 2] as well as
magnetic properties of zinc substituted manganese (Mnl-X Znx Fe2-x04) ferrites system [3]
received considerable attention due to their structural characteristics and its uses in different
commercial applications [4].

When manganese ferrite diluted with zinc then it shows a ferromagnetic to a week
paramagnetic behaviour. So we plan to prepare such system in the form of borate glasses in
order to study its magnetic behavior.

2 Experimental

Zinc substituted Manganese doped iron borate glasses were prepared from regent grade
powders of ZnO, Mne03, Fe203 and H3B03 by solid-state reaction technique. The general
formula was (25-x)MnQ-xZnQ-15Fe203-60B203, here x=O, 5, 10, 15 and 20 in mol% of
zinc oxide. The X-ray diffraction patterns shows that all the samples are completely
amorphous in nature. Mossbauer absorption spectra of all the samples recorded at room
temperature and were fitted to two paramagnetic quadrupole doublets as shown in Fig. 1.

3 Results and discussion

From the experimental observations such as IR and Mossbauer study, it has been observed
[5,6] that no tetrahedral formation occur which suggest that Mn2+(MnO) probably changes
to Mn3+ at higher temperature.

The variation in observed hyperfine parameters has been explained on the basis of cation
distribution and exchange interactions between iron ions and zinc ions at the octahedral (B)
and tetrahedral (A) sites. It has been reported that Mn3+ has strong preference to occupying
only the octahedral B-site, however ZnO (Zn2+ ion) has strong chemical preferentially
occupy A-site.

When zinc oxide is introduced at the cost of Manganese oxide, there is consistent
decrease in hyperfine parameters listed in Table 1. This is due to the fact that some of the
zinc oxide is lost (during firing process as zinc oxide is more volatile having lowest values
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of melting point and vapour pressure than those for other elements) while the remaining
zinc ion migrate iron ions from A to B site in view of the site preferences for different ions
as mentioned above. This increases the iron concentration at B site. However as zinc oxide
concentration increases, the iron ions left at A site being small in number, the A-B
interaction experienced by B-site iron ions decreases. Also, the increased number of iron
ions at the B site increases the B-B interaction; resulting in spin canting consequently, the
hyperfine parameters decrease. Moreover, the possible interactions at the B-site are as
follows: (1) Fe3+-Fe3+, (2) Fe3+-Mn3+, (3) Mn3+-Mn3+. Out of these Fe+3-Fe3+ and
Fe3+-Mn3+ interactions are very weak while Mn3+-Mn3+ interaction is strong antiferro­
magnetic. As the manganese oxide concentration is being replaced by zinc oxide con­
centration due to which metal-metal interaction at the lattice site B decreases which causes
the depletion in the hyperfine parameters.

Present study shows that when the manganese doped iron borate glasses are diluted with
ZnO, show a paramagnetic to a week paramagnetic behavior. However when this system
was formed in the form of ferrite [3], showed a ferromagnetic to a weak paramagnetic
behavior when diluted with zinc oxide.

On the basis of these results it is concluded that magnetic behaviour of the system
depends upon the method of preparation as well as on the sintering temperature.

4 Conclusion

It is concluded that the present glass system shows a paramagnetic behaviour that decreases
to a week paramagnetic behaviour when manganese oxide was replaced by zinc oxide.
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Abstract Using a series of bi-layer samples, we show how Conversion Electron
Mossbauer Spectroscopy (CEMS) and X-ray Backscatter Mossbauer Spectroscopy
(XBS) can be done with the same experimental set up. The penetration depths of the
K and L conversion electrons are measured as 51(6) and 330(240) nm, respectively,
with relative contributions of 88(9) and 12(9)010. The penetration depth of the Fe-K;
X-ray signal is determined to be 3.6(2) Jim. As a demonstration we show data on
surface damage effects in electropolished TRIP steels, and by comparing CEMS and
XBS Mossbauer patterns we estimate the thickness of a damaged layer (created by
sanding) to be 550(50) nm.

Key words Mossbauer spectroscopy · CEMS · XBS · Thin films ·
K conversion electrons- L conversion electrons- X-ray backscattering

1 Introduction

Conventional transmission Mossbauer spectroscopy is used to study bulk sample
properties: magnetic, chemical and structural. Resonance is detected by the loss
of transmitted intensity, giving an absorption spectrum. Each resonant absorption
event creates a nucleus in an excited state, and this nucleus must return to the
ground state by re-emitting radiation (y-ray, X-ray, conversion electron and auger
electron). These backscattered radiations are used in conversion electron Mossbauer
spectroscopy (CEMS) and X-ray backscattering (XBS).

CEMS and XBS are backscattering methods in which the detected signal comes
from the incident face of the sample. A backscattering approach is attractive if
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7.3keV CE (80%)

14.4keVY (10%) 13.3keV CE (10%)
L

Figure 1 Internal processing of incident y-radiation in 57Pe. The nucleus maya re-emit a 14.4 keY
y-ray (100/0) or b transfer the energy to shell electrons through virtual photons, emitting K-Ievel
(7.3 keY at 800/0) and L-level (13.3keY at 100/0) conversion electrons [4].

the sample is either too thick (where the transmission signal would be completely
absorbed), too thin (where absorption is negligible), or where the surface is the
focus of the investigation. The penetration depths of conversion electrons and
X-rays are much lower than y-rays, and thus the backscattered signal must come
from events close to the surface in order to be detected. This makes both CEMS
and XBS surface-biased techniques, yielding Mossbauer spectra with all of the
conventional magnetic, chemical and structural information, but derived from nuclei
close to the sample surface. Because conversion electrons are less penetrating than
X-rays, CEMS is more surface-biased than XBS and is the conventional method
chosen to study surfaces and thin films. X-rays can escape from deeper within the
sample and thus give more information on bulk sample properties.

Combining CEMS and XBS data on the same sample allows surface (r-v120 nm)
and deeper (r-v8,100 nm) contributions to be distinguished. In this study, we examine
bi-layered samples consisting of a thin iron overlayer (ranging between 17(1) nm and
6.1 zzrn) on a 304 stainless steel substrate, through CEMS and XBS. The difference
between the Mossbauer patterns of non-magnetic stainless steel and magnetic iron
motivates this choice of sample, because it allows the CEMS and XBS signals arising
from each material to be distinguished. As an example of application, we show data
on surface damage effects in electropolished TRIP steel, an alloy with magnetic and
non-magnetic phases and thus whose Mossbauer pattern resembles that of the bi­
layered samples. Through CEMS and XBS, the surface and bulk of TRIP steel can be
studied, and since the surface is very sensitive to damage, comparing the two methods
can provide insight into optimal surface preparation techniques. The penetration
depths of conversion electrons and X-rays in iron are used to determine the thickness
of a damaged layer created by sanding a TRIP steel surface.

2 Conversion electron Mossbauer spectroscopy

When incoming y-radiation excites 57Fe to its first excited state at 14.4 keY, the
nucleus can shed the extra energy through several means. One of these processes,
shown in Figure la, is the re-emission of a 14.4 keY y-ray (10% probable). This
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Figure 2 Sectional views of
the CEMS detector. The top
diagramillustrates a section
through the anode plane, and
the bottomshows a side view
of the separate components.
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backscattered y-radiation is used in selective excitation double Mossbauer spec­
troscopy (SEDM) [1, 2], and can also be used as another means of backscattering
Mossbauer spectroscopy (instead of CEMS and XBS) [3]. The more probable process
is shown in Figure lb, in which the nucleus transfers the energy to a Is or K shell
electron through a virtual photon, resulting in the emission of a 7.3 keY conversion
electron (80% probable), or to a 2s or L shell electron, emitting a 13.3 keY
conversion electron (10% probable). The energy of the outgoing radiation is given
by ECE = E; - EB , where EB is the binding energy of that shell. All probabilities
are from [4].

Conversion electrons are detected through Conversion Electron Mossbauer Spec­
troscopy (CEMS [5]). A Mossbauer spectrum arises because the backscattered
radiation is new radiation emitted at resonance . As the 7.3 keV electrons penetrate
through very little matter, they are only detected when they are emitted near the
surface of a sample. CEMS is most often chosen because of this bias to the sample
surface, and is commonly used on thin films and treated surfaces [6, 7], as well as
in corrosion studies. Since CEMS is a backscattering method , it is also a possible
approach when a sample is too thick to be evaluated through transmission Mossbauer
spectroscopy, where the beam is entirely absorbed in the thick material.

2.1 CEMS detector design

Since conversion electrons have shallow penetration depths (90% of the K­
conversion electron signal comes from the first ~120 nm of the sample) , there can
be no window between the sample and detector, as any window material would stop
the electrons before they could enter the detector. Most events occur too deep to
be detected, so the count rate is low. In addition, those events occurring near the
surface often are not detected because the electron emission is in the wrong direction .
Detector efficiencyis therefore key in the design of the CEMS detector.

The CEMS detector shown in Figure 2 is a continuous-flow gas-filledproportional
counter, similar in design to the detector built by Liao et al. [8]. Alternate CEMS
detector designs are given by [5, 9]. The detector has three main parts: a front
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Figure3 Conversion electron
Mossbauer spectra of Fe/SS
for a range of Fe overlayer
thicknesses of 17(1) to
368(1) nm. At 368(1) nm, the
magnetic peaks of Fe
dominate the spectrum.

L.K. Perry, D.H. Ryan, et al.
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window (0.7 mm thick Plexiglass), a body and a backplate, and all of the inner
surfaces are coated with aluminum and connected to ground. The 57Co Mossbauer
source emits not only 14.4 keY y-rays, but also 6.4 keY Fe-X, X-rays, which
produce a background signal of photoelectrons. Photoelectrons are also produced
when non-resonant 14.4 keY y-rays and higher energy photons scatter from non­
resonant materials [8]. The detector body is thus made of Plexiglass, because low
Z materials help to reduce photoelectron production. The body carries the anode
wire, the high voltage connection, and the fill gas line. The 25 JLm anode wire is
made of tungsten, for strength under tension, and plated with gold to avoid corrosion
and contamination. A voltage of r-v1000 V is applied to the anode. Lower voltages
produce lower gain, while higher voltages cause breakdown. The sample is mounted
on the backplate, with the sample surface directly exposed to the gas flow [5]. The
fill gas used in the proportional counter is 4%CH

4/He. Helium is chosen as the
primary gas because it is transparent to most radiation except conversion electrons.
For instance, at atmospheric pressure, a 3.5 mm thick He gas layer has efficiencies of
less than 0.02% for 6.4 keV X-rays and less than 0.002% for 14.4keV y-rays [10]. The
fill gas is pre-mixed with CH4 , a quench gas that is present to absorb de-excitation
photons emitted when collisions between electrons and neutral gas atoms excite the
gas atoms. It thus stabilizes the proportional region of the detector. The flowrate was
approximately 30 mllmin.

2.2 Conversion electron ranges in Fe

Mossbauer spectra were collected using a 3.7 GBq Rh 57CO source mounted on a
constant-acceleration spectrometer, calibrated using o-Fe foil at room temperature.
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Figure 4 Naturallogarithm of
the stainless steel signal vs. Fe
overlayer thickness for
conversion electrons. The
K-conversion electrons are
attenuated by shallower
overlayer thicknesses than
L-conversion electron. This
introduces a break in slope
where the L-conversion
electron signal starts to
dominate over that of the
K-conversion electrons.
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Table I Binding energies, conversion electron energies, penetration depths and emission probabili­
ties of K- and L-conversion electrons in Fe/SS (from CEMS)

Shell

K
L

EB (keV)

7.1
0.7

ECE (keV)

7.3
13.3

a (nm)

51(6)
330(240)

0/0 Probability

88(9)
12(9)

Typical count rates were 300 counts per second. The iron films were deposited at
room temperature by DC-magnetron sputtering onto non-magnetic 304 stainless
steel substrates. We used an argon pressure of 1 x 10-2 torr and a power of 50 W,
leading to a deposition rate of around 5 nm/min. The overlayer thicknesses were
estimated using this deposition rate, then determined by X-ray reflectivity. The iron
film thicknesses varied from 17(1) to 368(1) nm.

Figure 3 shows the conversion electron Mossbauer spectra of Fe/SS for overlayer
thicknesses ranging between 17(1) and 368(1) nm. The central stainless steel peak
rapidly decreases in intensity as the overlayer thickness increases. This is due to
a shift in balance between the substrate and overlayer signals, where at thick
overlayers, the iron signal dominates. The stainless steel conversion electron signal
decreases as ASS = A~se-d/a, where A~s is the initial stainless steel area for zero
overlayer thickness, ASS the measured stainless steel area, d the overlayer thickness,
and a the penetration depth of conversion electrons in iron. Figure 4 shows the
natural log of ASS as a function of overlayer thickness, and the inverse of the slope
gives the penetration depth. The rapidly attenuated part is due to the K-conversion
electrons (7.3 keY), which have a lower penetration depth than L-conversion
electrons (13.3 keY) but a higher emission probability. The slowly attenuated part,
due to the L-conversion electrons, dominates at thicknesses greater than 200 nm
because the K -conversion electrons are greatly attenuated by the thicker overlayers.
The measured penetration depths are 51(6) nm for K-conversion electrons and
330(240) nm for L-conversion electrons (Table I).
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Figure 5 An L shell electron
falls to fill the hole on the K
shell introduced by the
K-conversion electron
emission . This creates a
6.4 keY X-ray (27%) , or a
5.6 keV Auger electron (63%)
[4].

3 X-ray backscattering

K

L

L.K. Perry , D.H. Ryan , et al.

6.4kcV X-ray (27%)

When the nucleus is excited by incident 14.4 keY y-radiation, the energy can be
transferred to a K shell electron by means of a virtual photon, emitting a K­
conversion electron (Section 2). The void created by the loss of the K shell electron
is filled by an L shell electron, and the decay from higher to lower shell causes
the emission of an X-ray with an energy corresponding to the difference in binding
energy of the electronic shells (Figure 5). In the case of 57Fe, the difference in binding
energies of the K and L shells is 6.4 keY, which is the Fe-K" that is used in X-ray
backscattering (XBS).

The main difference between CEMS and XBS is that X-rays are far more
penetrating than conversion electrons, so that XBS is not as much a surface-sensitive
technique. Due to the greater range of X-rays, the space between sample and
detector is not as much a concern as in the case of CEMS. This allows for more liberty
in sample location, because although the sample can be mounted in the detector
chamber, it can also be located outside the detector chamber without losing the
X-ray signal. Overall, XBS yields all the same information about a sample as would
CEMS, but with lesser surface bias (90% of the XBS signal comes from the first
~8,100 nm of the sample , instead of ~120 nm for conversion electrons).

3.1 XBS detector design

The initial design of an Fe-K" X-ray detector used a forward-scattering geometry
which allowed the scattered X-rays to be detected in a solid angle of up to 2][ [11].
The first appearance of an XBS detector was given by Swanson et al. [5] 3 years
later in 1970. The XBS detector was then later designed to also count both X-rays
and conversion electrons simultaneously [12],and eventually transmission y-rays are
also included [10, 13].The detector used for XBS in this study is the same continuous­
flow gas-filled proportional counter as that described in Section 2.1, save for a few
details . The biggest concern are the Fe-K" X-rays incident from the source . The
source emits even more X-rays than y-rays (Figure 6a), and being that the detector
is now sensitive to X-rays, a proper filter must be chosen. A Piexiglass filter 3-4 mm
thick nearly eliminates the incident X-ray intensity while only slightly reducing the

~ Springer



Studying surfaces and thin films using Mossbauer spectroscopy 137

a)

o I:::J

~ 0 Mossbauer "I
G 0 (14.4keV)

0" f:3~:fev)o
I:::J

o

Fe-K (6.4keV)
ex

~
I:::J

I:::J
I:::J

2.0 r----,---,---..----..----...,----...,----...,------,

00
-+J
~ 0.8
~
o
u 0.4

~1.6
lO

o
-::., 1.2

Figure 6 a Pulse height
pattern of radiations emitted
from the 57Co source. There
are 6.4 keY Fe-K, X-rays,
14.4 keY y-rays,and 23.2 keY
Rh-Ka X-rays. b X-ray and
y-ray intensity (divided by
time) for varying Plexiglass
filter thicknesses.

6

160

b)

40 80 120
Channel #

1 234 5
Filter thickness (mm)

00

d 0.8
~o
~0.4

-+J

';:::;- O.0 Ol------L..------L--....I......------l..---=:::=:::::!!I!!::::==~

~

~

I 1.2
00

~

C"j
o
-::., 1.6

y-ray intensity (Figure 6b). The fill gas used is 100/oCH4/Ar. The absorption depth of
6.4 keY X-rays in Ar is on the order of 3 em, and that of 14.4 keY y-rays is 25 ern
[14]. The primary component of the fill gas is therefore chosen to be Ar because it
has a higher X-ray stopping power than He, while being transparent to the 14.4 keY
y-rays. The flow rate was approximately 30 ml/min.

A side view of the CEMS/XBS detector is shown in part (a) of Figure 7, with the
sample mounted inside the detector chamber. Since Ar has a higher stopping power
than He, both X-rays and conversion electrons are detected in the detector chamber.
The detector energy window set by the signal channel analyzer (SCA) is narrowed
around the 6.4 keY X-ray. The K-conversion electrons (7.3 keY) emitted by the
sample are similar in energy to X-rays, and they too are detected in this energy range
and contribute approximately 20% to the overall signal. In part (b) of Figure 7, the
detector's backplate was replaced by an aluminized Mylar window. The sample was
mounted behind the Mylar window, outside of the detector chamber. This eliminated
the conversion electron signal that appeared in the former setup.

3.2 X-ray range in iron

In addition to the sputtered samples described in Section 2.2, iron foil was used as
an added overlayer. The iron foil was made by Goodfellow and is 99.85% pure, with
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Figure 7 a Side view of the CEMS/XBS detector, with the sample mounted inside the detector
chamber. b Side view of the XBS detector with the sample mounted outside to eliminate contaminant
conversion electrons.

Figure 8 X-ray backscattering
Mossbauer spectra of Fe/SS
for a range of Fe overlayer
thicknesses of 368(1) to
6083 nm. To reduce the
stainless steel spectral area ,
the overlayer thickness must
be larger than that required to
attenuate the less penetrating ~
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dimensions 50 x 50 x 0.001 mm. The overlayer thicknesses varied from 17(1) nm to
6.1 /Lm. Thicker overlayers are needed due to the greater range of Fe-X, X-rays.
Typical count rates were 100 counts per second.

Figure 8 shows XBS Mossbauer spectra, with Fe overlayer thicknesses ranging
between 368(1) nm and 6.1 /Lm. On comparison with Figure 3, we immediately
see that a greater overlayer thickness is required to attenuate the XBS signal from
stainless steel. Even at 368 nm, the magnetic Fe peaks are only just beginning to
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Figure 9 Natural logarithm of the percent stainless steel signal vs. Fe overlayer thickness (~Fe)

for X-rays, with overlayer thicknesses ranging between 17(1) nm and 6.1 Mm. a The sample is
mounted inside the detector chamber, and the signal receives contributions from 6.4 keY X-rays
(76(3)0/0) as well as surface conversion electrons (24(3)0/0). b The sample is mounted outside of the
detector chamber, and the aluminized Mylar window between the sample and detector eliminates
the conversion electron signal.

Table II Penetration depths and relative signal contributions of K-conversion electrons and X-rays
in Fe/SS, as obtained through XBS and with the sample mounted inside and outside of the detector
chamber. The % column shows the relative distribution of the different signals

RADIATION Inside a 0/0 Outside a

K-Ievel conversion e­
X-ray

67(29) nm
4.5(3) Mm

24(3)
76(3) 3.6(2) Mm

appear. This illustrates the greater penetrating power of X-rays as compared to
conversion electrons.

Figure 9 shows the natural log of the stainless steel signal area (ASS) for overlayer
thicknesses ranging between 17(1) nm and 6.1 /Lm. In part (a) of Figure 9, the sample
was mounted inside the detector (Figure 7a), and a break in slope appears at '"'-'90 nm.
The penetration depth obtained from the most rapidly attenuated contribution is
67(29) nm, which is within error of the K-conversion electron range of 51(6) nm
determined in Section 2.2. For part (b) of Figure 9, the sample was mounted outside
the detector, and an aluminized Mylar window stops the K-conversion electrons from
entering the detector (Figure 7b) so that only the X-rays contribute. The penetration
depth of X-rays in iron was determined to be 3.6(2) /Lm. Table II summarizes the
results for XBS.

4 Application to TRIP steel

When an austenitic steel is plastically deformed at room temperature, some of the
austenitic phase (solid solution of carbon in FCC or y-Fe) in the most severely
strained portions of the steel will transform to martensite (BCC form of iron in which
some carbon is dissolved). TRIP is an acronym for the TRansformation Induced
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Plasticity of a metal alloy, and the strain-induced decomposition of the austenitic
phase is an important contributor to the observed properties of the alloy [15]. The
term retained austenite refers to the stabilization of residual austenite by the carbon
that is partitioned from bainitic ferrite [15]. A typical phase composition consists of
100/0 retained austenite (face-centered cubic), 200/0 bainitic ferrite (body-centered
cubic) and balance allotriomorphic ferrite [16]. In short, TRIP steel consists of small
austenitic inclusions in a ferrite matrix.

The distinguishing characteristic of the FCC austenitic phases is that they are
non-magnetic. The Mossbauer pattern of austenite is thus a single peak, whereas
that from the ferritic phases consists of six peaks, typical of magnetic iron-bearing
alloys. This closely resembles the bi-layered samples examined by CEMS and XBS
in Sections 2 and 3, where the Mossbauer patterns consisted of a single peak for
stainless steel and six peaks for magnetic iron.

A common approach to determining the amount of retained austenite in a TRIP
steel is Cu-K; X-ray diffraction (XRD). When a sample is evaluated through XRD,
even at normal incidence the X-ray signal from a depth d in the sample must make
two passes through that thickness prior to detection (one upon incidence and another
upon escape), so that the overall travel path length is 2d. In contrast, the XBS
X-ray originates from within the sample itself, and makes only a single pass through
d before escaping. Furthermore, the 6.4 keY Fe-X, and the 8.05 keY Cu-X, X-rays
lie on either side of the iron K edge at 7.11 keV. Considering the total attenuation of
the Cu-K, X-ray (297.80 cm2/g compared to 70.34 cm2/g for Fe-K, X-rays) and the
amount of material through which it must pass for detection, Cu-K, X-rays are least
eight times more attenuated by iron than Fe-X, X-rays. Consequently, the majority
of Cu-X, XRD signals come from the surface of the sample, and as the TRIP steel
surface is highly sensitive to damage, XRD may not be as reliable a technique for
determining the bulk retained austenite fraction as Fc-K, XBS.

TRIP steels are prone to surface damage because the austenitic phases readily
transform to martensite under stress. Samples for phase analysis are often cut from
larger billets, therefore any method which probes only surface properties, such as
Cu-X, X-ray diffraction and CEMS, will underestimate the retained austenite
fraction because the surface phases are destroyed. To a certain extent, the damaged
surface can be removed through electropolishing, a chemical etch intended to remove
the damaged surface. However, bulk methods such as neutron diffraction and XBS
are preferred because they depend less on the efficiency of surface preparation
techniques. By comparing CEMS and XBS on the same TRIP steel sample, we
explore surface damage effects and demonstrate that even simple mechanical work­
ing suffices to destroy the surface austenitic phases. Through XBS and CEMS
measurements we obtain an estimate for the thickness of the damaged layer created
through sanding.

4.1 Results

The CEMS and XBS Mossbauer spectra of an electropolished TRIP steel (with a
rv70/0 retained austenite content) are shown in Figure 10 (left). They were fitted
with three components: two magnetic (ferrite and martensite) and one non-magnetic
(austenite). The difference in retained austenite fraction measured by CEMS and
XBS (3.4(6) and 6.4(6)%, respectively, Table III) suggests that the damaged surface
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Figure 10 Conversion electron and X-ray backscattering Mossbauer spectra for TRIP steel, with
electropolished and sanded surface.

has not been completely removed through electropolishing. Cu-X, X-ray diffraction
would give an even lower estimate of austenite content than CEMS, emphasizing the
importance of the efficiency of surface preparation if surface-biased probes are used.

When the electropolished surface is sanded (600 grit sanding paper), a new
damaged layer is created. The stress of sanding transforms the surface austenitic
phases to martensite. Figure 10 (right) shows the CEMS and XBS Mossbauer spectra
of the TRIP steel with the damaged surface. While the central austenitic component
is present in the electropolished CEMS and XBS patterns (left), it survives only
in the XBS pattern of the sanded TRIP steel (right). The central peak disappears
completely in the right CEMS pattern, indicating that the surface is completely
destroyed and that the damaged layer is at least 100nm thick. The XBS patterns show
only a 14% loss of austenite signal in going from electropolished to sanded surfaces,
reinforcing this choice of method for the measurement of retained austenite fraction.

Table III lists the retained austenite content of the TRIP steel, from CEMS
and XBS. In order to estimate the thickness of the damaged layer, we model the
sanded TRIP steel as a bi-layered sample, with a damaged austenite-free surface
layer overlaying bulk TRIP steel. The retained austenite fraction of the underlayer
is estimated from XBS measurements on the electropolished surface. There are
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Table III Conversion electrons and X-rays emitted from austenitic phases in TRIP steel, with
electropolished and sanded surface. A aus is the measured area of the austenitic phase (identical to
ASS from Sections 2.2 and 3.2). The conversion electron austenite signal is completely eliminated by
the damaged layer created through sanding, and the X-ray signal is only slightly reduced

RADIATION

X-rays

Conversion e-'s

Setup

Inside
Outside

Inside

A aus (0/0)

Electropolish Sanded

6.4(6) 5.1(9)
5.5(5)

3.4(6) 0.9(5)

(1)

therefore two contributions to the overall signal: one from the bulk (6.4(6)0/0
retained austenite), and another from the damaged surface (0% retained austenite).
The overall XBS retained austenite fraction from both contributions is 5.5(5)%
(Table III). The measured austenite area A aus is given by A aus == A~uSe- d ja , where
A~uS is the initial austenite area in the absence of the damaged layer. The damaged
layer thickness d can be obtained by integrating over the two contributions to A"":

Xo = Xd l d

A~use-x/", + Xb 100

A~USe-X/'"

where Xo is the overall retained austenite fraction (5.5(5)0/0), Xd is zero (the dam­
aged layer contains no austenite), xi, is the retained austenite fraction of the bulk
(6.4(6)%), and a the penetration depth of X-rays in iron (3.6(2) {tm). From this we
obtain the damaged layer thickness d = 550(50) nm.

5 Conclusions

Through conversion electron Mossbauer spectroscopy and X-ray backscattering, we
have determined penetration depths for conversion electrons and X-rays in iron.
Both methods are easy and can be performed using the same detector, with only
minor changes. For CEMS, the detector can distinguish between conversion electron
contributions from different electronic shells, and for XBS, the detector can be tuned
to detect only X-ray emissions. CEMS and XBS are both useful in determining
the retained austenite content of a TRIP steel, and the comparison between the
measured retained austenite fraction obtained by the two methods demonstrates the
extreme surface sensitivity of the alloy. Simple mechanical working such as sanding
is sufficient to create a damaged layer that is half a micron thick. Electropolishing
does remove some of the surface damage, but it is preferable to use bulk methods
such as Neutron scattering and XBS if the purpose of the study is to determine the
retained austenite fraction.
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Abstract Ionic conductors are solids that have a large number of defects and easy
pathways that make it possible for ions to move over long distances in an electric field. In
order to be mobile an ion must be small and have a low charge. The fluoride ion is the most
mobile anion. The highest performance fluoride ion conductors contain divalent tin, and
have a highly layered crystal structure related to the CaF2 fluorite type. BaSnF4 has the (X.­

PbSnF4 structure, which is a -V2/2 x -V2/2 x 2 superstructure of the fluorite type, where the
tetragonal unit-cell and the value of the a and b parameters being equal to half the diagonals
of the (a,b) face of fluorite are due to the loss of the F Bravais lattice, and the Sn Sn Ba Ba
order along the c parameter is at the origin of the doubling of the c parameter. The BaSnF4

material was prepared first by Denes et al. (C. R. Acad. Paris C, 280: 831, 1975), and its
superionic properties were characterized by Denes et al. (Solid State Ion., 13: 213, 1984). It
was found to have a conductivity three orders of magnitude higher than that of BaF2, with
an ionic conduction rate Ti>0.99. No BaSnF4 was obtained by the aqueous medium, when
aqueous solutions of SnF2 and Ba(N03)2 are mixed together; BaSn2F6 was obtained
instead. In a new development of this work, BaSnF4 has been obtained by the wet method
for the first time. X-ray powder diffraction showed that the BaSnF4 phase obtained by the
wet method varies substantially from one sample to another: (a) signification variations of
the c parameter of the tetragonal unit-cell reveals that the interlayer distance is sensitive to
the leaching conditions, possibly because some of the leached ions remain in the interlayer
spacing; (b) large variations of the crystallite dimensions and, as a result of the two­
dimensionality of the structure, a strong crystallite dimension anisotropy are observed, with
dll <di; where dll and ds. are the crystallite dimensions parallel to the four-fold main axis,
and perpendicular to it, respectively, showing that the layers are very thin and the interlayer
interactions are very weak. Variable temperature Mossbauer spectroscopy showed an
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unusual large variation of the quadrupole splitting with temperature. A tentative explanation
based on unusually large bond angles has been proposed.

Key words ionic conductors fluorides- tin- Mossbauer spectroscopy' synthetic methods
X-ray diffraction

1 Introduction

Ionic conductivity in solids is due to ionic motion at temperatures well below their melting
point, coupled with unusually low values of activation energy. In recent years there has
been a great deal of experimental and theoretical work performed on the ionic mobility in
materials which crystallize in the fluorite type structure, or closely related to it. Most of the
tin (II) containing fluoride ion conductors cannot be obtained in the form of useable crystals
because the crystallite shape is usually highly anisotropic (sheet or needle-shape crystals)
due to the stereoactivity of tin (II) lone pair, which creates very effective cleavage planes.
Such materials have potentials for use for thermodynamic measurement devices, specific
electrodes, gas sensors, and solid state batteries. PbSnF4, the highest performance fluoride
ion conductor, has been used in the fabrication of an oxygen sensor.

Donaldson and Senior in 1967 reported the immediate precipitation of crystalline metal
(II) tin(II) fluoride, SrSn2F6, BaSn2F6 and PbSnF4 [1]. For the calcium nitrate/tin (II)
fluoride system, the same authors found that the precipitate has a variable composition and
is semi-amorphous, however, in a subsequent study, Denes et al. [2] found that, depending
on the conditions of preparation, crystalline CaSn2F6 or a nanocrocrystalline Ca1-xSnxF2
fluorite-type solid solution precipitates, or often, a mixture of both. Two new MSnF4

compounds [M=Sr, and Ba] were prepared by Denes et al. [3] by direct reaction, at 550°C,
and furthermore, PbSnF4 was prepared by direct reaction at 250°C. The three MSnF4

compounds were shown to be isotopic and to be a tetragonal distortion of the fluorite-type
CaF2, with M/Sn order along c, which also makes their crystal structure related to the
PbCIF type. Among the MF2 fluorides, those crystallizing in the fluorite type-structure have
the highest fluoride ion conductivity. It is presumably the availability of a large number of
potential interstitial sites in the middle of the empty Fs cubes, i.e. those that do not contain a
metal ion, which makes easy the formation of Frenkel defects. However, in a recent study,
Denes has shown that this theory does not explain why the conductivity of ~-PbF2 is much
higher than that of BaFb since it should be easier to move fluoride ions within the BaF2
lattice, owing to the large size of Ba+2 compared to Pb+2, which results in larger empty Fg

cubes. Denes [4] hypothesized that the presence of the soft ion Pb+2 in the typically ionic
fluorite structure seems to favor fluoride ion disorder.

The crystal structure of BaSnF4 was solved by using a combination of X-ray and neutron
diffractions, EXAFS and 119Sn Mossbauer spectroscopy [5, 6]. It is closely related to the
fluorite-type from with some differences as seen in Figs. 1 and 2. The disappearance of the
fluoride ion layer that should be between the adjacent tin layers, and its replacement by a
sheet of stereoactive lone pairs, create a very efficient cleavage plane which make BaSnF4 a
two-dimensional structure that has very strong anisotropic behavior, in contrast with the
three-dimensional structure of BaF2, the latter having isotropic properties. With the fluorine
axially bonding tin occupying the Fs cubes that are empty in BaFb the BaSnF4 structure
does not offer the same potential interstitial sites for the formation of Frenkel defects as
BaF2 does, and therefore, its ionic conductivity would be expected to be much lower. To the
contrary, its fluoride ion mobility is about three orders of magnitude as high as that of BaF2
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Fig. 1 Projection of a slice of the structure of BaF2 and BaSnF4 on the (b,c) plane in the BaF2 axes

[7]. This has been attributed to the fluoride disorder created by the Sn (II) soft atom which
is covalently bonded in an ionic type structure, similarly to the reason why {3-PbF2 has a
higher conductivity than BaF2 [4]. This hypothesis has been corroborated by neutron
diffraction of isotypic PbSnF4 versus temperature, which has shown that the two fluorine
sites in bridging positions get under populated when temperature increases, and the missing
fluoride ions partially populate the spacing between tin layers, i.e. in the sheets of lone pair.

2 Experimental methods

2.1 Materials

The following reactants were used for the syntheses: SnF2 99%, BaCI2'2H20 analytical
grade, BaF2 99% from Sigma-Aldrich, and doubly distilled or deionized water.

2.2 Precipitation reactions

Precipitation reactions were carried out either by adding a 1.274 M solution of BaCI2'2H20

to a saturated solution of SnF2 (1.500 M) (Ba--+Sn), or vice versa (Sn--+Ba), on stirring,
which resulted in the immediate precipitation of a white solid. The solid was filtered,
washed with cold distilled water, and allowed to dry in air at ambient temperature. The
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Fig. 2 Barium and tin coordination in BaF2 and in BaSnF4: a BaFs cube in BaF1, b SnFF'4E pseudo­
octahedron in BaSnF4, c BaF"4F'4F4 unit in BaSnF4 and d Top view of the barium coordination in BaSnF4
(F ' and F") are superimposed

dried solid (1.500 mg) was stirred in 60 ml of ultra pure water for a period of time and then
washed with cold distilled water, and allowed to dry in air at ambient temperature.

2.3 Direct reactions at high temperatures

The starting materials used in these reactions are BaF2 and SnF2• The reagents were used
without further purification since the X-ray diffraction shows no impurity line. The mass of
each reactant used was determined from the reaction stoichiometery and desired mass of
product. The reactants were placed in a copper tube under nitrogen, heated at 500°C for 4 h
and cooled at ambient temperature, according to the method of Denes [8].

2.4 Characterization

All samples were characterized by X-ray diffraction, on a Philips PW-1050 focusing powder
diffractometer, using the K", line of copper (,\= 1.54178 A). Mossbauer spectra were recorded
on selected samples, using a nominally 20 mCi Call9mSn03 y-ray source from Ritverc. The
detector was a (Tl)NaI scintillation counter. The Doppler velocity (±10 rnmIs) was generated
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by an Elscint driving system. The amplifier and the single channel analyzer are built in the Tracor
Northern TN7200 multichannel analyzer, where the data were accumulated. Low temperature
spectra were obtained in an APD Cryogenics helium closed cycle refrigerator equipped with a
Displexs' Mossbauer cold head. The GMFP software was used for fitting the spectra [9]. Isomer
shits are referenced relative to the line of a CaSn03 standard absorber at ambient temperature.

3 Results and discussion

The source ofbarium was BaCI2·2H20, and the BaCh/(BaCI2+SnF2) molar ratioX = Ba/(Ba+Sn)
was varied from 0.04 to 0.95 by adjusting the amount of BaCI2·2H20 solution used with a fixed
amount of SnF2 solution. The materials precipitated were studied mainly by X-ray powder
diffraction. Phase diagram obtained by precipitation versus the stoichiometry X of the reaction
mixture, and versus the method of addition is shown in Fig. 3.

The same materials are not always produced by the two methods of addition at the same
given overall stoichiometry X of the reaction mixture. This can be accounted for by the fact
that the local stoichiometry at the reaction site is usually not the same as the overall
stoichiometry of the reaction mixture, and it is strongly dependent on the method of
addition. The ions in excess at the reaction site can determine which product is formed at a
given time in the precipitation reactions if stirring is unable to homogenize the reaction
mixture before precipitation starts, regardless of the overall stoichiometry of the reactants,
unless all the reactants in the receiving solution have been used up and no further reaction
takes place. Other reactions parameters also have a strong influence on the materials that
precipitate. The rate of addition of one reactant to the other must be chosen to be slow
enough in such a way that the reactants being added have enough time to be mixed with the
reactants of the receiving solution to form a fairly homogeneous mixture at the reaction site
before much of them have reacted. Build up of the reactants being added occurs if a fast
addition rate is used. A sufficiently slow rate of addition allows the reaction to take place
smoothly with less chance to have multiphase products. In the present work, the rate of
addition was set at 1.0 ml/min. for all reactions.

All three MSnF4 compounds (M=Sr, Ba, and Pb) have been prepared by direct reaction
between MF2 and SnF2 under dry conditions at high temperature. However, in 1975 all
attempts by Denes et al. [3] to obtain BaSnF4 by precipitation reaction failed, and PbSnF4

was the only MSnF4 obtained by the wet method before the present work. For some
precipitates obtained at high X values, the Search-Match gives BaSnF4 as one possible
phase present in the solid. No other match was satisfactory. When the new material
discovered by Denes et al. [13] previously, BaSnCIF3·O.8H20, precipitates, no match was
found to be reasonable except BaSnF4 in some samples. The finding of BaSnF4 at those
stoichiometries very rich in Ba and CI is rather surprising. It should be pointed out that, in
all cases, BaSnF4 was never obtained pure just by precipitation before stirring it in water
(see Fig. 4). Furthermore, stirring the product formed by addition of a BaCl2 solution to a
SnF2 solution, or vice versa, in the mother liquid for longer times does not give pure
BaSnF4. This is probably due to the fact that the presence of extra unused ions in the mother
liquid, especially a large excess of chloride ions, favor the chloride-fluorides over chloride­
free BaSnF4. In an attempt to isolate BaSnF4 from other phases, (X=0.90, Sn~Ba) was
stirred in 60 ml water at room temperature for 46 h, since BaSnF4 is poorly soluble in water.
After filtration, the solid residue was washed with cold water and allowed to dry in air at
ambient conditions. The result of the X-ray diffraction showed the solid residual was pure
BaSnF4 (Fig. 5) and a mass loss of 49.5% had taken place. All other phases had
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Fig. 3 a Estimated percentage of the phases obtained by precipitation reaction (Sn ---+ Ba) versus X. Stirring
was stopped at the end of the addition of the reactant, without additiona l water being added . A:
BaSn2F6, B: BaSnCIF3.O.8H20 , C: Bal ~xSnxCII +yF I_y. b Estimated percentage of the phases obtained by
precipitation reaction (Ba---+Sn) versus X. Stirring was stopped at the end of the addition of the reactant,
without additional water being added . A: BaSn2F6, B: BaSnCIF3.O .8H20 , C: Bal_xSnxCII+yFI_y

disappeared. The ideal conditions of the preparations first established were found to be at
room temperature, 1.200-1 .500 g of chloride fluoride in 60 ml of water, and stirred for at
least of 12 h.

The actual yield of BaSnF4 obtained after stirring is plotted versus X on Fig. 6. It can be
seen that the values vary from ca. 40 to 65%. Two possible mechanisms could be
proposed to explain the formation of BaSnF4 upon stirring in water: (I) the presence of
soluble phases which could be dissolved during stirring, leading to a lower yield and
disappearance of these phases from the X-ray diagram, and (2) the precipitated barium tin
chloride fluorides product may be unstable in water, and therefore some species are leached
out, leaving a product of different composition, namely pure BaSnF4 or a mixture of
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Fig.4 X-ray diffraction pattern of a sample that contains two phases (X=0.95, Ba~Sn). The starred
peaks correspond to BaSnF4 that is present in traces amount, and the remaining peaks correspond to Ba I-x
SnxCII+yFI-y. The (110) peak of BaSnF4 and the (110) peak of Bal-xSnxCI1+yFI-y overlap near perfectly
well
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Fig. 5 X-ray diffraction patterns of the materials prepared by precipitation reaction at room temperature, a
AM-I098 (X=0.835, Ba~Sn) and b AM-II03 (X=0.860, Ba~Sn) before (left patterns) and after stirring
(right patterns) in water for 13 h (*: strongest peak ofBaSnF4 (102)). Before stirring, the precipitate is either
a pure BaSnCIF3.O.8H20 or BaSnCIF3.O.8H20 mixed with some BaSnF4

BaSnF4 and BaSn2F6. This would also result in a lower yield. Process (1), i.e. the full
dissolution of soluble products, is unlikely since the material is precipitated from aqueous
medium, and therefore the soluble species would not have precipitated in the first place,
although they might be more soluble in pure water than in the solution obtained after
precipitation. In addition, if just the initial barium tin (II) chloride fluoride dissolved on
stirring, the residue, i.e. BaSnF4 and/or BaSn2F6 would be already present in the
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Fig. 6 Yield (%) of BaSnF4 obtained from leaching, upon stirring BaSnCIF3.O.8HzO in water, versus the
molar ratio X of BaCh in the SnFz/BaCh reaction mixture used to precipitate BaSnCIF3.O.8HzO

precipitated solid. However, each crystalline phase has its own set of diffraction lines, and
therefore large amounts of BaSnF 4 and/or BaSn2F6 would be observed in the precipitates.
Since when BaSnF 4 is present in the precipitates, it is in a minor amount, and many
precipitates contain no BaSnF 4, and in addition, no BaSn2F6 is observed in the precipitates.
Therefore process (2) is the most likely mechanism, i.e. the initial precipitate of barium tin
(II) chloride fluoride undergoes a rearrangement in water, whereby all the chlorine and a
large amount of barium are leached out of the solid and go in solution, resulting in a residue
of BaSn2F6 or BaSnF 4, according to reaction 1 to 3.

(in H20)
2BaSnCIF3 ·O.8H20(s) ) BaSnF4(s) + Ba2+(aq) + Sn2+(aq) + 2CI-(aq)

+ 2F-(aq) + O.8H20(I) (1)

1 (in H20) 1 - 2x 2+ 1 +Y
-Bal-xSnxCII+yFI-y(S) ) BaSnF4(s) +--Ba (aq) + --CI-(aq) (3)
x x x

1 -y - 4x
+ + F-(aq)

x

The theoretical yield for reactions 1 to 3 is calculated to be 46, 67 and 26%, respectively
for the Fluoride residue BaSnF 4, BaSn2F6 and BaSnF 4, respectively. However one must
account for the possible partial solubility of BaSnF 4 and BaSn2F6, therefore actual yields
must be expected to be lower than the theoretical values. Mixtures ofBaSn2F6 and BaSnF4

should give a theoretical yield between 46 and 67%, depending on the relative amounts of
the two fluorides and that is in agreement with the results.

~ Springer



Variations of BaSnF4 with methods of preparation and temperature 153

( 102)
(110) (004)

.r: c--

r. I--JH 38

- J H 39

~

I~- ~ JH 54
~-

~-'i\ -~
- .--..--

J1

j JU - J H 55

~=~==
1"-

L -. -JH56

"'-- '--JH 115

AJ
- JHl 16

\. I\.. - JH l17

20 -
Angle

80 0

o

200

4 0 0

12 0 0

10 0 0

c5 600

"

Fig. 7 Enlargement (20-35 °) of the X-ray diffraction pattern of BaSnF4 prepared by leaching reaction

Like the BaSnF4 found mixed with the chloride fluoride precipitates, the BaSnF4

obtained by stirring is obtained sometimes with narrow lines (large particle size), sometimes
with broad lines (nanocrystalline), without a trend and with no apparent reason for the wide
variability of particle dimension. Figure 7 compare the diffraction pattern of BaSnF4

obtained by the dry method with one of the stirred samples that gives the narrowest lines
(X=0 .7S, Ba-+ Sn, stirred for 24 h). It is clear that the linewidth of (110) is about the same
on both, however, (004) is broader for the stirred sample. It can be concluded that heating
BaF2 and SnF2 together at sooec for 4 h results in a faster growth parallel to (! than
stirring BaSnCIF3·0.8H20 in water for 24 h. The average particle dimensions parallel to
(! and perpendicularly to it, and the crystallographic constants, are given in Table I
together with the unit-cell parameters versus the method of preparation . The unit-cell
parameters of samples prepared by the various methods are close to one another. A
significantly higher c parameter as can be seen by the shift of (004) to a lower angle in
some samples where BaSnF4 was obtained after leaching for a period longer than 84 h
cannot be rationalized at the present time, however, since these samples have the smallest
particle size, it can be postulated that the particle size and the length of the periodicity
parallel to (! are related. This could be due to the shift of some fluoride ions other than
the fluorine ion axially coordinating tin, for a fraction of tin, moving in the interlayer
spacing where the layers of lone pairs are located. This is in agreement with the well
known fact that the presence of large number of defects results in an increase of unit-cell
size. This would create locally a situation similar to the fluoride position in BaF2. Such a
partial transfer has been shown by neutron diffraction to take place in PbSnF4, and has
been held responsible for its exceptionally high conductivity. The presence of this
phenomenon would be in agreement with the cubic J.!y-BaSnF4 obtained by ball-milling.
The sample prepared by solid state reaction has also a slightly larger c parameter. Figure 7
show that the a parameter is about the same for the three samples, whereas c varies. This
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Table 1 Unit-cellconstantsand particle dimensionanisotropyof BaSnF4 versus the method of preparation

Sample Method of Stirring a (nm) e (nm) V e/2a dll di- dill Lld (nm)
ID preparation period (h) (nrrr') (nm) (nm) di- * 10

2

Denes Direct reaction 0.4356 1.1289 0.214 1.30 - 2.60

et al. [3]

Muntasar Direct reaction 0.4287 1.1336 0.208 1.32 46.50 46.20 1.1 2.38

[14]

JH120 Direct reaction 0.4228 1.1480 0.205 1.36 34.93 27.07 1.290 2.51

JH38 Leachingreaction 72 0.4342 1.1360 0.214 1.31 11.32 28.80 0.393 2.30

Ba---+Sn
JH39 Leachingreaction 72 0.4370 1.1360 0.217 1.30 10.42 26.19 0.398 2.50

Ba---+Sn
JH54 Leachingreaction 84 0.4342 1.1320 0.213 1.30 6.21 21.49 0.289 2.40

Ba---+Sn
JH55 Leachingreaction 84 0.4370 1.1360 0.217 1.30 7.47 15.56 0.480 2.50

Ba---+Sn
JH56 Leachingreaction 84 0.4327 1.1320 0.212 1.31 13.44 28.20 0.477 2.30

Ba---+Sn
JHl15 Leachingreaction 24 0.4214 1.1440 0.203 1.36 22.68 29.49 0.769 1.20

Sn---+Ba
JHl16 Leachingreaction 24 0.4228 1.1440 0.205 1.35 25.83 35.08 0.736 1.39

Sn---+Ba
JHl17 Leachingreaction 24 0.4228 1.1480 0.205 1.36 28.95 38.38 0.754 1.29

Sn---+Ba
Average direct reaction 0.4292 1.138 0.210 1.33 34.93 27.07 1.290 2.50

Average leachingreaction 0.4350 1.134 0.215 1.30 9.77 24.05 0.407 2.40

Ba---+Sn
Average leachingreaction 0.4223 1.145 0.204 1.36 25.82 34.32 0.753 1.29

Sn---+Ba

is not too surprising. Long distance polymerization parallel to Ca,b) keeps the size of
--7

the (a, b) plane constant, since it is mainly determined by the relative sizes of the Ba2
+

--7

and F- ions, whereas the loose interaction between the sheets parallel to (a, b), allows
for easy variations of the inter-sheet spacing, and thereby of the c parameter.

Particle size anisotropy is always observed in BaSnF4, whereby .the particle size is
smaller in the direction parallel to the (! axis than in the perpendicular direction. This is
explained by the layered structure of the material, due to the sheets of tin (II) lone pairs
perpendicular to (! that act as perfect cleavage planes. The interlayer spacing was found to
vary from one preparation to another due to weak interlayer directions, whereas the
distances in the perpendicular direction are stable. Wide variation of particle sizes of
BaSnF4 is observed, while BaSn2F6 has larger crystallites.

These erratic occurrences of BaSnF4 particle size lack of trend is undoubtedly due to
"hidden" reaction and stirring parameters that have not been identified yet. The reaction that
takes place consists of a large part of the Ba and all the CI contained in the sample being
leached out, and a 40 to 60% mass loss is observed. Breaking up M-Cl bonds (M= Ba and
Sn) preferentially to M-F is understood in terms of bond strength, where the M-Cl bonds
being weaker. BaSnF4 has been identified as having unusually high temperature
dependence of the quadrupole splitting (Table 2). This has been explained by its very
highly anisotropic thermal expansion and the extraordinary high temperature dependence of
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Table 2 Mossbauer parameters of BaSnF4 versus the method of preparation (D High temperature dry
method, S Chloride fluoride stirred in filtrate, L Chloride fluoride leached by stirring in water)

AM sample number Preparation method () (mm1s) L1 (mm1s) Sn(IV) signal(%) T(K)

456 D 3.289 1.530 14.24 298

10991321 S 3.289 1.530 30.280 298

108918H S 3.359 1.530 28.740 298

BaSnF4 L 3.450 1.953 4.500 76

a-PbSnF4 L 3.24 1.560 298

a-SnF2 L 3.430 1.532 1-2 298

the thermal expansion coefficient, and this is accounted for by the unconventional distortion
of the tin site, brought about by the large size of the Ba2

+ ion [7, 11].
In cases where the non-bonded electron pair on Sn(ll) is stereochemically inactive and

would contribute to the conduction band, the material might be considered to be a strong
electronic conductor. On the other hand, if the two electrons are in a localized orbital with
considerable p character, the nature of the conductivity is quite different. These possibilities
are easily examined by 119Sn Mossbauer spectroscopy, since this technique provides a
convenient way of probing the stereochemical activity of the tin lone pair. The BaSnF4

prepared by both methods, i.e. precipitation followed by stirring, and by high temperature
solid state reaction, were studied by Mossbauer spectroscopy. The Mossbauer spectrum of
BaSnF4 prepared by both methods have a quadrupole doublet characteristic of divalent tin
in a non-cubic environment (Fig. 8). The relevant Mossbauer parameters are given in
Table 2. The small peak at around zero velocity is a Sn(IV) impurity. This impurity, is also
present in the starting SnF2 but it is not detected by diffraction either because of the small
amount present and/or its possible amorphous nature [10, 12].

The isomer shift and quadrupole splitting for BaSnF4 prepared here by the two methods
(direct reaction and stirring) are very similar to one another, and show that there is no major
difference in the local tin situation (lone pair stereoactivity, bonding) between the two
samples. They are also very similar to the literature values for a-PbSnF4 [12]. This is not
surprising, since the two phases are isostructural. The quadrupole splitting is the same as for
SnF2, however the isomer shift is lower [10]. This is also not surprising since the tin
coordination is not the same in the two structures. The lower isomer shift of MSnF4 shows
a lower s electron density in the lone pair, and therefore more in the bonding pairs. This
should result in a higher p and d orbital contribution to the lone pair, hence a higher
quadrupole splitting for MSnF4. However, the quadrupole splitting of BaSnF4 recorded in
this work and that of a-SnF2 are the same, and that of a-PbSnF4 is also nearly the same.
This can be accounted for by the different structures of MSnF4 and o-Snf2, hence a
different (Vzz)latt. that, when added to their different (Vzz)val., give the same total Vzz ' Such
cancellation of the effects of the difference of (Vzz)val. and (Vzz)latt. is not uncommon, and
has also been observed by Denes to take place between the two tin sites of a-SnF2 [10].
The isomer shift and quadrupole splitting of BaSnF4 reported in the literature are
significantly higher, especially the quadrupole splitting [5, 6]. This can be accounted for by
the sample temperature during data collection (80 K) whereas all the others were measured
at ambient conditions. The higher isomer shift at 80 K is due to the second order Doppler
shift, i.e. the contribution of the mean square velocity of the Mossbauer nuclide to the
isomer shift. This contribution is negative, and increases with increasing temperature, i.e. an
increase of temperature results in a decrease of isomer shift. A decrease of quadrupole
splitting with increasing temperature has also been observed on (X-SnF2, however, the effect
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<lIlIIIIFig. 8 Tin-119 Mossbauer spectrum of BaSnF4, a prepared by direct reaction at 500°C for 2 h, band c
prepared by precipitation (X=0.800 and 0.845, Ba-+Sn), respectively, followed by stirring in water for 22 h

is much lower thanin BaSnF4 [10]. Theexceptionally large quadrupole splitting of BaSnF4

at low temperature has been explained by the unusually highly flattened tin coordination
relative to (X-PbSnF4, and this originates in the large size of the Ba2

+ ion, which is also
responsible for the large tetragonal distortion, i.e. the small c/2a ratio [3, 11]. X-ray
diffraction versus temperature has shown that the thermal expansion is very highly
anisotropic, with a3>al, and becomes more and more anisotropic when temperature

~

increases, where aI, a2 and a3 are the thermal expansion coefficients parallel to a, band
c!, respectively (al =a2 by symmetry, in tetragonal). It results that, as temperature
increases, the tetragonal distortion decreases, i.e. c/Ia increases, the site distortion at tin
decreases (less flattened polyhedron), and therefore the quadrupole splitting should
decrease, which is in agreement with our observations. The unusually high thermal
expansion anisotropy results in an exceptionally high decrease of quadrupole splitting with
increasing temperature. The large isomer shift and quadrupole splitting of BaSnF4, a­
PbSnF4 and o-Snf2 are in agreement with the presence of divalent tin, the lone pair of
which is highly stereoactive and dominates the value of (Vzz)val. The high stereoactivity of
the lone pair prohibits the 5s2 electrons from being mobile, and is in agreement with the
ionic nature (F-) of the charge transport in both MSnF4 and SnF2 and their low transport
number for electrons (t e:SO.Ol ).

4 Conclusion

It has been shown that BaSnCIF3·0.8H20 is always fully decomposed when stirred in water,
leaving BaSnF4 pure phase. Particle size anisotropy is always observed in BaSnF4, whereby
the particle size is smaller in the direction parallel to the c! axis than in the perpendicular
direction. This is explained by the layered structure of the material, due to the sheets of tin
(II) lone pairs perpendicular to (! that act as perfect cleavage planes. The interlayer spacing
was found to vary from one preparation to another due to weak interlayer directions,
whereas the distances in the perpendicular direction are stable. Wide variation of particle
sizes of BaSnF4 is observed, while BaSn2F6 has larger crystallites.

At this point, many occurrences seem to be erratic, such as the presence of BaSnF4

particle size. This lack of trend is undoubtedly due to "hidden" reaction and stirring
parameters that have not been identified yet. The reaction that takes place consists of a large
part of the Ba and all the Cl contained in the sample being leached out, and a 40 to 60%
mass loss is observed. Breaking up M-Cl bonds (M= Ba and Sn) preferentially to M-F is
understood in terms of bond strength, where the M-CI bonds being weaker.

BaSnF4 has been identified as having unusually high temperature dependence of the
quadrupole splitting. This has been explained by its very highly anisotropic thermal
expansion and the extraordinary high temperature dependence of the thermal expansion
coefficient, and this is accounted for by the unconventional distortion of the tin site, brought
about by the large size of the Ba2

+ ion.
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Abstract Scientists in the United States assumed major roles in developing the Mossbauer
community during its early years. However, since the termination of the Mossbauer Effect
Methodology meetings in 1976, there has been little in the way of regular Mossbauer
meetings in the United States. Nevertheless, there is an active United States Mossbauer
community, as noted by the number of annual publications - 156 in 2004. In recent
decades, attendance of Mossbauer researchers from the United States at the International
Conferences on the Applications of the Mossbauer Effect (ICAME) has been far below
what would be expected from the number of contributions in the Mossbauer literature.
Attempts have been made, unsuccessfully, to arrange for regular Mossbauer meetings.
Models for possible future Mossbauer meetings of US scientists are discussed, including a
regular biannual meeting, and another being a virtual Mossbauer conference. Also
discussed are other models to maintaining an active Mossbauer community in the United
States, making use of information technologies that are available to us along with other
resources we can use.

Key words Mossbauer analysis

1 History of Mdssbauer spectroscopy in the United States

The history of Mossbauer effect research in the United States necessarily begins with
Rudolf Mossbauer, who first observed the effect in 1957 while still a graduate student at the
Technical Academy of Munich. He received his PhD in 1958, and came to the California
Institute of Technology (Cal'Iech) as a Research Fellow in 1960. In 1961 he was awarded
the Nobel Prize for Physics, jointly with Professor Hofstadter, at which time he was also
appointed Professor of Physics at CalTech. Professor Mossbauer returned to Munich a few

1. G. Stevens ([8]) - A. M. Khasanov - N. F. Hall- I. A. Khasanova
Mossbauer Effect Data Center, University of North Carolina at Asheville,
One University Heights, CPO 2311, Asheville, NC 28804-8511, USA
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years later to join the Physics Faculty at the Technical Academy, but briefly returned to
CalTech as a Visiting Professor in 1964.

The vigor of the early US Mossbauer community can be viewed through the lens of the
Mossbauer Effect Data Index - an ambitious project undertaken by US researchers Arthur
Muir, Ken Ando, and Helen Coogan of the North American Aviation Science Center to
compile an organized cumulative index to published research results relating to the
Mossbauer effect. The first Mossbauer Effect Data Index was published in 1966, and
covered the Mossbauer literature published from 1958 through 1965. Subsequently, the
Index was published by the Mossbauer Effect Data Center in Asheville, North Carolina,
with various editors through 1976, at which point the Index was replaced by the publication
of the Mossbauer Effect Reference and Data Journal (MERDJ). The MERDJ is published
10 times per year, with an annual Index, and continues through the present time.

At the forefront of US Mossbauer research in the early years was the Argonne National
Laboratory in Illinois. Important Argonne researchers include Gopal Shenoy, Gil Perlow,
Mike Kalvius, and Fritz Wagner. Stan Ruby, who sadly passed away in 2004, was a major
figure in Mossbauer research at Argonne. Clive Wynter and Ercan Alp have dedicated this
meeting to Stan Ruby's honor, and Gopal Shenoy has spoken on Stan's life and legacy. My
first 3 years in academia were spent with Stan, and he has influenced my life and career in a
profound way. Argonne continues to be a leader in US Mossbauer research today; two of
the most productive US Mossbauer researchers today in terms of number of publications
are Wolfgang Sturhahn and Ercan Alp, both from Argonne. Argonne is the second most
productive US institution in terms of number of publications, having over 40 Mossbauer­
related papers in the past 5 years.

The United States also hosted the first international Mossbauer scientific meeting.
Described by Hans Frauenfelder in the proceedings as "an informal meeting on [the]
Mossbauer effect" [1], the Allerton House Mossbauer meeting is now considered to be the
first in the series of conferences and meetings that eventually evolved into the ICAME
(International Conference on the Applications of the Mossbauer Effect) series. The meeting
was held for 2 days (June 6 and 7, 1960) in the Allerton House at the University of Illinois.
According to Frauenfelder, "Only five weeks elapsed between the original suggestion for
holding such a meeting and the meeting itself' [I]. The meeting was attended by 89
researchers, most of whom were from the United States, but also attending were scientists
from Canada, France, India, Israel, Sweden, and the United Kingdom.

Another long-running conference series held in the United States was the Mossbauer
Effect Methodology symposia, which ran from 1965 to 1976. The symposia were all held in
New York City, with the exception of two held in Chicago in 1968 and again in 1974. Dean
Taylor, writing about the symposia series in an issue of the MERDJ, describes it as follows:
"In the mid-60's Stan Ruby approached Irwin Gruverman of NENC, the New England
Nuclear Corporation, suggesting that NENC sponsor a one-day Mossbauer Effect
Methodology conference (MEM) in association with the winter meeting of the APS
[American Physical Society]. ... The series began on January 26, 1965, in New York City
with free registration for all 250 participants. The 15 papers were presented in an afternoon!
evening format. As needed, NENC paid the expenses of the chosen speakers, who generally
were from labs in the USA.... Manuscripts were published in Mossbauer Effect
Methodology Volume 1 (through Volume 10) by Plenum Press, New York, edited by I.
Gruverman. The meeting was a huge success, and it was subsequently held annually until
1976 (except 1972 and 1975). Then the energy crisis of the 1970s, the sharp decline in
funding for basic sciences, perhaps a perceived lack of newness in the discipline, the
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decline of attendance at MEM, and the renewal of the International Mossbauer series of
conferences meant that MEM had served its purpose." [2].

One of the first books published on the Mossbauer effect was entitled "The Mossbauer
Effect: A Review - with a Collection of Reprints," authored and edited by Hans
Frauenfelder of the University of Illinois. Published in 1962, only 4 years after Professor
Mossbauer's discovery, the book contained an introduction to the Mossbauer effect,
sections covering theory, experimental apparatus and problems, nuclear properties, general
physics, and solid-state physics, a bibliography, and a collection of reprints and translations
of seminal Mossbauer research papers.

In 1993, the International Conference on the Applications of the Mossbauer Effect was
held in North America for the first time since 1963, when the Third International
Conference on the Mossbauer Effect was held in Ithaca, New York. ICAME '93 was held in
Vancouver, Canada, on the campus of the University of British Columbia. This conference
was attended by 349 international participants, of which 72 were from the United States.

Mossbauer research has been featured in focused sessions and symposia at American
Physical Society (APS) meetings. For example, in 1991 there was a symposium on
Application of Mossbauer Spectroscopy in Condensed Matter, and in 1994 a Focused
Session on Mossbauer Spectroscopy. Such focused sessions and symposia have declined in
recent years. However, Mossbauer results are still presented at APS meetings. At the March
2005 APS Meeting, seven Mossbauer papers were presented, and 15 were presented at the
March 2004 APS Meeting.

Much like APS meetings, Mossbauer research has been well represented at National
Meetings of the American Chemical Society (ACS). An early symposium on the Mossbauer
Effect and its Application in Chemistry was held in 1966, a 1980 symposium focused on
Recent Chemical Applications of Mossbauer Spectroscopy, and a symposium on Twenty­
Five Years of Chemical Mossbauer Spectroscopy was presented at an ACS meeting in
1984. The ACS is also a major sponsor of the International Chemical Congress of Pacific
Basin Societies, which hosted the first Symposium on the Industrial Applications of the
Mossbauer Effect in 1984 in Honolulu, Hawaii. That symposium has continued in other
venues and is now held every 4 years, known as the ISIAME (International Symposium on
Industrial Applications of the Mossbauer Effect) series. The most recent ISIAME was held
in Madrid in 2004. Unfortunately, the number of special Mossbauer symposia at ACS
meetings has all but disappeared in recent years. However, Mossbauer results are being
presented at ACS meetings. Twelve Mossbauer-related papers were presented at the 228th
ACS National Meeting in August 2004, and seven each were presented at the 229th and
230th National Meetings held in 2005. Also, at least six Mossbauer papers were presented
at the most recent Pacifichem conference held in Hawaii in December 2005.

The only continuing semi-regular US Mossbauer meeting in recent times that enables
US Mossbauer researchers to continue their scientific dialogue has been the the Nassau
Mossbauer meetings organized by Clive Wynter and Ercan Alp. The first Nassau
Mossbauer Conference was held in 1976, and was organized by Clive Wynter and Rolfe
Herber. Twenty-two papers were presented at this first Nassau meeting. The second
conference was organized by Clive and Ercan Alp in 1993, and was attended by some 30
Mossbauer spectroscopists. The conference was revived 10 years later in 2003, again
organized by Clive and Ercan, and was attended by about 35 scientists, and the most recent
conference was held in January 2006, attended by 42 scientists.

The challenge facing US Mossbauer scientists is to find a way to regain cohesion for the
US Mossbauer community. We need to ensure that we, as a community, can overcome
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Table 1 Analysis of US Mossbauer researchers compared to all Mossbauer researchers

lG. Stevens, et al.

Very active Mossbauer researchers

Active Mossbauer researchers

United States

28

64

Worldwide

364

698

Percentage of US to world total

7.7%

9.2%

isolation, create an ongoing dialogue, and more fully participate in the global Mossbauer
and general scientific communities.

2 Analysis of US Mdssbauer research

The United States remains an active national player in worldwide Mossbauer research.
According to the records of MEDC, the total number of recent US scientists involved in
Mossbauer research is 343. This number is based on scientists who have published at least
two Mossbauer-related papers in the past 5 years. These scientists work at 141 institutions
(US institutions that have published at least two papers in the past 5 years). Of those US
Mossbauer scientists, 64 are what the Center terms "active researchers" and have published
five or more papers in the past 5 years, and 28 are termed "very active researchers" and
have published 10 or more papers in the past 5 years (Table 1). When compared with global
statistics, we find that 7.7% of global "very active" researchers are from the US, and 9.2%
of the global "active" researchers are from the US.

Seeing that US researchers are still active in Mossbauer research, we can examine how
US publications compare to the rest of the world (Fig. 1). US researchers contribute from
130 to 220 Mossbauer publications annually; this represents between 13 and 17% of total
Mossbauer publications worldwide. Note that Fig. 1a shows a decline in US Mossbauer
publications beginning in 2002. In 2002, US researchers published 218 papers, which
dropped to 137 in 2003 and 133 in 2004. Our records show only 73 papers from US
researchers in 2005, but these numbers are somewhat skewed as we are still processing
2005 papers.

Now we can compare the US contribution of general Mossbauer research to US
participation in the ICAME conferences. Figure 2 compares the number of US participants
at each of the last six ICAME conferences to the number of active researchers in the US at
that time. For instance, at the conference held in Rimini in 1995, 23 participants were from
the US, while at the same time there were 124 active US researchers. We can see that over
the past 10 years, only 19-53% of US active researchers participate in ICAME conferences.
Note in Fig. 2 a decrease in the number of active US researchers beginning in 1995 (the
Rimini conference). Also note that there were 72 US participants at the Vancouver ICAME,
held in 1993 (the conference immediately preceding the Rimini conference in 1995). The
number of US participants dropped from 72 to 23 in the 2 years between the conferences.
This, of course, is largely due to the logistics and costs of traveling abroad to attend a major
Mossbauer conference, and a very good indication that interest may exist for continuation
of some type of regular gathering of US Mossbauer researchers.

Figure 3 shows the percentage of total US participants at the last six ICAME
conferences compared to the percentage of US contributions to publications in that year.
We can see that US participation in ICAME conferences is two to three times lower than the
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Fig. 1 UScontribution to MOssbauer (a)
research forthe period 2001-2005: a
yearly number of Mtissbauer-related 250
publications by US researchers; b
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Fig. 2 US participation in the last six ICAME conferences (light bar) compared to number of active US
researchers in that year (dark bar)

corresponding US contribution to publications in that year. This speaks to the relative
isolation of US researchers in the Mossbauer field - while research continues, as indicated
by the number of publications, many of the researchers are, for whatever reason, simply not
participating in the major international Mossbauer conferences.
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Fig. 3 Percentage of total US participants at the last six ICAME conferences (light bar) compared to the
percentage of US contributions to worldwide publications in that year (dark bar)

3 Possibilities for strengthening the US Mdssbauer community

The need for a strengthening of the US Mossbauer community to overcome isolation and
begin a dialogue is apparent. But how can we accomplish this? One way may be to
continue our face-to-face, traditional meetings, perhaps by continuing this Nassau
conference series. Other suggestions may be to:

Create an e-mail listserve for the US Mossbauer community that would allow
subscribers to communicate with one another via e-mail in a timely manner
Create a regional newsletter for the US Mossbauer community, one that could perhaps
be published electronically on a quarterly or semiannual basis, to keep us all informed
of each other's research and other interests.
Another idea is the creation of a regional US WebPage. This WebPage could be served by
the new Web site http://www.mossbauer.org created recently by MEDC and IBAME, and
it would co-exist with other regional sites from the international Mossbauer community.
Finally, the idea of a virtual conference has been discussed.

Virtual Conference First, we can review some possible models for the virtual conference
idea that has been circulating in the community (Fig. 4). The first model, Model A, would
involve presentation via a conference Web site, which would then be discussed by
participants via a discussion forum on the same Web site. In this model, a Web server
would be utilized whereby a presenter would prepare his or her presentation and upload it
to the server. The other participants would access the presentation from the Web server via a
standard Web browser on their computers. Discussion of the presentation would be via
forum on the same Web page. Model B differs only in the way a discussion is maintained.
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Model A:

User 1:
Presenter

User 2:
Participant

User 3:
Participant

HTML

. .
1 .-.-.-.-.-.-.-.-.-._.-.-.-.-.-.-.-.-.-.-.-.-.-.-.- •
._._._._._._._._._._._._._._._._._._._._._._._._._._._._1

E-Mail

'------P-~.,.-.-.-.-.-.-.~

Model B:

Model C:

ModelD:

User 1:
Presenter Site

User 2:
Participant Site

User 2:
Participant Site

Fig. 4 Models for a possible virtual conference
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Table 2 Comparison of the
virtual conference models Price Duration Number Lag

of time

participants

Model N $500-$2,000 8 hl5 days 20-200 0

Model A $0-$50 24 hi Unlimited <3 h

365 days

Model B $0-$50 24 hi Unlimited <1 h

365 days

Model C $0-$50 24 hi Unlimited <1 min

365 days

Model D $0-$50 (?) 2h1 2 . 10 (?) 0

90 days

Rather than discussion via forum on the conference Web page, Model B would involve
only presentation on the Web site, and discussion would occur via e-mail.

The third model for the virtual conference, Model C, accelerates the discussion even
more. In this model, discussion would be handled via a "Chat server," which would be
required in addition to the Web server used in Models A and B. The Chat server would
moderate live text "chat" among the participants on a real-time basis. The "chat room"
would be structured so that all interested participants would discuss the presentation during
a specific time period.

Finally, yet another model for the virtual conference, Model D, is that of a live video
conference, where both presentation and discussion would be held via streaming video/
audio. We envision that this would most likely occur through the distance learning facilities
that are now widely available on college campuses in the US. In this model, the presenter
would give a live video presentation from the transmitting facility, to both a live audience
and to recipients of the broadcast at other facilities. The video/audio would be streamed to
each facility, and the participants could then participate in discussion on a real-time basis.

To compare the various conference models, we have created Table 2. Model N (N stands
for Nassau) represents a live conference. The traditional conference usually has a
substantial price tag for registration, travel, meals, etc. The duration of a live conference
is limited, for one can only attend so many sessions per day; we are also limited in number
by the physical constraints of the conference site. The major benefit of a live conference is
apparent - face-to-face meetings and real-time discussion with colleagues can be
invaluable. However, when comparing a live conference with the various virtual conference
models (Models A-D), we see that none of the disadvantages of a live meeting would be
present: the price tag for participants would be substantially lower for a virtual conference,
and with a computer-based virtual conference model the conference could be held at any
time, for any duration, and with any number ofparticipants. However, there is usually some
lag time involved in the discussion mode (up to a few hours), in order to allow for server
processing time, and the face-to-face meetings simply do not occur.

Regional Web Page Moving on to some of the other ideas to build community, the idea of
a Regional Web Page is appealing from an informational perspective. The US Regional
Web Page could be hosted from the Web site recently developed by MEDC and IBAME
http://www.mossbauer.org.Itis fairly simply to maintain and will cost nothing except for
the time it takes to assemble and upload the data. In this way, the US community could
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keep abreast of each other's research and other news that could be posted on the site from
time to time, such as current research interests, job openings, visiting scientists, requests for
information about sources and instrumentation, etc.

Note that MEDC has planned for many Regional Pages on the http://www.mossbauer.org
site. For example, the Regional Page for Germany currently contains links to various
individual German lab Web sites. The US Regional Page would exist on the site along with
the other Regional Pages and could also contain links to individual lab Web sites, as well as
the other information mentioned previously.

In order to implement the US Regional Web Page, we would need a volunteer to act as
Regional Editor to assemble the information and provide it to MEDC. Our staff has
volunteered its time and resources to uploading and maintaining the site from the MEDC
server. Currently, several Mossbauer researchers have volunteered to act as Regional
Editors for their respective geographic regions. They are: Stewart Campbell from Australia,
Denis Rancourt from Canada, Peter Schaaf from Germany, and George Fern from the UK.

Newsletter Another idea, similar to that of the Regional Web Page, would be to publish,
either electronically or via hard copy, a US Mossbauer Newsletter that would include news
and information of interest to the US Mossbauer community. The Newsletter could contain
the same type of information as discussed above for the US Regional Web Page, such as
current research interests, position openings, visiting scientists, questions regarding the
availability or repair of instrumentation and sources, and general questions to be posed to
the US Mossbauer community. Such a Newsletter could be published as needed, but we
believe it would be most effective if it were published either quarterly or semi-annually.

Like the Regional Web Page, in order to implement a US Mossbauer Newsletter we
would need to solicit someone to act as an Editor to solicit and compile information. The
MEDC staff has volunteered to handle the layout, editing, proofreading, and distribution.

4 Conclusion

To conclude, the US remains as one of the strongest contributors to Mossbauer research on
the global level. However, there are some alarming trends developing. As we have seen, the
number of active Mossbauer researchers has begun a decline, and we also see the relative
isolation of many US Mossbauer groups. The attendance of US researchers at the ICAME
conference series is an indication of this.

New solutions are needed to overcome the isolation of US Mossbauer researchers as we
move forward to strengthen the community. We have discussed some possible solutions,
including the continuation of the Nassau conference series, along with the implementation
of some new ideas, such as virtual conferences or the publication of a US Regional Web
Page or Newsletter.
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Abstract The element iron plays a crucial role in the study of the evolution of matter from
an interstellar cloud to the formation and evolution of the planets. In the Solar System iron
is the most abundant metallic element. It occurs in at least three different oxidation states:
Fe(O) (metallic iron), Fe(II) and Fe(III). Fe(IY) and Fe(VI) compounds are well known on
Earth, and there is a possibility for their occurrence on Mars. In January 2004 the USA
space agency NASA landed two rovers on the surface of Mars, both carrying the Mainz
Mossbauerspectrometer MIMOS II. They performed for the first time in-situ measurements
of the mineralogy of the Martian surface, at two different places on Mars, Meridiani Planum
and Gusev crater, respectively, the landing sites of the Mars-Exploration-Rovers (MER)
Opportunity and Spirit. After about two Earth years or one Martian year of operation the
Mossbauer (MB) spectrometers on both rovers have acquired data from more than 150 targets
(and more than thousand MB spectra) at each landing site. The scientific measurement
objectives of the Mossbauer investigation are to obtain for rock, soil, and dust (1) the min­
eralogical identification of iron-bearing phases (e.g., oxides, silicates, sulfides, sulfates, and
carbonates), (2) the quantitative measurement of the distribution of iron among these iron­
bearing phases (e.g., the relative proportions of iron in olivine, pyroxenes, ilmenite and
magnetite in a basalt), (3) the quantitative measurement of the distribution of iron among its
oxidation states (e.g., Fe2+, Fe3+, and Fe6+), and (4) the characterization of the size dis­
tribution of magnetic particles. Special geologic targets of the Mossbauer investigation are
dust collected by the Athena magnets and interior rock and soil surfaces exposed by the
Athena Rock Abrasion Tool and by trenching with rover wheels. The Mossbauer spectro­
meter on Opportunity at Meridiani Planum, identified eight Fe-bearing phases: jarosite
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(K,Na,H30)(Fe,AI)(OH)6(S04)2, hematite, olivine, pyroxene, magnetite, nanophase ferric
oxides (npOx), an unassigned ferric phase, and a metallic Fe-Ni alloy (kamacite) in a Fe-Ni­
meteorite. Outcrop rocks consist ofhematite-rich spherules dispersed throughout S-rich rock
that has nearly constant proportions of Fe3+ from jarosite, hematite, and npOx (28%, 35%,
and 19% of total Fe). Jarosite is mineralogical evidence for aqueous processes under acid­
sulfate conditions because it has structural hydroxide and sulfate and it forms at low pH.
Hematite-rich spherules, eroded from the outcrop, and their fragments are concentrated as
hematite-rich soils (lag deposits) on ripple crests (up to 68% of total Fe from hematite).
Olivine, pyroxene, and magnetite are primarily associated with basaltic soils and are present
as thin and locally discontinuous cover over outcrop rocks, commonly forming aeolian bed­
forms. Basaltic soils are more reduced (Fe3+IFetotal "'0.2-0.4), with the fine-grained and
bright aeolian deposits being the most oxidized. Basaltic soil at Meridiani Planum and
Gusev crater have similar Fe-mineralogical compositions. At Gusev crater, the Mossbauer
spectrometer on the MER Spirit rover has identified 8 Fe-bearing phases. Two are Fe2+

silicates (olivine and pyroxene), one is a Fe2+ oxide (ilmenite), one is a mixed Fe2+ and Fe3+

oxide (magnetite), two are Fe3+ oxides (hematite and goethite), one is a Fe3+ sulfate
(mineralogically not constrained), and one is a Fe3+ alteration product (npOx). The surface
material in the plains have a olivine basaltic signature (Morris, et aI., Science, 305: 833,
2004; Morris, et aI., J. Geophys. Res., 111, 2006, Ming, et aI., J. Geophys. Res., 111, 2006)
suggesting physical rather than chemical weathering processes present in the plains. The
Mossbauer signature for the Columbia Hills surface material is very different ranging from
nearly unaltered material to highly altered material. Some of the rocks, in particular a rock
named Clovis, contain a significant amount of the Fe oxyhydroxide goethite, £x-FeOOH,
which is mineralogical evidence for aqueous processes because it is formed only under
aqueous conditions.

Key words MIMOS II . weathering Mars jarosite goethite hematite field distribution
Gusev crater Meridiani Planum Mars-exploration-rovers· mineralogy- instrumentation·
backscattering

1 Introduction

The element Fe is one of the most abundant elements in the universe. Iron is the sixth most
abundant element in the Earth's crust and the third most abundant cationic element after Si
and AI. There is, therefore, hardly any rock completely free from Fe [10]. Other than Earth,
the Red Planet, in particular, owes its colour to Fe-oxides. Mars surface materials are
enriched in Fe relative to Earth (e.g. [11-16]). Fe Mossbauer spectroscopy determines the
oxidation state of the element Fe, identifies Fe-bearing mineral phases, measures the relative
abundance of iron among those phases, and yields some information on particle size and
crystalinity, thus providing a useful tool for the study ofweathering phenomena on Earth and
Mars [17]. The distribution of Fe between Fe-bearing minerals and its oxidation states
constrains the primary rock type (e.g., olivine-bearing versus non-olivine-bearing basalt), the
redox conditions under which primary minerals crystallized (e.g., presence or absence of
magnetite), the extent of alteration and weathering (e.g., value of Fe3+IFetotal), the type of
alteration and weathering products (e.g., oxides versus sulfates versus phyllosilicates), and
the processes and environmental conditions for alteration and weathering (e.g., neutral
versus acid-chloride versus acid-sulfate aqueous process under ambient or hydrothermal
conditions) [18].
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In January 2004 the USA space agency NASA landed successfully two rovers on the
surface of Mars. The Mars-Exploration-Rovers (MER) Spirit at the Gusev crater landing
site and Opportunity at the Meridiani Planum landing site are both carrying our Mossbauer
spectrometer MIMOS II mounted on an robotic arm (IDD) on the rovers [1, 8]. The primary
objective of the Athena science investigation is to explore two sites on the Martian surface
where water may once have been present, and to assess past environmental conditions at
those sites and their suitability for life [8].

The IDD instruments, in particular the Mossbauer spectrometer and the APXS (X-ray
fluorescence for elemental analysis [8, 14-16]) are used to determine the chemistry and
mineralogy of rocks and soils. Both the rovers and instruments have been designed to operate
for about 90 sols (1 sol= 1 Martian day) but were still completely functional and operating in
spring 2006 (more than 2 Earth years, or one Martian year, of continues operation) and are
expected to last for several more month. The performance of the Mossbauer spectrometers
MIMOS II did not degrade, only the intensity if the C05?/Rh source, with an activity ofabout
340 mCi at launch in June 2003, decreased according to the half life.

2 The MIMOS II spectrometer

The MER MIMOS II Mossbauer spectrometers (see Fig. 1) have been described in more
detail in [1, 19]. Briefly, Opportunity's and Spirit's spectrometers operate in backscatter
geometry (Fig. 2). Because of the complexity of sample preparation, backscatter measure­
ment geometry is the choice for an in situ planetary Mossbauer instrument (e.g. [7, 19]. No
sample preparation is required, because the instrument is simply presented to the sample for
analysis. Data are acquired within 512 velocity channels, using a triangular waveform at a
drive frequency of --24 Hz, and a standard but selectable velocity range of about ±12 mmls
(slightly different for Spirit and Opportunity, respectively), and binning of data into 13 tem­
perature windows with 10K width, to account for the temperature dependence of the MB
hyperfine parameters. The instruments were equipped with primary 57Co radiation sources
with --330 mCi at launch (--30 mCi on sol 557), and with four detectors to detect resonantly
scattered X-rays (6.4 keY) and y-rays (14.41 keY) from surface targets. Both 6.4 and
14.41 keY data were returned to the Earth because the detector counters were configured to
sum, pairwise, counts from the 6.4 and 14.41 keVenergy windows.

3 Meridiani Planum landing site

The surface of Meridiani Planum explored by the Opportunity rover can be described as a
flat plain of S-rich outcrop that is mostly covered by thin surficial deposits ofaeolian basaltic
sand and dust, and lag deposits of hard Fe-rich spherules (and fragments thereof) that
weathered from the outcrop and small unidentified rock fragments and cobbles (e.g. [20].
Surface expressions of the outcrop occur at impact craters (e.g., Eagle, Fram, Endurance,
Erebus craters) and occasionally in troughs between ripple crests.

Mossbauer measurements show that the Fe-containing material in the outcrop consists
predominantly of the Fe-sulfate jarosite, hematite, and a basaltic component (olivine, pyrox­
ene) (Fig. 3a,b). The same material was found again along the several kilometers long drive
way of Opportunity, in particular at craters Fram and Endurance, suggesting that the whole
area is covered with this jarositic material. The mineral jarosite «K,Na)Fe3(S04)2(OH)6)
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Fig. 1 The miniaturized Mossbauer spectrometer MIMOSII sensorhead: (left) the sensorhead itselfon real
human hand; (right) MIMOSII flight unit 3 (the Opportunity instrument) with the contact plate at the front.
The contact plate is integrated to a contact switch arrangement (two boxes at the left and right side of the
instrument body (only the box on the right side can be seen» . The inner opening of the contact plate
determines the area of the sample to be analyzed and has a diameterof 15 mm

contains hydroxyl and is thus direct mineralogical evidence for aqueous, acid-sulfate
alteration process on early Mars.

The plains and a large portion of Eagle and Endurance crater are covered by spherules,
nicknamed Blueberries, with a diameter of several mm. Mossbauer data clearly show that
the composition of these spherules is dominated by the Fe-oxide hematite [3, 4]. The
composition of the soil at Meridiani is found to be basaltic, dominated by olivine similar to
the Gusev site, but in some areas the soil is enriched in the mineral hematite (hematitic
soil). The reason for this is not clear yet. The Fe2+/Felotal ratio at Meridiani Planum varies
from -0.8 for the basaltic soil to -0.1 for the outcrop.

In Fig. 3 we show representative MB spectra for Meridian Planum along with the com­
ponent subspectra obtained from the fitting procedures. Generic names for the subspectra are
used with the format FeXYZ, where X=2, 2.5, or 3 for the Fe oxidation state, Y = D or S
(doublet or sextet), and Z is a sequential number for subspectra having the same FeXY (for
details see [18,21]. We were able to describe all Meridiani Planum spectra with five doublet
and four sextet subspectra: two doublets from octahedrally coordinated Fe2+ (oct-Fe2+)
(Fe2Dl and Fe2D2), three doublets from oct-Fe3

+ (Fe3Dl, Fe3D3, and Fe3D4), one sextet
from tetrahedrally coordinated Fe3

-+ (tet-Fe3+) (Fe3SI), one sextet from coupled oct-Fe2+
and Fe3

+ (Fe2.5S1), one sextet from oct-Fe3+ (Fe3S2), and one sextet from Fe-Ni metal
(FeOS1). This description assumes a one-doublet fit (using Fe2D2) for spectra from Bounce
Rock. A superior fit is obtained with a two-doublet model (both oct-Fe2+). The fitting of
individual Meridiani Planum spectra required between two and seven subspectra. Doublets
Fe3D3 and Fe3D4 and sextet FeOSI were not observed at Gusev crater.

4 Gusev crater landing site

The rover Spirit landed on the floor of Gusev Crater, a large crater with about 160 km
diameter. Ma'adim Vallis, a large valley network, is cutting through the southern rim of
Gusev. It is believed that once water flew through this valley network into Gusev crater and
sediments carried by the water are expected to have settled on the crater floor. Therefore
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Fig. 2 Scheme of the miniaturized Mossbauer spectrometer MIMOS II; a typical spectrum of the
intemalCalibration channel is shown, as well as a backscatter spectrum taken on the CCT (compositional
calibration target) mounted below the rover deck. The CCT is completely composed of magnetite (Fe304)

exploration of the crater floor was expected to offer opportunities to find and study sedi­
ments and other material altered by aqueous processes.

During the first Martian year (-700 sols; 1 sol=l martian day; two Earth years:=-l
Martian year) of operation at the Gusev crater landing site the Spirit Mossbauer instrument
analysed rocks and soils on the crater floor, at a crater close to the landing site called
Bonneville Crater, the ejecta plains between Bonneville and the Columbia Hills before
entering the hills. After about 160 sols Spirit reached the Columbia Hills and started climbing
up to the summit, traversing across the saddle to Husband Hill and up to the rocks and soils on
the Cumberland ridge on the northwest side ofHusband Hill. From there Spirit descended the
Columbia Hills on the other side on its way to a large dune field called El-Dorado and Home
Plate, a light-toned plateau -90 m in diameter and 2-3 m high within the Inner Basin of the
Columbia Hills. During this more than 500 sols traverse through Husband Hill MIMOS II
acquired data from a large number ofsoils and rocks. Representative MB spectra are shown in
Fig. 4.

As determined by MB already in the very first spectrum and confirmed by many others [2,
4], the rocks and soil around Bonneville and in the cratered plains have a basaltic MB signature,
and their Mossbauer spectra are dominated by an olivine doublet [2, 4, 5]. The presence of
abundant olivine in rocks and in surrounding soil as determined by MB suggests that physical
rather than chemical weathering processes currently dominate the plains at Gusev crater.
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Fig. 3 Meridiani Planum Mossbauer mineralogy. The large variability in mineral composition at this landing
site can be seen. Shown are representative Mossbauer spectra. Spectra are the sum over all temperature
windows within the indicated temperature ranges. The computed fit and component subspectra (Lorentzian
lineshapes) from least-squares analyses are shown by the solid line and the solid shapes, respectively. Full
(a) and reduced (b) velocity MB spectra for interior Bums outcrop exposed by RAT grinding show that
hematite, jarosite, and Fe3D3 (unidentified Fe3

+ phase) are the major Fe-bearing phases. MB spectrum for a
rind or crust (c) of outcrop material that has an increased contribution of hematite relative to jarosite plus
Fe3D3. MB spectra of two Moessberry Subclass soils (d and e) have high concentrations of hematite. The
spectrum (e) is typical for hematite lag deposits at ripple crests. The spectrum of Nougat Subclass soil (f) is
transitional between Moessberry Subclass soil and Laguna Class soil. Spectra of the Panda (g) and Gobi (h)
Subclasses of Laguna Class soil are basaltic in nature and have olivine, pyroxene, and npOx as major Fe­
bearing phases. MountBlanc_LesHauches is considered to be enriched in martian dust. MB spectra in (i-k)
are for three single-occurrence rocks. BounceRock (i) is monomineralic pyroxene with respect to Fe-bearing
phases. Barberton (j) contains kamaeite (iron- nickel metal), and Heat Shield Rock is nearly monomineralic
kamacite (Fe-Ni metal alloy with -5% Ni), probably a Fe-Ni meteorite. TC=total counts and BC=baseline
counts (from [21])
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Fig. 4 Typical Gusec Crater Mossbauer spectra. Clearly the great variability in mineral composi tion can be
seen [2, 5]. On the upper left the spectrum of the Adirondack class material (olivine basaltic composition),
which dominates the soil and rocks in the plain, is shown. All other examples of spectra are from the
Columbia Hills area. These materials are highly weathered . The spectrum on the lower right, taken from a
soil called Paso Robles is dominated by a Fe-Sulfate doublet

The MB signatures for the Columbia Hills are very different. Instead of relatively fresh
olivine basalt, the MB signature is characteristic of highly altered rocks. In particular, one
of the rocks, named Clovis, which was found in the West Spur region, contains the highest
amount of the Fe oxyhydroxide goethite (Gt), lX-FeOOH, of about 40% in area (see Fig. 4)
found to date in the Columbia Hills. Detailed analyses of the data ([9] and references
therein) using superpositions of two model-independent hyperfine-field distributions (HFD)
with two ditto quadrupole-splitting distributions (QSD), have indeed yielded hyperfine
parameters that are in line with those of synthetic lX-FeOOH having a particle size of
-10 nm. Like jarosite found at Meridiani Planum [3], the mineral goethite is a marker for
aqueous processes as goethite forms only in the presence of water, and it contains the
hydroxide anion. The rock Clovis also contains a significant amount of hematite [9].

During the first Martian year (-2 Earth years) at Gusev Crater the Mossbauer
spectrometer on the MER Spirit rover has identified 8 Fe-bearing phases (see Fig. 4). Two
are Fe2

+ silicates (olivine and pyroxene), one is a Fe2
+ oxide (ilmenite), one is a mixed Fe2+

and Fe3
+ oxide (magnetite), two are Fe3

+ oxides (hematite and goethite), one is a Fe3
+ sulfate

(mineralogically not constrained), and one is a Fe3
+ alteration product (npOx). We envision

that NpOx is poorly crystalline (amorphous) without distinct mineralogical composition
and with a diffuse chemical composition that depends on local conditions. Element
associations indicate npOx has affinity for sulfate and chloride anion either through the

~ Springer



176 G. Klingelhofer, et al.

formation of chemical bonds or specific chemical adsorption. The behavior of hematite is
complex because the temperature of the Morin transition (--260 K) lies within diurnal
temperature variations on Mars. Goethite is the only unequivocal H20/OH bearing phase,
and it yields --11 % H20 upon dehydroxalation. As an alteration product, npOx also likely
contains H20/OH, but the evidence is inferential [5, 6]. A hydrous Fe3+-sulfate is inferred
form combined MB, APXS, Mini-TES, and Pancam data.

5 Summary

The nominal mission for both Spirit and Opportunity was scheduled for 90 Mars days or
sols and a traverse of about 600 m. Both rover missions have now exceeded significantly
the nominal mission by operating more than 700 sols on Mars. Spirit travelled a distance of
about 5 km, and Opportunity more than 6 km.

Through sol 700 the MER Spirit Mossbauer spectrometer MIMOS II has identified
different Fe-Oxides, silicates and other minerals and Fe-compounds, in total 8 different
phases, up to now at the Gusev landing site. Two are Fe2+ silicates (olivine and pyroxene),
one is a Fe2+ oxide (ilmenite), one is a mixed Fe2+ and Fe3+ oxide (magnetite), two are Fe3+

oxides (hematite and goethite), one is a Fe3+ sulfate (mineralogically not constrained), and
one is a Fe3+ alteration product (npOx). The behavior of hematite is complex because the
temperature of the Morin transition (--260 K) lies within diurnal temperature variations on
Mars. The spacial distribution of the minerals show that the plains of Gusev crater are
mainly basaltic and relatively unaltered with an Fe3+IFetotal<0.2. The Columbia hills on the
other hand show a high degree of alteration. Only a few rocks are relatively unaltered. One
of the highest degrees of alteration has been seen at the Clovis outcrop with a Fe3+IFetotal-­
0.8. Another striking feature of Columbia Hill's outcrop is a variability of Fe-oxide phases
for different locations. For example, Clovis has no magnetite component. Ebenezer, a differ­
ent rock target in the hills, however, has substantial magnetite contribution in addition to
hematite and goethite. The rock Clovis contains a significant amount of goethite with about
40% ofthe total spectral area (see Fig. 2). The mineral goethite is mineralogical evidence for
the presence of H20/OH on Mars and for aqueous processes in the history of Mars.

The MB instrument on Opportunity has analyzed more than 100 rock an soil targets at
Meridiani Planum during the first Martian year of operation. Eight Fe-bearing phases were
identified: kamacite as a Feo-bearing phase in a Fe-Ni meteorite, olivine and pyroxene as
Fe2+ -bearing phases, magnetite as a Fe2+ - and Fe3+-bearing phase, and nanophase oxide
(npOx), hematite, jarosite, and Fe3D3 as Fe3+-bearing phases. The oxidation state of Fe
ranged from Fe3+/FeT=0.00 to 0.93. The least oxidized targets (Fe3+/FeT::S0.06) are iso­
lated rocks (BounceRock, Barberton, and Heat Shield rock). Surfaces of S-rich outcrop
rocks exposed by RAT grinding are very oxidized with average Fe3+/FeT == 0.85 ± 0.03.
The presence of jarosite is mineralogical evidence for the presence of H20/0H on Mars
and for acid-sulfate aqueous processes.

Both rovers and the instruments MIMOS II continue the exploration of the two landing
sites and are expected to pass the 1000 sol limit after surviving the second Martian winter.
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