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Abstract. Association Rules are one of the most widespread data min-
ing tools because they can be easily mined, even from very huge database,
and they provide valuable information for many application fields such as
marketing, credit scoring, business, etc. The counterpart is that a mas-
sive effort is required (due to the large number of rules usually mined)
in order to make actionable the retained knowledge. In this framework
vizualization tools become essential to have a deep insight into the as-
sociation structures and interactive features have to be exploited for
highlighting the most relevant and meaningful rules.

1 Introduction

A visual data mining approach should complement the data mining techniques
because the data visualization allows to understand the process and the models
being used. The visualization step is essential when data mining is performed
through Association Rules (AR) [2] because of the presence of too many asso-
ciations where to detect the really relevant implications. It is a matter of fact
that even if pruning methods allow to reduce the huge number of mined rules,
the resulting subset is often too large for a textual inspection.

Many graphical tools have been proposed in literature (such as [B],[12], [19],
[25],[31], [35], [37]) and some of them are implemented in data mining software
systems (such as [1], [7], [15], [22], [24], [26], [27], [32], [36]). They make use of
classical and basic representations strengthened by interactive features to eas-
ily explore the rules. In the following, the main association rules visualizations
are discussed trying to highlight their characteristics, their limits and their ex-
planatory features. Most of them represent rules through their characteristics
measures (support and confidence) and through the list of involved items and
they rarely let to compare items or rules. In this framework two approaches
based on Factorial Methods [3] and on Parallel Coordinates [I7] are investigated
and enhanced.

The analysis of the AR visualizations will be illustrated through a real data
set taken from UCI Machine Learning Repository [22].
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2 Some Issues about Association Rules

AR allow to find frequent patterns and associations in large databases character-
ized by the presence of a set of transactions, where each transaction is a subset
of items. Many field of applications (marketing, credit scoring, business, etc.)
require to resort to this data mining tool in order to solve typical problems such
as the evaluation of the products assortment, the analysis and the prediction of
purchase behaviour of the consumers.

Denoting with I = 41,is,...,4,, a set of m items (e.g. all products bought by
a group of customers) and with T = ¢1,ta,...,t, a set of n transactions (e.g.
all products in a customer’s basket), an Association Rule R can be expressed in
the form A — C, where both A and C are subset of I such that AN C = §.
The subset A is the set of antecedent items, also named left hand side (LHS)
or body of the rule while C is the set of consequent items, also named right
hand side (RHS) or head of the rule (in the following we will denote generic
itemsets with capital letters and single items with small letters). The one-to-one
rules where both the subset A and the subset C' contain only one item (z — y)
is the simplest association that can be mined but more complex associations
can be extracted: many-to-one (z,...,y — 2), one-to-many (x — vy, ...,2) and
many-to-many (z, ...,y — 2, ..., w).

Each rule R is characterized by two measures: the support and the confidence.

The support of R can be defined as:

Sr = N (1)

where ng is the number of transactions in 7" holding AU C' and it measures the
proportion of transactions in 7' containing both A and C' independently from
the possible dependence of C' from A. In a probabilistic approach the Support is
an estimate of the probability of observing in a transaction the items belonging
to both the antecedent and the consequence of the rule. The Support can be
also referred to a generic itemset if the proportion of transactions sharing the
itemset is considered.
The confidence of R can be defined as:

Cr="" (2)
na

where n 4 is the number of transactions in T' holding the itemset A. The con-
fidence measures the strength of the implication described by the rule (it is an
estimate of the conditional probability of the consequence given the antecedent).
Nowadays, the considerable advances in the computational field allow to an-
alyze many transactions in real time and to easily discover a number of rules
that often exceeds the number of transactions. The main drawback of Associa-
tion Rules is thus the huge number of extracted rules that cannot be manually
inspected by the user and the existence of trivial or meaningless associations
that are usually mined due to the exhaustive nature of the extraction algo-
rithms. Graphical tools and pruning methods are the main approaches used to

face these problems.
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Many software tools for the visualization of Association Rules have been pro-
posed in literature. They are limited to visualize only one-to-one rules or many-
to-one rules. However the number of displayed rules is so huge that many of
them overlap.

AR miners have been sensible to this problem since the introduction of AR
in the data mining framework as the abundant literature on pruning methods
shows([L8], [30], [34]). The first approaches to face the problem of the huge
number of discovered AR and of their relevance for the user were based on
interestingness measures both subjective and objective. While the former re-
quire user domain knowledge and they obviously depend on the user who ex-
amines the patterns, the latter force the user to fix a suitable threshold for
them. For instance, minimum support and minimum confidence values are usu-
ally fixed by the user before mining association rules. Unproper choices of these
values may cause many drawbacks: if they are set very low a huge number
of rules (some of which being meaningless) will be found. On the contrary, if
they are set very high, trivial rules will be found [34]. Moreover, using only
confidence and support based thresholds doesn’t allow to take into account
the strength and the statistical significance of the associations. In this frame-
work, automatic procedure based on statistical tests have been proposed ([6],
[14], [21], [23], [33]) even if not all the necessary assumptions are satisfied. The
issue is to exploit the theoretical reference framework of the hypothesis tests
in order to derive practical criteria, namely score functions [§], to prefer some
rules to others. In order to overcome the problems of some of the Association
Rules graphical tools, it can be advisable to apply them on the pruned subset
of rules.

3 A Real Data Set Application

The data used to discuss the different approaches to Association Rules visual-
ization is taken from UCI Machine Learning Repository [22]. It deals with 101
animals described by 15 boolean attributes (hair, feathers, eggs, milk, airborne,
aquatic, predator, toothed, backbone, breathes, venomous, fins, tail, domestic, cat-
size) and a numeric one (legs) which has been categorized in four boolean at-
tributes (0, 2, 4, >4). The zoo data set is a typical machine learning set but
it can be useful to highlight the main drawbacks of Association Rules because
there is a strong relationship among the animals attributes. Moreover the topic
is not a technical one and the rules can be easily understood. The data can be
associated to a set of 101 transactions where each transaction is a sub-set of
features belonging to an animal.

The number of rules discovered applying the mining process to the set of
101 animals is 3728. This huge number is obtained considering only many-to-
one rules at most of the fifth ordef] and fixing a minimum support equal to 0.05

! The generated rules contain at most four items in the antecedent and one item in
the consequence.
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and a minimum confidence equal to 0.5. On the set of mined rules, a sequence of
three statistical tests[ are performed in order to evaluate if each rule significantly
satisfies the user specified minimum confidence [2I] and support [23] thresholds
and if the presence of the itemset in the consequence of each rule depends on
the presence on the itemset in the antecedent [6]. At each step, the rules are
ranked according to the corresponding test statistics and a subset of rules is
obtained pruning the rules out of a suitable threshold. This subset becomes the
rules input set for the next step.

The main results of the pruning phase (Table [Il) show that after the first
step, 18% of the original rules were pruned without influencing significantly the
support and confidence ranges. The second step allows to prune a lot of rules
(33% of the rules survived at the second step) with not significant support values.
Using also the third step as a pruning tool, 1447 final rules remain where the
minimum confidence is equal to 0.6 and the minimum support is equal to 0.1.
It is worth to notice that the subset of final rules is still very big for a manual
inspection and it requires visualization tools to be analysed.

Table 1. Information about the pruning process

Before After After After
Pruning Step 1 Step 2 Step 3

Nr. of rules 3728 3066 2049 1447
Percentual variation in the nr. of rules -18%  -33%  -29%
Nr. of involved antecedent items 19 18 18 16
Nr. of involved consequent items 16 16 16 16
Nr. of 2" order rules 117 83 82 50
Nr. of 3"¢ order rules 602 471 374 252
Nr. of 4" order rules 1363 1118 758 539
Nr. of 5'" order rules 1646 1394 835 606
Minimum Confidence 0.5 0.6 0.6 0.6
Maximum Confidence 1.00 1.00 1.00 1.00
Minimum Support 0.05 0.06 0.1 0.1
Maximum Support 0.73 0.73 0.73 0.73

4 Visualizing Association Rules

Many visualization tools have been introduced in literature and/or implemented
in data mining software systems. They differ with respect to the type of rep-
resented rules (one-to-one, many-to-one, etc.), to the number of associations
that can be visualized, to the type of visualized information (items or measures
characterizing the rules), to the number of dimensions (2-D or 3-D) and to the
possibility to interact with the graph.

2 p-values less than 0.01 were considered significant.



Visual Mining of Association Rules 107

4.1 Rule Table

The most immediate Association Rules visualization method is a table (Figure
[[) where each row represents a rule and each rule is divided into various parts
allocated in different columns of the table. The advantage of this approach is the
ability to sort the results by the column of interest. Its main limitation is the
close resemblance to the original row textual form so that the user can inspect
only few rules without having a global view of all the information.

A | B ] C I D E F G

1 A items C 1 Confid Support
| 2 |Breathes  Toothed Backbone 1.00 0.47
| 3 |Backhone  Milk Toothed Ereathes 1.00 0.40
| 4 |Breathes Milke Toothed Eackhone 1.00 0.40
| 5 0leps Backbone Tail 0.95 0.18
| B |Backhone  Hair Milke Ereathes 1.00 0.38
| 7 |Breathes Hair Tulilk Backbone 1.00 0.389
| B |Backbone  Breathes Hair Toothed Milk 1.00 0.38
| 9 0 Llegs Catsize Tail 0.86 0.08
| 100 Legs Predator Egus 0.76 0.13
| 11 |Egns Fins Predatar Toothed Tail 1.00 0.08
| 12 |Predatar Tail Taothed “Yenomous Eggs 0.67 0.02
| 13 |Tail Toothed 0.69 0.51
| 14 >4 Legs Egos Breathes 067 0.03
| 15 |»4 Legs Hairbarne Hair 0.67 0.04
| 16 |0 Legs Aguatic Eackhone 0.94 017
[ 17 |2 Legs Aruatic Eggs Hairborne 0.83 0.05

18 2 Legs Aguatic Tail Eggs 0.86 0.06

Fig. 1. Rule Table

4.2 Two-Dimensional Matrix

The rules are displayed in a bar diagram where the consequent items are on one
axis and the antecedent items on the other axis. The height and the color of the
bars are used to represent support and confidence. This visualization approach
can be used only in case of one-to-one rules. In figure @l a subset (50) of the rules
extracted on the zoo data set is displayed in a 2-D matrix.

The matrix of associations rules proposed by [I4] represent a crushed version
of the two dimensional matrix where colors are used to indicate the confidence
level while the tone of the colors represents the support.

It is a matter of fact that second order rules are usually pruned (see Table
[I) because they represent trivial information. Some softwares like Statistica [29]
and Enterprise Miner [27] try without success to overcome this drawback by
grouping the items belonging to the antecedent of a rule and by plotting the new
unit against the consequence but this strategy is not successful especially when
a huge number of rules containing many items in the antecedent is visualized.

4.3 3-D Visualization

The visualization technique proposed by Wong et al. [35] tries to solve the 2-D
visualization problems by visualizing many-to-one relationships. The rows of a
matrix floor represent the items and the columns represent the rules. Bars with
different heights are used to distinguish the consequence and the antecedent of
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Fig. 2. 2-D matrix representation

each rule. At the far end of the matrix, bars proportional to the confidence and
the support measures are represented. The 3-D visualization doesn’t impose any
limit on the number of items in the antecedent and in the consequence. It allows
to analyse the distribution of the association rules and of each item. The 3D
view is clear because the support and confidence values are shown at the end of
the matrix and in general there is no need for animation.

The visualization proposed by Wong et al. improved 2-D matrix but it still
had some problems: the antecedent and consequent items could overlap because
they have different positions on the y-axis and the number of displayed rules is
limited by the width of matrix floor. In figure [3 50 rules of different order are
plotted using cones instead of bars to partially avoid items overlapping.

4.4 Association Rules Networks

In IBM Intelligent Miner [I5] a network representation of AR is provided where
each node represents an item and the edges represent the associations. Different
colors and width of the arrows are used to represent the confidence and the
support. When many rules with many items are represented, the direct graph
is not easy to understand because of the superimposition of the edges with the
nodes.

Figure [ shows the visualization of the rules presented in Table 2 If another
rule such as {0 Legs, Predator — Toothed} is added to the graph representation,
the overlapping among the edges would confuse too much the visualization.

In figure [ a different network representation is shown [29]. The network dis-
plays a subset of 15 rules obtained by setting a maximum order of three, mini-
mum support equal to 50% and minimum confidence equal to 70%. The support
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Fig. 3. 3-D matrix representation

Table 2. The rules displayed on the Direct Graph

Antecedent Consequence Conf. Sup.
0 legs Backbone 0.82 0.18
Aquatic Backbone 0.80 0.29
0 Legs Aquatic Backbone 0.90 0.16
0 Legs Toothed 0.82 0.18
Backbone Toothed 0.73 0.6
Backbone Predator 0.56 0.46

values for the antecedent and consequence of each association rule are indicated
by the sizes and colours of each circle. The thickness of each line indicates the
confidence value while the sizes and colours of the circles in the center, above the
Implies label, indicate the support of each rule. Hence, in figure [ the strongest
support value was found for the one-to-one rules involving the items Tail and
backbone. The visualization doesn’t allow to identify the most interesting rules
especially for the rules with an order greater than 2. The 3D version of the Asso-
ciation Rules Network adds a vertical z - axis to represent the confidence values
but as the 2D version, it can be useful only in case of a very small set of rules.

4.5 The TwoKey Plot

The TwoKey plot [31] represents the rules according to their confidence and
support values. In such a plot, each rule is a point in a 2-D space where the x-
axis and the y-axis ranges respectively from the minimum to the maximum values
of the supports and of the confidences and different colors are used to highlight
the order of the rules. Many interactive features can facilitate the exploration
of the rules such as the selection of a region of the plane where confidence and
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Fig. 5. Association rules network

support are above a user defined threshold or the linking with children, parents
and neighbours of a rule. The TwoKey plot can be linked with other displays
(barchart of the level, barcharts of the items belonging to sets of rules, mosaic
plots [I1]).

In Figure [@l a TwoKey plot of one thousand rules extracted from the zoo
dataset is shown; an immediate and global overview of the displayed set of rules
is provided and it is easy to identify privileged subsets of rules lying in particular
regions (for example high confidence rules lining up the top of the graph). The
analysis of the items present in the displayed rules necessarily requires to have
recourse to the rule table representation which suffers the previously mentioned
problems or to a different visualization involving the items.

4.6 Double-Decker Plot

Mosaic plots ([I0], [IT]) and their variant called Double-Decker ([12], [13], [14])
plots provide a visualization for single association rules but also for all its the
related rules. They were introduced to visualize each element of a multivariate
contingency table as a tile (or bin) in the plot and they have been adapted to
visualize all the attributes involved in a rule by drawing a bar chart for the
consequence item and using linking highlighting for the antecedent items. In
Figure [[ the double decker plot of the rule Predator & Venomous & 4 legs —
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Fig. 6. The TwoKey Plot

Toothed is shown. Each row of the plot corresponds to one item, each gray shade
represents one value of this item, the support is the area of highlighting in a
bin, the confidence is the proportion of highlighted area in a bin with respect to
the total area of the bin. The main drawback of Double Decker plot lies in the
possibility to represent one rule at a time or at least all the rules generated from
the different combinations of the items belonging to a given rule. In order to have
the possibility to represent simultaneously many rules, Hofmann and Wilhelm
([I4]) proposed the matrix of Association Rules with and without additional
highlighting but only one-to-one rules are taken into consideration.
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Fig. 7. Double-Decker Plot
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4.7 Parallel Coordinates

Parallel coordinates, introduced by Inselberg in 1981 [I6], represent a very useful
graphical tool to visualize high dimensional data-sets in a two-dimensional space.
They appear as a set of vertical axes where each axis describes a dimension of the
domain and each case is represented by a line joining its values on the parallel
axes.

Parallel coordinates have been used to visualize AR by several authors ( [5],

, [B1). The approach proposed by Yang starts from arranging items by

groups on a number of parallel axes equal to the maximum order of the rules.
A rule is represented as a polyline joining the items in the antecedent followed
by an arrow connecting another polyline for the items in the consequence. The
items arrangement on each axis should ensure that polylines of itemsets of dif-
ferent groups never intersect with each other. It is a matter of fact that such
representation becomes infeasible in case of hundreds or even tens of items and it
is not coherent with the original framework of parallel coordinates dealing with
quantitative variables.

In figure § a parallel coordinate plot of 50 rules of different order is shown.
It is evident that in such a case it is not possible to identify disjoint groups of
items so that there is an overlapping of the polylines.

Catsize
Domestic
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i

>4 Legs
4Legs

5
"
;\Q‘
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0Legs

Y

X

W
X
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e;\\‘
2\
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Breathes

W

Backbone
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~—

Predator
Aquatic
Hairborne
Milk
Eggs
Feather

Hair

Fig. 8. The parallel coordinate plot proposed by Yang

In the visualization proposed by Bruzzese et al. [5] each antecedent item is a
dimension of the graph and it spans according to the utility provided to each
rule. The utility of an item ¢ in the antecedent of a rule R is measured by an
index called Item Utility (IU) based on the comparison between the confidence
of the rule with or without item 4. Considering the rule x,y — z the Item Utility
of the y item was defined as follows:

3 The representation proposed by Kopanakis et al. is not described because it is limited
to quantitative AR.



Visual Mining of Association Rules 113

Oz,y—>z - Oz—>z

11U, =
Y maz(Cus; Cpy—z)

(3)

It is a matter of fact that the transactions holding both the x and y items, still
contain some transactions sharing the y item. In order to manage the spurious
presence of the y item in the rule x — z, it is more appropriate to compare
the confidence of the rule Ry = x,y — z with the confidence of the rule Ry =
x,—y — z where —y denotes the absence of the y item in a transaction. An
enhanced item utility, called NIU, is proposed as follows:

Cr — Cr(-i)

NIU; =
maz(Cr; Cr(-i))

(4)
where i is a generic antecedent item of the rule R and R(—i) represents the rule
R free of the 4 item.

It results that the NIU stresses the importance or the uselessness of an an-
tecedent item with respect to the IU as is shown in figure [O where a graphical
comparison among the two indexes is given. Considering each square as a trans-
action, in figure Bh the confidence of the rule z,y — z is equal to 1; in [@b the
confidence of the rule x — z is equal to g showing that the y item is useful as
the confidence decreases when it is not considered. Taking into account the rule
x,—y — z (figure @c) which has a confidence equal to 0, the importance of the

y item is highlighted because there are no transactions holding z and z without
holding y too.

|><
|><
|><

Rule: x, y-—->z Rule: x>z Rule: x, |y >z

(a) (b) (c)

Fig. 9. A graphical comparisong beetwen the IU and the NIU for the y item

The NIU ranges in the interval | — 1;1]. The value -1 is not included in
the interval as it refers to rules with confidence equal to 0 which can never be
mined. If NIU; € | — 1;0[, the 7 item is harmful and the rule can be pruned
as the intersection between the 7 item and the other antecedent items is not
relevant for the prediction of the consequence. If NIU; € ]0; 1], the item is useful
as its interaction with the other antecedent items improves the capability to
explain the consequence. The case NIU=0 refers to the presence of a redundant
item as its presence in a transaction doesn’t add further information. From a
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O—O—0

Fig. 10. The graph representation of the rule x,y — z when z and y are conditionally
independent given z

probabilistic point of view the case NIU = 0 for the y item in the rule z,y — 2
means that z and y are conditionally independent given z and the rule can be
represented as a directed acyclic graph (Figure [[0) where the link between the
item y and the item z goes through = (metaphorically x screens off z form y).

A view of the discovered rules can be obtained plotting on parallel coordinates
the NIU of each item belonging to the antecedent of a rule.

Some of the interaction tools of parallel coordinates [I7] are exploited in order
to visualize, interpret and reduce the number of rules. In particular, data analysis
can be facilitated by:

— selecting a subgroup of rules with one or more items below a specified NIU
threshold in order to remove selected lines from the plot;

— identifying axes (items) with very dense positive values, given a consequence,
in order to highlight items with a high explicative power;

— adding two supplementary dimensions corresponding to the support and
confidence of the rules in order to remove those rules with values of these
parameters below a specified threshold;

— selecting high confidence rules in order to identify sets of items involved in
very strong associations;

— changing the order of the dimensions on the basis of NIU distributions.

In figure[[Ta plot of 736 rules with a common consequence ( Toothed) is shown.
Each rule is represented as a line joining the axis corresponding to its antecedent
items, to its confidence and support values. The most explicative items (0 Legs,
4 Legs, Backbone, Fins, Milk) and the most critical items (2 Legs, Eggs) can
be easily identified respectively as the ones with very dense positive or negative
NIU values.

The empirical evaluation of the item utility must be accomplished with the
assessment of its statistical significance in order to obtain an overall measure of
the importance of each item in a rule. At this aim a statistical test is introduced
to verify whether the difference between the two confidences is equal or greater
than 0. Let Cr, be the confidence of the rule Ry = z,y — 2z and Cp, be the
confidence of the rule Ry = x, -y — 2. The test is performed starting from the
following hypothesis:

Hy: Cpr, = Chp, Hy:Cpr, > Chp, (5)
Under the null hypothesis the test statistics Tnry:
CRI - CR2

Tniv =
\/C*(l ]
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Fig. 11. The parallel coordinates plot of rules with consequence equal to Toothed

approximates a standard normal distribution given that n, , and n, -, are suf-
ficiently large. The term C* refers to the estimate of the conjoint proportion:

n.’L‘ Y,z + n.’L‘ Y,z

* Y sy Y,

= (7)
Ng,y T Ng,—y

From equation [] it follows that C'* measures the confidence of the rule R* =
x — z.

When we deal with one-to-one rules, the test statistics Ty given in equa-
tion [0 is equal to the Difference of Confidence (Doc) test statistic proposed in
[14] where the confidence of a rule is compared with the confidence of the rule
obtained considering the same consequence but the negation of the whole an-
tecedent set of items. The test can be used to prune those rules where at least
one antecedent item has a NIU not significantly greater than 0 because the in-
teraction among all the antecedent items is not relevant and a lower order rule
must be retained.

Figure shows a parallel plot of the 60 rules that survived the test with
a significance level of 0.05. The set of rules is characterised by high confidence
values and by a strong interaction among the shared items, with NIU values
often equal to 1.

4.8 Factorial Planes

As a matter of fact, the number of extracted rules, and even the number of rules
after pruning, are huge, which makes manual inspection difficult. A factorial
method can be used to face this problem because it allows to synthesize the
information stored in the rules and to visualize the associations structure on
2-dimensional graphs.
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Fig. 12. The parallel coordinate plot of rules with consequence equal to Toothed after
pruning

The rules being synthesized are stored in a data matrix where the number
of n rows is equal to the number of rules and the number of columns (p =
Dif + Pthen) corresponds to the total number of different items, both in the
antecedent part (p;¢) and in the consequent part (pipen) of the n rules. Each
rule is coded by a binary array assuming value 1 if the corresponding column
item is present in the rule and value 0 otherwise. The well known confidence
and support measures are also considered as added columns. The final data
matrix has thus n x (pif + Pthen +2) dimensions and it can be analysed through
the Multiple Correspondence Analysis (MCA) ([3], [9]) that allows to represent
the relationships among the observed variables, the similarities and differences
among the rules and the interactions between them. MCA allows to reduce the
number of original variables finding linear combinations of them, the so called
factors, that minimize the deriving loss of information due to the dimensionality
reduction. Different roles are assigned to the columns of the data matrix: the
antecedent items are called active variables and they intervene directly in the
analysis defining the factors; the consequent items and the support and the
confidence values are called supplementary variables because they depend from
the former and are projected later on the defined factorial planes.

Referring at the zoo data set, the rules survived to a pruning process [6] are
1447 and they involve 16 different itemdd both in the antecedent part (p;f) and
in the consequence (pipen). The set of rules should thus be represented in a 16-
dimensional space and the set of items in a 1447-dimensional space. In order
to reduce the number of original variables through the factors, it is necessary
to evaluate the loss of information deriving or the variability explained by the
retained factors. According to the Benzcri approach [3] for the evaluation of the
explained variability in case of MCA, in table [3 the explained variability and
the cumulative variability is shown. The first two factors share more than the

1 Venomous, Domestic and >/ Legs are the items removed by the pruning procedure.
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Table 3. Total inertia decomposition

Factor % of Cumulative
variability %
1 44 Q4 FRERRR R R R R R
9 40 QY R A A A AR AR A K
3 12 0f  FHERRRR Rk
4 4 100 k¥**

80% of the total inertia and they correspond to the highest change in level in
the percentage of variability.

Once the MCA is performed it is possible to represent the rules and the items
on reduced dimensions subspaces: the factorial planes allowing to explain at
least a user defined threshold of the total variability (in the zoo example, the
first factorial plane) or a user defined factorial plane or the factorial plane best
defined by a user chosen item.

Different views on the set of rules can be obtained exploiting the results of
the MCA.

1. Items Visualization. A graphical representation of the antecedent and the
consequent items is provided by the factorial plane where the item points
have a dimension proportional to their supports and the confidence and the
support are represented by oriented segments linking the origin of the axes to
their projection on the plane. In Figure[[3] the active and the supplementary
items are visualized together with the confidence and support arrows.

Privileged regions characterized by strong rules can be identified in case of
high coordinates of the confidence and the support because their coordinates
represent the correlation coefficients with the axes.

The proximity between two antecedent items shows the presence of a set
of rules sharing them while the proximity between two consequent items is
related to a common causal structure. Finally, the closeness between an-
tecedent items and consequent items highlights the presence of a set of rules
with a common dependence structure.

2. Rules Visualization. Another view on the mined knowledge is provided
by the rules representation on the factorial plane. Graphical tools and in-
teractive features can help in the interpretation of the graph: the rules are
represented by points with a dimension proportional to their confidence, the
proximity among two or more rules shows the presence of a common structure
of antecedent items associated to different consequences, a selected subset of
rules can be inspected in a tabular format. For example in table[d] the subset
of the rules selected in figure [[4] is listed.

It is worth of notice that this subset of rules is very close on the plane be-
cause they have similar antecedent structures sharing at least one item, even
some rules overlap because they have exactly the same antecedent structure.
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Fig. 14. The rules representation

It is possible to imagine to transform the set of overlapping rules into a
higher order macro-rule obtained linking the common behaviour described
by the antecedent items to the logical disjunction of the different consequent
items.
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Table 4. Description of a subset of overlapping rules

Rule Antecedent Consequence Conf. Sup.
899 Hair & Milk & Breathes & Catsize  Toothed 0.97 0.29
900 Hair & Milk & Breathes & Catsize  Backbone 1.00 0.30
901 Hair & Milk & Breathes & Catsize 4 legs 0.83 0.25
892 Hair & Milk & Breathes & 4 legs Toothed 0.97 0.30
893 Hair & Milk & Breathes & 4 legs Backbone 1.00 0.31
894 Hair & Milk & Breathes & 4 legs Tail 0.90 0.28
1257 Milk & Breathes & 4 legs & Catsize Hair 1.00 0.25
1258 Milk & Breathes & 4 legs & Catsize Toothed 0.96 0.24
1259 Milk & Breathes & 4 legs & Catsize Backbone 1.00 0.25
1260 Milk & Breathes & 4 legs & Catsize Tail 0.92 0.23
1024 Hair & Breathes & 4 legs & Catsize Milk 1.00 0.25
1025 Hair & Breathes & 4 legs & Catsize Toothed 0.96 0.24
1026 Hair & Breathes & 4 legs & Catsize Backbone 1.00 0.25
1027 Hair & Breathes & 4 legs & Catsize Tail 0.92 0.23
IF aquatic
o THEN fins
OTHEN 0 legs
@THEN aquatic
‘HENyan‘aiw
IF toothed  |F predator
IF backbol
-05f
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| . . THEN tail IF breathes
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Fig. 15. The Conjoint representation

3. Conjoint Visualization. The factorial planes features allow to visualize
simultaneously the items and the rules. In the conjoint representation, aside
from a scale factor, each rule is surrounded by the antecedent items it holds
and vice versa each item is surrounded by the rules sharing it. By linking
two or more active items it is possible to highlight all the rules that contain
at least one of the selected items in the antecent. For example in figure
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two groups of rules have been closed inside the polygons joining the items
they share in the antecedent.

5 Concluding Remarks

Association Rules Visualization is emerging as a crucial step in a data mining
process in order to profitably use the extracted knowledge. In this paper the
main approaches used to face this problem have been discussed. It rises that,
up to day, a compromise have to be done between the quantity of information
(in terms of number of rules) that could be visualized and the depth of insight
that can be reached. This suggests that there is not a winning visualization but
their strength lies in the possibility to exploit the synergic power deriving from
their conjoint use. Moreover, it is advisable a stronger interaction among the
visualization tools and the data mining process that should incorporate each
other.
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