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Introduction

About IFMBE 

The International Federation for Medical and Biological Engineering (IFMBE) was established in 1959 to provide medical 
and biological engineering with a vehicle for international collaboration in research and practice of the profession. The Fed-
eration has a long history of encouraging and promoting international cooperation and collaboration in the use of science and 
engineering for improving health and quality of life. 

The IFMBE is an organization with membership of national and transnational societies and an International Academy. At 
present there are 52 national members and 5 transnational members representing a total membership in excess of 120 000 
worldwide. An observer category is provided to groups or organizations considering formal affiliation. Personal membership 
is possible for individuals living in countries without a member society The International Academy includes individuals who 
have been recognized by the IFMBE for their outstanding contributions to biomedical engineering. 

Objectives
The objectives of the International Federation for Medical and Biological Engineering are scientific, technological, literary, 
and educational. Within the field of medical, clinical and biological engineering it’s aims are to encourage research and the 
application of knowledge, and to disseminate information and promote collaboration. 

In pursuit of these aims the Federation engages in the following activities: sponsorship of national and international meet-
ings, publication of official journals, cooperation with other societies and organizations, appointment of commissions on 
special problems, awarding of prizes and distinctions, establishment of professional standards and ethics within the field, as 
well as other activities which in the opinion of the General Assembly or the Administrative Council would further the cause 
of medical, clinical or biological engineering. It promotes the formation of regional, national, international or specialized 
societies, groups or boards, the coordination of bibliographic or informational services and the improvement of standards in 
terminology, equipment, methods and safety practices, and the delivery of health care. 

The Federation works to promote improved communication and understanding in the world community of engineering, 
medicine and biology. 

Activities
Publications of IFMBE include: the journal Medical and Biological Engineering and Computing, the electronic magazine 
IFMBE News, and the Book Series on Biomedical Engineering. In cooperation with its international and regional confer-
ences, IFMBE also publishes the IFMBE Proceedings Series. All publications of the IFMBE are published by Springer Ver-
lag. The Federation has two divisions: Clinical Engineering and Health Care Technology Assessment. 

Every three years the IFMBE holds a World Congress on Medical Physics and Biomedical Engineering, organized in co-
operation with the IOMP and the IUPESM. In addition, annual, milestone and regional conferences are organized in different 
regions of the world, such as Asia Pacific, Europe, the Nordic-Baltic and Mediterranean regions, Africa and Latin America. 

The administrative council of the IFMBE meets once a year and is the steering body for the IFMBE: The council is sub-
ject to the rulings of the General Assembly, which meets every three years. 

Information on the activities of the IFMBE are found on its web site at: http://www.ifmbe.org. 



VI Introduction

BSN 2007 Conference Committees 

Conference Chairs 

Thomas Falck, Philips Research Europe, Germany 
Steffen Leonhardt, RWTH Aachen University, Germany 
Petri Mähönen, RWTH Aachen University, Germany 

Program Committee 

Paolo Bonato, Harvard Medical School, USA 
Terry Dishongh, Intel, USA 
Leonard Fass, GE Healthcare, UK 
Thomas Gries, RWTH Aachen University, Germany 
Bert Gyselinckx, IMEC, Belgium 
Holger Karl, University of Paderborn, Germany 
Malte Kelm, RWTH Aachen University Clinic, Germany 
David Krebs, MIT, USA 
Torsten Linz, Fraunhofer IZM, Germany 
Nigel Lovell, University of New South Wales, Australia 
Paul Lukowicz, University of Passau, Germany 
Andreas Lymberis, European Union, Belgium 
Winfried Mokwa, RWTH Aachen University, Germany 
Wolfgang Niederlag, Krankenhaus Dresden Friedrichstadt, 
Germany 
Joe Paradiso, MIT, USA 
Adrian Perrig, Carnegie Mellon University, USA 
Rolf Rossaint, RWTH Aachen University Clinic, Gemany 
Ivo Salmärä, Microsoft, USA 
Thomas Schmitz-Rode, RWTH Aachen University Clinic, 
Germany 

Frank Siegemund, European Microsoft Innovation Center, 
Germany 
Morris Sloman, Imperial College, UK 
Wilhelm Stork, Karlsruhe University, Germany 
Chris Toumazou, Imperial College, UK 
Gerhard Tröster, ETH Zurich, Switzerland 
Martin Westhofen, RWTH Aachen University Clinic, 
Germany 
Hans-Jürgen Wildau, Biotronik, Germany 
Paul Wright, University of California at Berkeley, USA 
Guang-Zhong Yang, Imperial College, UK 
Yuan-Ting Zhang, The Chinese University of Hong Kong, 
China 

Additional Reviewers 

Akram Alomainy, Oliver Amft, Louis Atallah, Heribert 
Baldus, Stacy Morris Bamberg, Fernando Brunetti, 
Javier Espina, Oscar Garcia Morchon, Daniel Garrison, 
Sye Loong Keoh, Jens Mühlsteff, Matthias Steffen,  
Olaf Such, Stephan Tobies, Lei Wang 

Local Organizers 

Lisa Beckmann, RWTH Aachen University, Germany 
Margret Frey, Philips Research Europe, Germany 
Evgeny Osipov, RWTH Aachen University, Germany 
Janne Riihijärrvi, RWTH Aachen University, Germany 
Matthias Steffen, RWTH Aachen University, Germany 



Contents VII

Contents

Communication I 
Modelling and Characterisation of a Compact Sensor Antenna for Healthcare Applications .........................................  3 
Alomainy, Akram; Hao, Yang; Pasveer, Frank 

Performance Analysis of 802.15.4 and 802.11e for Body Sensor Network Applications ...................................................  9 
Cavalcanti, Dave; Schmitt, Ruediger; Soomro, Amjad 

Low Energy On-Body Communication for BSN.................................................................................................................  15 
Yoo, Hoi-Jun; Song, Seong-Jun; Cho, Namjun; Kim, Hye-Jeong 

Smart Textiles 
Bioimpedance Spectroscopy with Textile Electrodes for a Continuous Monitoring Application...................................  23
Medrano, Guillermo; Beckmann, Lisa; Zimmermann, Nadine; Grundmann, Tim; Gries, Thomas; Leonhardt, Steffen 

Contactless EMG Sensors Embroidered onto Textile ........................................................................................................  29 
Linz, Torsten; Gourmelon, Lena; Langereis, Geert  

Bio-sensing Textiles - Wearable Chemical Biosensors for Health Monitoring.................................................................  35 
Coyle, Shirley; Wu, Yanzhe; Lau, King-Tong; Brady, Sarah; Wallace, Gordon; Diamond, Dermot 

Posters
Wearable Joint-Angle Measurement with Modulated Magnetic Field from L/C Oscilators..........................................  43
Barry, Michael; Grünerbl, Agnes; Lukowicz, Paul 

In-body Wireless Communication Made Real ....................................................................................................................  49 
Higgins, Henry 

The PSI Board: Realizing a Phone-Centric Body Sensor Network...................................................................................  53 
Pering, Trevor; Zhang, Pei; Chaudhri, Rohit; Anokwa, Yaw; Want, Roy 

Groggy Wakeup - Automated Generation of Power-Efficient Detection Hierarchies for Wearable Sensors ...............  59 
Benbasat, Ari Y.; Paradiso, Joseph A. 

A Low Power Compression Processor for Body Sensor Network System ........................................................................  65 
Kim, Hyejung; Choi, Sungdae; Yoo, Hoi-Jun 

Path Loss For Short Range Telemetry.................................................................................................................................  70 
Liu, Yong; Contractor, Kairaz; Kang, Yunjuan 

Acoustic Monitoring of Lung Sounds for the Detection of One Lung Intubation............................................................  75 
Tejman-Yarden, Shai; Zlotnik, Alex; Weizman, Lior; Tabrikian, Joseph; Cohen, Arnon; Weksler, Nathan; Gurman, Gabriel M. 

Automatic Step Detection in the Accelerometer Signal......................................................................................................  80 
Ying, Hong; Silex, Carmen; Schnitzer, Andreas; Leonhardt, Steffen; Schiek, Michael 

EMFi in Wearable Audio Applications................................................................................................................................  86 
Kärki, Satu; Salpavaara, Timo; Lekkala, Jukka 

Policy-based Management for Body-Sensor Networks.......................................................................................................  92 
Keoh, Sye Loong; Twidle, Kevin; Pryce, Nathaniel; Schaeffer-Filho, Alberto Egon; Lupu, Emil; Dulay, Naranker;  
Sloman, Morris; Heeps, Steven; Strowes, Stephen; Sventek, Joe; Katsiri, Eleftheria 

Design Issues and Implementation of Query-driven Healthcare System Using Wireless Sensor Ad-hoc Network......  99 
Chung, Wan-Young; Walia, Gaurav; Lee, Young-Dong; Myllyla, Risto 



VIII Contents

The Development of an In-vivo Active Pressure Monitoring System .............................................................................  105 
Lin, C.K.; Jea, David; Dabiri, Foad; Massey, Tammara; Tan, Robert; Sarrafzadeh, Majid; Srivastava, Mani; Schulam, Peter;  
Schmidt, Jacob; Montemagno, Carlo D. 

Optimizing On-Chip Piezoelectric Energy Scavenging for Integration of Medical Sensors  
with Low-Power Wireless Electronics ...............................................................................................................................  111 
Reilly, Elizabeth; Miller, Lindsay; Wright, Paul 

A Smart Phone-based Personal Area Network for Remote Monitoring of Biosignals..................................................  116 
Moron, Maria Jose; Luque, Jose Rafael; Botella, Antonio Angel; Cuberos, Emilio Jesus; Casilari, Eduardo;  
Diaz-Estrella, Antonio 

Real-Time Pervasive Monitoring for Postoperative Care................................................................................................  122 
Lo, Benny; Atallah, Louis; Aziz, Omer; El ElHew, Mohammed; Darzi, Ara; Yang, Guang-Zhong 

Embedded Real-Time Heart Variability Analysis............................................................................................................  128 
Katsiri, Eleftheria; Ho, Mel; Wang, Lei; Lo, Benny; Toumazou, Chris  

Behaviour Profiling with Ambient and Wearable Sensing ..............................................................................................  133 
Atallah, Louis; ElHelw, Mohammed; Pansiot, Julien; Stoyanov, Danail; Wang, Lei; Lo, Benny; Yang, Guang Zhong 

Role of Signal Processing in Wearable Devices: Application to Sleep Evaluation ........................................................  139 
Bianchi, Anna M.; Villantieri, Omar; Mendez, Martin; Cerutti, Sergio 

Evaluation of a Wireless Pulse Oximetry Monitoring System in Infants: the BBA Bootee ..........................................  143 
Jean-Luc, Weber; Yves, Rimet; Eric, Mallet; Dominique, Ronayette; Caroline, Rambaud; Christian, Terlaud;
Yves, Brusquet; Christian, Dageville; Marc, Lubtrano; Blanc, David; Silve, Jerome; Lerda, Olivier; Klefstad-Silvonville,  
Francis; Netchiporouk, Larissa I. 

Electrochemical Noise Properties of Different Electrode Materials in Different Electrolytes .....................................  149 
Riistama, Jarno; Lekkala, Jukka 

Smart Textiles for Automotive: Application to Airbag Development ............................................................................  155 
Drean, Emilie; Schacher, Laurence; Adolphe, Dominique; Bauer, François 

Celeritas – A Wearable Sensor System for Interactive Digital Dance Theatre..............................................................  161 
O'Flynn, Brendan; Torre, Giuseppe; Fernstrom, Mikael; Winkler, Todd; Lynch, Andy; Barton, John; Angove, Philip;  
O'Mathuna, S. Cian 

The Use of Telemetry-Evoked Compound Action Potentials (TECAP) in Cochlear Implantation .............................  166 
Ilgner, Justus; Döring, Wolfgang H.; Westhofen, Martin 

Medical Sensors of the BASUMA Body Sensor Network ................................................................................................  171 
Loew, Noya; Winzer, Klaus-Jürgen; Becher, Gunther; Schönfuß, Dirk; Falck, Thomas; Uhlrich, Günter; Katterle, Martin;  
Scheller, Frieder W. 

On-Body Sensors 
Reflective Photoplethysmograph Earpiece Sensor for Ubiquitous Heart Rate Monitoring .........................................  179
Wang, Lei; Lo, Benny; Yang, Guang-Zhong  

Multi-Axis Inertial Measurement Units Measuring Human Posture and Motion.........................................................  184 
Trächtler, Martin; Hodgins, Diana; Kenney, Laurence; Dienger, Matthias; Link, Thomas; Manoli, Yiannos 

In-Ear Acquisition of Vital Signs Discloses New Chances for Preventive Continuous  
Cardiovascular Monitoring ................................................................................................................................................  189 
Brodersen, Olaf; Roemhild, Dieter; Starke, Dietmar; Steinke, Arndt; Vogel, Stefan 

Micro Capacitive Tilt Sensor for Human Body Movement Detection............................................................................  195 
Zhao, Li; Yeatman, Eric. M. 



Contents IX

Applications 
A System for Wearable Monitoring of Seated Posture in Computer Users ...................................................................  203 
Dunne, Lucy E.; Walsh, Pauline; Smyth, Barry; Caulfield, Brian 

Ambient and Wearable Sensor Fusion for Activity Recognition in Healthcare Monitoring Systems..........................  208 
Pansiot, Julien; Stoyanov, Danail; McIlwraith, Douglas; Lo, Benny; Yang, Guang-Zhong 

Physical Activity Monitoring for Assisted Living at Home..............................................................................................  213 
Jafari, Roozbeh; Li, Wenchao; Bajcsy, Ruzena; Glaser, Steven; Sastry, Shakar 

Wearable Computing 
BLIG: A New Approach for Sensor Identification, Grouping, and Authorisation in Body Sensor Networks............  223 
Andersen, Jacob; Bardram, Jakob E. 

Approximate Data Collection using Resolution Control based on Context....................................................................  230 
Jea, David; Wu, Winston; Kaiser, William; Srivastava, Mani B. 

Recognizing Soldier Activities in the Field ........................................................................................................................  236 
Minnen, David; Westeyn, Tracy; Ashbrook, Daniel; Presti, Peter; Starner, Thad 

Probabilistic Parsing of Dietary Activity Events...............................................................................................................  242 
Amft, Oliver; Kusserow, Martin; Tröster, Gerhard 

Communication II 
An All-Detailed Architecture of a RF Wireless Transmitter ...........................................................................................  251 
Melliti, Mourad; Hasnaoui, Salem 

Towards Plug-and-Play Interoperability for Wireless Personal Telehealth Systems....................................................  257 
Schmitt, Lars; Falck, Thomas; Wartena, Frank; Simons, David 

On-Body Measurements and Characterization of Wireless Communication Channel for Arm and Torso  
of Human ..............................................................................................................................................................................  264 
Reusens, Elisabeth; Joseph, Wout; Vermeeren, Gunter; Martens, Luc 

In-Body Sensors 
Healthy Aims Overview.......................................................................................................................................................  273 
Hodgins, Diana 

Communication and Control for Reanimating Paralyzed Limbs via a Network of Wireless Micro-Implants ...........  278 
Rodriguez, Nuria; Weissberg, Jack; Loeb, Gerald E. 

Minimizing Thermal Effects of In Vivo Body Sensors .....................................................................................................  284 
Garrison, Daniel 

Subjects Index .................................................................................................................................................................  291 

Authors Index..................................................................................................................................................................  295 



 
 

 

 

 

 

1st Session 
Communication I 

 

 
 



Modelling and Characterisation of a Compact Sensor Antenna for
Healthcare Applications

Akram Alomainy1, Yang Hao1 and Frank Pasveer2

1Department of Electronic Engineering, Queen Mary, University of London, London, United Kingdom
2Healthcare Devices and Instrumentation, Philips Research Europe, Eindhoven, The Netherlands

Abstract— The paper presents a planar compact antenna
structure used in sensors aimed at healthcare applications.
Antenna performance is numerically investigated with regards to
impedance matching, radiation patterns, gain and efficiency. The
compact size of the sensor causes the antenna to be susceptible to
variable changes caused by the presence of lumped components.
The study illustrated the importance of including full sensor
details in determining and analysing the antenna performance.
The body-worn sensor performance is also demonstrated and
effects on antenna parameters are analysed, specifically radiated
power, efficiency and front to back ratio of radiated energy. Radio
propagation characterisation of the sensor operation in stand
alone and on-body scenarios are introduced. Improvements are
necessary in antenna design, matching circuitry and also sensor
layout for better coverage and for obtaining maximum achievable
communication range to produce efficient and reliable medical
telemetry and monitoring systems.

Index Terms— Healthcare sensor, compact antenna, wearable
device, numerical modelling, efficiency.

I. INTRODUCTION

Wireless body area networks (WBAN) provide promising
applications in medical sensor systems and personal entertain-
ment technologies [1]-[2]. They present the apparent option
for efficient, flexible systems with constant availability, re-
configurability, unobtrusiveness and true extension of a hu-
man’s mind. The idea of a body area network was initiated
for medical purposes in order to keep continuous record of
patient’s health at all times. Sensors are placed on the human
body to measure specified parameters and signals in the body,
e.g. blood pressure, heart signals, sugar level, temperature, etc.

Antennas are essential part of WBAN and their complexity
depends on the radio transceiver requirements and also on the
propagation characteristics of the surrounding environments.
For the conventional long to short wave radio communication,
conventional antennas have proved to be more than sufficient
to provide desired performance minimising the restrains on
cost and production time. On the other hand, for todays and
tomorrows communication devices, the antenna is required to
perform more than one task or in other words the antenna
needs to operate at different frequencies to account for the
increasing new technologies and services available to the user,
e.g. systems on pills [5] and miniaturised sensors [6]. For
wireless sensor applications, antennas need to be efficient and
immuned from frequency and polarisation detuning. Under-
standing the antenna radiation pattern for wireless sensors,
specifically when applied for body-worn applications, is vital
in determining the sensor performance. It is also important to

specify how coupling into the propagation mode which may
be a surface wave or free space wave or a combination of both
occurs.

This paper presents sensor designs and modules developed
by the group Healthcare Devices and Instrumentation, Philips
Research, for operation in the unlicensed ISM band (2.4 GHz).
Maximum achievable coverage range is to be delivered by
the sensor with respect to the transceiver sensitivity levels.
Modelling and characterisation of the antenna deployed in
the full sensor are discussed and investigated with regards
to surrounding components and data connectors (full sensor
details are included). Antenna enhancement techniques are
demonstrated to improve impedance matching and hence an-
tenna efficiency. Radio channel characterisation of propagation
from a wearable sensor is also presented and cross-referenced
with numerical simulation results for validation.

II. ANTENNA REQUIREMENTS

The sensor antenna design is restricted by many factors
including the sensor size, chips placement, lumped element
locations and flexibility of the sensor structure to be shuffled
with minimum cost and changes to antenna performance.
Figure 1 shows photographs of the sensor transceiver layer
and the prototype module fabricated. A schematic design of
the modelled sensor antenna and also an exploded diagram of
the proposed sensor is illustrated in Fig. 2.

The current antenna deployed in the sensor design is a
printed quarter wavelength monopole, etched on the edge
of the circular PCB board. Hence the antenna is designed
with the printed wire wrapping the transceiver chip and other
components. The antenna is derived from the circumference
monopole, which is derived from the bent and inverted L
antenna [7]. The sensor antenna performance is sensitive
to lumped components, pins and copper routings presence.
The surrounding and adjacent components are modelled as a
perfect conductor block around which the antenna is printed.
The PCB board includes ground plane and supply voltage
copper sheets.

When a monopole is placed or printed on a dielectric
material with permittivity other than 1, the antenna dimensions
have to be modified in order to achieve performance at the
frequency of interest. This leads to redefinition of antenna
impedance by the approximation,



(a) (b) (c)

Fig. 1. Photographs of (a) top view of the transceiver layer, (b) bottom view of the transceiver layer and (c) the manufactured prototype sensor

(a) (b)
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Fig. 2. (a) Exploded diagram of the proposed healthcare sensor and (b) dimensions and detailed structure of the modelled sensor including the antenna.

Z (ω, εeff) =
1√
εeff

Z
(√

εeffω, ε0
)

(1)

where εeff is the effective permittivity and ε0 is the vac-
uum permittivity. This leads to the antenna length being
shortened by a factor of 1/

√
εr to ensure the resonance is

at the desired frequency. The metal pins and copper lines
provide an extension to the antenna which increases the
impedance value expected, however, due to the capacitive
coupling between the antenna and surrounding components
the antenna impedance tends to decrease comparing to the
general monopole impedance of 36 Ω. Therefore, the radiation
characteristics of the antenna are directly affected; hence
changes in antenna gain and efficiency are expected.

III. NUMERICAL ANALYSIS OF ANTENNA PERFORMANCE

A. Initial Design

The antenna design deployed in the proposed sensor is
numerically analysed using the Finite Element Method (FEM)
utilised in the High Frequency Structure Simulator (HFSS),
AnsoftTM. The printed circular monopole antenna is modelled
on FR4 substrate (εr=4.6 and thickness of 0.3mm). The
printed antenna thickness is 35μm and the width of the
line is 150μm. The ground and supply voltage layers added
have a diameter of 5.5mm, thickness of 17.5μm each and
separation between the layers of 80μm. The actual antenna
length is 31.5mm (approximately quarter wavelength of the
required frequency, 2.4GHz). The complex impedance at the

RF transceiver differential output is 115+j180 , therefore a
matching circuit is applied in order to match the output to the
single-ended monopole (matching to 50Ω) [10].

Figure 3 presents the return loss of the sensor antenna
when only one layer is modelled in comparison to full sensor
modelling. The one layer model includes the printed antenna,
the transceiver chip and PCB board. The figure illustrates
the significance of considering full structure modelling in
characterising small antenna designs integrated with radio
systems. The return loss of the antenna demonstrates the effect
of the connectors on reducing the resonance frequency due to
increase in electric length of the antenna caused by connectors
current distribution. The calculated antenna gain is -1.2 dB
with radiation efficiency of 48%.

B. Performance Enhancement

Investigating the impedance of the current sensor antenna,
the real part of the antenna impedance is calculated as 11Ω.
In general monopole antennas have impedance of 36Ω; how-
ever, this impedance is dependent on shape and size of the
antenna. The bend shown in current antenna design causes the
inductive reacting part to increase in comparison to capacitive
reactance and reduces the real impedance part. Therefore, one
solution is to modify the current matching circuit to match
complex transceiver impedance 115 + j180Ω to 11Ω. Figure
3 shows the return loss of one layer and full sensor antenna
models when a modified matching circuit is applied and the
improved impedance matching is apparent for both cases at

4



-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

1 1.5 2 2.5 3 3.5 4

Frequency (GHz)

R
e
tu

rn
L

o
s
s

(d
B

)

One Layer Model

Full Sensor

One Layer Matched

Full Sensor Matched
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the frequency of interest.
Initial analysis of the monopole impedance at 2.4GHz

demonstrated the effect of adjacent components on antenna
performance and hence antenna impedance. The antenna has
a calculated complex impedance of 35 + j320Ω at 2.4GHz.
Another solution of the impedance matching problem is to
introduce A 0.2pF capacitor at the antenna input to match the
antenna to the 50Ω impedance seen at the current matching
circuit output (recommended by transceiver data sheet [10]).
Figure 4 presents the sensor antenna return loss and the
resulting narrowband response caused by capacitor addition.
The 3D antenna radiation pattern at 2.4GHz is shown in Fig.
5. The pattern is different from that of a conventional vertical
monopole due to introduced bend and also the effect of sur-
rounding elements. The antenna gain calculated numerically
is around 1.6dB with efficiency of 77% which demonstrates
improvements in both impedance matching and antenna ra-
diation and hence total antenna efficiency in comparison to
the unmatched antenna design discussed above. This illustartes
the potential extended coverage area served by the sensor with
simple and reliable performance enhancement techniques. The
modelled sensor structure includes two layers of modules in
comparison to four illustrated in the prototype photograph in
Fig. 1. Two layers proved to be sufficient enough for obtaining
reliable data.

IV. BODY-WORN SENSOR MODELLING

Body-worn sensor antenna performance is numerically in-
vestigated using the finite integral technique (FIT) utilised
in CST Microwave StudioTM. The sensor is placed on the
human chest, as shown in Fig. 6, with the antenna ra-
diating element normal to the body. The used model is
the commonly available detailed multi-layer human model,
namely the visible male model developed by the US air force
(http://www.brooks.af.mil/AFRL/HED/hedr/). The simulated
return loss of the sensor shows the slight detuning due to
presence of lossy tissues with sensor placed 2mm away from
the body, Fig. 7. Although the detuning effect is minimum,
the narrowband nature of the antenna (with capacitor used for
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Fig. 4. Simulated return loss of sensor antenna in free space with resonance
around the desired frequency.

Fig. 5. Sensor antenna radiation pattern numerically calculated at 2.4GHz.

matching) signifies such changes and its direct influence on
radiated energy.

The antenna gain when placed on the body is increased to
2.4dB caused by reflections from the human body, which at
this high frequency is considered as a large reflector due to
high losses and also very small penetration depth. The azimuth
plane radiation patterns shown in Fig. 8 illustrate the effect
of human body on the antenna performance and the reduced
radiated power in the backward direction with front to back
ration of around 25-30 dB. This is clearly demonstrated in
Fig. 9, which presents the electric field distribution around
the human body at 2.4 GHz in both vertical and horizontal
planes. The field distribution defines clearly the creeping
waves created by diffraction of propagating waves around the
body curvature and also the power absorption with regards to
front to back power ratio.

V. RADIO PROPAGATION CHARACTERISTICS OF THE

SENSOR ANTENNA

The spatial performance of the sensor antenna is anaylsed
experimentally in free space (anechoic chamber measurement).

5



Fig. 6. Sensor placed on the male model provided by the visible US human
project.
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Fig. 7. Return loss for capacitor matched sensor antenna with resonance at
2.4 GHz when place in free space and on the body.

-20

-10

0 dB

30

210

60

240

90

270

120

300

150

330

180 0

Off-Body ( � =0, Azimuth)
Off-Body ( � =90, Elevation)

On-Body ( � =0, Azimuth)
On-Body ( � =90, Elevation)

Back Front

Fig. 8. Radiation pattern of sensor antenna when placed in free space and
on the body in both aziuth and elevation planes (Fig. 5).

The sensor is placed on a turn-table with angular variations
of 00 to 3600. The sensor is used as transmitting unit and
a microstrip patch antenna connected to a spectrum analyser
acts as a receiving node. The patch antenna is placed 88 cm
away from the transmitting sensor. The sensor is placed on the
turn-table in horizontal and vertical orientations to investigate
polarisation effect on propagation channel. Similar setting is
repeated when the sensor is worn by the user (similar position
presented in Fig. 6). The spectrum analyser received spectrum
demonstrated a picked signal at 2.405GHz, which is covered
by both sensor and patch antennas.

Figure 10 shows measured co-polar and cross-polar patterns
of the sensor antenna radiation performance in free space and
also when placed on the body with the antenna normal to

(a) (b)

Fig. 9. Electric field distribution around the human body induced by the sensor antenna in (a) Horizontal (top view) and (b) Vertical (side view).
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the body. When the body shadows the communication link
between Tx-Rx nodes, at around 1800 the loss due to the
body shadowing is around 30dB, which agrees with results
aforementioned from numerical analysis. The angular patterns
in Fig. 9 present reasonable omni-directional behaviour of the
sensor antenna with maximum variation of 8-10dB for free
space cases (off-body).
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Fig. 10. Received power pattern when Tx (Sensor) is placed 88cm from a
receiving patch antenna for horizontal and vertical sensor placements.

Following the set-up described above, path loss analysis
of the radio channel between the transmitting sensor and the
patch for cases where the sensor is placed in free space and on
the body in the anechoic chamber and in indoor environment
is performed. Figure 11 demonstrates the path loss measured
in indoor environment. As predicted from Frii’s path loss
formula, the exponent is lower than that of free space with
a value of 1.3 when the sensor is placed on the body due to
multipath components from the different scatterers. For similar
distances the loss is higher for NLOS cases. The directivity of
the antenna increases when the antenna is placed on the body
due to high losses at 2.4GHz of the human tissues which leads
to an increase in the received power for the same distances
applied in the stand alone sensor scenario.

VI. CONCLUSION

A study of a compact antenna used in sensors aimed
at healthcare applications in the ISM band (2.4 GHz) was
presented. The antenna performance was investigated nu-
merically considering the effect of full sensor structure in
comparison to antenna printed on PCB board model. The
investigation demonstrated the significance of considering the
detailed sensor design in analysing the antenna and radio
propagation performance due to the compact size of the
proposed sensor. The compact size of the sensor and the
careful placement of components surrounding the antenna
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Fig. 11. Indoor measured path loss when sensor placed off and on body
with modelled path loss using the least fit square technique (line related body
standing skip off body).

introduced many challenges in determining and improving the
antenna performance with regards to impedance matching,
gain, efficiency and front to back ratio of radiated energy.
The antenna performance evaluation and radio propagation
characterisation provided promising indications of potential
optimum performance sensor designs.
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Abstract— This paper studies the energy efficiency and 
QoS performance of 802.15.4 and 802.11e MAC protocols for 
body sensor network applications. We simulated a stand-alone 
body sensor network, as well as co-existence scenarios where 
the body sensors operate in the presence of voice, video and IT 
traffic. Our results indicate that although 802.15.4 and 802.11e 
can provide an acceptable compromise between power con-
sumption and QoS in some scenarios, there are situations (e.g. 
co-existence with video and heavy data traffic) in which both 
performance criteria can not be met simultaneously. This 
highlights the need for improving existing MAC protocols or 
designing new solutions that can provide both extremely low 
power and QoS for body sensor networks (BSNs). 

Keywords— BSN, Energy efficiency, QoS, 802.15.4, 802.11 

I. INTRODUCTION  

Recently, there has been increasing interest in Body Sen-
sor Networks (BSN) formed by low-power wireless devices 
placed in, on or around the body. BSNs enable new health-
care and wellness applications, such as long-term monitor-
ing of physiological signs and control of medical implants. 
The two fundamental design challenges in BSNs are energy 
efficiency and Quality of Service (QoS). Energy efficiency 
is key to extend the life-time of battery-powered sensors, 
reduce maintenance costs and avoid invasive procedures to 
replace battery in the case of implantable devices. In par-
ticular, implantable sensors will require power consumption 
as low as tens of μW. On the other hand, QoS provisioning 
is fundamental to achieve reliability and timely data deliv-
ery, which are strict requirements for healthcare applica-
tions, such as patient monitoring. 

Co-existence with other wireless networks is another im-
portant requirement for BSNs. A typical usage scenario 
could be a user wearing sensors to monitor physiological 
signs (e.g. ECG, blood pressure, glucose level, etc…) while 
talking on a Voice over IP (VoIP) WiFi phone or download-
ing a video over the home Wireless LAN (WLAN). In order 
to meet the requirements of BSNs, a wireless technology 
should be able to achieve extremely low power consump-
tion with guaranteed QoS not only in controlled or well 
planed environments, but also in co-existence scenarios 
with other applications and wireless networks. 

Among the several wireless standards available today, 
Zigbee [1] with the IEEE 802.15.4 MAC/PHY [2] has been 
considered as the technology of choice for several BSN 
applications. Although 802.15.4 consumes very low power, 
the figures may not reach the levels required by implantable 
sensors. Even for less critical applications, such as physio-
logical monitoring with external sensors, 802.15.4 has sev-
eral QoS issues [3]-[6]. For instance, it is well known that 
802.15.4 devices operating in 2.4 GHz band suffer serious 
performance degradation due to interference from IEEE 
802.11 WLANs [7] operating on the same band. Although 
the UWB-based 802.15.4a mode is expected to provide 
higher rates and additional robustness, it is still under stan-
dardization and it is not expected to replace the wide range 
of Zigbee/802.15.4 products operating on the 2.4 GHz band. 
Therefore, co-existence between 802.15.4 and other tech-
nologies is still an issue for BSN healthcare applications. 

On the other hand, 802.11 has been considered to con-
sume too much power to be useful for BSNs. However, 
advanced IC designs have lead to several 802.11 low power 
solutions [8]. In addition, the power-save and QoS en-
hancements introduced by 802.11e [9] can also be exploited 
to improve energy efficiency. These enhancements to the 
802.11 protocol may bring about new opportunities. How-
ever, it is unclear whether low-power 802.11e solutions can 
meet low power and QoS required by BSN applications. 

Clearly, there are issues associated with 802.15.4 as well 
as with 802.11 that lead to the question of whether these 
technologies are appropriate for BSNs. In this paper, we 
address this question through a simulation-based analysis of 
the energy efficiency and QoS of both 802.15.4 and 802.11e 
for BSNs. Although other technologies are being considered 
for BSN applications, such as Bluetooth [10], in this paper, 
we focus on 802.15.4 and 802.11e only. In particular, we 
consider the 802.11e Enhanced Distributed Channel Access 
(EDCA) with the 11b PHY mode operating at 11 Mbps, and 
the non-slotted version of the 802.15.4 MAC operating with 
the 250 Kbps PHY mode in the 2.4 GHz band. Moreover, 
we define two generic BSN applications involving a body 
sensor and a gateway node, namely: i) a wave-form real-
time stream; and ii) a real-time parameter measurement 
stream. Then, we consider four networking scenarios where 
a BSN is expected to operate in real-life, and analyze, 



through simulations, whether 802.15.4 and 802.11e would 
meet the energy efficiency and QoS requirements of the 
BSN in each scenario. Firstly, we consider a stand-alone 
BSN, which provides insight on the best performance that 
could be achieved with both 802.15.4 and 802.11e. Then, 
we consider scenarios in which the BSN operates in the 
presence of WLAN interference that includes IT (FTP, e-
mail, http and telnet), VoIP and video. Our results indicate 
that although 802.15.4 is more energy efficient under light 
interference, it has high packet drop rate under video and 
heavy IT interference. In interference scenarios, 802.11e 
with AC_VO category is an alternative to achieve better 
QoS, but at the expense of higher power consumption. 
Therefore, neither solution could provide extremely low 
power consumption while ensuring QoS under all co-
existence scenarios. This highlights the need for improving 
existing MAC protocols or designing new energy efficient 
solutions that support QoS. 

II. BACKGROUND 

A.  BSN Applications 

Healthcare and wellness monitoring through sensors at-
tached to the body are driver applications for BSNs. One 
possible application shown in Fig. 1 includes two sensors 
wirelessly connected to a bedside hub to enable continuous 
monitoring of a patient. The other application in Fig. 1 is a 
wellness/fitness application including two sensors and a 
portable gateway that could provide connectivity to a back-
end monitoring service or display the ECG and other fitness 
related data (e.g. speed, distance, calories, etc.) to the user. 

The sensors in Fig. 1 are few examples of a large number 
of bio-sensors that could be used in healthcare and wellness 
applications. In fact, the development of bio-sensors for 
different body signs and conditions constitutes another 
important research area. Also, future applications would 
include implanted sensors to monitor physiological 
parameters and/or control implanted medical devices. Since 
it is not feasible to study a system with every possible type 
of bio-sensor available, without lack of generality, we 
define two generic models that we believe to accuratly 
represent a wide range of healthcare and wellness 
applications: 
 Wave-form Sensor: generates a data stream of one 185 
bytes packet at every 0.25 seconds to model a real-time 
wave-form between the sensor and a gateway device. 
 Parameter Sensor: generates one packet (37 bytes) per 
second that carries real-time information about one or more 
physiological parameters. 

Fig. 1 Healthcare and Wellness applications 

We consider a BSN formed by a wave-form sensor, a 
parameter sensor and a gateway node, and we study its 
performance in different scenarios as described next. 

B. Networking Scenarios and Requirements 

Firstly, we consider a stand-alone BSN as depicted in 
Fig. 2(a), which is a best-case situation for the BSN, since 
there is no other traffic contending for the channel. How-
ever, in real-life, BSNs will most likely operate in overlap-
ping areas with other wireless networks. For example, 
802.11 WLANs are being widely deployed in hospitals and 
homes, where BSNs may also be used as well. Therefore, it 
is fundamental to analyze how BSNs technologies operate 
in co-existence scenarios with WLANs. For that, we have 
selected the three scenarios depicted in Fig. 2, in which the 
BSN co-exists with VoIP, IT and Video applications. The 
motivation and details about each scenario are as follows: 
 Stand-alone BSN (Fig. 2a): The BSN operates without 
any interference. The dashed arrows in Fig. 2 indicate the 
direction of the data flow, which is from the sensors to the 
gateway. In our simulations, the sensors start generating 
data between 1 and 2 seconds and remain active until the 
end of the simulation. This scenario provides valuable in-
formation on the best performance that could be achieved 
with a given technology for the BSN. 
 BSN + VoIP (Fig. 2b): this is a typical example of a user 
wearing monitoring sensors while talking on a VoIP/WiFi 
phone. The VoIP phone is placed at 1 m from both sensors, 
and we use the GSM-quality traffic model available in 
OPNET for the voice call, which randomly starts between 
[10, 15] secs and runs until the end of the simulation. 
 BSN + VoIP + IT (Fig. 2c): in this scenario we add an IT 
interferer device to the BSN and VoIP/WiFi phone. This 
situation could happen in a hospital, where the BSN could 
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be used to monitor a patient while a clinician uses a 
VoIP/WiFi phone near the bed and downloads patient’s 
information (e.g. MRI, Xray, Ultrasound images, etc.). 
This could also be a typical home scenario, where the 
BSN’s user could be talking on the VoIP/WiFi phone, 
while other nearby person uses a laptop to browse the Web 
or to read e-mail. Therefore, to cover these realistic situa-
tions, we model the IT traffic as a set of applications in-
cluding FTP, http, e-mail and telnet. Most of the load is 
due to FTP, which includes uploads and downloads of 5 
MB files, with inter-request time exponentially distributed 
with 10 sec average. The IT traffic starts at 1 second and 
runs until the end of the simulation. 
 BSN + Video (Fig. 2d): in this case, we consider a video 
device placed at 1 m from the sensors. This could be a typi-
cal scenario at home or in the hospital, where the BSN’s 
user could also be downloading a video through the 
home/hospital WLAN infrastructure. We use a standard 
OPNET VCR quality video model, which generates a 
downlink traffic load of  6 Mbps starting between [10, 15] 
sec until the end of the simulation. 

In particular, for the three co-existence scenarios, we 
consider the worst-case situations in which the BSN and the 
interfering traffic operate on the same channel (when both 
use 802.11) or in overlapping channels (when the BSN uses 
802.15.4). Obviously, if the BSN and the WLAN are con-
figured to operate in non-interfering channels, the impact of 
the WLAN traffic on the BSN’s performance would be 
minimal or even non-existent depending on the channels 
selected. However, a careful frequency planning may not be 
always possible in practice. Therefore, the performance in a 
worst-case situation gives an insight on the feasibility of a 
given wireless technology for BSNs. 

Given the envisioned applications and usage scenarios, 
the main BSNs’ requirements can be summarized as fol-
lows: 

1. Extremely low power consumption: the power con-
sumption could vary from tens of μW (for implantable 
sensors) to few mWs (for external body sensors). 

2. QoS support: extremely low or possibly no packet loss 
is desirable. Typical delay bounds for physiological vi-
tal sign monitoring can be 250 msec or higher, which 
makes packet loss ratio the main QoS parameter. 

3. Co-existence: the above power consumption and QoS 
requirements should be satisfied in co-existence scenar-
ios with other applications and wireless networks as 
shown in Fig. 2. 

Our objective is to determine whether 802.15.4 and 
802.11e satisfy the BSN’s requirements. 

Fig. 2 Networking Scenarios 

C. Overview of 802.15.4 MAC 

The IEEE 802.15.4 standard [2] defines two MAC layer 
alternatives, a slotted and un-slotted version both based on 
CSMA/CA. We consider only the unslotted CSMA/CA 
MAC due to its simplicity, which allows the devices to save 
power, which is important in BSNs. In this case, a device 
that has data to transmit, initially defers for a backoff period 
randomly selected in the range 0 to 2BE-1, where BE is the 
backoff exponent. After a bakcoff period, the device per-
forms a Clear Channel Assessment (CCA) procedure that 
indicates whether the channel is busy or idle. We assume 
the CCA mode in which the medium is considered busy 
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upon detection of any energy above the energy detection 
threshold [2]. Then, if CCA indicates medium is idle, the 
device transmits the data, otherwise, it increments the num-
ber of backoffs performed (NB) as well as the BE (up to a 
maximum value aMaxBE). If NB is smaller than the maxi-
mum number of backoffs allowed (MaxCSMABackoff), the 
device performs another backoff before trying to access the 
channel again; otherwise, it indicates a failure in the trans-
mission, which causes the frame to be dropped. We also 
enable acknowledgements, since reliability is an important 
requirement for BSNs. 

D. Overview of 802.11e EDCA 

We consider the EDCA mechanism specified in the 
802.11e amendment [9], which defines up to four backfoff 
entities (queues) that can operate independently in a single 
station. Each backoff entity is associated with an access 
category and contends for the channel with different priori-
ties. The four distinct access categories are: voice 
(AC_VO), video (AC_VI), best-effort (AC_BE) and back-
ground (AC_BK) traffic. The MAC layer parameters that 
are adjusted to define the access categories are: i) arbitration 
interframe space (AIFS), which is the interval of time the 
medium has to be idle before a backoff entity initiates a 
frame transmission or starts down counting its backoff-
counter; ii) minimal and maximal contention window 
(CWmin and CWmax), which determines the initial and maxi-
mum range of random backoff counter, respectively; and iii)
transmission opportunity limit (TXOP limit), which is the 
duration during which the TXOP holder maintains uninter-
rupted control of the medium [9]. 

E. Related Work 

Co-existence issues between 802.15.4 and 802.11 have 
been studied in [3]-[6]. Results in [3], [4] and [5] suggest 
that the packet loss in an 802.15.4 link could be as high as 
90% when a WLAN interferer is operating in close prox-
imity and using an overlapping channel. But these works 
focus on QoS aspects, without analyzing the power con-
sumption, which is key factor for BSNs. 

In [11], the authors study the power consumption of a 
medical 802.15.4 BSN consisting of an external gateway 
and up to 10 implatable sensors. According to results in [11] 
802.15.4 could be used for the implantable devices in its un-
slotted mode with a power save mechanism. Beacon frames 
in the slotted CSMA/CA protocol imposes an extra-burden 
in terms of power consumption, therefore reducing the 
sensors’ lifetimes. However, no interference traffic or co-
existence scenarios were considered in [11]. 

III. PERFORMANCE IN A STAND-ALONE BSN

First, we simulate the stand-alone BSN depicted in Fig. 
2(a) with three different choices of medium access mecha-
nisms: i) 802.15.4 (un-slotted CSMA/CA), ii) 802.11e 
AC_BE with default parameters [9]; and iii) 802.11e 
AC_VO with default parameters [9]. In addition, we con-
sider a simple power-save operation in which the sensors 
switch to power-save mode when there is no data to trans-
mit and they stay in this mode until a new data packet is 
generated. We apply this scheme to 802.15.4 and 802.11e, 
since both standards support power-save mode. In this way, 
the sensors will maximize their energy savings, and the 
energy efficiency will only depend on the MAC layer pro-
tocol and characteristics of the chipset used. 

We developed a customized 802.11e OPNET simulation 
model and integrated it with the NIST ZigBee/802.15.4 
OPNET model [12], which includes detailed MAC and 
PHY characteristics. We considered the 802.11b mode 
operating at 11 Mbps on the channel 1 (centered at 2412 
MHz) with the power consumption characteristics given in 
Table 1. The transmit power is 15 dBm. For 802.15.4, we 
assume the non-slotted CSMA/CA MAC operating at 250 
Kbps on a channel centered at 2412 MHz, which overlaps 
with the 802.11 channel 1, but in this scenario the two tech-
nologies are not used simultaneously, and hence there is no 
interference. The power consumption characteristics for 
802.15.4 are the same as in [11] and are given in Table 1. 
The physical layer is modeled as in [4], but the details are 
omitted here due to space constraints. Moreover, we do not 
consider the energy consumption in the bio-sensing process, 
since the main objective here is to study only the communi-
cation aspects. All simulations run for 300 secs and all re-
sults are averaged over 10 runs with different seeds. 

Table 2 shows the average packet delivery ratio (PDR) 
for each application and the average power consumption for 
each sensor node. The PDR is computed at the application 
layer as the fraction of packets successfully delivered at the 
gateway. As can be seen in Table 2, all three alternatives 
achieved 100% PDRs for the wave-form stream. For the 
parameter stream, only a few packets were dropped due to 
retry limit with 802.15.4, but the PDR was close to unity in 
all three cases. 

With respect to power consumption, both 802.15.4 and 
802.11e used few mWs in this scenario, with 802.15.4 hav-
ing the lowest consumption. For the wave-form sensor, 
802.15.4 consumed approximately half of the power con-
sumed by 802.11e with AC_VO category. The difference in 
power consumption was bigger for the parameter sensor, 
which consumed approximately 10 times less power with 
802.15.4 than with 802.11e AC_VO. 
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Table 1 Simulation parameters. 

Prx, Ptx, PPS (mW)1 330, 550, 2 

TPS-A (μsec)2 10
PHY rate (Mbits/sec) 11

AIFS (μsec) 170
CWmin 31 AC_BE

TXOP limit3 0 
AIFS (μsec) 70

CWmin 7 

802.11 

AC_VO
TXOP limit  3.264 msec 

Prx, Ptx, Pps (mW) 36, 31.3, 0.0018 
aMaxBE 5

MaxCSMABackoff 4802.15.4 

Retry limit 3

Table 2 Average PDR and power consumption in a stand-alone BSN. 

Sensor 802.15.4 802.11e 
AC_BE 

802.11e 
AC_VO 

PDR 100% 100% 100% Wave-
form Power (mW) 1.82 4.01 3.57 

PDR 99.77% 100% 100% 
Parameter 

Power (mW) 0.26 2.88 2.77 

In order to compare the energy efficiency of the proto-
cols, we also analyzed the average energy consumed per bit 
delivered at the gateway (Fig. 3). As shown in Fig. 3, 
802.15.4 is the most efficient in this scenario. Furthermore, 
the less energy consumption per bit for the wave-form sen-
sor compared to parametric sensor is due to larger packet 
sizes when compared to the parameter application. The 
advantages of 802.15.4 compared to 802.11 are clear in this 
scenario, mainly because there is no other contending traffic 
and due to the low traffic load generated by the sensors. In 
this case, the power consumption characteristics of the chip-
set play a major role in determining the overall power con-
sumption.  

In summary, the results show that 802.15.4 can provide 
QoS in a stand-alone BSN, while consuming a few mWs. 
On the other hand, 802.11e can also provide QoS, but at the 
cost of higher power consumption, although the power 
consumption is on the order of few mWs as well. However, 
these power figures are still high for BSN applications that 
use implantable sensors. Neither 802.15.4 nor 802.11 are 
scalable in terms of power consumption, and they could not 
be used as a single solution for all BSN applications. 
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Fig. 3 Energy consumed by sensor nodes per bit delivered at the gateway in 
the Stand-alone BSN scenario 

IV. PERFORMANCE IN CO-EXISTENCE SCENARIOS 

In this section we study the three co-existence scenarios 
where the BSN operates in presence of WLAN interference 
(see Fig. 2). The simulation parameters for the BSN are 
identical to the stand-alone BSN (see Table 1). The other 
WLAN devices operate at 11 Mbps with 15 dBm transmit 
power. The VoIP phone uses the AC_VO; the IT interferer 
uses the AC_BE, and the Video interferer uses AC_VI ac-
cess category, all with default parameters [9]. 

The average energy consumption per bit delivered for the 
wave-form and parameter sensors are shown in Fig 4 and 
Fig 5, respectively. For the sake of comparison, we included 
stand-alone BSN (BSN) results in the figures as well as the 
corresponding average PDR (%) on top of each column. 

It can be seen in Fig 4 that the WLAN voice call (sce-
nario BSN+VoIP) did not significantly impact the perform-
ance of the wave-form sensor with respect to the stand-
alone BSN, regardless of the protocol used. However, the 
performance changed drastically, with IT (BSN+VoIP+IT), 
where 802.11e was more energy efficient, as well as pro-
vided better QoS, since 100% of the packets were success-
fully delivered, against only 36.58% with 802.15.4. The 
poor performance of 802.15.4 was mainly due the fact that 
the sensors had to backoff more frequently to the contend-
ing WLAN traffic, which resulted in packets being dropped 
due to the MaxCSMABackoff limit. Also, more packets were 
lost at the gateway due to collisions and channel errors 
caused by WLAN transmissions. Similarly, with video 
traffic (BSN+Video), the 802.15.4’s PDR was drastically 
impacted (48.32%). The lowest energy consumption per bit 
delivered was achieved with 802.11e AC_VO. Moreover, 
the performance with 802.11e AC_VO did not change much 
as the interferers were introduced, but this was achieved at 
the cost of higher power consumption (see Table 3).  
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Fig 5 shows that 802.15.4 provided the lowest energy 
consumption per bit delivered for the parameter sensor in all 
scenarios. However, it could not provide QoS in co-
existence with IT and video, where the average 802.15.4 
PDRs were only 53.66% and 65.83%, respectively. Again, 
802.11e provided better QoS in this case, but it consumes 
more power (see Table 3). 

Table 3 Average power consumption (mW) for wave-form and parameter 
sensors  

Sensor/Coexistence Scenario 802.15.4 802.11e 
AC_BE 

802.11e 
AC_VO 

BSN+VoIP 2.27 4.05 3.59 
BSN+VoIP+IT 3.77 9.22 4.35 

Wave-
form 

Sensor BSN+Video 3.38 7.91 4.43 
BSN+VoIP 0.30 2.89 2.89 

BSN+VoIP+IT 0.67 4.18 2.97 
Parame-

ter
Sensor BSN+Video 0.55 3.84 2.99 

V. CONCLUSIONS

This paper provides a comprehensive simulation analysis 
of 802.15.4 and 802.11e as connectivity solutions for BSNs. 
Our results confirm that 802.15.4 is more energy efficient in 
controlled environments, i.e., without interference, but it is 
fails in supporting QoS in some co-existence scenarios, 
which is a serious issue for healthcare applications. In co-
existence scenarios, 802.11e with AC_VO category could 
provide a compromise between power consumption and 
QoS. However, the power consumption characteristics of 
802.11 is the main bottleneck to achieve extremely low 
power, which is desirable to improve the lifetime of body 
sensors, and avoid frequent battery replacements. Neither 
option fully satisfy all the requirements for BSN, therefore 
there is a need for new PHY and MAC protocols that pro-
vide scalable power consumption for different types of 
sensors, support QoS and co-exist with other networks. 
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Abstract—Low power on-body communication is 
introduced. The human body surface is examined for the 
communication channel and 10KHz-100MHz frequency band, 
‘bodywire’, is found to be effective in the wireless on-body 
communication. DCI is proposed to avoid any intentional 
ground electrode for the capacitive coupling. A CMOS 
transceiver chip for the on-body communication is fabricated 
and can achieve 2Mbps with 0.2mW power consumption. The 
architecture of the BSN controller is proposed and fabricated 
with CMOS. It has a 16b RISC and a schedule director with 
TCAM. It can separately control 254 sensor nodes and 
consumes 14uW in normal mode and 160uW in alert mode 
including leakage current.  The fabricated chip is used to 
transmit MP3 data from the finger tip to the earphone to enjoy 
the music. In addition, the BSN controller can detect the 
emotion of the user by using the data from the sensor nodes 
transmitted through on-body communication channel. 

Keywords— On-Body Communication, BSN transceiver, BSN 
controller, Low Power, High Speed. 

I. INTRODUCTION 

Body sensor network opens up many new potential 
applications in the medical, healthcare and entertainment 
areas[1]. Although many researches have been directed to 
the in/through-body wireless communication or off-body 
wireless communication of Fig 1 very seldom research on 
the wireless on-body communication has been reported for 
BSN application[2]. The off-body, BSN has used the 

frequency band of 2.4GHz for its compatibility with the 
existing wireless communication standards such as 
Bluetooth or UWB[3]. It can transmit the signal to the 
relatively long distance, ~10m. But, its energy consumption 
for the communication is relatively high, the order of 
10nJ/bit. The <50Cm distance in-body communication 
system supports low speed data rate, ~100bps, with 
430MHz carrier frequency. The short distance, <5Cm, 
through-body communication between implanted device 
and external read-out terminal can support Mbps data rate 
using inductive coupling of 415MHz carrier. But its 
available power is less than milliwatts due to biological 
safety levels of 10mW/Cm2 and again it gives a limitation in 
the channel capacity. 
 In this paper, the on-body communication with less than 
200MHz frequency band is introduced for low energy and 
high speed body sensor network. The proposed on-body 
communication covers < 2m distance on the skin of the 
human body. Its usage is relatively safe and convenient 
compared to other communication methods. For the 
frequency range ~ 2.4GHz, most of the signal energy is 
outside of the human body due to the radiation and skin 
effect[3]. Therefore, the signal is not transmitted on the 
body or in the body. The proposed on-body communication 
uses 10KHz – 200MHz band. Early researches of the on-
body communication studied <1MHz frequency band but its 
signal loss is too large to get the practical application and its 
signal transfer rate is relatively low[4,5,6]. Compared with 
other body communication band, the frequency band of our 
on-body communication has been relatively less studied.  
 We examine the channel characteristics of the human 
body. Based on the results of the study, the high speed low 
power transceiver and intelligent controller ICs are designed 
and fabricated. Their details will be explained in the 
following sections. In addition, the applications of the on-
body communication to the BSN will be introduced. 

II. MODEL OF THE  BODY CHANNEL 

The blood has the lowest resistivity, 1.5 m, in the 
human body and transmits most of the signal. The average 
conductivity of the human body is in the range of 0.1 – 0.5 
S/m for the frequency band of 100KHz – 300MHz.  

This work is sponsored by Korean Ministry of Information and 
Communication and Institute of Information Technology Assessment. 

Fig. 1   Types of Body Channel Communication 



The Fig. 2 shows the schematic diagram of the body 
channel communication. The external signal is capacitively 
coupled to the conducting material below the skin. Then, 
the receiver recovers the signal by capacitive coupling at a 
distant location. 

The coupling capacitor can be quasi statically calculated 
and the human body is assumed as an ideal conductor, a 
point node[4]. However, as the frequency increases, the 
effect of the coupling capacitor decreases and the 
impedance of the human body cannot be ignored. A 
distributed RC model of Fig. 3 is proposed to describe the 
signal transmission through the human body for the 1MHz-
300MHz band.  

The unit RC circuit is obtained when the body is 
segmented into 10Cm length as an unit block, and the 
circuit model of the human body can be constructed by the 
string of the unit blocks. The resistance of the unit block in 
this study is 15  and its coupling capacitance to the earth 
ground is 8pF[7]. The air coupling capacitances between the 
transceiver ground and the body is highly affected by the 
body configurations and has the values of 10fF – 100fF. By 
cascading multiple RC blocks, a complete circuit model of 
the human body can be constructed as shown in Fig. 3. The 
frequency characteristics of the human body are simulated 
by using the distributed RC model. Its results are compared 
with the measured values as shown in Fig. 4. 

From the Fig 4, at the low frequency region, the body 
channel behaves like a high pass filter because the coupling 
capacitor in the return path is dominant under 8MHz. 
However, above 20MHz, the resistance of the human body 
plays more important role than the coupling capacitor. 
Although the return path through the capacitive coupling 
between the body and the external ground becomes stronger 
and induces larger signal with frequency, more signal power 
is radiated out and wasted. As a result, its S21 curve is bent 

gradually downward like the convex curve of the band pass 
filter. For the longer distance of the channel, the convex 
point is placed at the lower frequency. This is because the 
area exposed to the air increases resulting in more radiation 
with the channel length. For the step input, the output is a 
pulse signal with the width of about 8ns, corresponding to 
the bandwidth of 125MHz. 

From the frequency characteristics, the human body is 
modeled as a band-pass filter with the bandwidth of about 
100MHz and shows about 5dB attenuation. According to 
this investigation, the suitable frequency for the body 
channel communication in the human body channel is found 
to exist in the range of 10kHz to 120MHz. It is named as 
“the Bodywire channel” which can give the vast bandwidth 
for data communications in the body area environment. 

 
Fig. 2   Schematic Diagram of On-Body Communication System 

 
Fig. 3   Electrical Model of the Human Body 
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III. LOW POWER TRANSCEIVERS 

 Based on the study of the channel characteristics of the 
human body, we propose a new method, the wideband pulse 
signaling (WBS) transceiver with a direct-coupled interface 
(DCI) to achieve lower power consumption and higher data 
rate. DCI can remove the purposeful ground electrode from 
the transmitter and receiver leading to simple 
implementation. For example, an extra ground electrode 
contacting the skin or a special electro-optic sensor to detect 
the feeble electric-field is unnecessary.  
 A test IC is designed, fabricated and tested in the real 
environment to demonstrate its feasibility and find the 
performance requirements for the transceiver, such as the 
signal detection sensitivity and power consumption[2]. The 
fabricated transceiver adopts the WBS technique through 
the Bodywire communication channel with DCI interface 
scheme.  
 Figure 5 shows the block diagram of the transceiver that 

comprises a NRZ data transmitter and a CDR-based WBS 
receiver. The AFE accomplishes three tasks[8]: amplifying, 
triggering, and level shifting. A wide bandwidth 
preamplifier provides sufficient amplification to a pulse 
signal although it is corrupted by the channel. This enables 
the stable triggering to positive and negative states in the 
following schmitt trigger circuit. Subsequently, the signal is 
shifted up to ground level. 

A test DCI is implemented with a PCB including a single 
Ag/AgCl electrode powered by an alkaline battery. Figure 6 
shows the measured eye diagrams of input data, recovered 
clock and data of the CDR circuit for 2Mb/s 27-1 PRBS, 
exhibiting the recovered clock jitter to be 1.4ns rms. The 
WBS transceiver chip shown in Figure 7 is fabricated using 
0.25- m standard CMOS technology and its core area is 
0.85 mm2. Its power consumption is less than 0.2mW at a 
single 1V supply. The AFE consumes most of the total 
power[8]. The measured bit error rate is less than 10-7 for 
27-1 PRBS. Figure 8 shows the power loss along the 
distance on the body and the signal degradation at 1m 
distance is -20dB which is within the receiver detection 
level. The transmission of the MP3 file from the finger tip 
to the ear,headphone, is possible and will be explained in 
Section V. 
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Fig. 5  Schematic Diagram of WBS Transceiver 

Fig. 6  Eye Diagram of WBS Transceiver Chip 

 
Fig. 7  Microphotograph of the WBS Transceiver Chip 

 
Fig. 8  Power Loss along the Distance  
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IV. INTELLIGENT BSN CONTROLLER 

Collecting and analyzing the vital signals from the 
various places spread on the human body are the key issues 
of BSN. An intelligent network controller is required to 
control data traffic from the multiple simple sensor nodes. 
Fig. 9 shows a BSN system with one intelligent base-station 
for the control of all the sensor nodes for the sensing of the 
vital signals. Data are transmitted as a packet format which 
consists of 16bit header and 16 n bit payload.  

In this paper, we propose an intelligent BSN controller and 
fabricate it into ultra low power CMOS IC. Figure 10 shows 
the structure of the proposed bio processor[9]. It has two 
modes, normal and alert. The normal mode gathers bio-
signals from the sensor nodes with programmed periods and 
checks whether the incoming signal is in alert situation or 
not. The alert is issued when the signal values exceed the 
pre-set range. If the value is over the range, the mode is 
changed to alert mode and branch to the corresponding 
algorithm to resolve the problem. 

In the normal mode, the Schedule Director (SD) requests 
and analyzes incoming packets, and stores bio-signal data to 
the Sensed Data Memory (SDM). In the mode, system clock 
is deactivated, and only SD and SDM work with 16.384kHz 
CLKSD. 

If the incoming packet has the alert information, SD 
enables the system clock and wakes the RISC up by 
providing appropriate program counter value. And the RISC 
controls the whole system by executing the program starting 
from the new PC address. After the problem is resolved, the 
RISC powers off itself, deactivates the system clock and the 
system returns to the normal mode. 

The SD checks the schedule for data request in every 

second and generates the request packet for maximum 254 
sensor nodes which have independently programmed 
request-period. 256x16bit TCAM block is used to store and 
issue the schedule information instead of using 256 
independent timer circuits[10].  

To manage 1-day scheduling by second-to-second for 
254 independent devices, using the traditional timer needs 
21,945,600 clock transitions and it consumes high power. 
The proposed CAM scheduler, however, requires 86,400 
transitions and corresponding search operations, only 0.4% 
of transitions. It provides 15 kinds of schedule periods, 
2/5/10/20/30-seconds, 1/2/5/10/20/30-minutes and 1/2/4/8-
hours, which cover most of the measuring period for bio-
signal monitoring. 

Each bit of the TCAM words indicates validation bit, 2s, 
5s ~ 2h, 4h, 8h, respectively. The timer block generates 
15bit search data according to the real-time clock. ID 
generator checks Match Line(ML)s starting from the CAM 
Word Line. If the match line is activated, it generates 
corresponding 8bit ID number of the sensor node and SD 
generates the request packet for the sensor. It checks the 
next ML after SD gets the requested data successfully. If the 
result is mismatch, it skips generating the request packet 
and checks the next ML[10]. Packet Analyzer gets 
incoming packets, detects alert information and stores the 
payloads to SDM.  

The RISC analyzes the sensor data, executes algorithms 
and compresses data[11]. It has 16bit data width to handle 
most of bio-signal data, 3-stage pipelined Harvard 
architecture and the lossless data compression engine. The 
data compression engine reduces the amount of the sensing 
data such as vital signal waveforms without losing its 
information and saves memory space and power 
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consumption for data transmission. It consists of 16 x 16bit 
memory block which can be accessed both in vertical and 
horizontal ways. With the lossless data compression engine, 
the RISC spends 5% of clock cycle for the data compression 
compared with general RISCs. It consumes 2.0nJ energy to 
compress 16x16bit data while the state of the art low power 
processor requires 32.4nJ. 

Figure 11 is the chip microphotograph of the proposed 
Bio Processor. It consists of 16bit RISC, SD, Human body 
communication transceiver and 3 memories, 128kb CM, 
512kb CDM, 128kb SDM. The 16bit system bus with 
4.194304MHz clock connects RISC, CDM, SDM and SD. 
RISC works as a master, accesses memories and sets SD 
registers. SD, HBT and write path of SDM works with 
CLKSD clock and the frequency can be set to 
8.192/16.384/32.768kHz according to the required 
bandwidth mode, slow/normal/fast mode, respectively. With 
the normal bandwidth mode, the processor consumes 14uW 
in normal mode and 160uW in alert mode including leakage 
current. 

V. BSN APPLICATIONS 

There are many potential applications of the proposed 
on-body communication to BSN. One is the entertainment 
application, replacing the wire of the MP3 headphone. Fig. 
12 shows a MP3 player with on-body communication 
transmitter and an earphone with on-body communication 
receiver. The user can enjoy the high quality MP3 music 
without any discomfort. The only short coming of this 
communication method is that the user should contact the 
electrodes of the transmitter and receiver. 

Another interesting application area is the affective 
computing, especially detection of the emotion[12]. The 
physiological information such as body temperature, blood 

pressure and heart rate can be gathered and analyzed to get 
not only the medical and health information but also the 
emotional state and behavioural state of the user for the 
machine intelligences. 

In this study, the temperature, blood pressure and ECG 
are monitored at 10 different spots on the body to get the 
bio information using the on-body communication, and the 
information is processed by the intelligent network 
controller to detect the emotional state of the user. 

Fig. 13 shows the photographs of the intelligent 
controller and many sensor nodes on a human body. The 
BSN is composed of the 8 temperature sensor nodes(T), 1 
ECG(C) or 1 blood pressure sensor node(B) and the 
measured data are transmitted to the controller through on-
body communication link. The sensors are activated and its 
data are captured at the predetermined time by the controller. 

The controller pre-processes the collected data {Ti, C, B} 
to get the 5 statistical data such as range(min/max), means, 
standard deviations, slopes  and comparison with 
predetermined reference for each sensor data. Then, the 
obtained 50 physiology dependent features are transferred 
to outside computer and reduced to 5 principal features to 
represent most of the features of the data sets. The training 
data have been gathered from multiple subjects and grouped 
into their emotion types with afterward user interviews. The 
testing boundaries are obtained from the training sets and 
applied to the classification of the emotion. We tentatively 
categorize the emotion into 4 typical states, Joy, Sadness, 
Fear and Anger. The bottom of Fig. 13 is an example of the 
emotion detection predicted with the data collected through 
on-body communication. Currently, more detail studies 
incorporating the classification algorithm on the intelligent 
controller and increasing the accuracy of the emotion 
detection are under going[13] and will be reported. 
 

 
Fig. 11  Photomicrograph of the BSN Controller Chip Fig. 12  MP3 File Transfer using On-Body Communication 
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VI. CONCLUSIONS 

We introduced and explained a BSN architecture, a 
communication chip, a BSN controller chip and its 
applications. The electrical characteristics of the human 
body surface are investigated for the use of the 
communication channel. 10KHz-100MHz frequency band, 
named as ‘bodywire’, is found to be most effective in the 
wireless on-body communication. We did not use any 
intentional ground electrode for the capacitive coupling and 
this simple structure is called DCI. A CMOS transceiver 
chip with the on-body communication is designed and 
fabricated. It can achieve 2Mbps with 0.2mW power 
consumption. The architecture of the intelligent BSN 
controller is proposed and fabricated with CMOS. It has a 
16b RISC and a schedule director with TCAM. It can 
separately control 254 sensor nodes and consumes 14uW in 
normal mode and 160uW in alert mode including leakage 
current. The fabricated chip is used to transmit MP3 data 
from the finger tip to the earphone to enjoy high fidelity 
music. In addition, the proposed BSN system is used to 
detect the emotion of the user by classifying the data from 
the sensor nodes transmitted through on-body 
communication channel.  

The on-body wireless communication is convenient and 
effective for the BSN, and has many potential application 
areas such as entertainment, healthcare and even affective 
computing. 
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Abstract— Bioimpedance spectroscopy (BIS) enables the 
determination of the human body composition (e.g. fat content, 
water content). From this data, it is possible to draw conclu-
sions about the person’s health condition. The measurement is 
carried out with at least four electrodes placed on the body. 
Nowadays, positioning and wiring of the electrodes can only 
been conducted by qualified personnel. Even the latest systems 
on the market are uncomfortable to wear and their use for 
mobile purposes is highly limited. The commercial BIS elec-
trodes, not suitable for a long term use, may cause allergic 
reactions. Textile integration plays a role not just concerning 
the manufacturing of long term electrodes, but also concerning 
the integration of cables and other electrical components into a 
wearable and comfortable application. In this article, a port-
able BIS system combined with textile electrodes is presented 
as a possible future application. The first validation results of 
the portable BIS-device and textile electrodes are analysed and 
the suitability of application is discussed in order to develop a 
wearable bioimpedance spectroscopy system. 

Keywords— bioimpedance spectroscopy, textile electrodes, 
long-term-monitoring, wearable  

I. INTRODUCTION  

The textile integration of sensors and electronic compo-
nents will play an important role in the future within the 
medical-technical area [1]. As a consequence of the natural 
ageing process, elderly people gradually lose the physiolo-
gical attraction of eating and drinking, which can lead to 
age anorexia. Tumor patients also frequently suffer from 
severe body weight loss (Kachexia), in particular after che-
motherapy sessions. These examples point to the necessity 
of an exact monitoring of nutritional condition and water 
balance. The continuous monitoring of elderly humans 
living on their own could be facilitated through the integra-
tion of monitoring systems into everyday textiles, e.g. cloth-
ing. This monitoring takes place with the help of the bioim-
pedance spectroscopy (BIS), which determines the compo-
sition (e.g. fat content and water content) of the human 
body. This data enables conclusions about the person’s 
health condition.  

So far, dilution methods have been the gold standard for 
body composition analysis [2]. Nevertheless, they are time 

consuming and not suitable for a continuous mobile applica-
tion. In contrast, BIS allows a fast measurement and its 
implementation in a portable application [2] but has suf-
fered from non-credibility because of its reported limited 
accuracy when compared with the gold standard. Recent 
research, however, has shown that BIS could be as precise 
as the traditional dilution methods or even better [3].  

Although BIS is a suitable technology in terms of sim-
plicity and portability for a continuous monitoring applica-
tion, it still lacks a wearable character. The actual BIS pro-
cedure demands the measurements to be undertaken under 
controlled conditions. The exact placement of the elec-
trodes, the necessary wiring and control of other factors 
(e.g. room temperature, body position) cause the measure-
ment to be only accomplished by technical personnel. 
Nowadays electrodes consist of aluminium and are coated 
with a hydrogel, which both serve as the adhesive of the 
electrodes on the skin and as an electrolytic medium. The 
use of gel coating may produce allergic reactions, which 
limits its long-term use. A wearable system should allow an 
easy use, so that the user can wear the system without su-
pervision, but at the same time it should have enough preci-
sion to detect small physiological changes (i.e. a mild dehy-
dration means only a loss of 5 % of body water [4]). The 
system also has to take the influence of external parameters 
into account. From our experience and from that of other 
authors, the influence of the body position on the measured 
impedance alone can be around ± 3-6 % [5], [6]. In the last 
years, several researchers have reported on the development 
of portable BIS systems [7], [8], which do not satisfy the 
mentioned requirements. Vuorela [7] uses a textile system, 
which seems to offer good wearing comfort. However, it 
does not take into account the influence of external parame-
ters (e.g. temperature or body position) and uses just one 
frequency. It has already been demonstrated that the use of a 
single frequency is not sensitive enough to detect small 
physiological changes [9]. Yang et al. [8] neither takes the 
comfort factor into account, nor the influence of external 
factors.  

Beckmann et al. [10] have recently reported on the de-
velopment of a portable BIS device which uses 50 frequen-
cies ranging from 5 KHz to 1 MHz. The results presented 



by Medrano et al. [11] using textile electrodes in BIS meas-
urements show the suitability and the possible implementa-
tion of a truly wearable system using a modified version of 
this portable device. 

II. THEORETICAL BACKGROUND 

A. Basics of Bioimpedance Spectroscopy 

The determination of the body composition through BIS 
is based on the fact that the electrical characteristics of the 
human body change according to the relative amount of 
body fluid and tissues. Materials such as blood or muscle 
have a higher conductivity in comparison to bones or fat 
[12]. 

The content of water in a human tissue can be divided 
into intracellular (ICW) and extracellular water (ECW), 
which are separated by the cellular membrane. The ECW 
and ICW are predominantly electrical resistive entities, 
whereas the cellular membrane, due to its lipid layer, has an 
isolating (capacitive) behaviour. According to that the be-
haviour of an injected current will be different for low and 
high frequencies: low frequency current only flows around 
the cells trough the ECW, whereas a high frequency current 
will also pass through the cell membrane and the ICW (see 
figure 1 left).  

 

Fig. 1 Low and high frequency current flow through body tissue 

This phenomenon can be represented by the electrical 
model given in figure 1 (right), known as the Cole-Cole 
model [13]. The values of the electrical model Re, Ri and Cm 
can be determined by measuring the body impedance at 0 
(R0) and ∞ (R∞) frequencies and solving the equation for the 
parallel circuit (see equations 1 and 2). In fact, frequencies 
between 5 KHz and 1 MHz are used instead and curve fit-
ting methods are used to calculate the parameters of the 
Cole-Cole model (Re, Ri and Cm).  
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Using the Cole-Cole parameters, the basics of the Hanai 
Theory [14] and devising the human body as a cylindrical 
volume, we get the following equations for the calculation 
of the extracellular water volume (VECW), the intracellular 
water volume (VICW), and the total body Volume (VTBW) 
[15]: 
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Where Kb is a dimensionless shape factor, calculated 
from statistical anatomical measurements, Vb and H are the 
body volume (m3) and body height (m) respectively. 

B. Electrode Theory 

Electrodes constitute an interface between the electronic 
current in the measurement circuit and the ionic current in 
the tissue. 

In a routine BIS procedure, a four point measurement 
will be used (see fig. 2). Two electrodes are used for the 
current injection I(t), and the other two for the voltage 
measurement V(t). This method assumes that the impedance 
skin-electrode (ZSkin-Electrode) is the same for the four elec-
trodes, so that there is no influence on the measurement.  

V(t)
~

Current 
Injection

Voltage
Measurement

 
Fig. 2 Position of the electrodes in a Bioimpedance Spectroscopy 

measurement 
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A simplified electrical equivalent circuit of the skin and 
the electrode can be seen in figure 3 (note that the DC volt-
age source is omitted because of the frequency range). In 
this model, ZSkin-Electrode is composed of three impedances in 
a serial configuration (ZSkin-Electrode = ZSkin+ZContact+ZElectrode).  

 

Fig. 3 Simplified electrical equivalent circuit for the skin-electrode    
impedance  

The standard BIS electrodes are composed of aluminium 
(Al) and a hydrogel (with a resistive behaviour), which acts 
as adhesive and electrolytic medium (ZContact = RGel). Due to 
the lack of electrolytic medium, textile electrodes present a 
strong capacitive impedance ZContact, which is dependent on 
the contact between electrode and skin. Small contact 
changes can then have a big influence in the measurements. 
High skin impedance affects the common mode voltage in 
the measuring system, which leads to additional errors in 
the measurement. 

III. HARDWARE REALIZATION AND RESULTS 

A. Hardware Design 

The portable BIS system developed during this work has 
an approximated volume of 20 x 16 x 6 cm and a weight of 
700 g. The system can be worn on a belt, is battery-powered 
and measures the body impedance at 100 frequencies be-
tween 5 kHz and 1 MHz.  

During a measurement, the alternating current I(t) is pro-
duced by a signal generator followed by a current source 
and is injected into the body. The current and voltage meas-
urement are processed by an analogue quadratic demodula-
tor to extract the real and imaginary part of the impedance. 
These impedance values are sent to the microcontroller via 
an analogue to digital converter. The microcontroller itself 
controls the current generation and stores the measured data 
in a SD card. The hardware also contains a safety switch to 
guarantee adherence to the IEC 60601-1 electrical safety 
standard.  

After a measurement the data can be read by a PC. The 
PC uses the values to calculate the parameters of the Cole-

Cole model (Re, Ri, Cm) with an algorithm implemented in 
Matlab®. After that the amount of ECF, ICF and TBW can 
be derived from the calculated Cole-Cole parameters using 
eq. 3, 4 and 5. A block diagram of our whole system as well 
as a picture of the developed system is shown in figure 4 
and 5.  

 
Fig. 4 Block diagram of the portable BIS System 

 
Fig. 5 Portable BIS System  

B. Results 

The BIS system was tested with different test circuits as 
well as with several experiments on human volunteers. The 
commercially available BIS System Xitron Hydra 4200 
served as a gold standard.  

As one test circuit, the official Xitron test dummy was 
used, which is used to periodically check the accuracy of 
the medical certified BIS system (Xitron Hydra 4200). Its 
circuit diagram represents the resistive and capacitive com-
ponent of the skin in the points where the electrodes are 
placed as well as the Cole-Cole Model for a 70 Kg 175cm 
person. Figure 6 shows the impedance of the test circuit 
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measured by the new developed BIS System versus the 
Xitron Hydra 4200. 

  

Fig. 6 Impedance Measurement of the new BIS System versus the Xitron 
Hydra 4200 

Using the measured data from figure 6 the Cole-Cole Pa-
rameter, the Volume of ECW, ICW und TBW and the de-
viation of the measured data from the original values are 
calculated and shown in table 1. 

Table 1 Measured Cole Cole Parameter and Water Volumes by 
comparison 

Parameter Original value Measured 
(Xitron) 

Measured 
(New BIS) 

Difference [%]

Re (Ω) 681 ± 1% 675.7 686 1.5 

Ri (Ω) 909 ± 1% 904.5 880 2.7 

Cm (nF) 3.3 ± 5% 3.26 3.39 3.9 

ECW (l) 15.81– 16.18 16.07 15.87 1.2 

ICW (l) 29.39– 30.74 30.13 31.17 3.4 

TBW (l) 45.2– 46,92 46.20 47.0 1.7 

 
The difference in the measurement results between our 

BIS system and the certified medical BIS device with the 
dummy model was less than 5%. The results were espe-
cially good for Re and ECF (≤ 1.5%) and are within the 
limits provided by the manufacturer for this model.  

First measurement experiences on human volunteers 
were conducted using aluminium electrodes attached to 
wrist and ankle. The calculated parameters were all in the 
correct measurement range, but up to now they did not have 
the desired accuracy as compared to the Xitron 4200. To 
solve these problems, a detailed analysis of the system is 
being undertaken at the moment. Two possible explanations 
of the deviation of the measurement data could be the influ-
ence of the electrode skin intersection as well as the cable 
connection of the electrodes to the system. 

IV. FABRICATION OF THE TEXTILE ELECTRODES AND RESULTS 

A. Material and Method used 

The yarn for the production of the electrodes must pos-
sess a very high conductivity, whereby an exact evaluation 
of the results of measurement is made possible with bio 
impedance spectroscopy. Furthermore, it should be biocom-
patible due to the constant skin contact. That means, it must 
be adapted in its chemical and physical surface properties to 
the skin, in order to ensure a good compatibility [16]. Due 
to the antibacterial effect and the fulfilment of all criteria 
specified above, silvered (Ag) yarn is well suitable. The 
production of the textile electrodes takes place on a circular 
knitting machine. Some example of manufactured textiles 
electrodes are shown together with the standard BIS elec-
trodes in figure 7. 

 

Fig. 7 Standard aluminium (left) and textile silver (right) BIS electrodes 

The BIS measurements were performed using a commer-
cial BIS device (Hydra 4200 from Xitron Technologies 
Inc.), in a room with controlled temperature (24°C).  

All experiments were done in a lying position (4 minutes 
after lying) between wrist and ankle, positioning the stan-
dard BIS-electrodes on the left side and the textile elec-
trodes on the right side (see figure 8). The textile BIS elec-
trodes and the BIS device where connected using the 
standard device connectors (“crocodile clips”). The first 
attempt was done with textile electrodes without gel. The 
contact pressure of the electrodes on the skin was controlled 
through elastic bands, which allowed a loose (low contact 
pressure) and a fixed, but not uncomfortable, position 
(higher contact pressure). In the second trial, the textile 
electrodes were wetted with gel normally used for electro-
cardiographic measurements. 
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Fig. 8 BIS measurement with standard (left side of body) and textile elec-

trodes (right side of body) and model of the measurement (right) 

B. Results 

The measured BIS curves are shown in figure 9. The best 
results, in comparison with the standard BIS electrodes, 
were achieved with use of textile electrodes and gel. In this 
case, ZGel constitutes a resistive component and presents, as 
a consequence, a similar result with the Standard BIS elec-
trodes (Z = ZBody).  

 

Fig. 9 BIS measurement with standard and textile electrodes (measuring 
over a period of two minutes)  

The measurements with textile silver-electrodes without 
gel show a higher impedance at lower frequencies (Z≠ 

ZBody), which could be attributed to the capacitive and dif-
ferent electrode coupling (influence of ZSkin-Electrode). A hi-
gher contact pressure (better electrode-skin contact) reduces 
ZGel and the same impedance values are achieved on every 
single electrode which actually improves the result.  

The results can be explained using an equivalent circuit 
for the four point measurement (see figure 8 right). An 
equal ZSkin-Electrode in the four points (e.g. case of standard 
BIS electrodes, or textile electrodes with gel) will eliminate 
the influence of IBias in the measurement and will allow the 
following result: 

meas
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Z
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In the case of using textile electrodes without gel, the 
contact between electrode and skin is not the same in all the 
points. In this case, IBias will have a big influence in the 
measurement and the resultant impedance will be: 
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This effect can be better observed with the use of textile 

electrodes without gel, with lower contact pressure and with 
higher contact pressure < 5 min. Even the time spent wear-
ing the electrodes improved the result (what we call cou-
pling time). After about five minutes the behaviour of the 
electrodes improved and the observed measured impedance 
reproduces equation 6 better than 7 without the necessity of 
using gel. This effect was most probably due to sweating 
underneath. 

The summary of the calculated parameters Re, Ri, Cm, 
ECW, ICW and TBW for the measurements with standard 
BIS-electrodes, textile electrodes with gel and textile elec-
trodes after 5 minutes use (high contact pressure) is shown 
in table 2.  

Table 2  
Calculated Cole-Cole parameters and Water Volumes in measurements 

using standard and textile BIS electrodes 

Parameter Standard 
BIS-

Electrodes

Textile 
Electrodes + 

Gel 

Difference 
(%) 

Textile 
Electrodes

Difference 
(%) 

Re (Ω) 617.1 636.0 3.06 638.1 3.40 

Ri (Ω) 1067.5 1056.8 1.00 947.1 11.28 

Cm (nF) 2.64 2.73 3.41 2.93 10.98 

ECF (l) 18.53 18.16 1.99 18.12 2.21 

ICF (l) 27.88 28.29 1.47 31.11 11.59 

TBW (l) 46.41 46.45 0.08 49.23 6.08 
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The difference between the values obtained using the 
standard electrodes and the textile with gel is lower than 2 
% for the physiological parameters (ECW, ICW, TBW). 
The measurements using the textile electrodes without gel 
show good results for the calculation of ECW, but a big 
difference in comparison with standard electrodes by the 
calculation of ICW and TBW. The observed behavior indi-
cates that a longer coupling time could improve the results.  

V. DISCUSSION 

The textile integration of the developed portable BIS sys-
tem can offer the accuracy and simplicity required for a 
wearable application. The number and range of used fre-
quencies will allow enough sensitivity to detect small 
changes in physiological measurements [8]. A textile inte-
gration of the system allows the development of a comfort-
able system, where the position of the electrodes will be a 
part of daily worn clothing.  

Nevertheless, further work in the hardware and textile 
area will be necessary. First, the electronic measurement 
accuracy of the portable system must be improved. The 
addition of sensors to monitor external factors like tempera-
ture, body position or movement, electrodes position should 
also be included in the future work. The system should be 
able to perform measurements only when the optimal condi-
tions are present (e.g. no movement, lying body position, 
required temperature, required electrode position), which is 
not always the case in daily life, so that the modelling of the 
influence of some of this factors may be required. The suit-
ability of the models for each individual and the combina-
tion of the new hardware with the textile electrode will be 
the next major challenges. The problematic of the intercon-
nection of electronic and textile conductors for a wearable 
application is still unsolved. The different phenomena im-
plicated in a possible textile integration of cables, the inter-
face between circuits and textiles and its influence on the 
BIS measurements will be further investigated. Also the 
influence of sweating, time and contact pressure on the tex-
tile electrodes should be tested. The use of other structures 
and other materials in order to diminish the impedance be-
tween electrodes and skin is also a necessary future activity.  
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Abstract— To obtain maximum unobtrusiveness with sen-
sors for monitoring health parameters on the human body, two 
technical solutions are combined. First we propose contactless 
sensors for capacitive electromyography measurements. Sec-
ondly, the sensors are integrated into textile, so complete fu-
sion with a wearable garment is enabled. We are presenting 
the first successful measurements with such sensors. 

Keywords— surface electromyography, capacitive trans-
ducer, embroidery, textile electronics, interconnect 

I. INTRODUCTION  

An excellent embodiment of a health monitoring device 
is a wearable system. Clothes are natural possessions and 
are part of the processes and routines in our daily life. The 
technological drive is to integrate sensors and electronics 
into textiles in such a way that the usage and advantages of 
cloths are maintained. Therefore a high level of textile inte-
gration has to be combined with aspects of reliability, com-
fort and washing resistance. 

Sensors suitable for integration in clothes should be non-
invasive and must be capable of monitoring health and 
wellness parameters. The common approach is to take rela-
tively simple measuring techniques and to use signal proc-
essing and multi-parameter analysis to derive the physio-
logical parameters of interest. In the ConText project [1-3], 
the universal measurement method of surface electromyog-
raphy (sEMG) is used from which information about fatigue 
is derived by signal processing. Interpretation of the sEMG 
signal may be assisted by electrocardiography (ECG) sig-
nals and the output of movement/position sensors. 

In ConText we develop a vest that contactlessly measures 
an sEMG signal with textile integrated sensors. So the vest 
can be worn over other clothes and will still extract electro-
physiological signals like fatigue. The vest can be used by 
untrained individuals and therefore enables 24 hour moni-
toring at home and at work. 

In ConText a number of different integration technolo-
gies are investigated: weaving of conductive yarn, printing 
of conductive material onto fabric, lamination of conductive 
and non-conductive fabric layers and embroidery of con-
ductive yarn. This paper presents the efforts to make textile 
circuits and interconnections using embroidery. 

II. CONTACTLESS SURFACE EMG 

All living cells are surrounded by membranes. These 
membranes are selectively permeable for various ions and 
may actively transport them through the membrane result-
ing into a membrane potential. Nerve cells and muscle fi-
bres are depolarized when activated by a certain threshold 
voltage. The result is the propagation of a depolarization 
wave along the nerve and muscle fibre [4]. Such an electri-
cal wave over the muscle fibre is the direct cause of muscu-
lar contraction and is subsequently followed by relaxation. 
The quick combination of contraction and relaxation of a 
muscle fibre is referred to as “twitch”. Since all muscle 
fibres in a muscle do not twitch simultaneously, the overall 
observed potential over a muscle is the random summation 
of multiple single fibre action potentials. This random sig-
nal is conducted to the surface of the skin by means of vol-
ume conduction.  

Surface electromyography (sEMG) electrodes are placed 
on the skin in order to record the muscle potentials. A 
common configuration is a set-up of two electrodes along a 
muscle contacting the skin using conductive gel. A problem 
with this set-up is that the interface potential between the 
skin and the solid electrode is undefined. In addition, it is 
uncomfortable to tape such electrodes onto the skin. There-
fore, contactless electrodes are proposed in literature to 
monitor signals of the heart [5-7], which is also a muscle. 
These electrodes detect an electric displacement current by 
coupling capacitively to the body instead of detecting a 
Nernstian current; therefore, they require no electrical con-
tact with the skin. The possibility to avoid direct skin con-
tact reduces the skin irritations problems. 

III. CONTACTLESS EMG MEASUREMENTS USING PCB 
ELECTRODES 

Fig. 1 shows the bipolar set-up with two contactless elec-
trodes with which the first EMG experiments are success-
fully performed [8]. The first measurements are done using 
electrodes which are not yet integrated into textile, but con-
sist of 12 mm circular shapes on a printed circuit board.  
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Fig. 1 Set-up for contactlessly sensing EMG signals 

Because of the capacitive coupling, the impedance of the 
sensor is extremely high. The result is that environmental 
noise is easily picked up. This problem is solved by placing 
an impedance converter directly on top of the electrode. The 
electrode is actively shielded by feeding back the output 
signal of the local amplifier to a metal cap over the elec-
trode. The individual sensor output signals are fed into an 
analogue to digital converter after anti-aliasing filtering.  

 
Fig. 2 shows the measured EMG signal on the biceps 

while lifting a weight of 2.5 kg with a 90 degrees bended 
arm. The contactless sensors have an electrode spacing of 
37 mm and a gain of 11. It is compared to a commercial 
active sEMG electrode (B&L Engineering type BL-AE-N) 
having a spacing of 20.6 mm and a gain of 346. In Fig. 2, 
the signals are normalized by the gains to give the skin 
surface voltage. Note that it is not possible to perform the 
two recordings simultaneously. 
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Fig. 2 Recorded EMG signals with both an active- and a contactless elec-

trode 

In fig. 3, the spectra are shown for the two measurement 
methods using the same data set as in fig. 2. As a reference, 
the spectra during rest are plotted as well. We can see that 
the contactless electrodes and the commercial active sEMG 
electrodes provide similar signal levels and shapes. Only the 
bottom noise during rest is a little bit higher. The bandwidth 
of the contactless electrode set-up is adequate and compara-
ble to the reference measurement. 
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Fig. 3 Spectra of the recorded EMG signals with both an active- and 

contactless electrode 

IV. THE ELECTRONIC MODULE 

Textile structures are orders of magnitude larger than 
electronics structures. Therefore a dimension adapter is 
required. As proposed in [9] we used a so called interposer 
for that purpose. This is a flexible polymer substrate which 
carries the electronics and has conductive pads to connect 
the conductive textile structures. 

Although textile structures are big it is advisable to 
miniaturize the electronics to archive an overall textile char-
acter and to improve the reliability. E.g. thinned silicon 
chips are flexible and therefore in a mechanically stressed 
environment more reliable. However miniaturization is very 
expensive and it is often difficult to find bare dies. There-
fore we have only produced a limitedly miniaturized sensor 
electronics module for the first tests with an amplifier in an 
SO8 package as shown on the picture.  

A 25μm polyimide flex foil was used as substrate and 
was structured with a 25μm thin layer of copper-nickel-gold 
metallisation and coated with a 15μm layer of solder-resist 
mask. Components were only placed on the top side. The 
substrate was folded to form a ground shielding around the 
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electronics to protect them form RF noise. All the areas that 
were not used have been covered with the ground plane to 
make this shielding most effective. 

Unfortunately the whole package is rather thick as some 
of the components were not available in smaller size. The 
largest part is the amplifier with a thickness of 1.7mm. 

To make an embroidered interconnection to external tex-
tile structures as described in [10] the pads on the substrate 
must be conductive on the top side. As the module has to be 
folded before embroidery, the folded part has openings 
above the metallised pads so that the embroidery needle 
punches through the pads only.  

 
Fig. 4  Design of the flexible substrate 

This module is still about as big as the whole sensor 
when it is manufactured from one piece of flexible substrate 
(incl. electronics and the sensor disk) and rather thick, 
which is certainly not desired for the final product. At this 
first stage of the project an expensive flip chips miniaturiza-
tion was not worth the risk as the design still needed to 
prove that it works in textile generally. Generally a bipolar 
EMG-lead consists always of two disks. It is thinkable that 
one module of approximately the same size as this one 
serves as amplifier for both. This will already make the 
package appear smaller. 

 
Fig. 5  Flexible substrate 

V. EMBROIDERING THE SENOR ELECTRODE AND THE 
INTERCONNECTION 

In [11] embroidery with conductive yarn is described as a 
means to produce conductive textile structures on fabric. 
Additionally in [12] embroidery was found to be an excel-
lent technology to interconnect such embroidered circuits 
with electronic modules. 

The fabrication of embroidered contactless EMG sensors 
additionally requires a multilayer design. In this project it 
was found that isolating layers of embroidery can be con-
structed. As shown in Figure 7 three layers of non-
conductive embroidery are required to make sure that the 
layer below (the disk) and layer above (the guard cap) are 
isolated from another. To achieve a successful isolation it is 
essential that each new layer is embroidered perpendicular 
to the layer below (be it an isolating one or a non-isolating 
one). Furthermore for the construction of this special sensor 
it is fundamental that the top layer – the guard cap – is em-
broidered with a non-conduction bobbin-thread and with a 
conducting top-thread. Otherwise the guard cap would en-
tirely shield the sensor and it wouldn't sense anything. 

Note that the layer one (the disk) is embroidered with a 
step stitch that means that the needle connects top and bot-
tom thread every 2mm. This is not possible in the layers 
above because these threads must not go through the con-
ductive areas of layer one. Therefore the other layers are 
embroidered with a satin stitch which means that the needle 
goes through the fabric only at the endpoints of a desired 
structure (e.g. on the circumference of the guard cap in fig. 
8).  

The first conductive layer shown in figure 6 connects the 
embroidered circuit with the flexible substrate. This requires 
that at least the top thread is conductive. However, better 
results have been achieved with conductive top and bobbin 
thread. 
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The sensor connects to the computer via snap fasteners 
which are crimped through the embroidery as shown in 
figure 9. 

 
Fig. 6  Folded substrate with first embroidery layer; conductive yarn for 

the guard connection and the capacitive disk 

 
Fig. 7  The second, third and forth layer are non-conducting to isolate the 

sensor disk from the guard cap 

 
Fig. 8  Fifth layer with conductive yarn for the guard cap 

Embroidery is a very demanding process for the yarn. 
The needle thread is bent by 180° around the needle. The 
thread is pulled through the eye of the needle and other 
small parts at a high speed. This can result in fussiness of 
the yarn or even a breaking. Yarn must be designed for 
embroidery. 

Currently only a very limited number of conductive yarns 
are available for embroidery. One product series comes 
from Statex. Good results have been achieved with Shieldex 
117/f17 2-ply. However the conductivity of around 
500Ohm/m is rather low. A better conductivity can be ex-
pected from the ELITEX series by TITV which is based on 
Shieldex and further galvanized. Good results have been 
achieved with ELITEX PA/Ag 110/f34 2-ply. 

 
For the interconnection as described in [11] it is neces-

sary that the top-thread is conductive on the surface (every-
where). This means the technology cannot make use of spun 
yarn that consists of non-conductive fibres spun together 
with a copper wire as the position of the wire is arbitrary. 
These yarns cannot be embroidered anyway. 

Another pre-condition for this technology is the use of 
flexible electronic substrates because the needle punches a 
hole through the substrate. This is not possible with thick 
FR4 substrates. 

An encapsulation of these interconnects is required and 
will be investigated in the coming months. 

 
Currently we believe that the actual contact mechanism is 

purely a mechanical one. The thread lies on the metallisa-
tion of the pad and is trapped in the gap of the wrenched 
substrate. Furthermore the contact could be improved with 
encapsulation, pressing the thread down on the substrate. 

 
Fig. 9 Embroidered Sensor with interconnections to the electronic module 

and snap fasteners as interface to the computer 

32



VI. MESUREMENTS WITH THE EMBROIDERED SENSORS 

To evaluate the embroidered capacitive transducers, 
without having the problems of motion artefacts and noise 
of the human body, an artificial muscle model was used. 
Fig. 10 shows the hardware model. The muscle itself is 
emulated by a strip of moderately resistive paper. By two 
aluminium beams, an electrical current can be forced 
through this muscle. On top of the muscle, a leather cham-
ois is used which mimics the human skin. On the chamois 
we can put several types of textile on which in its turn the 
sensor is placed. So, the model does imitate the contactless 
behaviour and the distributed shape of a buried muscle, but 
does not include the human tissue volume conductor proper-
ties. 

Insulating base plate

Aluminium contact blocks

Resistive strip

Connector
holes

 
Fig. 10 Artificial muscle model 

A waveform generator was connected to the artificial 
muscle. A square wave of 1 Vpp with a frequency of 20 Hz 
was generated. Fig. 11 shows the recorded signal by using a 
single embroidered sensor on the artificial muscle. Note that 
the envelope of the recorded square wave shows a 50 Hz 
noise signal. This is the result of the single-sensor approach. 
By using a single sensor with respect to a grounded refer-
ence, we will see 50 Hz noise as picked up capacitively 
from the environment. This will be cancelled when using 
the set-up of Fig 1. 

 
Fig. 11 Capacitively recorded square wave 

In Fig. 12, the human EMG is measured on the biceps us-
ing two electrodes of the type of Fig. 9. The set-up is similar 
as used in section III. At t = 0 sec and t = 100 sec, a contrac-
tion of the biceps was applied. We can see that muscular 
activity is clearly detected by the textile embroidered sen-
sors. Some motion artefacts are visible as spikes on the 
signal. 
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Fig. 12 Capacitively recorded bipolar EMG on a human biceps 
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VII. CONCLUSIONS  

It could be demonstrated that contactless EMG electrodes 
deliver similar signals as contact electrodes and allow at 
least the differentiation of the states "rest" and "exercise". 
Furthermore a textile integration based on embroidery was 
presented and approved by electrical measurements in a test 
environment.  

In the next steps we will try to reduce motion artefacts 
and improve the robustness of the EMG signal. Once this 
works the encapsulation and the reliability of the sensor will 
be tested.  
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ABSTRACT 
In recent years much progress has been made in the 
integration of physical transducers into clothing e.g. 
breathing rate, heart rate and temperature [1]. The 
integration of chemical sensing into textiles adds a new 
dimension to the field of smart clothing.  Wearable 
chemical sensors may be used to provide valuable 
information about the wearer’s health, monitoring the 
wearer during their daily routine within their natural 
environment.  In addition to physiological measurements 
chemical sensors may also be used to monitor the 
wearer’s surrounding environment, identifying safety 
concerns and detecting threats.  Whether the clothes are 
looking into the wearer’s personal health status or looking 
out into the surroundings, chemical sensing calls for a 
novel approach to sensor and textile integration. In 
contrast to physical sensors, chemical sensors and 
biosensors depend on selective reactions happening at an 
active surface which must be directly exposed to a 
sample.  Therefore issues of fluid handling, calibration 
and safety must be considered.  This paper discusses the 
constraints in integrating chemical sensors into a textile 
substrate.  Methods of fluid control using inherently 
conducting polymers (ICPs) are discussed and a pH 
textile sensor is presented.  This sensor uses colorimetric 
techniques using LEDs controlled by a wireless platform.  
Some of the potential applications of wearable chemical 
sensors are discussed. 
 
KEY WORDS  
Wearable sensors, patient monitoring, biosensors, 
pervasive healthcare 
 
1.  Introduction 
 

Wearable sensors provide personalised 
healthcare through monitoring the wearer in their natural 
environment, providing a far more realistic outlook than 
in a clinical setting.  An important benefit is that the 
wearer becomes more aware of their personal health 
status which has a huge impact for preventative 
healthcare.  Wearable sensors for healthcare have been 
implemented by many research groups for various 

applications including cardiovascular disease [2, 3] and 
ambulatory monitoring of the elderly [4].  Such 
applications typically monitor physiological signals such 
as breathing rate, heart rate, ECG and temperature. These 
are all physical sensors, i.e. they convert physical 
properties into electrical signals. Chemical sensing has 
not yet been implemented in these applications although it 
has the potential of offering much information about the 
wearer’s health.  Chemical biosensors have numerous 
applications in clinical analysis and may offer 
complimentary information to the physical sensors.  

 
A major issue in monitoring biological samples 

in vivo is sensor placement and sample delivery.  As a 
wearable device a non-invasive sensing device is 
essential.  Urine, saliva, sweat, tears and breath are 
possible samples that may be acquired non-invasively [5].  
Sweat is the most accessible specimen within a garment, 
and there are many developments within the textile 
industry to accommodate the movement of sweat through 
fabrics for sports performance clothing.  This work is part 
of the EU-funded BIOTEX project which aims to develop 
real textile sensors embedded in a garment allowing direct 
collection and analysis of sweat.  The paper discusses the 
development of a textile pH fabric sensor for measuring 
sweat pH, and discusses how conducting polymers may 
be used for control fluid handling for sample delivery and 
calibration.   

 
2.  Textiles and Chemical Sensors  

 
Integration of chemical sensors into textiles is 

not a straightforward task. Consider the known problems 
of wearable physical sensors which are subject to 
physiological, environmental noise and motion artefacts.  
Chemical sensors are subject to similar problems but there 
are additional constraints due to the nature of the sensing 
mechanisms.  Chemical sensors respond to a particular 
analyte in a selective way through a chemical reaction. In 
order for this to happen, changes in the sensor surface or 
bulk characteristics must occur to give rise to the signal.  
Therefore the device surface must change and the analyte 



must be in contact with the sensor.  The following issues 
must therefore be considered for integration: 

 
Fluid movement/control  - The garment must collect 
samples and deliver samples to sensor. If the sensor is 
detecting the external environment, e.g. acidic gas 
plumes, the sample is likely to be volatile, whereas if the 
sensor is monitoring the body’s physiology the sample 
e.g. sweat must be delivered to the sensor.  In either case 
there may be a need for reagent handling, fluid control 
and waste storage, for which, the dynamic control of fluid 
is preferred. The development of fluid handling systems 
requires efficient microfluidic pumps. Some micropumps 
may require extremely high voltage to operate [6-8],  
some are slow to complete an actuation cycle [9-11], 
some are complicated in configuration and only suitable 
for particular applications [12-15]. One class of emerging 
actuation materials for micro-pumps are the inherently 
conducting polymers (ICPs). Their novel actuation 
mechanism is based on the reversible ion doping / 
dedoping process to electrical stimu lation at low voltage ~ 
1 V [16] (Figure 1). It is capable of producing at least 10 
times more force than skeletal muscle, and potentially 
1000 times more [17] and a comparable strain ~ 26% [18] 
are also practically achievable.  
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Figure 1. Schematic diagram showing the ion doping 
/dedoping process in response to the electrical 
reduction/oxidation of polypyrrole, where A- is the dopant 
anion incorporated into the PPy during synthesis, X- 
represents a cation from the electrolyte, n is the number 
of pyrrole units for each A- incorporated, and m is the 
numbers of PPy repeat units that determine the molecular 
weight of polymer, (a) A is small and mobile anionic 
dopant, (b) A is bulky and immobile anionic dopant. 
 
  A micropump called TITAN (means the ‘tube in 
tube aligned node’) has been constructed and reported in 
an earlier paper [19]. The intrinsic resistance of ICP can 
be utilised to create a peristaltic pumping regime with 
great potential for integration with small devices such as 
wearable chemical sensors. 
 
Calibration - Regeneration of original surface 
characteristics is extremely difficult and devices have to 
be constantly calibrated.  This links in with fluid handling 
and control, the overall concept is illustrated in figure 2.  

 
Wearability – The sensor itself (including the fluid 
handling components) must be robust, miniature, flexible, 

washable in order to be integrated into a textile.  Materials  
that have similar mechanical properties to the textile  are 
required.  

 
Safety – The overall assembly of sensor must be safe for 
the wearer’s health. Non-toxic or hazardous chemicals  
must be avoided or well isolated from the wearer.  
Practically, encapsulation is required to separate its 
potential harm from body.  Components that pose a risk 
of electric should be avoided, e.g.  ICP based devices use 
low operation voltage ~ 1 V. whereas some piezoelectric 
micropumps use high AC voltage  
  

  
Figure 2. Concept of wearable chemical biosensors for 
health monitoring using electroactive functional 
materials, Functionalised material (1) in contact with the 
skin draws sweat with primary target species, (2) into the 
fibre tubules or bundles such as the TITAN micropump, 
(3) channels for the fluid handling to desired locations, 
(4) waste collection region, (5) surface with sensing 
capabilities to specifically interact with the target species 
and generate a signal through LEDs. 
 
3. Colorimetric pH Fabric Sensor 
 
  A colorimetric approach is taken to develop a 
textile -based pH sensor.  This involves using pH sensitive 
dyes that have different absorption properties depending 
on their pH.  The change in pH can therefore be detected 
using optical components.  The pH indicator may be 
immobilised within the sensor either onto the surface of 
the components or onto the textile substrate itself and the 
colour may be monitored using either a transmission or 
reflectance mode configuration, as shown in figure 2.  
LEDs have been chosen to perform this optical sensing as 
they are versatile components that have been 
demonstrated to operate as detectors as well as light 
sources. Operating LEDs as the light source and detector 
lends to a low-cost and low-power solution which is 
desirable for any wearable application.   
 
  Immobilisation of the dye onto the textile is the 
chosen approach, as this allows sweat samples to be 
delivered more easily to the textile sensor when the textile 
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is in direct contact with the skin.  Moisture wicking 
textiles are used to aid this process.  Bromothymol blue 
was chosen as a suitable indicator as this dye exhibits a 
colour change from yellow to blue between 6.0 and 7.6 
pH units.  The fabric was coated in solution using ethyl 
cellulose to bind the dye to the surface and tetraoctyl 
ammonium bromide was used as a fixative agent. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Textile pH colorimetric sensor with optical 
sensing configuration  
 
To detect the colour change of the sensing textile a paired 
emitter-detector LED configuration was used.  A red LED 
(660nm) was used as the light source (Kingbright, 
L934SRCG).  This absorbance at this wavelength varies 
as the sensor changes from yellow to blue.  An LED is 
also used as a light sensor.  A red LED similar to the 
emitter was used for the detector, as it detects light at all 
wavelengths below its own spectral peak [21]. To 
function as a detector the LED is reverse biased at a 
specific voltage to generate photocurrent upon incident 
light. This photocurrent then discharges the LED at a rate 
that is proportional to the intensity of light reaching the 
detector. A simple threshold detection/timer circuit is 
used to indirectly measure the photocurrent at the detector 
LED to give digital output.  This configuration is 
described in detail elsewhere [20]. For this application the 
driving electronics and data acquisition is carried out 
using Crossbow Mote platform. A Mica2dot mote is used 
to control the paired LED detectors and send the detected 
signal intensity to the basestation (Mica2) connected to a 
laptop.    
 
  The results are shown for the calibration of a 
fabric coated with bromothymol blue.  The fabric was 
calibrated by being submerged in a range of buffer 
solutions. The dye exhibits a colour change (yellow to 
blue) in the region of pH 6.0 to pH 7.6.  As the pH 
increases, more light from the emitting red LED is 
absorbed by the dyed fabric, therefore less light falls on 
the detector LED which takes a longer time to discharge.  
The detected light intensity is plotted against the pH 
value, figure 4a .  A best-fit sigmoid curve was fitted to 
the data.  The model for the sigmoid function used was: 
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Where I is the detected light intensity, a is the peak 
height, b is the slope coefficient, z is the point of 
inflection and c accounts for a baseline offset [22]. The 
point of inflection, the maximum of the first derivative of 
the sigmo id, is illustrated in figure 4b.  The pKa for this 
sensor is estimated to be pH 6.6, slightly lower than the 
reported value of 7.1 [23].  The pKa shift is due to the dye 
being in solid form once immobilized onto the textile. 

 
Figure 4 Characteristics of fabric pH sensor a) Detected 
light(μs) vs pH b) First derivative of detected light signal, 
to determine pKa 
 
4. Fluid handling/calibration 

 
Chemical sensors need to be frequently 

calibrated using known markers, and a possible approach 
to perform this within a textile is to use a conducting 
polymer, polypyrrole (PPy).  This has been demonstrated 
to perform controlled release of chemical markers..  
Sulforhodamine B (SB)  was utilised as a model chemical 
marker and was incorporated either into a PPy coated 
hollow porous fibre [24] or doped into PPy film during 
synthesis. In both cases, small anions were used as dopant 
and the PPy backbone provides a positively charged 
structure to allow the exchange of negatively charged 

6.6 

(a) 
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anions. The rate of ion exchange can be substantially 
promoted by electrical stimulation by means of doping 
and de-doping processes. When the dye was stored in the 
hollow porous fibre, the release rate can be electrically 
enhanced by more than 7 times from 0.018 g / min to 
0.15 g / min. The hollow fibre structure was able to hold 
larger amount of SB and the enhanced release can be 
electrically switched on and off. Continuously enhanced 
release at an average rate of 0.12 g / min has been 
demonstrated over 3 hours (Figure 5).  
 

0 100 200 300 400
0

10

20

30

40

on

off
on

pulsed potential off

pulsed 
potential onM

as
s 

S
B

 d
ye

 re
le

as
ed

 / 
g

Time / minutes

 
Figure 5. Controlled release pattern of anionic SB from a 
PPy coated hollow porous fibre in response to a pulsed 
electrical stimulation, the applied potential was switched 
between – 500 mV and + 600 mV (vs. Ag/AgCl) at 30 s 
intervals. 
 
5. Discussion 
 
  It is widely accepted that sweat can serve as a 
useful diagnostic tool.  The sweat test is used as the gold 
standard for CF diagnosis  [25].  A wearable sensor to 
perform the sweat test by measuring sodium and chloride 
concentrations in situ has recently been demonstrated[26].  
While this is a one-off diagnostic test, there are a number 
of potential applications where continuous sweat 
monitoring may aid in clinical assessment including 
remote patient monitoring and sports applications.  In 
sports applications there is a great demand for wearable 
sensors for in-field testing which is used to check the 
athlete’s health and also assess the effect of training 
programmes.  Also, the amount of sweat lost in a training 
session gives an indication of fluid and electrolyte losses 
which is an important parameter to consider in fluid re-
hydration strategies.   The great advantage of analysing 
sweat is its non-invasive nature, and a wearable sensing 
platform would also provide a non-obtrusive means of 
performing measurements. However, sweat composition 
has not been widely studied given the impracticalities of 
collecting sweat. Current collection and measurement 
techniques include Minor’s method, humidity sensors, 
direct observation of sweat drops using microscopes or 

CCD,  “wash-down” techniques, parafilm patches for 
analysis at the end of trials, and more recently non-
occlusive patches for drug testing [19, 27-29].  An 
important part of sensor integration into textiles is the 
development of methods to control fluid movement 
though the textile for sample delivery and calibration.  
This will allow real-time measurements in-vivo which is 
currently not possible with the methods mentioned above. 
 
6. Conclusions  
  This manuscript aimed to raise the issues 
intrinsically associated with chemical sensors and exploit 
the possibility and potential benefits using functional 
materials particularly for wearable  chemical sensors.  This 
includes issues for measurement, fluid handling and 
calibration. The components considered includes the use 
of LEDs in colorimetric measurement, PPy micropumps 
and controlled release of chemical marker for calibration 
process.  LEDs are low power components which is an 
important factor for wearable sensing.  They are also very 
flexible in terms of their deployment within an optical 
sensing configuration which allowing them to be 
integrated in the most suitable fashion within a textile.  
Various arrangements may be investigated using 
transmission mode or reflectance mode operation.  The 
use of surface mount devices and in the future organic 
LEDs may allow seamless integration within the textile.   
PPy based micro -pump and controlled release devices 
have advantages in mechanical flexibility, valve-less fluid 
handling and safe operation. This is a recently emerging, 
but promising area of research, and there is much work 
still in progress.   
 
  The concepts described in this paper follow the 
true impression of “smart fabrics” where the te xtile itself 
becomes the sensor.  This extends the capabilities of the 
garment with wireless networks allowing discreet 
interaction with the wearer and environment. 
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Abstract

We demonstrate how modulated magnetic field gener-
ated by an simple LC oscilator can be used to measure
joint angles, which are a key element in posture recog-
nition and many motion analysis applications. Our
method uses the same physical principle as large sta-
tionary motion trackers, however it applies the prin-
ciple in a way suitable for a small, low power wear-
able system. It has the potential to be more accurate
while being smaller and cheaper then inertial tracking
(MARG) approaches that today are state of the art
in wearable motion tracking. The paper describes the
principle behind our method, discusses the advantages
and problems and presents our prototype implemen-
tation. On a large data set with an hour of record-
ing, hundreds of motions and tens of thousands of
measurement-points we demonstrate, that even with
an initial crude system implementation reasonable ac-
curacy (between 6 and 9 percent average error) can be
achieved.

1 Introduction

Posture and gesture tracking has a range of important
applications such as activity recognition [5, 3], sports,
wellness, arts (e.g.[7]), user interfaces (e.g. [4]) and re-
habilitation. A good overview of tracking technologies
can be found in [8]. This overview is titled “No silver
bullet but an respectable arsenal”. Our work proposes
one more addition to this arsenal, that, while not a
silver bullet itself, has a combination of properties so
far not found in other systems.

In many areas tracking is needed in a mobile
environment where no infrastructure other than
small, energy efficient on-body sensors can be as-

sumed. Thus conventional motion tracking systems
such as for example the ascention “flock of birds”
(http://www.ascension-tech.com/) system are not us-
able (although a wearable use of the ascention system
placed in a large backpack has been proposed [1]).
Instead the most common approach today is based
on inertial tracking, often combined with magnetic
field sensors to acquire absolute orientation (MARG
for Magnetic Rotation Gravity). In addition to a large
body of research work ranging from experimental sys-
tems (e.g. [2]) to complex so called inverse kinematic
models (e.g. [7]) first commercial systems have also
been introduced (http://www.xsense.com). An alter-
native method is the use of elongation or bend sensors
integrated in the user’s garment (e.g. [6]). We propose
a novel method based on magnetic coupling between
two oscillating circuits. The coupling allows short-
range distance-measurement between body parts from
which the corresponding joint-angles can be inferred.
The technique uses the same physical principle that
is found in stationary motion capture systems such
as the ascencion ’flock of birds’ device and emerging
PAN (personal area network) technology such as the
auracom (www.auracomm.com) system.

Contributions with Respect to Related Work

The main contribution of our work is to demonstrate
how this well-known physical principle can be applied
in a novel way. Instead of exact 6 DOF (degrees of
freedom) absolute tracking of body parts over a dis-
tance of a few meters provided by conventional sta-
tionary magnetic motion trackers we restrict ourselves
to relative distance measurement between body parts.
This allows us to use small, low power sensor nodes
that can be easily attached to to user’s outfit. At the
same time the joint angle information that our system



provides is sufficient for a wide range of applications
and comparable with the type of information provided
by other wearable systems.

Compared with such systems the proposed method
has the following advantages:

1. MARG systems rely on earth magnetic field for
absolute orientation. Thus they are easily dis-
turbed by ambient magnetic fields (e.g. from AC
currents). In addition they use double integration
over acceleration and rotation to arrive at posi-
tion. Thus errors accumulate rapidly leading to
considerable accuracy problems. Although sta-
tistical filtering can help reduce such errors, the
reliability of MARG systems is at best mixed. In
contrast, as will be explained later, the proposed
system is much less sensitive to disturbances and
does not have the error accumulation problem.
Finally MARG systems require three types of
sensors that are more expensive, larger and con-
sume more power then a simple L/C oscilator.

2. Elongation sensors in general need to cover a
large area of the body and really only make sense
if they can be fully integrated into the garment.
This may or may not be possible. In addition
such sensors often have problems with accuracy,
hysteresis and sampling rate.

Note that our method can not only replace but also
supplement the above approaches leading to increase
accuracy and reliability.

In the rest of the paper we first describe the physical
principle behind our system and the design considera-
tions that follow from the principle. We then present
our implementation and describe results of an evalu-
ation of this implementation on a large data set. The
data set contains an hour of recording, hundreds of
motions and tens of thousands of measurement-points.
We demonstrate, that even with an initial crude sys-
tem implementation reasonable accuracy (between 6
and 9 percent average error) can be achieved.

2 Measurement Principle

Physical Principle A circuit consisting of a capac-
itor and an inductor (coil) constitutes an electrical
oscilator. When energy is injected into such a cir-
cuit (e.g. by a short electrical pulse) it periodically
flows between the elctric field of the capacitor and
the magnetic field of the coil. The period is given by
the resonant frequency of the circuit which in turn is

determined by the choice of the capacitor and the in-
ductor In an ideal lossless circuit the oscilation would
continue forever. In reality the oscilation is damped
and can only be kept going on by re-injecting energy
into the circuit with a periodic pulse tuned to the res-
onant frequency.

Whilst the electric field is constrained to the in-
side of the capacitor, the oscilation of the magnetic
field of the coil is measurable outside the circuit. If
another circuit with an identical resonant frequency
(receiver circuit) is placed in this field, the magnetic
field injects energy into the circuit because of Farra-
days Law and an oscillating voltage is induced. This
voltage is determined by the strength of the magnetic
field, which in turn depends on the distance between
the two circuits. Thus the induced voltage can be
used for a distance measurement, which is how the
proposed system works.

An important thing to note above the above princi-
ple is the difference to a radio transmission based sys-
tem (RF System). If an oscilator circuit is connected
to an antenna then it transmits energy in form of elec-
tromagnetic waves, which is the principle behind all
radio communication system. In our system there is
no antenna and thus no RF transmission 1. The mag-
netic field build up by the coils is fully ’retracted’ as
the energy flows back into the electric field of the ca-
pacitor during the next oscillation cycle. Apart from
the damping losses, the only energy that is extracted
from the system is the energy needed to induce the
voltage in the receiver’s coil.

a)

b)

Figure 1: Receiver (a) and Transmitter (b) circuits.

1In reality cables and data lines act as parasitic antennas
and some energy is indeed radiated.
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Design Considerations In terms of suitability for
a wearable posture tracking system the above princi-
ple has a number of advantages

1. Both the transmitter and the receiver circuits are
very simple: essentially a coil, a capacitor, a pulse
generator for the transmitter and an amplifier for
the receiver. Thus they can be build to be small
and inexpensive.

2. As described above, our system does not radiate
energy and (except for in-circuit losses) only the
energy actually used to generate the signal in the
receiver is ’lost’ to the transmitter. This means
that even if fairly strong fields are used to achieve
good signal quality or larger range, the system is
energy efficient.

3. The average power densitiy of the magnetic field
Pmag decreases with the sixth power of the dis-
tance d. This may seam to be a disadvantage
as the range of the system is limited (around 1m
the type of small coils used in our experiments).
However for on-body distance measurement this
is not a problem. At the same time this means
that reflections and multi-path propagation that
causes problems in RF and ultrasonic distance
measurements is not an issue.

4. Only a magnetic field oscilating with the corre-
sponding resonant frequency will have any mea-
surable effect on the receiver circuit. Thus the
system is largely immune to interference from en-
vironmental magnetic fields (e.g. from cables in
the wall). This is in sharp contrast with systems
that use magnetic sensors to determine the abso-
lute orientation of the limbs using a combination
of earth magnetic field and inertial tracking.

5. Short of large, massive metallic objects mag-
netic field modulated with the frequencies used
in our experiment is fairly immune to obstruc-
tions. In particular the human body has little
influence on the signal. Note that since we look
at short on body distances large metallic objects
are much less of an issue then for stationary mag-
netic tracking systems such as the flock of birds.

The main difficulties that a practical implementa-
tion of the system needs to address are the following:

1. The form of the magnetic field depends on the
shape of the coil, but is in general spatially highly
inhomogeneous. This means that the intensity of
the signal depends not only on the distance but

also on the relative orientation of the receiver and
transmitter coils. However as long as we are look-
ing at joints with only one degree of freedom and
devices firmly fixed to the adjoining body parts
this only means that the field intensity relation-
ship needs to be trained rather then derived from
the simple 1/d6 relationship (see below).

2. The 1/d6 decrease of the power density means
that there is a large absolute difference between
the signal from the minimum and maximum an-
gle. This means that the Amplifier and the A/D
converter need to have a large dynamic range.
Since sensor nodes typically use on-chip A/D con-
verters integrated on microcontrollers such a dy-
namic range is not available. To solve this prob-
lem our system uses a logarithmic amplifier.

3. The 1/d6 decrease of the power density also
means that we need to use a very sensitive am-
plifier. This in turn means that it will pick up
noise from the environment unless the circuit is
very well designed and shielded. The lack of such
shielding (which is a costly and time consuming
issue that makes little sense for an initial inves-
tigation) is one of the major sources of error in
our prototype and will be addressed in the next
generation system.

Prototype Implementation The transmitter of
our prototype is an oscillating circuit consisting of a
capacitor of 300 pF and a coil of 68 mH. The driving
pulse for the oscilator of the transmitter is generated
by a commercial wide-spread 555-timer-chip. The re-
ceiver consists of a capacitor of 330 nF and a coil of
25 μH (figure 2). The resonant frequency of both
circuits is 34.35 khz 2. The voltage induced in this
oscillating circuit by the transmitter is measured us-
ing a commercially available logarithmic Amplifier [?].
The Output of this AD8307-chip is then sampled by
a 12-bit-ADC attached to a Personal Computer.

Using the System for Posture Tracking The
basic idea behind the system is to infer joint-angles
from distance-measurements. In our experiments we
use the distance between the upper and lower arm
(leg) to infer elbow (knee) angles. In principle if the

2The reason for using different setups for the receiver and
the transmitter is technical and has to do with 1) the fact that a
sequential hookup of the coil and the capacitor is better for the
transmitter while a parallel one is better for the receiver and 2)
the quality of a sequential oscilator depends on the capacitance
and the inductance in a different way (the inverse of the L/C
constant) than that of a parallel one.
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a)

b)

Figure 2: Receiver (a) and Transmitter (b).

distance of the transmitter and the receiver from the
joint is known then the angle can be computed from
the measured distance using the cosine law (figure 3
bottom). However due to the inhomogeneity of the
magnetic field and the fact that the orientation of
the coils with respect to each other changes as the
joint rotates, such a straight forward calculation is not
practicable. Instead to be able to convert the ADC-
readings to the corresponding angle, piecwise linear
approximation was used on a set of training data (see
figure (figure 3 top). To improve the measurement’s
quality the raw data is smoothened using a Moving-
Average-Filter.

3 System Evaluation

To evaluate our concepts the elbow and the knee joint-
angles were measured for two subjects (one male, one
female). For each subject and limb about 16 min
of data from bending-motions performed at different
speeds were collected. The speeds were fast (about
1 sec per full bend), medium (few sec per full bend),
slow (more then ten sec per full bend) and paused
when just few bends with longer (several seconds)
breaks in between were performed (see figure 4). The
speed of bending was not used in any quantitative
analysis, we just wanted to ensure a certain variation,
so that the qualitative instructions given to the sub-
ject on speed were sufficient. Altogether over one hour
of data with several hundreds individual bend motions
were recorded. Depending on the size of the smooth-
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Figure 3: Dependence of joint-angle on ADC-value
(top) and the measurement setup for the elbow angle
(bottom).

ing window this resulted in some 30’000 to 300’000
individual angle measurements.

To get a reliable ground truth, the position of 4
markers, 2 on the lower and 2 on the upper arm
was determined using a commercial, stationary optical
motion tracking system system (www.lucotronic.at).

3.1 Results

The results of the above experiment are summarized
in table 3. It shows the average error, the error stan-
dard deviation the error 90 and 95 percentile (values
below which lie 90 or 95 percent of the errors) for dif-
ferent window-sizes for just the arm, the leg and both
together. . Depending on the window size the average
error for the arm is between 6% and 7%, for the leg
between 6% and 9%. This in itself is reasonable for
a number of applications such as activity recognition
or non professional sports trainers. This is even more
so as, unlike in systems that use inertial tracking, the
error does not accumulate over time.

At this stage it is important to note, that the above
experiments were undertaken to establish the gen-
eral viability of the proposed method. As a conse-
quence we have been working with a fairly crude initial
(“breadboard” see figure 2) prototype of the hardware
and a simple velcro band put over the user’s trousers
for sensor attachment. In addition no other signal-
processing than the sliding window smoothing was
undertaken. Thus the results presented above must
be seen as an indication of the potential of the pro-
posed technique rather then a performance limit.
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Windowsize: 5 11 21 25 35 51 75
leg

average error 9,80 9,61 9,06 8,79 8,02 6,96 6,22
error std deviation 7,81 7,53 6,97 6,72 6,06 5,00 4,23
95 percentile 22,97 22,53 21,14 20,46 18,48 15,59 13,44
90 percentile 19,34 19,01 17,93 17,40 15,83 13,30 11,72

arm
average error 7,26 7,15 6,94 6,86 6,66 6,42 6,57
error std deviation 6,57 6,25 5,70 5,48 5,01 4,64 4,16
95 percentile 18,96 18,47 17,24 16,67 15,36 14,62 13,97
90 percentile 14,04 13,68 12,86 12,49 11,89 11,46 11,50

overall
average error 8,53 8,38 8,01 7,83 7,34 6,69 6,4
error std deviation 7,19 6,89 6,34 6,10 5,54 4,87 4,20
95 percentile 20,97 20,51 19,20 18,57 16,92 15,11 13,71
90 percentile 16,69 16,34 15,40 14,95 13,87 12,38 11,61

Table 1: Evaluation results for different smoothing window sizes for the arm, leg and both combined

Error Discussion The above becomes more evi-
dent after a closer look at the errors. In figure 4 an
example of an excellent, good, bad and a very bad
measurement is shown. Each is a single 2 min se-
quence where a specific user was performing arm(leg)
bends with one of the 4 possible speeds. The measure-
ments have an average error of 1.43%, 2.83%, 4.6%
and 15,7% and a 95 percentile of 3.55%, 5.41%, 11.3%
and 35.4%. It can be seen that even in the bad mea-
surements the shape of the measured signals follows
the ground truth pretty well. The problem is, that
the measured signal is scaled and shifted by a reason-
ably constant factor. This can be traced to the sen-
sors being mechanically shifted, due to the lack of ro-
bust attachment (which has been observed during the
experiment). Obvious geometric considerations show
that if the distance between the transmitter/receiver
and the joint changes, then the same angle will pro-
duce a different distance. In addition if the coils are
rotated with respect to each other the inhomogeneity
of the magnetic field will lead to deviations from the
trained values. If we remove the data sets in which
the transmitter and/or reiever was shifted during the
experiments (6 out of 32 data sets) then the overall
results (using a smoothing window size of 10 samples
which is appropriate for all speeds) improves to an
average error of 4.9 for the arm, 8.4 for the leg and
6.7 overall with a 95 percentile of 15.5, 16.4 and 16.5
respectively.

4 Conclusion and Future Work

The main conclusion from this work is that joint angle
measurements with L/C oscilator generated magnetic
field have considerable potential as wearable posture,
gesture, and motion capture sensors. We believe that
in particularly applications such as activity recogni-
tion, sports training and rehabilitation could greatly
benefit from this technology.

While we believe that in many applications our
method has clear advantages over inertial tracking or
bend sensors (see section 1) it should be noted that it
can also easily be combined with those modalities for
an even higher accuracy.

Clearly this paper constitutes only an initial inves-
tigation. Based on the experience from this investiga-
tion we are currently working on the following issues:

1. A more advanced implementation of the hard-
ware on a carefully designed PCB with a better
driving circuit and robust shielding against ex-
ternal interference.

2. Robust attachment methods as well as methods
for dynamic re-calibration of the system in case
of shifting sensors.

3. Using more complex signal processing methods
(e.g Kalman filters) to further improve accuracy.

4. Enhancing the functionality by using two or three
perpendicular, coils transmitting in a time mul-
tiplexed mode to get not just scalar distance but
also orientation information. Such a system will
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Figure 4: Examples of measurements. Top left: excellent from medium motion of female arm; Top right: good
from paused motion of female arm; Bottom left: bad from fast motion of female arm; Bottom right: very bad
from fast motion of male arm.

enable us to work with joints that have more than
1 degree of freedom.
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In-body Wireless Communication Made Real. 
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Abstract—This paper take the principle of wireless 
communication with body implants to the implementation and 
testing stage. This paper describes a module that can fit into an 
implant case and results of testing a wireless link with a body 
model. 

Keywords—Clinical applications, low-power communication, 
miniaturisation, wireless. 

I. INTRODUCTION  

Communication with implanted medical devices is key to 
effective diagnosis and therapy. There are several critical 
requirements for an implanted communication system, 
including size, power consumption and data rate. At BSN 
2005 a paper was presented [1] that described the essential 
features of a communication system. More details are 
contained in Body Sensor Networks edited by Guang-
Zhong Yang [2]. This paper shows the size of real hardware 
and presents the results of tests using a human body 
substitute. 

The system uses an integrated circuit (IC) that 
incorporates a media access controller (MAC), a 2.45GHz 
wake-up function and 403MHz two-way radio frequency 

(RF) data communication. The 403MHz frequency used for 
in-body communication is known as the medical implant 
communication system (MICS) [3]. 

II. HARDWARE  

The implant comprises the therapy or diagnostic function 
and the communication module. Small size is essential, as 
there is very little room to fit implants into the human body 
and some locations pose severe challenges. The hardware 
needs to be robust to withstand the day-to-day knocks and 
bumps of human body movement and must also survive 
transport by land, sea and air. 

A wireless communication module can be built using a 
printed circuit board (PCB), or a ceramic thick film hybrid, 
as the substrate with small active and passive components 
attached with solder or conductive epoxy. Large active 
components, with many connections, are typically fixed to 
the PCB with epoxy and the connections made with bond 
wire to the substrate. See Figure 1. To protect the wire 
bonds a non-conductive encapsulant (“glob”) can be added.  

 
 

Fig. 1 Module Assembly 

The wireless communication module is electrically 
connected to the other functions of the implant and is part of 
the same enclosure. Connection to the other parts of the 
implant can be made with a flexible PCB that is electrically 
connected to the parent board. This will allow some relative 
movement between the two PCBs. An alternative approach 
is to fit solder bumps to the communication PCB such that it 
can be soldered down to the parent board. The antenna 
connection must be very short to minimise losses and to 
keep the impedance at the implant constant. 

Figure 2 shows a typical implant board; the 
communication IC covered in glob, the matching network is 
to the right and the antenna connections are the two pads in 
from the edge of the board. Also on the module is the 
crystal, on the left, that provides the reference for the 
communication and data handling. In this example the IC is 
the Zarlink ZL70101. The communication IC has all the 
functions necessary to establish a wireless link. It is 
typically controlled by a microprocessor on the parent PCB.  

Substrate 
or PCB 

IC Bond wire Passive 
component Solder 

joint 



Fig. 2 Implantable RF Communication Module 

III. TESTING  

 
To test the performance of the communication link a 

reference module was powered by a battery. The 
communication IC (ZL70101) was controlled by a 
dedicated microprocessor to enable the RF functions and 
data transfer. The ZL70101 and microprocessor were 
mounted in a metal enclosure with a 19.5 x 32 mm patch 
antenna attached; see Figure 3. This was either sealed to 
make it water tight or enclosed in a thin nonconductive latex 
bag.  

Fig. 3 Implant Case With Patch Antenna Enclosed in Latex Bag 

The human body model is defined by ETSI [4] and is 
made of 10mm thick Perspex. The Perspex model is filled 
with a liquid that mimics the electrical properties of the 
human body. For these tests the liquid is valid up to 1GHz, 
and the recipe is defined by Wojclk [5]. For different 
frequencies other recipes are available. The implant is 
suspended in the liquid attached to a PTFE holder. PTFE is 
chosen, as it will cause the least interference to the radiated 
signal. 

The base-station is controlled by a laptop PC and will 
generate the signals needed to communicate with the 
implant. The base-station generates a “wake-up” signal 
centred at 2.45GHz to get the implant powered up and ready 
to communicate. The base-station also transmits and 
receives signals within the MICS band. The wake-up 
control and communication uses the same IC as the implant. 

The power limit for the wake-up transmitter is typically 
100mW (country dependant). The power limit for the MICS 
transmission is 25μW (-16dBm) effective radiated power – 
this takes account of antenna gain. This 25μW applies to the 
implant but only at the skin surface. Even if the raw power 
produced by the communication IC is in the order of 1mW 
(0dBm), losses through the body will typically reduce the 
power level to well below the 25μW limit. 

The test environment was the anechoic chamber at the 
University of Bristol. This comprised a screened room that 
has absorbent cones on the inside to minimise any 
reflections from walls or the floor that could distort the 
results. In a real life environment there will be reflections 
from walls, desks and other equipment and hardware. The 
body model was mounted on a wood stand (non-
conductive). The MICS base-station dipole antenna was 
mounted on a PTFE stand. The wake-up antenna was on a 
length of cable to provide freedom of movement. See Figure 
4. 
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Fig. 4 Anechoic Chamber Showing Body Model (on Wood Stand), Log Periodic Test Antenna (Foreground) and Base-station Dipole (Right) 

IV. RESULTS  

Once a communication session is established it is 
possible to perform measurements on the link. These 
include measurement of effective radiated power from the 
implant, a measure of the received signal at the implant 
from the base-station and a measure of the link quality. It is 
possible to set the implant to transmit a continuous wave 
(CW) signal so the effective radiated power can be 
measured. Also the base-station can be set to transmit a CW 
signal and the implant can measure the relative signal level. 
These measurements were performed at various depths of 
the implant in the liquid.  

The distance between the implant and either the test 
antenna or base-station was 3m. The test antenna was a 
broadband directional log periodic with known 
characteristics that are necessary to calculate the power 
radiated from the body model. Depth is the distance from 
the front of the tank and the implant antenna. Vertical 
polarisation of the implant is when the long edge of the 
patch antenna is vertical. 

IV. A. Implant Transmitted Power vs. Depth. 

Figure 5 shows the effective radiated power (ERP), at the 
tank surface, versus depth. The ERP is calculated from the 
measured signal and the test antenna characteristics. As 
seen, the signal level is dependent on polarisation, and apart 
from when both implant and test antenna were vertical the 
power declines with depth. 

Fig. 5 Effective Radiated Power from the Implant vs. Depth. The Key on 
the Right Refers to the Test Antenna and Implant Polarisation Respectively 

IV. B. Power Received by the Implant vs. Depth. 

For this test only the base-station was use, not the 
antenna. The base-station was set to transmit CW for 
approximately 30 seconds during which time the implant 
performed a signal level measurement. This measurement 
was then transmitted to the base-station. The power at the 
implant is measured with an internal received signal 
strength indication (RSSI) function that will give a relative 
measure of the signal at antenna. Figure 6 shows the RSSI 
vs. depth for the implant. It can be seen that there is a peak 
in signal level at about 3-4cm. This is close to the peak in 
signal level seen in Figure 5. 

Measured Power from Implant 3m Separation 
vs Depth with LP and Implant Polarisation
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Fig. 6 Implant RSSI vs. Implant Depth 

IV. C. Data Transmission. 

A link had to be maintained for the above tests or the 
tests would not have been possible. Signal level is not 
meaningful unless it can be related to the transfer of data. 
One way to measure the link is to plot the number of times 
the error correction code (ECC) or cyclic redundancy code 
(CRC) needs to be invoked to produce 100 good blocks of 
data. This test used the base-station and the implant at 
various depths. The lower the count the better the link is. 
Figure 7 shows a typical plot.  

Fig. 7 ECC and CRC Count vs. Implant Depth for 100 Message 
Transactions 

Figure 8 shows that the best performance is obtained 
when the implant is at 3-4 cm depth that corresponds with 
the results of the implant power and RSSI results. 

V. CONCLUSIONS 

The results here are measured and not simulated. The 
body model provides a reasonable representation of the 
human body. A data link can be maintained at an implant 
depth of over 15cm. The link is maintained with a base-
station transmit power within the MICS limit.  At an 
optimum depth the body can enhance the signal and thereby 
the data link, meaning communication with an implant is 
practical over a distance of 3m with a high data rate. 
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Abstract—When designing a body sensor network, the 

mobile phone is a natural design point for data aggregation 
services. However, there is a missing bridge that allows sensors 
to communicate with existing commercial phones, even if they 
already possess sufficient storage and processing capabilities. 
The PSI board is a small expansion module that interfaces 
body sensor networks with commercially available cell-phones 
through a standard MMC/SD slot. Adding this expansion 
capability allows researchers to extend phone devices with 
additional capabilities, allowing the devices to easily serve as 
the hub of a wearable body sensor network. The PSI board has 
an integrated switching mechanism allowing transparent ac-
cess to an MMC/SD card, an embedded microcontroller, accel-
erometer, expansion connector, and an IEEE 802.15.4 radio 
that can connect to a variety of commonly available wireless 
sensors. The capabilities afforded by the PSI board enable 
several new applications that would be difficult to implement 
given the sensors and capabilities currently found in existing 
cell-phone platforms. 

Keywords— Body sensor networks, mobile phones, 
MMD/SD cards, IEEE 802.15.4, low-power systems. 

I. INTRODUCTION  

Mobile phones provide researchers with a new opportu-
nity to provide computation and storage capabilities to 
wearable body sensor networks without adding significant 
amounts of specialized hardware. In the context of ambula-
tory medical monitoring, reducing the number of devices 
being carried and reusing devices that a patient is already 
motivated to carry for personal communication is a consid-
erable advantage. However, phones are typically closed 
systems from a hardware perspective and do not have much 
in the way of general purpose expansion capabilities, which 
might impact the streamlined design necessary for commer-
cial success. Because of this, it is often difficult to experi-
ment with phones when new peripherals/sensors are needed 
to be integrated in the system. 

The Phone System Interface (PSI) module is a bridge be-
tween wireless sensor networks and commercially available 
mobile phones. The PSI module allows a phone platform to 
be extended to perform integrated sensing (sensors com-

bined with the phone), or to wirelessly communicate with a 
body area (sensor) network.  

The module is a small board designed to interface to 
commercially-available cell-phone platforms through the 
phone’s MMC/SD-card socket, as shown in Figure 1. An 
MMC/SD-interface is supported for the phone connection, 
along with an MSP430 embedded microcontroller, a 3-axis 
accelerometer, and an integrated CC2420 802.15.4 radio. 
Additionally, there are expansion connectors that can be 
used for a variety of purposes, such as adding Near Field 
Communication (NFC) capability. The prototype system 
combines the PSI board with Motorola’s ROKR E2 and 
E680i/g mobile phone, both running the Linux operating 
system. Programmatic access to the PSI board is provided 
through custom kernel drivers.  

One important consideration used when designing the 
PSI module was its impact the phone experience. Since the 
phone is a highly personal device, users have high expecta-
tions and will not be willing to adopt the technology if the 
module interferes with their use of the device as a phone.  
The three main considerations here are battery life, phone 
operation, and physical size. By relegating many of the core 
sensing functions to a separate low-power embedded proc-
essor sub-system, the PSI board is able to manage sensing 
with minimal impact on the device’s power consumption, 

Fig 1: The PSI board attaches to the back of com-
mercially available cell-phones, creating an inte-
grated sensing platform. For deployment the bat-
tery panel can be replaced by a module that 
integrates with the PSI board. . 



while only adding a small amount of physical size/weight to 
the phone body, and not directly impacting the phone’s 
functionality. 

This paper describes the architecture of PSI board, details 
several of the subsystems critical to system operation, and 
provides an overview of three applications models sup-
ported by PSI board capabilities. The design and implemen-
tation of the PSI board shows that it is possible to extend 
some commercial cell-phone platforms to create wearable 
sensing systems, and highlights several design challenges 
for such systems. 

II. RELATED WORK 

The PSI board touches upon two major bodies of related 
work: the phone platform and wearable sensor networks.   

The Green Phone [4] is an open-source phone platform 
that has been recently released and allows developers to 
update and download any software they choose to the plat-
form. This is a new capability because typical phone plat-
forms do not allow changes to the core software. The Green 
phone, however, still does not enable easy hardware modifi-
cations that would be necessary to enable such technologies 
as IEEE 802.15.4 or adding accelerometers or other sensors. 
So while the open software capability of the device enables 
new kinds of experimentation for mobile platforms, it still is 
closed to hardware expansion. 

iStuff Mobile [2] is a prototyping environment that al-
lows designers to easily add sensors and other capabilities 
to mobile phones. Unlike the PSI board, this system com-
municates all of the data captured from sensors to the 
nearby infrastructure where it is processed. So, although it 
works very well for prototyping applications in controlled 
environments and exploring new areas of interaction, it is 
not intended as a viable long-term solution for deployments 
of mobile phone applications. 

The CodeBlue project [7] is just one example of a wear-
able sensor system built around several different mote plat-
forms, several of which support the 802.15.4 standard.  A 
dedicated bridge [6] between a custom wireless sensor net-
work and GSM system demonstrates the feasibility and 
attractiveness of the basic concept, but does not demonstrate 
integration with a phone, instead requiring the user to carry 
and manage a separate unit. Integrating sensors using Blue-
tooth [1] would allow using commercially available phone 
devices, but this architecture does not integrate very well 
with common sensor platforms and would place an in-
creased power burden on the mobile device.  

IEEE 802.15.4, and the closely related Zigbee standard, 
are specifically designed to provide lower-power operation 
for sensor networks and are the radio of choice for the ma-

jority of such projects. Using Bluetooth in a sensor network 
capacity is likely to have an adverse power impact on the 
sensing nodes. Furthermore, tightly integrating the sensor 
communication with the existing phone Bluetooth subsys-
tem requires that the phone be active during all communica-
tion, which will significantly drain the phone’s battery. 
Efforts are being made in the industry to address Blue-
tooth’s power impact on mobile devices with a new stan-
dard called Wibree; however, since Bluetooth is inherently 
a point-to-point or Master-Slave protocol, it complicates 
some sensor network architectures where the sensors nodes 
need to communicate to peers in addition to communicating 
with the Master node. 802.15.4 does not impose this limita-
tion and so is better suited for such networks. 

III. ARCHITECTURE 

The basic PSI-board architecture connects together three 
major system components: host phone, MMC/SD storage 
card, and sensor bridge. One key contribution of the PSI 
system is an understanding of the signaling and switching 
necessary to connect the PSI board to the host phone plat-
form, without effecting basic phone operation. 

A. Host Platform 

The PSI system is designed to work with a series of com-
mercially available Linux-based cell-phone platforms, pri-
marily the Motorola E680i/g and ROKR E2 phones. These 
phones are based on the Intel/Marvel PXA-27x family of 
ARM-architecture processors, running at speeds of up to 
400 MHz. Internal to the phones there are 32 MB of DRAM 
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Fig 2: PSI Block Diagram. The basic module connects 
to a phone through its MMC/SD-card slot. 
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and 32 MB of FLASH. MMC/SD expansion cards are also 
available in sizes of at least 2 GB. The phones run an em-
bedded version of the Linux 2.4 operating system.  

The PSI board uses the same hardware interface as a 
MMC/SD card. The Linux PSI interface is implemented as 
a dynamically loadable kernel module that replaces the 
default MMC/SD kernel module. Custom modifications 
were required to the phone startup sequence to prevent the 
standard drivers from loading. 

The kernel PSI driver appears to user space applications 
as a special interface that allows basic communication be-
tween the user programs and the PSI firmware. The basic 
abstraction is a channel metaphor between virtual software 
channels and the individual hardware resources (e.g., radio, 
accelerometer, and expansion connector). A dedicated soft-
ware daemon, PSID, runs on the phone and provides a 
socket interface for other programs. Many of the primary 
prototype applications are written as Java Midlets, using a 
standard socket connection to the PSID. 

B. Mechanical Attachment 

The basic dimensions of the PSI board are 47x35x8 mm, 
while the battery for both the E680i and ROKR E2 measure 
around 55x35x5 mm (with a battery capacity of approxi-
mately 780 mAh). This size allows the PSI board to be 
attached to the back of the phone, on top of the battery. 
Conceptually, the PSI board could be built into a combined 
battery & expansion pack – a solution that would require 
more extensive industrial engineering, but permit the elec-
tronics to be supported within an integrated plastic housing. 

To interface into the MMC/SD card slot on the phone, a 
small ribbon cable is used to feed from the slot to the card  
as shown in Figure 1 (e.g., mounted on the back of the de-
vice where the battery is). This cable can be easily con-
structed out of a standard MMC/SD-card to trans-flash 
adaptor card, which provides a compatible mechanical de-
sign that fits into the MMC/SD card slot.  

C. Switch detector, GPIO module, Signaling 

The core of the PSI board is a switching mechanism that 
arbitrates connections between the host phone platform and 
either the embedded microcontroller or MMC/SD card. 
There are three main operating modes provided by the 
switch: MMC, MSP, and CROSS. Each mode is entered 
through a separate signaling mechanism, described below, 
and is always initiated by the phone device. The switching 
mechanism itself uses a set of analog switches between the 
various components, allowing for transparent bi-directional 
communication with minimal signal impact.  

When the system is in MMC mode (Switch Mode 
HIGH), all signals from the phone are routed to the MMC 
card, allowing transparent access to the card’s contents. To 
trigger a switch to MSP mode, a retriggerable monostable 
device, which turns an edge transition into a pulse of fixed 
length, is used to detect an out-of-spec signal condition on 
the phone’s MMC/SD control lines, highlighted in Figure 3. 
This signaling is similar to the standard BREAK signaling 
on a serial UART line, wherein a data signal is held in a 
constant state for an extended length of time. Since the 
switching mechanism is out-of-spec for normal MMC/SD 
operation, this condition is only triggered by a specific in-
tent to switch modes and will not adversely affect the card’s 
normal operation. 

While in MSP mode (Switch Mode LOW), the phone can 
use the MMC/SD interface to communicate with both the 
MSP and a dedicated GPIO module. Normal operation 
consists of communication with the MSP module, while the 
GPIO module is used for debugging (control over LEDs), 
in-circuit programming (described below), and switching 
out of MSP mode back to MMC mode. This is shown in 
Figure 3. While in MSP mode, the MMC/SD card is dis-
connected from the phone’s data-bus, allowing it to retain 
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any transaction state and quickly resume operation. In addi-
tion to the basic MSP mode, there is a special case used to 
program the MSP processor’s program FLASH, detailed 
below. While in MSP mode, any spurious switch detect 
signals (used to switch into MSP mode) are implicitly ig-
nored. Furthermore, a second monostable device is used to 
turn the GPIO switch-to-MMC-mode signal into a finite 
duration reset pulse, since as soon as the device switches 
back to MMC mode the phone can no longer communicate 
with the GPIO module. 

In the current PSI implementation, the basic switch from 
MMC to MSP mode takes approximately 1 ms while 
switching MSP to MMC takes approximately 32 us. The 
speed of the switch into MSP mode is governed by the time 
of a single data-bit while running at the slowest allowable 
clock speed (100 kHz), which could theoretically be as low 
as 100 us. The speed of the switch into MMC mode is lim-
ited by the time necessary to issue a 2-byte SPI write to the 
GPIO module to change the state of the switching GPIO 
line. These switching times affect the efficiency with which 
the system can switch between modes, along with any soft-
ware driver overhead on the phone side required to multi-
plex access to the shared resource. 

D. Microprocessor Subsystem 

The microprocessor subsystem is based around the 
MSP430 microcontroller, and is very similar in design to 
the many standard wireless sensors, such as the Telos-B [5]. 
Similar to many of these platforms, the PSI board also pro-
vides an expansion connector useful for attaching expansion 
boards, which can be used to experiment with new sensors 
or other capabilities.  

The main advantage of the MSP processor in this context 
is its relative high-capability with low-power consumption. 
This is an important requirement so the PSI can collect and 
process data while keeping the phone in sleep-mode and 
thus avoiding draining the phone’s battery. Although similar 
in hardware to a wireless sensor node, the phone/PSI system 
is different in that the PSI board shares the battery with the 
phone host, which means the user only has to remember to 
charge a single device.  

The MSP runs a custom embedded program that provides 
basic communication between the host processor and the 
underlying data sources/sinks (such as the accelerometer 
and radio). Since the PSI board is designed to work in con-
junction with the phone’s host processor, most computation 
tasks can be relegated to the more capable host, removing 
the need for task-specific programming of the embedded 
platform. 

IV. PHONE-PSI INTERFACE MODES 

This section describes the operating conditions of the ma-
jor modes of the PSI system, while the previous section 
described how the system was able to switch between the 
various modes. A Linux device driver handles arbitration 
between the various modes by using software mutexes to 
control access to the single physical resource and presents 
multiple interfaces to higher-level software layers.  

A. MMC Mode 

The MMC mode places the system in a default access 
mode where the phone can access the contents of the 
MMC/SD card just as if the card were inserted directly into 
the phone. Data is accessed through the standard device 
drivers for the phone and is completely transparent to 
higher-level software devices. Furthermore, this mode pro-
vides a mechanism for the phone to efficiently access data 
stored directly on the card by the CROSS mode, described 
below (for example, while the phone was in a sleep state).  

There are two main limitations for the communication 
channel between the MSP processor and the host. First, 
MSP cannot signal the host when in MMC mode because all 
the available signals on the MMC/SD connection are used 
for active communication; therefore, in order for the phone 
to detect/receive any signal from the MSP subsystem, it 
must either remain in MMC mode whenever idle or at least 
occasionally switch to MMC mode to detect if any data is 
available. Second, the MSP cannot wake the host processor 
while it is asleep. This is a limitation of the specific proces-
sor hardware pins used to communicate between the host 
processor and MMC/SD subsystem. 

B. MSP Mode 

In MSP mode, the phone can talk directly to the MSP 
processor or the dedicated GPIO module.  In this mode, it 
can participate in bi-directional data-transfer with the MSP 
device using the SPI serial protocol. Additionally, a signal-
ing IRQ line can be used to indicate an interrupt condition 
back to the host.  The MSP mode could be the default idle 
mode for the system, allowing the phone to quickly switch 
to MMC mode if it needs to access card data. This would 
allow the MSP to signal an interrupt condition, such as 
incoming data ready, to the phone if necessary. 

One limitation presented by the current implementation 
is a restriction on the data-transfer bandwidth between the 
phone and MSP devices. The MSP processor only operates 
at 6MHz, which, although allows it to have a relatively low 
power consumption, does not allow it to process the data 
from the PXA quickly. Additionally, the minimum data-rate 
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supported by the PXA hardware is 300 kHz, which is still 
fast enough that it would overwhelm the MSP FIFO hard-
ware. Therefore, the data-transfer mechanism for the MSP 
uses a slower bit-bang interface on the PXA that allows the 
data-rate to be appropriately throttled. There are several 
possible technical solutions to this problem, ranging from a 
faster embedded processor (which might increase its power 
consumption), or a dedicated hardware FIFO module (in-
creasing system complexity and cost).  

C. CROSS Mode 

In this mode, the PXA effectively disconnects from the 
MMC bus and allows the MSP to talk directly to the 
MMC/SD card. This mode is useful because it allows the 
PSI board to continue operation even though the host phone 
system may be shutdown or asleep, and it also provides a 
more efficient data-path for storing data. Without it, the 
system would have to transfer data from the MSP to the 
PXA, and then from the PXA to the MSP, creating a com-
munication bottleneck between the Phone and PSI board. 
Additionally, this capability can be used to store data di-
rectly to the storage card without having to activate the 
higher-power phone platform. In order to manage the data 
storage on the MMC card, standard filesystem partitioning 
can be used to create separate storage areas for MSP data 
and regular phone data. 

In CROSS mode, the MSP talks directly to the MMC/SD 
card, and the phone is disconnects from the channel.  Two 
signals remain active between the MSP and phone to facili-
tate signaling for returning to MSP mode (and then eventu-
ally to MMC mode, if necessary). Returning from this mode 
to MMC mode requires that the phone reinitialize its MMC 
card interface since the previous state of the phone’s trans-
actions will have been lost. CROSS mode is entered by the 
phone first switching to MSP mode, if necessary, and then 
issuing a command to the MSP to enter CROSS mode, at 
which point the phone disconnects from the MMC/SD elec-
trical interface. 

D. Inline programming 

A sub-mode of the MSP mode is used to directly pro-
gram the MSP from the phone device.  This is useful be-
cause it allows the phone to update the MSP device without 
requiring it to be removed and plugged into a dedicated 
programming device. This could even be done in the field 
by delivering the code update through a GPRS connection. 
To implement this mode, the phone communicates with the 
embedded GPIO module to place the MSP in a reset state 
and applies the necessary control sequence to place the 

device in the programmable state. The phone can then pro-
gram the device, and reset it to execute the new firmware. 

Once placed in the programmable state, the MSP needs 
to receive programming data using a standard serial proto-
col at 9600 BAUD, which is not supported by the phone 
hardware on the relevant pins. Therefore, similar to the 
technique used for implementing a slow SPI connection, the 
phone uses a bit-bang serial driver to send data at the neces-
sary 9600 BAUD to the MSP for programming., (9600 
BAUD is slow enough that the phone can manually gener-
ate the necessary signals within the required tolerance.)  

V. APPLICATIONS 

The PSI board is a flexible platform that can support a 
wide variety of mobile and wearable sensing applications. 
Several of these target applications are described below.  

A. Wearable Activity Monitor  

One primary use of the PSI board is as a wearable activ-
ity monitor: a device that could monitor and report on the 
user’s daily physical activity patterns. Some current work 
on activity monitoring [3] uses a separate sensing compo-
nent, which, although it has some advantages, ultimately 
requires users to manage a separate mobile device. Since the 
PSI is tightly integrated with a user’s cell-phone, it would 
be very easy for them to keep it with them most of the day. 
By making the wearable sensor ecosystem more accessible 
to end users, this design should increase the availability of 
lightweight sensing applications to the general population.  

Fig 4: The PSI/Phone device and wearable sensors 
could provide the platform for a new class of mobile 
games that enable physical movement, such as a 
walking motion, to control actions in the virtual game 
world.

Wearable sensors 
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detect movement. 

Phone + PSI  board 
acting as mobile game 
platform 
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Technical considerations of note are the ability to use the 
CROSS mode to store sensor data directly to the MMC 
card. In this case, off-line processing would be used (e.g., a 
desktop inference engine triggered when the phone is 
docked with a power source) that would be too processing 
intensive and power hungry to run on the mobile device 
itself. For some applications, the phone’s processor could be 
used to perform the activity inferencing on the device, al-
lowing for real-time interaction based on activity – possibly 
reminding users when they should, or should not, be doing 
some specific activity.     

B. Physical Gaming 

A network of wearable sensors attached, for example, to 
a user’s arms and/or legs enables a new class of physical 
game that would allow people to interact with the phone 
without being restricted to the phone’s limited input capa-
bilities.  A racing game, for example, could be controlled by 
how fast somebody can shuffle their feet up and down (Fig-
ure 4), or arm and leg movements could control a fighting 
game. This capability would be similar to systems that use a 
wireless joystick to control a PC game – except the PSI 
system would enable a more mobile sensor mobile experi-
ence outside of the home. 

The technical considerations of these kinds of systems 
requires management of the wireless sensor network, since 
the wireless nodes need to be powered and wouldn’t con-
tinually connected to the cell-phone’s battery (unlike the 
PSI board itself). Furthermore, the system would need to be 
configured to associate the sensors with the mobile device. 
These basic power and association problems are similar to 
those found for wearable healthcare systems, but fortunately 
a wearable game would likely be less battery-critical be-
cause it would not necessarily be used all the time. 

C. Gesture Recognizer 

Another application of the Phone + PSI platform is to use 
an attached Near Field Communication (NFC) reader com-
bined with accelerometer readings to facilitate connections 
between devices. The system would use NFC, which en-
ables close proximity based communication between de-
vices, to allow a user to specify which device to connect to 
with their phone, and then a gesture, detected by the accel-
erometers on the PSI board, indicating what should happen 
when the devices are connected. For example, the user 
could scan their home stereo system with the mobile phone, 
and then do a “play jazz” gesture with their device to initi-
ate the music playing. 

Currently, neither NFC nor accelerometers are com-
monly available in mobile phone platforms.  Some plat-

forms are starting to have NFC capability, but they still 
generally do not have accelerometers. The PSI board en-
ables researchers and developers to experiment with capa-
bilities and interaction models that otherwise would be very 
difficult to explore. In time, research will (ideally) demon-
strate the usefulness and viability of these technologies and 
they can then be incorporated into the standard phone plat-
forms. Until that time, the PSI board is necessary to enable 
the underlying experimentation. 

VI. CONCLUSION 

The PSI board provides an integrated mechanism for ex-
tending the sensing and communication capabilities of 
commercially available cell-phone platforms. The device 
integrates seamlessly with existing phone applications and 
usage models enabled by hardware and kernel switching 
abstractions.  This switching mechanism requires a custom 
detection mechanism that automatically detects a special 
out-of-band switching signal that does not interfere with 
standard MMC/SD card operation.   

By adding embedded processing, an accelerometer, and 
wireless-network communication capability without inter-
fering with the normal use of the MMC card slot, the PSI 
board enables a variety of new applications that cannot be 
easily prototyped with existing phone platforms. The PSI 
board, designed for extensibility, thereby enables new 
classes of applications that would otherwise require users to 
carry a separate device with them.  
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Abstract—We present a framework for the automated gen-
eration of power-efficient state detection in wearable sensor 
nodes. The core of the framework is a decision tree classifier, 
which dynamically adjusts the activation and sampling rate of 
the sensors (termed groggy wakeup), such that only the data 
necessary to determine the system state is collected at any given 
time. This classifier can be tuned to trade-off accuracy and 
power in a structured fashion. Use of a sensor set which meas-
ures the phenomena of interest in multiple fashions and with 
various accuracies further improves the savings by increasing 
the possible choices for the above decision process. 

An application based on a wearable gait monitor provides 
quantitative results. Comparing the decision tree classifier to a 
Support Vector Machine, it is shown that groggy wakeup allows 
the system to achieve the same detection accuracy for less aver-
age power. A simulation of real-time operation demonstrates 
that our multi-tiered system detects states as accurately as a 
single-trigger (binary) wakeup system, drawing substantially less 
power with only a negligible increase in latency. 

 
Keywords— power-efficient sensing, tiered wakeup, cost-

based classification, wearable gait monitoring. 

I. INTRODUCTION  

Wearable sensor nodes are currently being used in a wide 
variety of applications. These include, but are certainly not 
limited to, implantable cardiac defibrillators[1], everyday 
activity loggers[2] and gait analysis systems[3]. Such systems 
are part of a new class of sensor-driven applications, leverag-
ing the decrease in both price and size of the components to 
allow rich, multimodal data streams to be captured by very 
compact systems. However, wearable sensing applications are 
constrained to short lifespans by high power usage and lim-
ited battery size. For example, long-term medical monitoring 
is currently hindered by its power consumption. Both fixed 
environmental sensors – which cannot provide a full picture 
of an active patient's movements – and body-worn sensors – 
which require large battery packs and/or frequent replacement 
– are inadequate. 

By concentrating our design efforts on the sensors them-
selves, rather than on the networking or processing, it is pos-
sible to construct sensor systems that achieve their goal(s) 
while drawing significantly less power. By reducing the 
power consumption, it is possible to reduce the size of the 

device and/or increase its lifespan. Both of these parameters 
directly improve marketability and user acceptance, allowing 
many more applications to make the transition from labora-
tory to marketplace and thereby benefit a wider population. 

II. FRAMEWORK OVERVIEW 

The main goal of this work is the reduction of energy us-
age in wearable sensor systems through the creation and 
demonstration of new tools and algorithms for the design and 
construction of power-efficient sensor systems. We start from 
a fundamental: the raison d'etre of these devices is to collect 
and process data and therefore the design of the sensors 
should be central. Therefore, we concentrated on reducing the 
energy usage of the sensors within the nodes. This metric was 
chosen since both general and tractable, though it is important 
to note that any power savings in the form of reduced sensing 
also correspond to further power savings through a reduction 
in: 

data to process. 
data to transmit or store. 
data to analyze (particularly for a human expert). 

Any gains through this work can be considered independ-
ently from the large body of work exploring power savings 
through improvements to ad-hoc networking protocols and 
processor efficiency. 

The framework presented is centered on the concept of 
“groggy”, or tiered, wake up. This is in contrast with the more 
common binary wake up systems, which have only two 
modes: fully active, collecting all possible data and drawing 
maximal power, or fully asleep, collecting no data and draw-
ing virtually no power. Instead we envision a system with a 
number of different levels of activity and associated power 
usages. Each of these comprises the currently active sensors 
for state determination and their sampling rate, and algo-
rithms to describe the levels transitions. Our goal is to deter-
mine the system state at any given point in time for the small-
est outlay of energy. The response thereto is not constrained 

The form of the solution is such that the sensor sampling 
rates, as well as the transitions between them, are generated in 
a semi-autonomous fashion and can easily be embedded in 



hardware. Therefore, the work should be applicable to a wide 
variety of applications. 

Given a desired application, the design process will pro-
ceed as follows. Hardware for the individual application will 
be configured. In the initial deployment for testing and sam-
ple data collection, it is assumed that the system will include 
any sensors that could possibly be of value for state determi-
nation. A training data stream is collected and is annotated by 
the application designer. It is then used to determine the sen-
sor data necessary to differentiate between the states. This 
information allows the final form of the hardware to be built 
(possibly with a pared down sensor set) and the state determi-
nation algorithm to be implemented on it. Each of these tasks 
is discussed in the proceeding sections. 

III. RELATED WORKS  

There are a number of tiered wakeup systems, mostly built 
in an ad-hoc fashion, which have recently appeared in the 
literature. A group at UC Berkeley[4] examined the problem 
of detecting and identifying civilians, soldiers and vehicles 
traveling through a dense grid of independent sensor nodes. 
The nodes were awakened using a passive infrared detector, 
which then activated a microphone and magnetic sensor to 
identify the source of the trigger. This project did not meet its 
lifespan goals for a number of reasons. Key among them was 
the much higher incidence of false alarms than predicted, 
mostly caused by moving flora. This illustrates the danger of 
designing systems without the use of real-world sample data 
streams, instead relying on hand-scripted thresholds[5]. Also, 
the system draws more power than necessary since it turns on 
all sensors after a trigger, while the acoustic sensor alone can 
be used to distinguish between humans and vehicles and 
draws far less power than the magnetic sensor. A more ana-
lytic approach would likely have both identified these flaws 
sooner and made them easier to correct.  

Van Laerhoven[6] designed an activity monitor based on a 
cluster of tilt switches and a single two-axis accelerometer. 
The tilt switches are used both for pose detection and to de-
termine when the activity level is high energy to merit turning 
on the accelerometers. While this design is quite clever, the 
techniques presented have all been determined and hard-
coded for a single application and sensor set. There is no 
apparent way to extend or generalize these techniques. 

Non-state-based (unsupervised) systems have also been re-
ported. Jain and Chang's[7] work on adaptive sampling for 
sensor networks is one example. They use the innovation of a 
Kalman filter[8] as a measure of the entropy rate of the data 
stream and adjust the sampling rate accordingly. Note that 
this is a purely entropic approach - more data is collected 
because the phenomena are varying at a faster rate. While this 
technique generated good results in a sample application, it 

assumes that data should be collected in all states and cannot 
differentiate between them. Further, the Kalman filter itself is 
a fairly structured (and computationally expensive) model 
that would not be appropriate for all systems. 

IV. HARDWARE 

The prototype hardware for this framework is implemented 
using a modular sensor platform we have designed. This 
platform is based around a series of circuit boards (or panes), 
each of which instantiates a specific sensing modality –  e.g.
inertial sensing, tactile sensing or ambient sensing – with the 
goal of reducing needless reimplementation of common com-
ponents. Each board encapsulates the best practices in a given 
field, thereby saving substantial design time. Further, these 
boards can be arbitrarily combined and recombined, allowing 
for rapid prototyping and testing of proposed sensor combina-
tions. For a given application, the designer can use this plat-
form to quickly put together a sensor node with which to 
collect training data. We discuss two important design charac-
teristics below. A more detailed discussion of this platform 
can be found in [9]. 

Since much of the power savings of the framework is 
predicated on power-cycling the various components, reduc-
ing the wake up time is key to minimizing the power wasted 
during that interval. For sensors, this parameter can vary 
widely both between different sensing mechanisms for a 
given phenomenon (e.g. effectively nil for a phototransistor to 
40ms for a IR rangefinder) and individual parts (e.g. 8ms for 
the ADXL202 MEMS accelerometer to 100ms for the pin 
compatible MXR2312 thermal accelerometer). The wake up 
time sets the upper limit of how quickly a sensor can be cy-
cled while still offering power savings over continuous acti-
vation. It should be noted that the availability of this informa-
tion is spotty at best – given on some datasheets while 
completely ignored on others. Further, no information is 
given about the power draw during wakeup. In many cases it 
is likely the same as normal, though for some sensors (e.g.
that need to charge internal capacitor or equilibrate filters) it 
may well be noticeably more. Further, since most microcon-
troller-based analog to digital converters can sample far faster 
than sensors can be activated, the energy used to wake up the 
sensor can be considered to be the energy used per wakeup 
cycle.

A second key design technique will be the use of multiple 
sensors to measure a single parameter of interest. For exam-
ple, the inertial board uses both passive tilt switches and ac-
celerometers to measure motion. The vast majority of sensor 
systems limit themselves (usually in the interests of simplicity 
or compactness) to a single sensor for each modality of inter-
est. No matter how efficient such an implementation is for 
extracting information, it is guaranteed to be power inefficient 
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in states were less (or more) data is necessary to determine 
the transitions. A system which can tailor its sensing in real-
time to the current state of the device can draw far less power 
on average. While it seems counterintuitive that we can make 
a system more power-efficient by adding complexity (and/or 
redundancy), the key is that the system has been given a new, 
lower energy source of information. 

V. PATTERN RECOGNITION 

A. Data Collection 
We have chosen a supervised training approach based on 

the assumption of fairly constrained applications and clarity 
of designer intent. The main benefit of this approach is the 
ability to ascribe specific meaning to the chosen states (e.g.
walking), to combine states that might otherwise be separated 
(e.g. fast and slow gaits) and to ignore altogether portions of 
the data stream that could potentially be considered interest-
ing (e.g. skipping).  

Training data is collected using the following two-part 
procedure to acquire the most relevant data. The first stream 
will be reasonably short and contains the active (high en-
ergy/variance) states – both those considered interesting (i.e. 
to be detected) and not – that are known to the designer. The 
selection of states is left to the discretion of the application 
designer. The second contains a long-term background re-
cording, to provide a baseline for the uninteresting cases and 
to catch states that were not considered by the designer above. 
Both streams are captured at the maximum useful data rate. 
For wearable/human applications, we use 200Hz. 

While a long-term data stream could be used as the sole 
source of the training data, this tends to be inefficient for a 
number of reasons. Firstly, the length of the recording neces-
sary to acquire good examples of all complex states can be 
quite long and their duration may be quite short. Secondly, 
the vast majority of the uninteresting data collected will be of 
little to no value in the classifier training.  

B. Feature Extraction 
A set of simple first order functions is used to calculate the 

features – the windowed mean, variance, minimum and maxi-
mum. These features have been used successfully on time 
series of human motion, both with inertial[10] and video[11] 
data. These are good general statistics for two reasons. First, 
they are algorithmically efficient to implement in a point-wise 
fashion such that they can be calculated quickly and for little 
power in an embedded microcontroller. Second, since the data 
stream will be wide sense stationary over a window size equal 
to the period of the data (within any given state), the mean 
and variance will be constant (with the exception of additive 

noise). This converts a sequence of time varying values to one 
that varies with state alone. 

There are two free parameters in the calculation of these 
features – window size and sampling frequency. Window size 
is fixed as the period of the motion of interest, for reasons 
given above. On the other hand, multiple sampling frequen-
cies are used to allow the classifier to choose the lowest rate 
(and power usage) that achieves its accuracy goals. However, 
to avoid having to power cycle a microprocessor on a com-
plex and irregular schedule (which would vary with state), we 
limit the frequencies to the Nyquist frequency and power of 
two fractions thereof. 

C. Classifier Design 
The specific goal of this work is to create a hierarchy of 

activation states to allow the system to make a state determi-
nation using as little information (i.e. energy) as possible. 
Therefore, the classifier used should be able to make deci-
sions in the same fashion - using more or less data as needed. 
Most classifiers do not have this ability, and instead require 
that all data be present to make any state determination. 

In contrast, decision trees structure classification in the 
form of a series of successive queries, with each response 
leading to a following query until a state is determined[12]. In 
this way, the tree uses different sets of features to classify 
different states (or subsets thereof). In the case of an unbal-
anced tree, some classifications are made with fewer deci-
sions (and therefore less energy) than others. Overall, the 
desire for hierarchical activation requires a hierarchical classi-
fier. Further, the query-based structure allows for very fast 
implementation in an embedded microcontroller, since only 
simple comparisons are required to evaluate the classifier 
(beyond the calculation of the features themselves). There-
fore, decision trees with are used in this framework. 

In general, our system follows the CART algorithms for 
constructing decision trees as detailed in [13]. The key differ-
ence is that we take the cost of the features – which we define 
as the energy necessary to collect and calculate them – into 
account. In the case of sensor data, this almost always reduces 
to the cost to power up the sensor itself. The hierarchical 
structure of the decision – where certain sensors may already 
have been used to answer a query – adds some complexity. 
Any sensor used at the same (or higher) sampling rate higher 
in the tree has its cost reduced to zero, since the data has 
already been collected. If the sensor was used at a lower sam-
pling rate, the cost of use is discount by that already paid, 
since some of the necessary data is already being collected.  

Energy usage is taken into account by reducing the split-
ting criterion used to determine the query to use at any given 
node i by a factor of (1+ TCi) , where TCW

i is the test cost  for 
the sensor at that node and W is a parameter used to adjust the 
trade-off between power and accuracy. This factor does not 
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distinguish between active sensors and requires unused sensor 
to achieve a certain quality of split (depending on W) before 
they will be activated. To avoid non-linearities, test costs 
should be scaled such that the minimum value is greater than 
ten. The ratio of the value of the splitting criterion for a per-
fect split and a meaningless one sets the maximum useful 
value for W – in the case of the Gini index used in CART, 
this value is 0.29.

VI. EMBEDDED SOFTWARE 

Having trained an appropriate classifier with the desired 
power and accuracy characteristics, it is fairly straight-
forward to implement it on a wearable sensor node. The deci-
sion tree is encoded in array format, with each entry contain-
ing a sensor feature to test on, the threshold for that test, and 
the index of the next node given a positive or negative result. 
Entries corresponding to leaf nodes will simply contain the 
state determination. In either case, a listing of the sensors 
necessary to get to that point is also given. The code itself 
keeps track of the currently active sensors as well as an ac-
counting of the recent requests for inactive sensors. 

The code execution cycles through a fairly simple loop. 
The processor awakens at a predetermined time and awakens 
and collects the data from the active sensors and updates their 
features. Constant time algorithms for the features are well 
known and will not be presented here. The classifier itself is 
then run. If a state is determined, the processor executes the 
desired response (set by the application designer). If the in-
formation necessary to determine a state is not available, the 
system is considered to be in an indeterminate state. Next, the 
sensor needs of the tree are examined, with an update of the 
accounting of both the sensors that are needed but are inac-
tive, and the sensors that are active but are not needed. The 
system then goes to sleep until the next cycle. Cycle length is 
determined by the highest update rate among the currently 
active sensors. 

Effectively dealing with sensor activation is key to the ef-
ficient operation of this system. Instantly turning on sensors 
when requested or turning them off when not used to make a 
decision will leave the system highly susceptible to noise. 
Waiting too long to activate the sensors will increase latency, 
while waiting too long to turn off a sensor will waste power. 
In the current simulations, a sensor must be requested or un-
used for 5 cycles before its activation state will be altered. 
This parameter has not yet been optimized. It may be that a 
higher value is necessary, since whenever a sensor is reacti-
vated there is a delay equal to the window length (or one 
cycle of the state of interest) before enough data will be avail-
able to calculate the features and run the classifier again. 
Therefore, it may be necessary to sacrifice some power to 
keep the latency to a reasonable level. 

VII. LIMITATIONS 

We note two important limitations imposed on this frame-
work. First, we have limited the systems examined to the use 
of passive sensors – those which measure the environment 
without affecting it. Active sensors (e.g. sonar, radar) - those 
which control the transmission as well as the reception of the 
measured signal - are excluded both because of their power 
usage (one to two orders of magnitude greater than passive 
sensors) and their complex power management (both the 
output power and the sampling rate can be adjusted individu-
ally).

Structurally, any wake-up based system has the potential to 
miss anomalous events (i.e. those with no precursor) - either 
entirely or during the state determination procedure. While 
this is a problem in general, it should be minimized given our 
concentration on wearable sensing. Since most activities in 
this domain take place on the order of seconds (at minimum) 
and state determination requires at most a second, the chance 
of missing an event is minimal. 

VIII. ANALYSIS 

A. Data Set and Collection 
For testing, a data stream containing a wide variety of dif-

ferent ambulatory activities was collected, using a shoe 
mounted node containing three axes of gyroscopes, three axes 
of accelerometers and a four-way passive tilt switch. The set 
of activities chosen was: normal gait, walking uphill and 
downhill, ascending and descending stairs, and shuffling gait. 
This data set allows us to create classifiers that attempt to 
separate a single (complex) ambulatory activity from the rest. 
Such a system would be valuable for Pakinson’s Disease 
patients, where a doctor would be most interested in collect-
ing information about the frequency and parameters of the 
patient's shuffling episodes[14]. For patients with total knee 
replacement, activities such as ascending stairs (where the 
knee flexion is >90°) are the most important to measure[15]. 
Such cases allow for far more complex and richer classifiers 
than those used to simply separate ambulatory from non-
ambulatory (roughly: still) states. 

Data was collected using the process described above. The 
active data stream contained two separate segments of ap-
proximately 30 seconds in length of each of the non-walking 
motions. These motions were each bookended by a segment 
of normal gait. This data was collected in a single session 
lasting approximately 30 minutes and was recorded with a 
video camera. Annotations were later added to the data stream 
based on camera's time stamp. 

The long-term data stream was designed to collect data 
representing the everyday activities of an office-bound 
worker. Two hours of data were collected with the subject 
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Fig. 1: Power/Accuracy trade-off curves for decision tree and SVM classifiers 

sitting at his desk performing a number of basic activities -- 
typing, reading, searching for papers, etc. Non-ambulatory 
motions such as adjusting the position of the feet, moving 
from one desk to another and waving the feet under the desk 
were collected. The subject recorded his activities in a simple 
diary, with annotations later added to the data stream using 
the diary as a rough guide and visual inspection of the data 
stream to more precisely mark the times. 

B. Classifier Performance 
The above data stream was used to test the ability of our 

framework to create classifiers that trade off power and accu-
racy. Classifiers were trained to detect each of the six walking 
motions amongst the others. Only the active data set was used 
to avoid placing a large positive skew on the accuracy (since 
non-walking motions are trivially excluded using the tilt sen-
sors). The sensors and their power usage at the various fre-
quencies used in the classifiers are shown in Table 1. Note 
that the gyroscopes cannot be power cycled above 33Hz and 
the accelerometers above 125Hz. It is assumed that ambula-
tory motion is 80% normal gait and 4% of each of the other 
gaits. While these are estimates, we note that decision trees 
are fairly robust to errors in prior probabilities. 

Table 1:  Power usage of sensors for various frequencies T

25 Hz 50 Hz 100 Hz 200 Hz 
Gyroscope 22.5mW 30mW 30mW 30mW 
Accelerometer 0.396mW 0.792mW 1.58mW 1.98mW 
Tilt Switch 0.41 W 0.83 W 1.6 W 3.3 W

Figure 1 shows the power-accuracy trade-off curves for de-
tecting uphill, shuffling and normal gait (other classifiers 
omitted due to space constraints). The final point in each 
graph is from the decision tree grown without power con-

straint. We note that while the accuracy always increases with 
power, there is a knee point at which the marginal gain be-
comes quite low. This data is given in table 2 below. 

Table 2: Asymptotic power behavior of trained tree classifiers T

Inflection Point Maximum 
Power Accuracy Power Accuracy 

Uphill 5.66mW 0.9824 33.82mW 0.9905
Shuffling 125uW 0.9976 1.585mW 0.9985 
Normal 5.89mW 0.9272 10.02mW 0.9325 

Figure 1 also shows the results of a Gaussian kernel Sup-
port Vector Machine (SVM)[16] trained with various subsets 
of the sensors (always activated). Only the monotonically 
increasing hull of the points is shown (hence the two point 
graph for shuffling). While the eventual maximum accuracy 
(beyond the right-hand edge of the graph) is greater than that 
of the decision trees, we note that the trees outperform in the 
low power domain. This confirms the benefits of the tiered 
structure of the decision tree, even when compared with a 
(nominally) more powerful technique. 

C. Embedded Simulation 
Since the tree classifiers were trained without regard to 

time information, it is important to confirm that they perform 
well in real-time conditions. The embedded software de-
scribed above was simulated in MATLAB. Figure 2 shows 
the results for uphill gait classifier at the inflection point. 
Both the ground truth (user annotation) and smoothed detec-
tion of the classifier (state changes are only acknowledged if 
their duration is greater than 0.25 seconds) are shown. Table 3 
gives the duration of false positives (FP) and false negatives 
(FN) compared to the true positives (TP) and true negatives 
(TN) for the tasks above. Total length is 323 seconds. For 
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Fig. 2: Model of Real-time Operation for Detection of Uphill Gait

shuffling gait, most of the FPs come for small triggers likely 
caused by readjusting the feet. For normal gait, most come 
from overly conservative activity labeling (which is beneficial 
when training the classifier). 

Table 3: Incidence of false positives and negatives on trained trees T

FN TP FP TN
Uphill 5.81s 28.23s 3.11s 285.57s
Shuffling 0.77s 34.93s 15.82s 271.20s 
Normal 7.66s 99.62s 50.97s 164.48s 

As a final test, we constructed binary classifiers using the 
root node of the chosen decision trees (i.e. if the first query is 
met, the system is fully activated). This allowed us to estimate 
the power advantage of a multistage wakeup. For uphill and 
normal gait, the savings were 56% and 46% (respectively). 
The best solution for shuffling was found to be a binary clas-
sifier.

IX. CONCLUSIONS AND FUTURE WORK 

We have described a three-component framework for 
power-efficient detection in wearable sensors. The first is 
modular hardware platform for ease of application prototype. 
The second and key component is a semi-autonomous classi-
fier construction algorithm. Given an annotated data stream, 
the system uses a version of the CART algorithms, modified 
to take sensor power into account, to produce a family of 
decision trees with various power/accuracy parameters. The 
final component is an embedded implementation of this clas-
sifier for use with wearable sensors nodes. Numerical analysis 
was presented which supports our contention that a tiered 
wake up approach can reduce power usage with a minimal 
reduction in accuracy. 

Avenues for future work on this framework center around 
extending from sensor nodes to networks. For the case of a 
body-worn sensor network, there are two approaches assum-
ing the goal of detecting the current state while minimizing 
overall power usage. If in any given state one node is the 
network will be superior to the others, those nodes can share 
their current state with the other nodes, allowing them to 

reduce their data collection or turn off entirely. If data from 
multiple physical locations make some state determinations 
easier than if done at a single node, the data in question can 
be shared. In either case, this information can easily be added 
to the decision tree construction algorithm with a cost based 
on the energy expended to wirelessly transmit and receive the 
data.
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Abstract— A low power 16-bit RISC is proposed for body 
sensor network system. The RISC is designed of basic 3 stage 
pipeline architecture which has 28 instruction sets. Some spe-
cial instructions are proposed for efficient applications. The 
lossless compression accelerator is embedded in the RISC to 
support the low energy data compression. The accelerator 
consists of 16x16-bit storage array which has vertical and 
horizontal access path. By using the accelerator the energy 
consumption of the lossless compression operation is reduced 
by 95%. The RISC is implemented by 1-poly 6-metal 0.18um 
CMOS technology with 16k gates. It operates at 4MHz and 
consumes 24.2uW at 0.6V supply voltage.  

Keywords— Body Sensor Network, RISC, Lossless Com-
pression  

I. INTRODUCTION  

Recently, in according with the interests about the 
healthcare increase, people desire to check their vital signal 
or health condition at anytime and anywhere. To solve this 
request, the wireless sensor network (WSN) system has 
been studied to apply for the body, which called body sen-
sor network (BSN) system [1]. The BSN system offers 
health condition monitoring, vital signal collecting, col-
lected data analysis and diagnostics. To provide these vari-
ous operations, BSN system should consists of lots of sen-
sors, the data processing unit and the efficient network 
system. Various BSN systems have been proposed to pro-
vide the services [1]-[6]. 

BSN system requires the ultra low energy operation for 
stable long time operation and the small footprint for wea-
rability. To achieve these requirements, the size of hardware 
components has to be small. Moreover, they also have li-
mited power supply, bandwidth for communication, 
processing speed, and memory space. Various researches 
have been conducted so far focuses on how to achieve the 
maximum utilization of limited source. The data compres-
sion is one of the most effective methods [7]. Since the 
transmitting power consumption is much more than the data 
processing power, minimizing data size before transmitting 
can reduce total system power consumption. Moreover, the 

low power hardware design and the efficient algorithms are 
also important for limited resource. 

This paper presents a low power RISC for low energy 
BSN system. The efficient compression algorithms opti-
mized to bio signals is also proposed. We verify low energy 
consumption of the proposed RISC by implementation of 
real silicon and test board. 

II. 16-BIT RISC ARCHITECTURE 

A. Top Architecture of 16-bit RISC 

The 16-bit RISC is designed based on a basic 3-stage 
pipeline which is optimal selection for low power operation 
[3]. The figure 1 shows the pipeline flow diagram of the 
proposed 16-bit RISC. The first stage fetches the instruction 
from code memory, and the second stage decodes the 
fetched instruction. The last stage executes ALU operations, 
memory access, and write-back to the register file. Since the 
both operations of read and write the register file occurs in 
the same stage, the data hazard is eliminated. The branch is 
performed with a 2-cycle penalty.  
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Figure 1.  Top Architecture of the Processor 



The RISC has 2 kinds of register files which are the 16 
general register files and the compression accelerator for the 
proposed lossless compression algorithm described in next 
section.   

TABLE I.  RISC INSTRUCTION SET ARCHITECTURE 

ALU Register 
MOV, CMP, ADD, SUB, AND, ORR,  
XOR, BIC, MUL, MVN, NEG 
MGX, MXG, REV, XRC, XRD 

ALU Immediate MOV, ADD, SUB, CMP 
Shift LSR, LSL, ASR, ROR 

Memory LDR, STR, STRX 
Conditional Branch BEQ, BNE, BGT, etc… (16 Conditions) 

B. Instruction Set Architecture 

The processor implements 16-bit Instruction Set Archi-
tecture (ISA). The RISC has 28 instructions, the table I 
shows the implemented instruction sets. Some special in-
structions are proposed for the compression algorithm. 

XRC, XRD : XRC instruction operates bitwise XOR opera-
tion with right next bit. XRD instruction performs reverse 
operation of XRD. Figure 2 shows the block diagram of the 
XRC operation, where Rs represents the source register and 
Rd represents the destination register. 

Rd[i] = Rs[i]  Rs[i+1] 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Rs

Rd  
Figure 2.  Block Diagram of XRC operation 

MGX, MXG : MGX moves the data from general purpose 
register to special purpose register. MXG moves the data 
from special purpose register to general purpose register. 

REV : REV moves the MSB to LSB, and LSB to MSB. 
Figure 3 shows the block diagram of the REV operation. 

Rd[i] = Rs[15-i] 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0Rs

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0Rd

...

...

 
Figure 3.  Block Diagram of REV operation 

STRX : STRX loads the data from special purpose register, 
and store them to the data memory if the header bit is one. 
After store the data, the memory address is increased auto-

matically. It helps to reduce the repeated store operation, 
when the 256 bit data are stored. Rm represents the memory 
address for data memory. 

if (!head) Mem[Rm] = {Rd}, Rm = Rm + 0x01 

III. PROPOSED LOSSLESS COMPRESSION ALGORITHM 

A. Compression for BSN 

The sensor nodes gather the bio signal data, process the 
collected data, and transfer the processed data to base sta-
tion. If a single sensor node sends n-bit data, the total power 
consumption (PTotal) is derived as following:  

 
)})(1({ DeCompRXTXCompTotal PPPPnP  

 
where,  
n = Data bit width  

 = Compression rate 
PComp = power consumption for Data compression 
PDeComp = power consumption for Data de-compression 
PTX = power consumption for Data transmission 
PRX = power consumption for Data receive 
 
We have quantitative value of PTX=2.5nJ/b, PRX=2.5nJ/b, 

PComp=0.003nJ/b and PDeComp=0.003nJ/b from previous work 
[3-5]. Assuming that the sensor node gathers 1Mb data, the 
total power consumption would be changed under variable 
compression rates, the figure 4 shows them. The high com-
pression rate helps greatly to reduce the total power con-
sumption.  
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Figure 4.  Comparison of Power Consumption  

Therefore, it is necessary to employ a data compression 
algorithm for body sensor network system. There are some 
limitations to apply the compression algorithm to BSN 
system. First, since the sensor node currently has limited 

66



resources such as battery energy, CPU performance and the 
memory capacity, the algorithm size must be as small as 
possible. The second one is the operating frequency. Usual-
ly the processor of sensor node operates only less than 
4MHz, therefore it is necessary to design a low complexity 
algorithm which is enough to operate at low frequency. 
Because the hardwired accelerator and the special instruc-
tions help to reduce the operating cycles and the code size, 
the proposed compression algorithm is satisfied these re-
quirements. 

 
(a) ECG : 16bit                            (b) Temperature : 10bit 

Figure 5.  The Bio Signal with Variable Resolution 

The proposed compression algorithm, which name is Bi-
PAC, has three features. First, BiPAC provides the lossless 
compression. The lossly compression algorithm is efficient 
to minimize data size, but all loss algorithms have some 
degree of quantization error, resulting in a possible loss of 
diagnostic information. Thus, the lossless compression 
algorithm is studied to preserve all the information of origi-
nal data. Second, BiPAC is optimized to continuous signal 
data. Most of bio signals consist of continuous and periodic 
waveform differ to other randomly media data. The last one 
is various precision coding. Each kind of sensor data has 
variable precision. For example, the ECG signal consists of 
16 bit resolution, otherwise, the temperature signal consists 
of only 10 bit resolution. The figure 5 shows that 2 kinds of 
bio signals. Since the width of the system bus is 16bit, a lot 
of leading zeros can be generated when the resolution is less 
than 16 bit. BiPAC eliminates these redundant leading zeros 
simply so that it is suitable for the all kinds of various preci-
sion data compression. 

B. BiPAC - Lossless Compression Algorithm 
The algorithm1 and figure 6 describes BiPAC which is 

the proposed lossless compression algorithm. BiPAC 
represents the Bi-PAth compression.   

Algorithm 1 : BiPAC  

Input : 16x16b TM data (TM[i], i=0..15) 

Output : nx16b compressed DM data (DM[i] , i=0..n, n 15) 

1. for i=0 to 15 loop 

 d[i] = TM[addr1+i]; 

    endloop 

2. h0=d0; spr[0][*]=0; n=0; 

3. for i=1 to 15 loop 

 spr[i][*] = d[i] - d[i-1]; 

4. for i=0 to 15 loop 

 for j=0 to 14 loop 

  spr[i][j] = spr[i][j] xor spr[i][j+1]; 

 endloop 

    endloop 

5. for i=0 to 15 loop 

 for j=0 to 15 loop 

  h1[i] = h1[i] or spr[j][i]; 

 endloop 

    endloop 

6. for i=0 to 15 loop 

 if h1[i]!=0 

  DM[addr2+j] = spr[i][*]; 

  n = n +1; 

  endif 

    endloop 

7. return DM[0]..DM[n] 
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Figure 8.  Required Instruction per Removed A Bit  

C. Lossless Data Compression Accelerator 
The data compression accelerator is embedded in the 

RISC to support the low energy data compression / decom-
pression operation and it consists of 16x16 storage array 
shown in figure 7. Its vertical and horizontal accessibility 
reduces the required execution cycle to 95% compared with 
conventional RISC operation. The interface of accelerator is 
same as the register file, so all data transition takes 1 cycle 
by special instructions. In addition, it can be used as a gen-
eral purpose registers when the compression program is not 
executed. 

The proposed algorithm compresses the 1 block data 
(16x16-bit) into 2 headers and the compressed data and it 
takes up to 114-cycle. It is recalculated to 1.425-
instructions/bit. Figure 8 shows comparison result of the 
number of instruction required by removing a single bit. By 
using the proposed algorithm with accelerator, the perfor-
mance is improved by maximum 83 times compare to other 
conventional algorithms [7]. 

IV. RESULTS 

A. Simulation Results 

The ECG records data from the MIT/BIH [9] are used to 
verify BiPAC. The sampling rate and the resolution are 360 

samples/s and 12 bits, respectively. The figure 9(a) shows 
the ECG record waveform and the figure 9(b) shows the 
simulation result of compression operation. The data mem-
ory write enable signal goes high if the column data are not 
zero. The compression rate is good if the number of enable 
signal is small. The compression rate is 25% and 56.3% at 
steep and slow slop, respectively. The better compression 
rate is obtained with stable signals. The average compres-
sion rate is 38.7% for 10 sec amount data. It consumes only 
641us and 0.69nJ to compress 1 sec amount ECG data with 
4MHz operation frequency. Table-II shows that the energy 
consumption of this work is much smaller than that of the 
conventional low-power processors [4], [5], [6] when 
16x16bit data compression is executed. The proposed com-
pression algorithm can operate sufficiently real time lossless 
compression/decompression with ultra low energy con-
sumption. 

 

0 1 2 3 4 5 6 7 8 9 101112131415h0 h1

0 1 2 3 4 5 6 7 8 9 101112131415h0 h1

(b1) 25%

(b2) 56.3%

(a) ECG record data (b) Memory Write Enable of RISC
(sec)

 
Figure 9.  Simulation Result of Proposed Compression Algorithm 

TABLE II.  ENERGY COMSUMPTION FOR 16X16B DATA COMPRESSION 

 [4] [5] [6] Proposed
VDD 1.0V 0.66V 0.23V 0.6V 
Clock 500kHz 4MHz 833kHz 4MHz 

Energy 32.4nJ 64.8nJ 11.2nJ 0.69nJ 

B. Implementation Results 

With the proposed architecture, the RISC is implemented 
into a chip by using 1-poly 6-metal 0.18um CMOS technol-
ogy. A demonstration board system is also implemented. 
They are shown in figure 10. The RISC size is 
400umx1000um with the compression accelerator. The 
memory size of code memory, data memory and temporary 
memory is 128kb, 512kb and 128kb, respectively. The 
RISC operates maximum frequency of 200MHz with 1.8V 
and 22MHz with 0.6V. However, the RISC generally oper-
ates at 4MHz with 0.6V supply voltage for low energy con-
sumption and reliable operation. The power consumption is 
24.2uW with 4MHz at 0.6V supply voltage. 
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(a) (b)

 
Figure 10.  Implementation Result (a) Demonstraion Board (b) Chip 

Microphotograph 

V. CONCLUSION 

A 16-bit RISC of base station is proposed for body sen-
sor network system. The RISC is designed based on basic 3-
stage pipeline architecture. The lossless compression acce-
lerator is embedded for low energy data compression. By 
using accelerator which consists of 16x16-bit storage array 
with vertical and horizontal access path, the energy con-
sumption of the lossless compression operation is reduced 
by 83 times. The RISC is implemented by 1-poly 6-metal 
0.18um CMOS technology with 16k gates. It operates at 
4MHz and consumes 24.2uW at 0.6V supply voltage. The 
evaluation results clearly indicate the proposed RISC and 
compression algorithm are suitable for the body sensor 
network system. 
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Abstract— The popular Friis transmission formula is used 
to evaluate the amount of path loss in free space between the 
transmit and receive antennas for the design of wireless trans-
ceivers. It is could be also used to estimate the path loss for the 
link of the on-body network when there is no barrier and no 
body surface in between. Paying special attention to short-
range communication, this paper develops composite expres-
sions for path loss between two dipoles. Theoretical analysis is 
used to prepare an impedance-based model and an S-
parameter-based model to extract the path loss. These expres-
sions support the validity of Friis formula up to a certain 
separation distance, below which an error is induced, possibly 
resulting in miscalculation of required transmission power, 
sensitivity and margins, during the design of transceivers. 
Simulations and experiments were carried out to verify the 
proposed model, and their results match up well. The differ-
ence in values of path loss obtained by the proposed analytical 
model and Friis path loss formula in free space is highlighted. 
This is important to be aware of while choosing design pa-
rameters for transceivers that will be used in applications 
operating at short ranges as compared to wavelength at the 
frequency of operation. 

Keywords— Attenuation, Scattering parameters meas-
urement, Impedance, Dipole Antennas, Mutual Coupling 

I. INTRODUCTION 

Radio communication enables on-body biomedical de-
vices, cable-less medical devices, etc. to provide diagnosis, 
monitoring and therapy in a flexible and convenient way. 
For optimal design of the transceivers in such devices, the 
knowledge of precise path loss between on-body devices or 
between an on-body device and an external device is neces-
sary. 

Hall et.al. investigated different potential propagation 
modes of radio wave in on-body communications exten-
sively and provided the measurement results at selected 
microwave frequencies [1][2][3]. For surface wave propa-
gation and shadowed free space paths, statistics and meas-
urement are the most efficient method to evaluate path loss. 
In the case of free space mode, e.g. from the belt to wrist 
path when the hand is in front of the body, the analytical 
method based on Friis formula might be adopted. 

An on-body device and an external device linked by a 
Line-of-Sight(LOS) path or two on-body transceivers 

linked by a free space path without barriers often operate in 
the near-field zone of free space due to the choice of fre-
quency and communication distance. The ISM bands that 
are present in the lower UHF range may be used as the 
communication bands for biomedical devices. Due to the 
longer wavelengths at those frequencies than at higher 
frequencies in the GHz range, the communication range is 
often within the near field zone of the transmit and receive 
antennas. 

The well-known Friis transmission formula is widely 
used in radio design for long distance or mobile communi-
cation in free space. It is not intended for use in the near 
field. Using the Friis formula to estimate the path loss for 
the above mentioned biomedical applications could result 
in errors below certain distances of separation between the 
transmit and the receive antennas. This makes the investi-
gation, to generate a uniform expression for path loss in 
both the near field as well as the far field, an essential study. 

David et.al. investigated the near field channel between 
two coils [4]. Their paper showed that the near field path 
loss is inversely proportion to the sixth order of distance 
and proportional to the square of frequency of operation. 
Schantz studied near field propagation in [5]. In his propa-
gation equation, the path loss decreases more rapidly in the 
near field than it does in the far field region. The inverse 
proportion to the sixth order of separation distance is also 
found in his paper. FitzGerrell investigated the insertion 
loss between pairs of thin, linear antennas, while consider-
ing the effect of proximity to the ground [6]. His work 
focused on the effect on insertion loss caused due to varia-
tion of operation frequency, and only three distinct separa-
tions between two dipoles had been investigated.  

When there is a high probability of operation in the near 
field region of the transmit and receive antennas, mutual 
coupling between them should be considered. Derneryd and 
Kristensson [7] introduced an impedance matrix to charac-
terize the mutual coupling between two antennas, but their 
focus was on the complex correlation coefficient between 
two transmit antennas of a Multi-Input Multi-Output 
(MIMO) system, and not on the field attenuation loss be-
tween them. 

The next section of this paper develops the impedance 
matrix of arbitrary antennas into an expression for path loss 
between two dipoles. Another path loss expression based 



on S-parameter principles is also presented in Section II. 
Section III compares the path loss models developed and 
described in Section II, and verifies them with simulations 
and experiments. Additional recommendations are provided 
for evaluation of path loss for arbitrary antennas. The con-
clusion is stated in section IV. 

II. MODELS TO EXPRESS PATH LOSS 

A. Friis transmission formula 

Path loss is usually expressed as the ratio of received 
power to the transmitted power. The well-known Friis 
transmission formula defines the free space path loss along 
a Line-of-Sight(LOS) channel as: 

 
2

24
received T R

transmitted

P G G c
P fd

 (1) 

In equation(1), GT and GR are the gains of the transmit 
and receive antennas respectively, along the specific direc-
tion that links them; c is the velocity of light in free space 
in meters per second; f is the frequency in hertz and d is the 
straight-line distance between the two antennas, in meters. 

The Friis formula assumes that the receive antenna is 
perfectly conjugate matched. If otherwise, the mismatch 
factors should be considered and added to (1) [8]. 

However, Friis formula is constrained to the far field. If 
the separation d, in (1) is continually decreased, eventually 
the received power appears greater than the transmitted 
power. Obviously impossible in reality, since free space is 
not an amplifier. 

B. Path loss expressed via the impedance matrix 

Assume that two arbitrary antennas are separated by dis-
tance d in free space, as depicted in Fig. 1, the transmit 
antenna is fed by a source with an internal impedance 
ZS=RS + jXS and that the receive antenna is terminated by a 
load impedance ZL=RL + jXL .  

This dual antenna system can be equated to a two-port 
network, also depicted in Fig. 1, provided that port 1 of the 
network has the same port voltage V1 and current I1 as the 
input terminals of the dual antenna system and V2 and cur-
rent I2 on port2 of the network are same as those at the 
output terminal of the dual antenna system.  

The port parameters of the network are related by an im-
pedance matrix [Z] [7] 
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Fig. 1 Equivalent two-port network of a dual antenna system 

Z11 =R11 +jX11 and Z22=R22 +jX22 are the self-impedances 
of the network at ports 1 & 2 respectively. Z12 and Z21 are 
the mutual impedances of the two antennas as well as of the 
network between ports 1 & 2. 

Because of the equivalent relation between the two port 
network and the dual antenna system as shown in Fig. 1, 
the power that flows into port 1 of the 2-port network, 
Re(V1I1

*), is equal to the power absorbed at the input termi-
nal of the dual antenna system. Similarly, the power that is 
delivered to the load through port 2 of the 2-port network, 
|I2|2Re(ZL), is equal to the power received and delivered to 
the load of the dual antenna system by the receive antenna. 
In addition, assuming that there is no ohmic loss on either 
antenna of the dual antenna system, all the power absorbed 
by the transmit antenna is radiated. Hence,  
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Thus the ratio of received power to transmitted power 
(in other words, the path loss if considered in decibels) is  
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where, 
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 2 2
12 12 22LB R X R R  (7) 

 12 12 222 LC R X X X  (8) 

Amongst other factors, the amount of power received 
will vary with different values of load impedances ZL (RL 
and XL) in equation(5). In accordance with the assumption 
in Friis formula, ZL is chosen to be the conjugated value of 
input impedance at port 2, Zin

(2), to ensure maximum power 
reception. 

The input impedance at port 2, Zin
(2), can be derived from 

the impedance matrix (2) when port 1 is terminated by 
source impedance ZS. 
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Thus, load impedance ZL is the conjugated value of (9) 
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According to equation (5), even though ZL is known, we 
still need to evaluate the self and mutual impedances of the 
transmit and receive antennas. However, it is not easy to 
have analytical expressions of self and mutual impedance 
of an arbitrary antenna in practice, except for a few simple 
antennas. 

To illustrate the theory of expression (5), this paper will 
work with two identical dipoles, whose parameters are 
obtainable and well known. We need to obtain expressions 
for Z21, Z12, Z11 and Z22. 

The mutual impedance Z21 of two dipoles has been mod-
eled in literature for three different placement positions, viz. 
side-by-side, collinear and staggered [9]. When two dipoles 
of length L are placed side-by-side in parallel and separated 
by distance d, the mutual impedance Z21 is given by 

 2 2 2 2
21 30 2Ci Ci CiR d d L L d L L (11) 

 2 2 2 2
21 30 2Si Si SiX d d L L d L L (12) 

where Ci and Si represent cosine and sine integration re-
spectively; =2 /  is the wave number in free space. The 
expression for Z12, i.e. for R12 and X12 would be the same as 
(11) and (12) respectively, since the dual antenna system is 
reciprocal. 

Next, we evaluate Z11 and Z22. The lengths of our two 
dipoles are identical and are set to half of the working fre-
quency wavelength (i.e. They are resonant at the working 
frequency). In this case, the typical value of the input im-
pedance is 73+j42.5 ohms [9]; hence both R11 and R22 were 
chosen to be 73ohms, and X11 and X22 are set to -42.5 ohms. 

C. Path loss expressed by S-parameters  

The S parameter results of a two-port network obtained 
from simulators or a Network Analyzer (NA) are valid 
under the condition that the requisite ports are matched by 
the characteristic impedance of the transmission line. How-
ever, this assumption is not equivalent to the conjugate-
match assumption of Friis transmission formula. In order to 
align the two obtained power delivery ratios, the S parame-
ters obtained from a simulator or a NA have to be proc-
essed as follows. 

The S11 of a two-port reciprocal network is  
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where 1
reflectedP  is the reflected power at port 1, (1)

incidentP is the 
incident power on port 1, ZC is the characteristic impedance 
of the transmission line and 2

LoadZ  is the impedance that 
terminates port 2. Similarly, 
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and 
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The transmitted power from port 1 expressed in term of 
S-parameters is  

 21 1(1) (1)
111transmit incident reflected incidentP P P P S  (16) 

The received power at port 2 is the value that is deliv-
ered to the load by the receive antenna after considering the 
loss due to reflection caused by the mismatch between the 
receive antenna and the transmission line at the receive end. 
The received power at port 2 is then given by  

 22 2
221received conjugate matchedP P S  (17) 

Thus, the ratio of the maximum received power to the 
transmitted power is  

 
22

21
1 2 2

11 221 1
conjugate matched

transmitted

P S
P S S

 (18) 

Readings obtained from an NA or a simulator must be 
processed using the above relation to obtain a value of path 
loss that has assumptions coherent with Friis formula.  
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III. COMPARISON OF DESCRIBED PATH LOSS MODELS 

The path loss between a receive and transmit antenna 
has been described using three different methods in the 
previous section. In order to verify the consistency between 
them, they were applied and compared via simulations and 
experiment-based verifications. 

Two parallel half-wavelength dipoles in free space were 
modeled in XFDTD™ with suitably configured absorbing 
boundary conditions. Simulations were carried out at dif-
ferent separations between the dipoles, ranging from 1mm 
to around 85cm, at frequencies between 868MHz and 
3GHz. The S-parameter results of the simulations were 
processed using (18). 

Experiments were carried out to verify the accuracy of 
the analytical and simulated results. Two coaxial probes 
were mounted on a slider apparatus and connected to a NA 
for measurement of self and mutual coupling in free space. 
Measurements were conducted from 300 MHz up to 3 GHz, 
at different spacing, varying from 35mm to around 300mm. 
The resulting S-parameter readouts from the NA were 
processed using the expression in (18) to obtain the theo-
retical path loss. In addition, a uniform offset was included 
in the experiment results across the distance scale to ac-
count for the difference in gain between the measurement 
probes and the radiating dipole structures used in the ana-
lytical models and simulations. 

The processed path loss obtained from the simulator was 
plotted on a graph using asterisks, as seen in Fig. 2. The 
path loss obtained from the measurement exercise was 
plotted as a trace formed by crosses. The hyphenated trace 
represents plots of unmodified Friis formula at the same 
frequencies, using the typical value of half-wavelength-
dipole gain, GT=GR=1.64. The solid trace is the plot of the 
analytical path loss model as developed in (5).  

The simulation and experiment results matched very 
closely to the analytical model at both frequencies, and at 
both the far field as well as the near field. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Path loss between two dipoles at two frequencies 

It was noted as expected, that while the path loss de-
scribed by Friis formula converged with all the other curves 
at higher frequencies and in the far field, it had a difference 
in the near field when compared to all the other verification 
methods. At a fixed frequency, the error in Friis formula 
increased as the separation distance decreased. At a fixed 
separation distance, the error in Friis formula increased as 
the frequency decreased. Notably, all the methods con-
verged in the far field at any frequency. 

The analytical impedance method as well as the simula-
tion results as modified by the S-parameter method con-
verge in both the near field and the far field. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Difference between Friis and other path loss methods 

So the question arises - until what distance could the 
Friis formula be safely used? The Friis formula was plotted 
in the form of a hyphenated trace, along with the proven 
analytical expression plotted as a solid trace, on a scale of 
d/ , as seen in Fig. 3; d being the distance of separation 
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between the transmit and receive antennas and the wave-
length of the frequency of operation, in free space. The 
difference in value between the two traces is depicted by a 
thicker hyphenated trace. It was noticed that for the dipole 
structures we used for simulation and analysis, the differ-
ence between Friis formula and the actual path loss was 
negligible beyond a d/  value of around 1.5. 

As mentioned earlier, using Friis formula even to esti-
mate the path loss in the near field could be a fatal design 
flaw, during selection of specification for design of the 
transceiver for communication in free space, since below a 
certain separation distance in wavelength terms, a signifi-
cant difference is noted in the path loss as expressed by 
Friis and as proven by experiments and theory.  

For arbitrary antennas being used in a communication 
system that will predominantly operate in its near field zone 
in free space (such as in many medical sensor systems), it is 
recommended that the transmit and receive antennas be 
designed first. An accurate simulation with correctly con-
figured boundary conditions and parameters should then 
follow, with its results being processed using equation (18). 
This will allow for design using the optimum transmission 
power requirements, and facilitate correct selection of other 
parameters such as receive sensitivity and related margins.  

IV. CONCLUSION 

An analytical method to express path loss in terms of the 
impedance parameters has been presented. This method is 
unique in that it is a single expression that is valid in the 
near field as well as the far field. It was shown that at a 
fixed frequency, the error in Friis formula increases as the 
separation distance between the transmit antenna and re-
ceive antenna decreases. At a fixed separation distance, the 
error in Friis formula increases as the frequency decreases. 
This is important to be aware of while choosing design 
parameters for transceivers that will be used in applications 
operating at short ranges as compared to wavelength at the 
frequency of operation. 

The analytical impedance method as well as the S-
parameter method is valid in both near and far field. 

If arbitrary antennas are used, an accurate simulation 
with correctly configured boundary conditions, and further 
processing of its S-parameters using the provided model 
would be the best way to find out the path loss. 
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Abstract— Patient monitoring methods for the early 
diagnosis of one lung intubation (OLI) are non-specific 
and controversial. The aim of this study is to evaluate a 
new acoustic monitoring system for the detection of OLI. 
Lung sounds were collected from 24 adult surgical 
patients scheduled for routine surgical procedures. Four 
piezoelectric microphones attached to the patients’ back 
were used to sample lung sounds during induction to 
anesthesia and tube positioning. To achieve OLI, the 
endotracheal tube was inserted and advanced down the 
airway so that diminished or no breath sounds were 
heard on the left side of the chest. The tube was then 
withdrawn stepwise until equal breath sounds were 
heard. Fiberoptic bronchoscopy confirmed the tube’s 
final position. Acoustic analyses were preformed by a 
new algorithm which assumes a Multiple Input Multiple 
Output (MIMO) system, in which a multi-dimensional 
Auto-Regressive (AR) model relates the input (lungs) 
and the output (recorded sounds) and a classifier, based 
on a Generalized Likelihood Ratio Test (GLRT), 
indicates the number of ventilated lungs without 
retrieving the original lung sounds from the recorded 
samples. This algorithm achieved an OLI detection 
probability of 95.2% with a false alarm probability of 
4.8%. Higher detection values can be achieved at the 
price of a higher incidence of false alarms.  

 
 

I.  INTRODUCTION 
 

 Today, inadvertent endobronchial intubation or one 
lung intubation (OLI) is the most common complication of 
endotracheal intubation (1). OLI is particularly common 
during pediatric anesthesia or laparoscopic surgery (2,3) and 
it can lead to complications such as atelectasis, 
pneumothorax, hypoxemia, cardiac arrhythmia, and 
hypotension (4).  

 
Lung auscultation, which is the most common method 

for the assessment of the position of the ET tube and 
capnography were found unreliable for the detection of OLI 
(4-7). Pulse oxymetry, by which most cases of OLI are 
detected, sets off its alarm only after the patient has become 
symptomatic and does not specifically indicate the actual 
cause of hypoxemia.  

Analysis of lung sound signals to diagnose and monitor 
the respiratory system is well recognized. (12-15). Based on 
these works we conducted an initial study in which acoustic 
lung sounds were sampled from human patients undergoing 
lung procedures that required the insertion of a double 
lumen tube (16). In that study we sampled each patient for 
only right, only left and bilateral lung ventilation, using two 
piezoelectric microphones, one on each side of the chest. 
The sounds samples were band-pass filtered and for every 
respiration, the left and the right energy envelopes were 
calculated from each microphone separately, assuming that 
each microphone samples its ipsilateral lung. The diagnosis 
of the ventilation status was based on the energy ratios 
between the left and the right. This analysis algorithm 
yielded 92% recognition of selective right one lung 
ventilation with a sensitivity of only 90%. 

 
In that study we found detection of lung sound 

bilaterally, during one lung ventilation. The use of a double 
lumen tube with inflated balloons demonstrated that 
significant air leak is not the cause of the phenomenon and 
that each microphone attached to the chest actually samples 
both lungs but with different ipsilateral and contralateral 
contributions. We concluded in that study that each lung 
does not produce a uniform sound; it produces various 
different sounds at different times and simultaneously 
receives transmitted sounds from the contralateral lung (16).  

 
Hence we proceeded to develop a new algorithm which 

assumes a MIMO (Multi Input Multi Output) system, in 
which a multi-dimensional Auto-Regressive (AR) model 
relates the input (lungs) and the output (recorded sounds) 
and a classifier, based on a Generalized Likelihood Ratio 
Test (GLRT), indicates the number of ventilated lungs 
without retrieving the original lung sounds from the 
recorded samples (18,19).  

 
II. EXPERIMENT STRUCTURE 

 
 In order to examine the suggested method and to check 
the possibility of developing a monitoring tool in the future, 
a database of recorded breathings was established. The 
database was composed of 24 patients who were recorded in 
a surgery room in both situations: during correct ventilation, 
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when the tip of the tube is placed above the carina and 
during a situation of OLI. 
 
 During this study the microphones were attached to the 
patients’ back, two on each side in parallel position, 
recorded the breathing sounds of the patients in both 
situations. The ventilations were performed manually and 
not mechanically, in order to achieve higher signal-to-noise 
ratio in the recorded sounds. The trials were performed in 
the main surgery room of medical center Soroka - Israel, 
during the anesthesia part in the beginning of the surgery. 
  
  

III. PROBLEM FORMULATION 
 

In order to determine the number of lungs that are 
ventilated from analysis of the recorded sounds, an AR 
(Auto-Regressive) model that relates the lungs and the 
microphones was assumed. In the first stage, we assume that 
each lung is a point source, and develop an OLI detector for 
this case. In the second stage the point source assumption is 
removed and the algorithm is modified accordingly, as will 
be discussed in section V. 

Our goal is to estimate the number of sources from the 
received signals by the sensors. Let K and L denote the 
number of sources (lungs) and sensors (microphones), 
respectively (K<L). Therefore, the vector of source signals, 
x[n], is defined as a 1K vector as follows: 

 
T

K nxnxnxn ][][][][ 21x .  (1) 
 

And y[n], the 1L vector of measurements is defined by: 
T

L nynynyn ][][][][ 21y     (2) 
 

The relation between the source signals and the 
measurements is given by a MIMO (Multiple-Input 
Multiple-Output) AR model: 
 

],[][][][ nnnn eCxAuy                   (3) 
  

where u[n] is a 1ML  vector defined as follows: 
 

TT
L

TT nnnn ][][][][ 21 uuuu     (4)   
  

and ui[n] is a 1M  vector which contains the past values of 
the i-th sensor, yi[n], up to sample M: 
 

T
iiii Mnynynyn ][]2[]1[][u  . (5) 

 
 
 
 
 

A is an MLL  matrix defined as: 
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where aij is a 1M vector, which relates the n-th sample of 
the i-th sensor,  yi[n], with the past values of the j-th sensor, 
yj[n-1] , …, yj[n-M].  
C is a KL matrix whose elements, cij, relate the sensor i 
with the source j. 
Finally, e[n] is a 1L vector that representing the additive 
white Gaussian noise. We assume that the noise and source 
signals are independent, zero mean, Gaussian with 
covariance matrices I2  and I respectively. The last 
assumption is done without loosing of generality, because 
the covariance of the sources is controlled by the matrix C, 
as it can clearly be seen from (3). As a result, we obtain that 
the conditional distribution of y[n]/u[n] is Gaussian: 

),],[(~  [n][n]/ RAuuy nN  where ICCR 2T . We can 
note that the unknown parameters: A,R, 2 ,M and K are 
need to be estimated from a set of N measurements,  
y[1],…,y[N], and its past values, u[1],…,u[N]. 
 

IV. THE ML ESTIMATOR 
  
 In order to determine the number of sources, K, we need 
first to estimate the unknown matrices, A and R, from the N 
samples of the data: y[1],…,y[N]. For this purpose, the 
Maximum–Likelihood (ML) estimator is used. The ML 
estimator of the matrices A and R, is obtained by 
maximizing the conditional probability density function 
(pdf) of the output samples given its past values, which  is: 
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 The log-likelihood function can be maximized by 
equaling its derivations with respect to R and A and solving 
two matrix equations. This process yields: 
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Substituting the maximum likelihood estimates (8) in the 
log-likelihood, with some straightforward manipulations, we 
obtain: 
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In order to be avoided from over estimating of K and M, a 
penalty function that depends on the free parameters of the 
model should be added to (9).  
 
 
V. MODIFICATION OF THE SOLUTION FOR REALISTIC MODEL 

 
 It can be noted that the only expression that depends on 
K and M in (9) is | R̂ |, which is actually the product of the 
eigenvalues of R̂ . According to (22), some of these 
eigenvalues represent the energy of the source signals 
(marked as li) and some of them represent the noise level 
(marked as 2 ). According to the selected model and [9], 
under each hypothesis (OLI or TRI) the eigenvalues of R  
are expected to be:  
 
TRI : 

2

222
21 ,...,,,,
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ll    ,                                       (10a) 

OLI: 
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2222
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l   .                                       (10b) 

 
 As it can be seen from (10), the second highest 
eigenvalue of R  can be used as an indicator for OLI 
situation. 
  
 Because of the expected mismatches between the 
selected model and the real one, even during cases of OLI 
the second highest eigenvalue of R  is higher than the noise 
level, 2 . The reason for this, is that the lungs are not point 
sources as they were treated in the selected model. In fact, 
each lung is composed of several distributed and 
independent point sources whose energies are distributed 
over all of the eigenvalues of R . Therefore, even during 
OLI situation the second highest eigenvalue is above the 
noise level. 
  
 During OLI situation only one lung is ventilated and 
therefore, the point sources are less scattered than in case of 
TRI where both lungs are ventilated. This fact causes the 
energy of these point sources to be less scattered over the 
eigenvalues of R . Therefore, in OLI case the second highest 
eigenvalue of R  value is smaller than in TRI case. This is 
the reason why choosing the second highest eigenvalue as a 
detector provides a reliable detection of  OLI situations, as 
will be shown in the next section. 
 
 

VI. RESULTS 
  
 Fig. 1 shows a few breathing cycles, of both OLI and 
TRI situations, recorded by the four microphones. As it can 
be seen from this figure, determination between OLI and 
TRI cases by only the amplitude of the recorded sounds is 
not a simple task, as explained in section II. 
  
 The breathing signals were limited to cut-off frequency 
of 4kHz and the data were divided into windows of 2000 
samples each, with 80% of overlapping. An arbitrary AR 
order of 15 was set, and the unknown matrices A and R 
were estimated for each window. Fig. 2 shows the second 
highest eigenvalues of R̂  as a function of time. As it can 
clearly be seen from Fig. 2, we can easily decide between 
OLI and TRI cases, by the value of the second highest 
eigenvalue in every breathing. The results of the proposed 
algorithm were consistent over 24 experiments made on 
patients as explained in section II. 

 
Fig. 1 Some recorded breathing cycles by the four microphones, OLI and 
TRI cases are included. 
 
  The curves that represent the distribution of the second 
highest eigenvalue under each hypothesis are shown in    
Fig. 3. From these curves we can draw the Detection Error 
Tradeoff (DET) curve, which is the probability of miss, 
Pmiss, as a function of probability of false-alarm, PFA. The 
DET curve provides information about the receiver 
performance, where each point on the curve shows the PFA 
and  Pmiss for a given threshold. In Fig. 4 we can see the DET 
curve of the proposed decision system. The Equal Error 
Rate (EER) point which is defined as the point on the DET 
curve where Pmiss= PFA is 4.8%. 
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Fig. 2 Second eigenvalue of R̂  as a function of time. OLI and TRI cases 
can clearly be determined. 

 
 
 
Fig. 3 The distribution of the second eigenvalue. The left curve represents 
the distribution of the normalized values when OLI situation occurs, and 
the right curve represents the values on TRI situation. 
 
Fig. 4 The DET of a classifier based on the second highest eigenvalue of 
estimated R: 

 

VII. DISCUSSION AND CONCLUSIONS 
 
 This paper endeavored to take the OLI detection 
research one step forward by showing the concept of a new 
automatic system for detection of OLI. An algorithm for 
detection of OLI by monitoring lungs sounds was developed 
and tested. It has been shown that assuming a MIMO AR 
model and selecting the second highest eigenvalue of the 
residual covariance matrix as a feature proves itself as a 
reliable method for detection of OLI.   
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Abstract— The automatic step detection is a crucial com-
ponent for the analysis of vegetative locomotor coordination 
during monitoring the patients with Parkinson’s disease. It is 
aimed to develop the algorithms for automatic step detection in 
the accelerometer signal, which will be integrated in sensor 
networks for neurological rehabilitation research. In this pa-
per, three algorithms (Pan-Tompkins method, template match-
ing method and peak detection based on combined dual-axial 
signals) are detailed described. Finally, these methods will be 
discussed by means of dis- and advantages.  

Keywords— Step detection, accelerometer, Pan-Tompkins 
method, template-matching method, neurological rehabilita-
tion research 

I. INTRODUCTION  

Parkinson’s disease (PD) is associated with reduced co-
ordination between respiration and locomotion [1]. For the 
neurological rehabilitation research, it requires a long-time 
monitoring system, which enables the online analysis of the 
patients’ vegetative locomotor coordination. The online 
analysis allows the later integration of bio-feedback proto-
col for the rehabilitation purpose. This system will facilitate 
the identification of the therapeutic effect and measuring the 
patients’ health status. To monitor the phase synchroniza-
tion between respiration and locomotion, the accurate time 
of step event has to be determined. The commercial pe-
dometers, which count each step a person makes, can not 
fulfill this requirement. For this purpose, the online algo-
rithm is developed for the automatic step detection. Since 
the characteristics of the PD patients’ gait are pronounced 
different from the normal gait [2], the database for algo-
rithm development in our work is acquired only from the 
PD patients.  

The first experiment on the locomotion measuring is car-
ried out using accelerometer. The accelerometer signals 
show considerable difference in morphology and amplitude 
among the individuals. We attempt to design a fast and 
robust algorithm, which should be suitable for individual 
patients, without any user-specified parameters. So far, 
three methods have been investigated for this project: 

 Pan-Tompkins Method 
 Template-Matching Method 

 Peak-detection method based on combined dual-
axial signals. 

These three algorithms will be described in detail below, 
as well as their preliminary results on the patients’ data. 
Finally, the dis- and advantages of these methods will be 
discussed. 

II. METHODOLOGY 

A. Subjects and Equipment 

Subjects: In total, eight patients suffering from PD were 
measured in the Clinic Ambrock for Neurology, Centre for 
Sleep- and Rehabilitation Research, Germany. The patients 
are at different stage from 1 through 4 according to unified 
rating scale (UPDRS). To evaluate the algorithms, data in 
total duration of 115 minutes were collected from eight 
recordings. They are acquired at a sample rate of 200 Hz. 
The patients were walking on a treadmill with accelerome-
ters attaching on the lateral side of the left and right feet 
during the measurement. Meanwhile, the abdominal and 
thoracic respiration signals were measured and acquired 
with a sample rate of 20 Hz. 

Equipment: The horizontal and vertical acceleration in x- 
and z-axis generated from the locomotion during steps is 
measured by ADXL322, a low power dual-axis accelerome-
ter, produced by Analog Devices, Inc. The schematic circuit 
diagram of the accelerometer for activity measuring is pro-
vided in Fig.1 below. The accelerometer is supplied by 
battery voltage through a low-dropout voltage regulator 
(TPS77027) to maintain constant 2.7 V level. To improve 
transient response and noise rejection, a 1 F ceramic ca-
pacitor (CDC) is connected between VRIN and GND. The 
voltage regulator requires a 4.7 F  capacitor (CROUT) con-
nected between VROUT and GND. The output of regulator is 
brought into ADXL 322 through pin Vs. The ADXL322 
contains two 32 k  resistors (RX and RY) in each output 
inside IC, respectively. The 0.1 F  capacitors (CX and CY) 
are added at the pins XOUT and YOUT to implement passive 
low-pass filtering of 50Hz, first order, to eliminate high 
frequent noise. The output signals: VAOUTX and VAOUTY are 
analog voltages that are proportional to acceleration. 



 

 
Fig. 1  Schematic diagram of the accelerometer application circuit 

Fig. 2 depicts the acceleration of three patients on the left 
feet in the horizontal (x-axial) and vertical (z-axial) direc-
tion during walking. Each column of figures shows the data 
of one patient. The morphology of the acceleration, which 
depends upon the posture and gait of the individuals, shows 
great difference among the patients. The accelerometer 
signal on the left foot is similar with the signal on the right 
foot. Observe from Fig. 2 that normally, one step consists of 
two positive peaks, which occur when the foot lifts off the 
ground and heel strikes the ground, respectively. Either of 
them is the significant feature of steps in the time domain. 
The peaks of varied amplitude and morphology are at-
tempted to be detected using the following three algorithms. 

 
    (a) Patient 1              (b) Patient 2               (c) Patient 3 

Fig. 2 The acceleration signal measured on the left feet of three patients in 
the horizontal and vertical directions 

B. Algorithm Overview  

I Pan-Tompkins method: Pan and Tompkins proposed a 
real-time algorithm for detection of R peak in ECG signal 
[3],[4]. An experiment is made to investigate, whether this 

algorithm can also be used for step detection in the acceler-
ometer signal. This algorithm includes a series of filters and 
methods that perform low-pass, derivative, squaring, inte-
gration for preprocess and adaptive thresholds for peak-
searching. Fig. 3 illustrates the steps of the algorithm in 
schematic form. And the results of each step processed on a 
signal segment of 6 s as shown in Fig. (a) are plotted in Fig. 
4 (b) through (g) in sequence.  

 
Fig. 3 Block diagram of the Pan-Tompkins algorithm 

Bandpass-filter: The bandpass filter reduces the influ-
ence of artifacts in the signal. In this work, the highpass 
filter is not applied. The digital lowpass filters with small 
integer coefficients are designed for fast execution. The 
following lowpass filter with a cutoff frequency of 20 Hz 
was applied: 
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Derivative operator: The derivative operator is speci-
fied as: 
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Note that eqn. (2) approximates the ideal derivative op-
erator up to 30 Hz. Fig. 4 (b) illustrates the effect of the 
derivative, i.e., to suppress the low-frequency components 
and enlarge the high frequency components from the high 
slopes. 

Squaring: The squaring operation leads to positive result 
and enhances large values more than small values. As 
shown in Fig. 4 (c), the squaring operator increases the 
high-frequency components further.  

Integration: The output resulted from the preceding op-
eration in Fig 4 (c) exhibits multiple peaks and hence needs 
to be smoothed. It is smoothed through a moving-window 
integration filtered: 
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where N is chosen to be 20 empirically. The Fig. 4 (e) de-
picts the preprocessed signal beneath the original one in Fig 
4 (a) for comparison. Each step cycle yields double peaks 
with monotonic ascend and descend. 
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Fig. 4  Results of the Pan-Tompkins method on the x-axial acceleration of 6 s measured on the left foot in the step procedure 

 

Fiducial mark: The so-called fiducial point, which is de-
fined as location of the peak, is detected using an adaptive 
threshold within the Pan-Tompkins method. Unfortunately, 
the magnitude of the peaks in the accelerometer signal var-
ies with time, stance of walking and the struck intensity of 
the foot on the ground, etc. Furthermore, the mathematical 
transform amplifies the difference in magnitude remarkably. 
Therefore, the peak-searching algorithm using threshold is 
not adequate for this solution. In this work, the property of 
the successive ascends and descends in the transformed 
signal is utilized for peak detection. The ascend and descend 
result in positive and negative slope, respectively. Fig. 4 (f) 
demonstrates sign of the slope arising from the preprocessed 
signal, in which the positive slope is equal to 1, whereas the 
negative one is transformed to -1. In this way, one step 
cycle signal is converted into a pair of consecutive 1 and -1 
value, i.e., [1 -1 1 -1] in Fig. 4 (f). The second [1 -1] inter-
val, corresponding to the onset and offset of the second 
peak in Fig 4 (e) is defined as peak-searching interval, 
which is plotted with dashed line in Fig. 4 (g). The local 
maximum within the peak-searching interval on the filtered 
signal is detected as step, which indicates the struck of feet 
on the ground, and marked with asterisk in Fig. 4 (g). 

 

II Template-matching method: The main concept of the 
template-matching method is to generate a template, which 
represents a typical step cycle. In the unknown signal, an 
event is declared to be detected when there is a match be-
tween the signal and the template to certain degree. Fig. 5 
illustrates a flow chart in schematic form explaining the 
template matching method. 

 
Fig. 5 Flowchart of the template matching method  
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Fig. 6 Results of template matching on a data block of x-axial acceleration on the left foot in step procedure  

Initially, the whole recording is broken into several non-
overlapping data blocks of 10 seconds each. Fig 6 (a) de-
picts a data block measured on the left foot in the x-axis of 
10 seconds, containing six step cycles. Then the signal is 
filtered by a lowpass filter with cutoff frequency of 20 Hz 
as shown in Fig. 6 (b). 

Next, the algorithm will check whether there is any tem-
plate present in memory. If not present, the first step cycle 
is extracted as a temporary template. All the parameters are 
approximated, since the characteristic of the step is un-
known. This template is slid across the whole data block 
and the normalized cross-correlation, is calculated between 
the template and signal, shown as in Fig 6 (c). The normal-
ized cross-correlation indicates the similarity between two 
vectors X and Y, which is given in the eqn. (4) [5]: 
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where YX  is the inner product of X and Y, X is the 
norm of the Vector  X, )(kRXY  is cross-correlation of X and 
Y for arbitrary k, and )0(XXR  is autocorrelation of  X[n] at 
point of zero. 

The bound value for the maximum is 1 for absolute iden-
tity, which allows setting an uniform threshold for all the 
data despite different amplitudes. The peaks in the normal-
ized cross-correlation in Fig. 6 (c) indicate great similarity 

between the step template and signal segment, thus the 
occurrence of the event. The interval, in which the cross-
correlation exceeds the threshold 0.4, is defined as peak-
searching interval. It is marked with dashed line in Fig 6 (c) 
and (d). The threshold is plotted as solid straight line in Fig 
6. (c). The local maxima falling within the peak-searching 
interval in the filtered signal are marked as fiducial points of 
the steps, and symbolized with asterisk in Fig 6 (d). Using 
the template matching method, the first positive peaks of 
steps, which occur when the feet lift off the ground, are 
detected. A more representative template should be gener-
ated instead of the temporary template, when the peaks in 
the first data block are detected. These six step cycles are 
aligned with the peaks and averaged together to generate a 
new template, which will be applied for the further data 
processing. 

If it is decided that a template has already been present, 
the peaks are detected using the same solution procedures 
stated above. Before the next data block is processed using 
the same template, a determination need to be made as to 
whether the template will be updated. The step signal may 
change dynamically with time; accordingly the template 
may not represent the current step signal. If the major peaks 
in the normalized cross-correlation are lower than 0.55, the 
new template is generated using the steps cycles in the cur-
rent data block. Otherwise the peak detection is done in the 
next data block. The algorithm stops when the size of the 
recording is reached.  
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Fig. 7 Results of the method based on the combined signals processed on the x- and z-axial acceleration. 

III Peak-detection method based on combined dual-axial 
signals: Observe from the acceleration signal of each step 
that the negative wave in the x-axial signal occurs coinci-
dent with the negative wave in the z-axial signal. Some-
times, the negative peak due to the deceleration before the 
foot hitting the ground within one step is more apparent 
than the positive peak. The third method is based on the 
coincident negative wave in the x- and z-axial acceleration 
signal. Fig. 8. depicts the entire procedure of the algorithm. 
And this block diagram will be explained accompanied with 
an example of the acceleration signal segments of 5 s meas-
ured on the left foot in the x- and z-axial direction, which 
are shown in Fig 7 (a) and (b), respectively. 

 
Fig. 8 Block diagram of the peak detection algorithm on the combined 

dual-axial signal 

The preprocess procedure consisted of bandpass filtering, 
summing up negative elements, a moving-window integra-
tor and a squaring operation. At first, both signals are 

passed through a lowpass filter with cutoff frequency 20 Hz. 
The out-coming results are depicts in Fig 7 (c) and (d), 
respectively. According to the results of spectral analysis, 
highpass filter is not applied. Then the positive elements in 
both arrays are set to zero, whereas the negative elements 
remain. Both arrays are summed up entry-by-entry. Next, 
the intermediate results are smoothed using the moving-
window integration filter, specified in eqn. 3. Then the 
squaring operator boosts the large value, which is associated 
with the deceleration before the feet striking on the ground, 
and suppresses the other waves of small amplitudes. The 
preprocessed signal is shown in Fig. 7 (e). For comparison 
purpose, the preprocessed signal is plotted at the same loca-
tion in the left and right columns. 

The preprocess procedures transform the complex signal 
of each step to a sloping wave of great amplitude. The loca-
tion of the peak within this wave is very close to the second 
positive peak in the filtered signal for the short temporal 
distance between the both events. Shortly after the maximal 
deceleration, the impact force, exerting on the feet by the 
ground during the struck, results in the second positive peak 
in the step signal. The peaks in the preprocessed signal are 
detected using a threshold, one fourth of the maximum in 
array, which is marked with solid straight lines in Fig 7 (e). 
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The location of these peaks is defined as the onset of the 
peak-searching interval in the filtered signal and twice half-
width of the sloping waves is defined as the width of the 
interval. The onset and offset of the interval is marked with 
dashed line in Fig 7 (f) and (g). The maxima within the 
peak-searching interval in the filtered signal are marked 
with asterisk in Fig 7 (f) and (g). This method allows detec-
tion of the second positive peak of each step signal.  

III. CONCLUSIONS  

Accelerometers are commonly integrated into body sen-
sor networks. And the automatic step detection in the accel-
erometer signal provides useful information for the patients 
monitoring. Three algorithms have been developed for this 
purpose. Pan-Tompkins method is easy to implement, but 
the fluctuation in the signal, yielding the positive and nega-
tive slopes as the useful feature, can result in false peak-
searching interval. The great advantage of the template-
matching method is that the algorithm is capable of detect-
ing the steps self-adaptively and generating the representa-
tive template according to the current step signal, under the 
condition that the first template should be correct. But the 
first template is estimated since the parameters are un-
known; hence it may not approximate the real step signal. 
As a sequence, all the processing on the further data is false. 
Peak detection based on combined dual-axial signals is the 
fastest and easiest among the three algorithms. So far, it 
provides good performance in the first experiment. More-
over, it can be easily written in fixed-point algorithm, which 
is suitable for integration into microprocessor of limited 
computing power. This method still needs to be verified on 
more patients’ data. In the future, the three algorithms will 
be compared quantitatively by means of complexity and 
precision, namely how many peaks are detected correctly in 
contrast to annotation on the database. According to the 
result of the comparison, one algorithm will be chosen, 

optimized and implemented in embedded system. Addition-
ally, pressure sensors will be tested for step detection in the 
nearly future, which is commonly used for gait analysis 
[1],[6]. 
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Abstract— Flexible microphone and earphone prototypes 
for wearable applications were developed by using ElectroMe-
chanical Film (EMFiTM)*.  A suitable application for the devel-
oped headset can be, for instance, as accessory of rescue ser-
vices or sport enthusiasts. Due its versatile properties, EMFi 
can be used both as microphone and earphone material. The 
sensor operation is based on thickness changes caused by an 
external force or pressure, generating charge and thus voltage 
on the electrodes. EMFi also works conversely, converting 
electrical energy to vibration and hence functioning as an 
actuator. In addition, measurement electronics for the micro-
phone and earphone were implemented. Preliminary test 
measurements were carried out: the frequency response of the 
EMFi microphone was compared with the one of a reference 
B&K microphone. The EMFi microphone provides rather 
good response. Also subjective listening tests were done. For 
these measurements, the EMFi headset was integrated inside a 
neoprene hood used by the surface rescuers. Both with the 
microphone and earphone the quality of voice was sufficient. 
Based on the results, EMFi seems to be a promising material 
for some wearable audio applications. 

Keywords— EMFi, film, microphone, earphone. 

I. INTRODUCTION  

The Electromechanical Film (EMFi) is a thin and cellular 
polypropylene film that can be used as an electret [1]. Gen-
erally speaking, electret is a material that retains its electric 
polarization after being subjected to a strong electric field 
during manufacturing [2]. Many of these materials are 
based on piezoelectricity. According to the piezoelectric 
theory, a material changes its dimensions when subjected to 
an electrical field, and conversely, generates electrical 
charge when mechanically deformed [3]. The advantage of 
EMFi over solid polymer electrets is in its flexibility due to 
the open internal structure combined with strong permanent 
charge [4]. 

The cellular structure of EMFi is made by stretching the 
polypropylene film preform during manufacturing both in 
longitudinal and transversal direction [5]. The film is 
charged in high electric field and finally metallized on both 
sides to provide electrodes. More detailed information about 
the manufacturing process can be found in [5]. 

 
 

* EMFi is a registered trademark of Emfit Ltd. 

The EMFi material consists of three layers: smooth and 
homogenous surface layers and a dominant, thicker midsec-
tion (see Fig. 1a). The midsection is full of flat voids sepa-
rated by leaf-like polypropylene layers [4]. The total thick-
ness of the EMFi material is only few dozens of 
micrometers. The EMFi is commercially available through a 
Finnish company Emfit Ltd. Emfit film specifications sheet 
can be found in the company homepage [3]. 

The EMFi material is sensitive to dynamic forces exerted 
normal to its surface. The sensor operation has a capacitive 
nature and it is based on thickness variations in the midsec-
tion of the film caused by an external force. The operation 
of the actuator is reciprocal [1]. The film can be used both 
as a transmitter and a receiver at audio frequencies [6]. The 
EMFi material has a very wide frequency range [3] and it is 
thus suitable for audio applications.  

Lot of research has been done with electrets [1] by using 
different polymer materials. The wide spectrum of applica-
tions and low base material cost are the main advantages of 
the EMFi material. For example, the EMFi material has 
been used in force transducers [7], panel loudspeakers [8], 
active noise control [9], keypads [10], acoustic guitar pick-
ups [11] and ballistocardiographic measurements [12]. It is 
also lightweight and easy to cut almost in any shape and 
size [1]. The material is useful especially in physiological 
applications, where the material is in contact with skin or 
clothing [1]. Thus it was chosen to be a proper material for 
this study.  

The purpose of this study was to implement a thin and 
flexible headset for wearable applications, involving a sepa-
rate microphone and earphone. The headset is particularly 
meant to be integrated inside clothing. For instance, the 
suitable application areas for the developed headset can be 
in rescue services and sport. As a preliminary test applica-
tion, the headset was integrated inside a neoprene hood used 
by the surface rescuers. 

The environment of the surface rescue operation is de-
manding. During the surface rescue operation, the headset 
will be subjected to mechanical stress and moisture. The 
neoprene hood is very tight-fitting and thus mechanical 
stress is directed at the headset especially when putting on 
the hood. However, the EMFi material is bendable and it 
stands some bending, twisting and stretching. In addition, 
the EMFi sensors and actuators can be sealed hermetically.  



The content of this paper is following. In Sections 2 and 
3, the structures and operation principles of EMFi micro-
phone and earphone are presented. The measurement elec-
tronics are described in Section 4. In Section 5, the prelimi-
nary test measurements are reported and discussed. Section 
6 represents the conclusions of this study. 

II. EMFI MICROPHONE 

Sound is a longitudinal wave in a medium [13]. It can be 
treated as a dynamic force interacting with a film-like EMFi 
sensor. The operation of the microphone is based on the 
changes in thickness of the film caused by the external 
force. The change in thickness generates a corresponding 
charge, and hence, a voltage to appear on the electrodes [3]. 
Thus the force applied to the film can be detected by meas-
uring the voltage over the sensor.  

The structure and operation principle of the EMFi sensor 
is shown in Fig. 1.  

 

 
 

Fig. 1a Scanning electron microscope picture of the structure of the 
EMFi material. The EMFi material consists of three layers: smooth and 

homogenous surface layers and a dominant, thicker midsection. Photo: the 
courtesy of VTT. 

 

 
Fig. 1b Simplified structure of EMFi material. The operation of EMFi 

sensor is based on the changes in thickness of the charged micro bubbles 
inside material caused by an external force. The force F generates a 

charge and hence, a corresponding voltage V to the electrodes. The struc-
ture and operation principle is described more precisely in [1] and [14]. 

In this study, an EMFi microphone prototype was de-
signed for wearable applications. Consequently, the micro-
phone is integrated inside clothing. Since the microphone 
will be in contact with skin, the external force will be the 
vibration of tissue caused by speaking. Therefore the mi-
crophone can be regarded as a bone or tissue conduction 
microphone measuring mechanical vibrations rather than a 
conventional microphone that is based on detecting pressure 
waves in the air. 

The microphone was constructed by using commercial 
EMFi material that was metallized on both sides by sputter-
ing to provide electrodes [1]. The thickness of the electrode 
layers is only few dozens of nanometers. Conductivity of 
the electrodes can by ensured by gluing a strip of aluminum 
foil in the material. This also provides a better mechanical 
protection. 

The EMFi sensors can be made almost in any shape and 
size – in this case, the microphone was chosen to be rectan-
gular, size 6 x 9 cm. A 6 x 18 cm piece of material was cut 
from the EMFi sheet. This piece was folded twice over to 
implement the 6 x 9 cm two-layer EMFi sensor. The metal 
coating was removed from the inner surface edges with 
cotton stick dipped in alcohol to prevent short circuits. In 
Fig. 2 these steps are illustrated. 

 
Fig. 2a Making of the EMFi sensor. The outer metal surface of the sen-

sor acts as a grounded electric shield and the inner surface as a signal 
electrode. 

 

 
 

Fig. 2b Simplified cross-section of the EMFi microphone. The white 
area describes the EMFi material and grey areas the aluminum foil used to 

ensure the conductivity.  

Metal coating 

Fold 

Metal coating 
removed Outer surface 

Inner surface
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Connections were made by coaxial cables. Too high tem-
peratures will harm the structure of the EMFi material per-
manently and therefore the wire has to be connected to the 
EMFi sensor by using tin-plated copper tape: the wire is 
soldered to a tin-plated copper tape and it is then taped on 
the EMFi sensor. The signal wire of the coaxial cable was 
connected to inner surface of the sensor and the earth con-
ductor to the outer surface. The wire connections were en-
sured with conductive carbon paint. In the folded sensor 
constructed, the outer metal surface acts as a grounded elec-
tric shield and the inner surface as a signal electrode. 

The microphone implemented here has a rather large 
size, because the larger microphone is easier to construct 
manually. However, it is also possible to make the sensor 
smaller.  

The microphone was finished by gluing it on a thin piece 
of rubber to make the structure stronger. The coaxial cable 
connecting the microphone to the electronics was clamped 
to the rubber base by stapling. Fig. 3 introduces the con-
structed microphone. Finally, the EMFi microphone was 
sewed inside a textile pocket which can be attached inside 
clothing. To protect the microphone against moisture, it can 
be covered with plastic sheeting or with a thin layer of sili-
con rubber. The capacitance of the microphone, 1.21 nF, 
was measured with HP 4262A LCR meter. 

 
 

 
 

Fig. 3 EMFi microphone.  

III. EMFI EARPHONE 

The operation principle of the EMFi actuator is opposite 
to the EMFi sensor. The operation is based on the changes 
in the film thickness when external voltage is applied to the 
electrodes. The external sinusoidal voltage generates corre-
sponding thickness variations in the film, producing a sound 

wave. The operation principle of the EMFi actuator is 
shown in Fig. 4. 

 
 

Fig. 4 Operation principle of the EMFi actuator. An external voltage V is 
applied to the electrodes, causing a change in the film thickness. 

 
The earphone has a shape of a rectangle with size 10 x 

6.5 cm. The earphone is large enough to cover the ear when 
integrated inside clothing and thus it provides higher sound 
pressure. Instead of coaxial cable, normal wires were used 
in the earphone. Fig. 5 represents the earphone constructed. 

 
 

 
 

Fig. 5 EMFi earphone. 
 
The sound pressure level of a single layer of EMFi mate-

rial is low; by stacking several layers of the film the sound 
pressure level can be increased [15]. The increase in ampli-
tude has been found to be nearly linear [15]. The prototype 
of EMFi earphone was constructed by mainly the same way 
as the microphone. However, the microphone has only two 
layers of EMFi material whereas the earphone needs to have 
more layers to improve its efficiency. In this case, six layers 
of EMFi material were used.  

Also the earphone was attached to a piece of rubber and 
sewed inside a textile pocket. The capacitance of six-layer 
earphone was measured to be 5.40 nF. 
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IV. MEASUREMENT ELECTRONICS 

The headset prototype has a separate 5.5 cm x 7.5 cm x 
2.2 cm plastic housing for the amplifier electronics and 
power source, shown in Fig. 6. The headset is powered with 
a 9 V alkaline battery, enclosed inside the plastic covering.  

 

 
 
Fig. 6 Plastic casing for the amplifier electronics and power source. The 

microphone and earphone are connected to the electronics. The electronics 
can be connected to a laptop computer. Also the on/off switch is marked in 

the figure.   
 
The microphone preamplifier is realized with a transim-

pedance amplifier. It is followed by an AC-coupled voltage 
amplifier able to produce line level signal. The frequency 
response of the amplifier is represented in the Fig. 7.  
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Fig. 7 Frequency response of the EMFi microphone amplifier. 
 

The frequency response was measured by feeding a 0.1 
Vpp sinusoidal voltage to the amplifier input through a 10 
M  resistor. The output voltage was determined with 
Hameg HM507 oscilloscope. The lower cut-off frequency (- 
3 dB) was found to be 20 Hz and the upper one 3.2 kHz. 

The emitted sound pressure of the EMFi earphone de-
pends on its driving voltage. The voltage of the line level 
input voltage signal is amplified with a rail-to-rail opera-
tional amplifier LM7301 in order to achieve maximum 
output with the 9 V supply voltage. The capacitive load of 
the EMFi earphone is compensated with a 470  resistor in 
series with operational amplifier output.  

The frequency response of the EMFi earphone amplifier 
was determined by feeding a 0.1 Vpp sinusoidal signal to the 
earphone amplifier input. During the output voltage meas-
urements, the EMFi earphone was connected to the meas-
urement electronics. Based on the results, the lower cut-off 
frequency (-3 dB) was found to be 20 Hz and the upper one 
32.8 kHz. 

The electronics was connected to a laptop computer. 
With the laptop computer it is possible to evaluate the head-
set properties, that is, to feed a line level signal to the ear-
phone and to store the recorded microphone signal. The test 
measurements are described more precisely in Section 5. 

V. TEST MEASUREMENTS 

 Preliminary test measurements have been carried out. 
The subsection A represents the test measurement done with 
EMFi and reference microphones in anechoic chamber. The 
subsection B introduces subjective listening tests carried 
out. In the first test measurement section, the measurements 
were done with EMFi microphone sewed inside a textile 
pocket as it would be real applications. In the second sec-
tion, the microphone and earphone were integrated inside 
surface rescuer’s neoprene hood. 

A. Measurements in anechoic chamber with the EMFi 
microphone 

The first part of the test measurements was carried out in 
the anechoic chamber of our Institute. In order to find out 
the frequency response of the EMFi microphone, the fol-
lowing test measurement was carried out even though this 
measurement setup is not optimal for the constructed EMFi 
microphone. The frequency response of the EMFi micro-
phone was compared with a B&K Prepolarized Free-field 
½” Microphone Type 4189 reference microphone. The 
EMFi microphone was attached to a vertical wooden plate 
by taping. Both microphones were positioned side by side 
opposite to the Genelec 1029 loudspeaker which was used 
as a sound source. The Genelec loudspeaker has lower cut-
off frequency (-3 dB) 68 Hz and upper cut-off frequency 20 
kHz [16]. The distance between the microphones and the 
loudspeaker was 1.65 m. The temperature of the anechoic 
room was 12 C. Both the microphones with amplifier elec-

To the laptop 
computer 

On/off Microphone 

Earphone 
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tronics and the loudspeaker were connected to a laptop 
computer. 

Pseudorandom noise (MSL, maximum-length sequence) 
was replayed with the Genelec loudspeaker connected to the 
laptop computer. The microphones have equal distance to 
the loudspeaker and hence the both microphones were ex-
posed to a same relative sound pressure level. The outputs 
from the microphones were stored and analyzed with Mat-
lab .  In Fig. 8 the responses of the reference B&K and 
EMFi microphones are shown.  The vertical axis represents 
the response in dB and the horizontal axis the frequency in 
Hz. 

102 103 104
55

60

65

70

75

80

85

90
Reference (B&K) microphone

Frequency / Hz

R
es

po
ns

e 
/ d

B

102 103 104
55

60

65

70

75

80

85

90
EMFi microphone

Frequency / Hz

R
es

po
ns

e 
/ d

B

A.

B.

 
Fig. 8 Frequency responses of a) reference B&K and b) EMFi micro-

phones.  
 

Fig. 8 shows that the EMFi microphone provides rather 
good response compared with the reference microphone. 
The frequency response is relatively flat to 10 kHz (  7 dB). 
However, the origin of the ripples seen in the Fig. 8b did not 
become evident during this study. Similar ripples were 
found also with different fixings and back materials. In 
addition, the EMFi microphone recognizes signal on fre-
quencies below the lower cut-off frequency of the Genelec 
loudspeaker. The reason for this may be found from the 
operation principle of the EMFi material. The EMFi meas-
ures acoustic pressure waves as well as the mechanical 
vibrations. Some mechanical vibrations may have been 
appeared due to the attaching technique, and this vibration 
can be seen in Fig. 8b in lower frequencies. It is also possi-
ble that part of the signal shown in Fig. 8b has a mechanical 
vibration origin at higher frequencies. 

With the earphone the corresponding test measurements 
were not done. The earphone is especially designed for the 
wearable applications and therefore the sound level is not 
very high. The sound level is adequate when the earphone is 
held against ear and thus it is not reasonable to measure the 

frequency response in air. In the future, the frequency re-
sponse of the earphone will be measured by using an artifi-
cial head. 

B. Subjective listening test 

The second part of the test measurements was carried out 
for the microphone and the earphone by subjective listening 
tests. The aim of the test measurement was to evaluate the 
performance of the headset. For these measurements, the 
headset was integrated inside the surface rescuer’s neoprene 
hood. The earphone was located against ear to provide ade-
quate sound level and the microphone against cheek to 
recognize the vibrations caused by the speaking. In Fig 9, 
the headset layout is shown. 

 

 
 

Fig. 9 Layout of the EMFi headset. The positions of the microphone 
and earphone are marked in the figure. Also the textile alleys protecting the 

cables are shown. 
 
 A functional testing was performed by listening and re-

cording spoken sentences and vocals with the EMFi head-
set. A laptop computer was used to feed a line level signal 
to the earphone and to store the recorded microphone signal.  

In microphone testing a test person read out a short piece 
of text and the microphone signal was stored. The spoken 
text was replayed with a laptop computer and the quality of 
sound was evaluated. As a result, the voice recorded with 
the microphone was understandable and the tone of voice 
didn’t change, even though some minor crunch and rustle 
occurred. 

In the earphone testing the test person listened to music 
from the earphone and evaluated the loudness of the music. 
The music was played with a MP3 player. The earphone is 
able to produce clearly audible and understandably voice in 
laboratory environment. However, the sound level may be 

Earphone 

Textile 
alleys 

Microphone 
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inadequate for noisy environment. On the other hand, the 
thick neoprene hood attenuates effectively noise outside the 
hood. The sound level can be increased by adding more 
layers of EMFi material to the earphone.  

VI. CONCLUSIONS 

In this study, a thin and flexible headset was imple-
mented for wearable applications. In wearable applications, 
the headset is integrated inside clothing that presses the 
headset tightly against head. For instance, the clothing can 
be a fire fighter’s helmet or rescue diver’s neoprene hood. 
The headset has separate microphone and earphone, both 
realized with EMFi material. In addition, the measurement 
electronics for the headset was implemented. 

In test measurements, the frequency response of the 
EMFi microphone was compared with the one of the refer-
ence microphone (B&K). The EMFi microphone provided 
rather good results. However, the frequency range of the 
EMFi microphone is not as wide as the reference micro-
phone has but adequate for measuring frequencies appear-
ing in a normal speaking. 

Also some subjective listening tests were carried out to 
evaluate the performance of the headset. To conduct these 
measurements, the headset was integrated inside the neo-
prene hood used by the surface rescuers. Both with the 
microphone and the earphone the quality of voice was suffi-
cient. Nevertheless, the sound level of the earphone was 
rather low.  

Since the EMFi microphone is sensitive to both acoustic 
and mechanical vibrations, it also detects the head move-
ments. This causes some artifacts to the signal, even though 
the influence is not very remarkable.  

The headset implemented in this study is only an intro-
ductory prototype. The purpose was to realize a simple and 
practical headset with potential for further development. 
The headset integrated inside the hood is comfortable and 
easy to wear and use. All the problems generated by the 
challenging operation environment were not solved during 
this study, for example, the headset is not yet totally water-
proof.  More test measurements are still required to evaluate 
the headset properties. However, the results achieved in the 

study were encouraging. To conclude, the EMFi is a prom-
ising material for wearable audio applications. 
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Abstract—Body sensor networks e.g., for health monitor-
ing, consist of several low-power on-body wireless sensors, 
higher-level devices such as PDAs and possibly actuators such 
as drug delivery pumps. It is important that such networks can 
adapt autonomously to changing conditions such as failures, 
changes in context e.g., user activity, or changes in the clinical 
condition of patients. Potential reconfiguration actions include 
changing the monitoring thresholds on sensors, the analysis 
algorithms or the configuration of the network itself. This 
paper presents a policy-based approach for autonomous man-
agement of body-sensor networks using the concept of a Self-
Managed Cell (SMC). Ponder2 is an implementation of this 
approach that permits the specification and enforcement of 
policies that facilitate management and adaptation of the re-
sponse to changing conditions. A Tiny Policy Interpreter has 
also been developed in order to provide programmable deci-
sion-making capability for BSN nodes. 

Keywords—Autonomic management, adaptive sensing,  
policy-based adaptation, reconfigurable networks. 

I. INTRODUCTION 

On-body and implantable sensors have the potential to be 
used in hospitals or homes for monitoring physiological 
parameters of post-operative and chronically ill patients 
(e.g., those suffering from diabetes mellitus). These sensors 
use wireless communications to form body sensor networks 
(BSNs) [1] and can interact with wearable processing units 
such as PDAs, mobile phones and the fixed network infra-
structure. Health monitoring using BSNs enables early re-
lease of patients from hospital and facilitates continuous 
monitoring of clinical condition in the home or at work. 
Additionally, healthcare personnel can be automatically 
alerted to obtain assistance if the patient’s condition deterio-
rates.

Whilst much of the current work focuses on the devel-
opment of new sensors and processing the data acquired 
from them [1], we focus on providing adaptation and self-
management at both sensor level and for body sensor net-
works. For example, there is a need to adapt the frequency 
of measurements on a sensor depending on the activity and 
clinical condition of the patient. This enables optimising 
power consumption whilst ensuring that important episodes 

are not missed. Similarly, the use of variable thresholds for 
transmitting sensor readings reduces the need for communi-
cation and thus power consumption. Typically, sensor con-
figuration may also change depending on the user’s context, 
e.g., location, current activity and medical history. Physio-
logical parameters such as heart rate thresholds then need to 
be configured and customised accordingly. Policy-based 
techniques have been used for over a decade in network and 
systems management in order to define how the system 
should adapt in response to events such as failures, changes 
of context or changes in requirements. By specifying the 
policies (i.e., what actions should be performed in response 
to an event) declaratively and separately from the imple-
mentation of the actions, it is possible to dynamically 
change the adaptation directives without changing the im-
plementation or interrupting the functioning of the device. 
Thus, policy-based mechanisms provide feedback control 
over the system and a constrained form of programmability.  

In this paper, we present a policy-based architecture that 
supports autonomic management for body sensor networks, 
based on the concept of a Self-Managed Cell (SMC) [2]. A 
SMC consists of an autonomous set of hardware and soft-
ware components that represent an administrative domain 
such as a body area network of physiological sensors and 
controllers. We introduce Ponder2 [3], a toolkit that sup-
ports the specification and enforcement of policies in the 
form of event-condition-action rules, the grouping of a 
SMC’s components in domains for management purposes 
and the dynamic loading of new functionality and new 
communication protocols. Policies can be defined with 
respect to the SMC’s components, for interactions with the 
other SMCs and for the management (i.e., loading, removal, 
activation) of the policies themselves. We also describe the 
implementation of a policy interpreter for BSN nodes [4].   

The paper is organised as follows: Section II describes 
the SMC architectural pattern. Section III presents the Pon-
der2 policy interpreter as the core component for adaptation 
and feedback control. Section IV describes the implementa-
tion of a policy interpreter for the BSN nodes. Section V 
discusses our prototype implementation of Ponder2 and 
Tiny Policy Interpreter. Sections VI and VII present the 
related work and conclude the paper with directions for 
future work. 



II. SELF-MANAGED CELLS (SMC)

As an example, an SMC represents a body-sensor net-
work consisting of several sensors, i.e., glucose, blood pres-
sure, heart-rate, ECG monitor and actuators such as an 
insulin pump to administer appropriate dosage of insulin in 
a diabetes Type II patient monitoring system. Context sen-
sors such as accelerometers may be used to sense the pa-
tient’s activities in order to facilitate the adjustment of drug 
delivery and monitoring threshold (e.g., for heart-rate).  

Figure 1 illustrates the architectural pattern of a SMC 
that manages a set of heterogeneous components (i.e., man-
aged resources) such as those in a body-sensor network, a 
room or even a large-scale distributed application. Resource 
adapters are instantiated to provide a unified view for inter-
action with the resources as they may use different inter-
faces or communication protocols. For example, interac-
tions with BSN nodes occur via IEEE 802.15.4 wireless 
links, while interactions with PDAs, mobile phones or 
Gumstix1 typically occur over Wifi or Bluetooth.  

Fig. 1 The SMC architecture pattern 

A SMC can load other components and services for de-
tecting context changes, monitoring component behaviours 
or for security (authentication and access control). How-
ever, the event bus, the policy service, and the discovery 
service work in conjunction with each other and form the 
core functionality of a SMC that must always be present.  

As most pervasive systems are event-driven, the services 
of a SMC interact using a common publish/subscribe event 
bus, although we do not constrain all communication to be 
event-based. The event bus [5] forwards event notifications 
from services onto any interested parties within the SMC 
who have subscribed to receive the event. This has the ad-
vantage of decoupling the services since an event publisher 
does not need to know about the recipients, thus permitting 
the addition of new services to the SMC without disrupting 
the behaviour of existing services. Secondly, multiple ser-
vices in the SMC can respond concurrently and independ-

                                                          
1 www.gumstix.com 

ently to the same notification with different actions. Finally, 
the event bus can be used for both management and applica-
tion data such as alarms indicating that threshold have been 
exceeded.  In order to lower communication overhead, sen-
sors typically only transmit events when an unusual situa-
tion arises rather than transmitting all sensor readings.    

The policy service implements a local feedback control 
loop to achieve adaptation and self-management. It caters 
for two types of policies: obligation policies (event-
condition-action rules), which define the actions that must 
be performed in response to events, and authorisation poli-
cies which specify what actions are permitted on which 
resources and services. The discovery service is used to 
discover new components which are capable of becoming 
members of the SMC, e.g., sensors and other SMCs in the 
vicinity. It establishes a profile describing the services they 
offer and generates an event describing the addition of the 
new device for other SMC components to use as appropri-
ate. The discovery service also manages the SMC’s mem-
bership as it is necessary to cater for transient failures, 
which are common in wireless communications, and to 
detect permanent departure (e.g., device out of range, 
switched off, or failure). 

Complex environments can be realised through the fed-
eration and composition of several SMCs. This permits 
exchanging policies between SMCs and thus programming 
in a restricted way the behaviour of collaborating or com-
posed SMCs [6].  

III. PONDER2 POLICY SERVICE 

Ponder2 [3] is the policy service for the SMC and has 
been inspired by the lessons learnt in the development of 
Ponder [7], a policy language and toolkit developed at Im-
perial College over a number of years. In contrast to Ponder, 
which was designed for general network and systems man-
agement, Ponder2 has been designed as an entirely extensi-
ble framework that can be used at different levels of scale 
from small embedded devices to complex environments.  

Ponder2 combines a general-purpose object management 
system with a domain service, obligation policy interpreter
and a command interpreter. The Domain Service provides a 
hierarchical structure for managing objects. The Obligation 
Policy Interpreter handles Event, Condition, Action rules 
(ECA). The Command Interpreter accepts a set of com-
mands in XML form via several communication interfaces. 
These commands can be used to interrogate the Domain 
Service and perform invocations on the managed objects.  

Managed objects (also called adapter objects) represent 
sensors and other SMC devices, services within those de-
vices and remote SMCs. Domains and policies are managed 
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objects in their own right on which actions can be per-
formed, e.g., adding/removing an object from a domain, 
enabling or disabling a policy. Obligation policies are also 
used to decide which adapters should be created when new 
components appear and in which domain they should be 
placed. Other policies specified for that domain will then 
automatically apply to the new component. 

As shown in Figure 2, the overall architecture of the pol-
icy service comprises the domain structure, the triggering 
mechanism matching events to obligation policies and the 
execution invocation engine which is used to make the calls 
to the objects inside the domain structure. Conceptually the 
policy service has an event interface through which event 
notifications are received from the external event bus, an 
invocation interface through which external invocations are 
received and an action interface for invocations on external 
objects.

Fig. 2 The policy service architecture 

Ponder2 uses XML to encode policies, event specifica-
tions and invocation of actions. It interprets XML as a se-
quence of statements that identify the managed object to be 
used and parameters or sub-elements within the XML that 
are to be sent to the managed object. For example, the fol-
lowing snippet identifies the root domain ("/") and sends it 
an add command. The add command has its own structure 
and information saying what is to be added to the domain 
structure. In this example, the managed object to be added 
to the root domain will be called newobject.
 

 <use name="/"> 
   <add name="newobject"> 
     ... 
   </add> 
 </use> 
 

XML is verbose and not easy to use, so we are develop-
ing a higher-level declarative language from which the 
XML can be generated. 

A. Instantiation of Managed Objects  

 Ponder2 has the ability to load all the code needed on-
demand. This enables us to use it across a wide variety of 
applications and devices with different capabilities by only 
loading those components that are necessary in each case. 
By default, a domain hierarchy rooted at / will be created. A 
built-in domain factory is used to create new domain objects 
within the domain hierarchy. All other managed objects are 
instantiated through factories that can be loaded on demand. 
Ponder2 has defined several other factory objects such as 
policy (authorisation and obligation), basic managed ob-
ject, and event. This provides the flexibility to dynamically 
create policies and managed objects for communicating 
with various sensors and devices with their respective 
communication protocol such as UDP datagram, Bluetooth 
[8], IEEE 802.15.4, or Zigbee [9]. For example, the follow-
ing XML snippet uses a BSN glucose factory object to cre-
ate a managed object for a BSN based glucose sensor and 
places it into the /bsn domain under the name GlucoseSen-
sor. This managed object acts as an adapter to the actual 
sensor and implements the high-level interface in terms of 
interactions with the sensor via IEEE 802.15.4 radio. 
       <use name="/bsn"> 
 <add name="GlucoseSensor"> 
    <use name="/factory/BSNglucose"> 
       <create addr="0:0:0:3" />  
             </use> 
 </add> 
       </use> 

Once instantiated, managed objects receive commands in 
the form of XML structures. Typically, the main XML 
element is the <use name="x"> construct to identify a man-
aged object, with one or more operations or sub-commands 
represented by child elements. A command to a managed 
object takes the form:  
 

<use name="managedobject" arg1="foo" arg2="bar"> 
  <op1 op1arg1="doh"/> 
  <op2 op2arg1="argh"/> 
  ... 
</use> 

where the operations/commands op1 and op2 could have 
child elements of their own. 

B. Integration with Event Buses 

An event factory implements the interface with an exter-
nal event bus and encapsulates the protocols necessary to 
communicate with it. Multiple event factories can be used to 
integrate with different external event buses if required. The 
event factory can be used to create new Event Types that 
issue a subscription to the external content-based event bus 
and define the event type name and its arguments. When an 
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event corresponding to the subscription expression occurs 
on the event bus, the event factory is notified of its occur-
rence and raises the corresponding event type in the policy 
interpreter in order to trigger the policies.  
 

<use name="/Event"> 
 <add name="highGlucoseEvent"> 
 <use name="/factory/GlasgowEvent"> 
 <create> 

<and> 
 <sub name="level" op="GEQ" value="90" /> 
 <sub name="type" op="EQ" value="glucose"/> 
</and> 
<arg name="type"/> 
<arg name="level"/> 
<arg name="daytime"/> 

 </create> 
 </use> 
 </add> 
</use> 
 

In the above example, an Event Type called 
/event/highGlucoseEvent that has three arguments, sensor 
type, glucose level and context is created. The subscription 
expression to which this event type corresponds is matched 
by the external event bus against published events on the 
bus. In this example all events with type glucose and level 
90 are matched. 

This example assumes that the sensor transmits glucose 
readings periodically as events to the event bus. The fre-
quency with which this is done is determined by the sensor 
and may be configurable. However, in order to minimise 
power consumption linked to the communication of read-
ings, it is desirable that the sensor itself be programmable in 
terms of basic policies that can determine when actions such 
as raising external notifications should be done. This has led 
us to develop a basic policy interpreter for BSN nodes 
which is detailed in Section IV.  

C. Policy Specification 

We are primarily concerned with two types of policies: 
authorisation policies define what actions are permitted 
under given circumstances and obligation policies define 
what actions to carry out when specific events occur if the 
specified condition is true. An obligation policy specifies 
the Event Type that will trigger the policy together with 
arguments expected of that event, optional conditions that 
must be satisfied and a set of actions to be performed. 

The example below shows the XML encoding of an obli-
gation policy that will respond to events of type 
/event/highGlucoseEvent. The policy becomes active as 
soon as it is created. It makes use of three named arguments 
provided by the event and their value is substituted in the 
actions and constraint by enclosing the name inside the two 
characters "!" and ";", e.g., !level; and !daytime;. The condi-

tion can contain simple Boolean statements comparing 
string and integer values. In the example above, Ponder2 
checks whether the glucose level is greater than 125 and the 
current time is later than 20:00. Conditions can contain any 
combination of and, or, not, eq, ne, gt, ge, lt or le. And and 
or take any number of XML sub-elements, not takes one, 
while the others all take two. Note that the arguments for 
the comparisons have been separated by XML comments to 
ensure that they are separate XML elements. The action part 
consists of Ponder2 XML commands, which are only exe-
cuted after the event has occurred and if the conditions are 
true. In this example, if the conditions are satisfied, the 
policy invokes an action on the insulin pump to increase the 
night dosage by 10%. Other actions defined in a policy 
could be to send an alarm SMS message to a medical ser-
vice or tell the patient to perform some actions. 
<use name="/policy"> 
  <add name="AdjustDosagePolicy"> 
    <use name="/factory/policy"> 
      <create type="obligation"     
       event= "/event/highGlucoseEvent"  
       active="true"> 
        <arg name="type"/> 
        <arg name="level"/> 
        <arg name="daytime"/> 
        <condition> 
          <and> 
            <gt>!level;<!-- -->125</gt> 
            <gt>!daytime;<!-- -->20:00</gt> 
          </and> 
        </condition> 
        <action> 
          <use name="/actuators/ip"> 
            <modify ctx=”night” value=”+10”/> 
          </use> 
        </action> 
      </create> 
    </use> 
  </add> 
</use> 

IV. TINY POLICY INTERPRETER 

Although Ponder2 confers a level of programmability 
and adaptation to the SMC, it is equally desirable to be able 
to introduce similar abstractions at the sensor level in order 
to endow sensors with programmable local decision capa-
bility. Consequently, we have implemented a simplified 
policy interpreter for TinyOS [10] that can be deployed to 
BSN nodes [4]. It is implemented as a NesC [11] compo-
nent library that can dynamically add and remove policies 
specified either as textual scripts or as data structures. Fig-
ure 3 shows the component architecture of the Tiny Policy 
Interpreter. The Policy Script Controller is responsible for 
loading, adding and removing policies, while the policy 
interpreter is invoked to execute the actions according to the 
deployed obligation policies when events occur. 
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Fig. 3 Configuration of the Tiny Policy Interpreter 

Tiny Policies are also specified as event-condition-action 
rules. Events represent samples from sensors and carry a 32-
bit parameter that is the sampled value. Conditions are rep-
resented as inclusive ranges: if the value lies within the 
range, the condition is met. Event sources and actions are 
represented by NesC interfaces and they are pre-defined as 
arrays bound to the Tiny Policy Interpreter. 

Fig. 4 Policy syntax of Tiny Policy Interpreter 

The Tiny Policy Interpreter implements a simple script 
syntax shown in Figure 4. This syntax is much simpler and 
compact than the Ponder2 XML policy syntax, which can 
be translated into the Tiny Policy syntax before deployment 
to sensors. For example, the policy 1? <= 4 -> 2! speci-
fies that if event 1 fires with a parameter less than or equal 
to 4, then perform action 2, while the policy 2? [5..9]  
-> 1! means that if event 2 fires with a parameter between 
5 and 9 inclusive, then perform action 1. The always clause 
is used to execute an action without needing to evaluate any 

policy condition, e.g., the policy 1? always -> 3! means 
that when  event 1 occurs, perform action 3.  

A. Actions Library  

Fig. 5 Event source and action libraries 

A set of general-purpose actions for the Tiny Policy In-
terpreter has also been defined as shown in Figure 5. This 
includes actions to add and remove policies from the Tiny 
Policy Interpreter itself. This facilitates adaptation to con-
text changes as policies can be used to decide which set of 
policies applies according to the user’s activity. For exam-
ple, we can load a policy with a higher heart-rate threshold 
when the accelerometer has detected higher levels of physi-
cal activity. Additional actions include the ability to fire an 
internal event which triggers another policy within the in-
terpreter in order to allow for the execution of sequential 
actions, or an external event to the SMC’s event bus in 
order to trigger management actions at the SMC level. Fi-
nally, an additional pre-defined action can be used to log 
measurement values, e.g., to a medical database in the 
SMC. The event sources for triggering policies within the 
Tiny Policy Interpreter are either sensor readings, pre-
defined internal events or events received from the SMC’s 
event bus, e.g., events generated by other sensors or man-
aged objects in the SMC. 

Ponder2 is typically running on a PDA or Gumstix de-
vice can load and remove policies from the Tiny Policy 
Interpreter, thus enabling it to dynamically configure the 
sensing parameters and behaviour. This provides the flexi-
bility to reconfigure the sensor behaviour without needing 
to re-program them.  

V. IMPLEMENTATION AND EVALUATION 

Ponder2 has been implemented in Java 1.4 and a version 
has been ported to J2ME. It is deployable to any computing 
platforms that have a Java Virtual Machine and we have 
used it in PDAs, Gumstix and mobile phones. We have also 
implemented a content-based publish/subscribe event noti-
fication system [5] for the SMC. Other event systems such 

policy = event condition “->” action 
 
Event = uint8 “?” 
 
condition = equals_condition 
  | in_range_condition 
  | less_than_condition 
  | greater_than_condition 
  | always_condition 
 
equals_condition = uint32 
 
in_range_condition = “[”min:uint32 “..” max:uint32“]” 
 
less_than_condition = “<=” max:uint32 
 
greater_than_condition = “>=” min:uint32 
 
always_condition = “always” 
 
action = do_action | set_property_action 
 
do action = uint8 “!” action_arg? 
 
action_arg = “(” uint32 “)” 
 
uint8 = <unsigned 8-bit integer> 
 
uint32 = <unsigned 32-bit integer>
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as XMLBlaster [12] and JMS [13] can also be used in con-
junction with Ponder2.  

In terms of evaluation, we have deployed Ponder2 onto a 
Gumstix which has a 400 MHz Intel XScale PXA255 proc-
essor with 16 MB flash memory and 64 MB SDRAM, run-
ning Linux. We observed that the evaluation of policy con-
straints incurs the most overheads as this involves parsing 
of the constraints, string comparisons and arithmetic opera-
tions. Constraints are stored in the policies in XML format 
and substantial gains in performance would be possible by 
pre-compiling them. The time taken to execute a policy 
without a condition and with an empty action is only 13.57 
ms, while it takes 30.05 ms to execute a policy with a sim-
ple condition and an action to publish a new event. We also 
observed that it takes 23.88 ms to execute a policy (with no 
condition) to invoke an action to issue a command to BSN 
node via IEEE 802.15.4. In a medical scenario such as dia-
betes monitoring, many operations take place over time 
frames of minutes or even hours, so these performance 
figure are more than adequate in many cases. Some applica-
tions such as heart ECG monitoring and analysis, require 
much faster processing. In these cases, processing can be 
done directly in the managed objects and sometimes on the 
BSN sensors themselves.  

Each policy is instantiated as a Java object which con-
sumes 3.214 kB. This however includes the policy type 
(obligation or authorisation), the list of events which may 
trigger the policy, the actions to be performed and the con-
straints that need to be evaluated. At the moment we are 
using XML for internal policy representation, which carries 
a significant memory overhead. More compact representa-
tions could be used for devices with limited memory.  

As for the Tiny Policy Interpreter, its current implemen-
tation can be installed on BSN nodes [4] and the size of its 
codebase is 11.61 kB. 

VI. RELATED WORK 

Work on policy-driven systems has been on-going for 
over a decade in various application areas. Traditional ap-
proaches rooted in network and systems management in-
clude PCIM [14], PDL [15], NGOSS Policy [16], Ponder 
[7] and PMAC [17]. They all make use of event-condition-
action rules for adaptation but are aimed at the management 
of distributed systems and network elements and do not 
scale down to small devices and sensors. 

There are a number of pervasive systems that define 
frameworks for realising pervasive spaces. Gaia [18] and 
Aura [19] introduce the notion of active space and smart 
space respectively in order to provide a “meta-operating 
system” to build pervasive applications. These projects 

focus on spaces of relatively fixed size, e.g., a room or a 
house and on specific concerns such as context-related ap-
plications, user presence and intent and foraging for compu-
tational resources. We consider a SMC as an architectural 
pattern that applies at different levels of scale and we focus 
on generic adaptation mechanisms through policies.  

The Pervasive Information Community Organisation 
(PICO) [20] is a middleware platform to enable effective 
communication and collaboration among heterogeneous 
hardware and software entities in pervasive computing. A 
community is a grouping of hardware entities and software 
agents that work together to achieve goals. The notion of 
community is similar to our SMC, but our focus is to facili-
tate self-configuration and self-management using policies.  

CodeBlue [21, 22] is an ad-hoc sensor network infra-
structure for emergency medical care. It integrates low-
power, wireless vital sign sensors, PDAs and PC-class sys-
tems to provide a combined hardware and software platform 
for medical sensor networks. CodeBlue also provides proto-
cols for device discovery, publish/subscribe, multi-hop 
routing and a simple data query interface for medical moni-
toring. CodeBlue investigates the data rates, node mobility, 
patterns of packet loss and route maintenance of the wire-
less sensor network, while the SMC framework focuses on 
the management of body-sensor networks using policies.  

The co-operative artefacts concept [23] is based on em-
bedded domain knowledge, perceptual intelligence and rule-
based inference in movable artefacts. Measurements from 
the sensors are translated into observational knowledge, 
which is then being evaluated against pre-defined rules that 
are defined using Horn logic and domain knowledge. This 
allows the inference engine to derive the artefact’s behav-
iour in response to the changes in the environment.  

Smart-Its Context Language (SICL) [24] is a high-level 
description language for developing context-aware applica-
tions on embedded systems. It is integrated with a tuple-
space-based communication abstraction that enables inter-
object collaboration. The language provides a means of 
specifying sensor interfaces, inference rules for fusing sen-
sors readings, adaptation rules and basic application behav-
iour. However, this approach does not support dynamic re-
configuration of sensors as re-configuration implies repro-
gramming of sensors.  

VII. CONCLUSIONS AND FUTURE WORK

We have proposed the SMC abstraction as a basic archi-
tectural pattern that provides local feedback control and 
autonomy. Policies in the form of event-condition-action 
rules, provide a simple and effective encoding of the adapta-
tion strategy required in response to changes of context or in 
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application requirements. The ability to dynamically load, 
enable and disable the policies together with the ability to 
use policies in order to manage other policies caters for a 
wide variety of application needs. Ponder2 has been de-
signed as an extensible framework where all required com-
ponents can be loaded on demand. This enables us to scale 
the pattern down to relatively small devices and customise 
the interpreter for specific application requirements and 
tasks. The ability to provide a constrained form of pro-
gramming such as policies is equally important at the indi-
vidual sensor level. It enables adaptive behaviour of the 
sensor according to context and thus to also adapt computa-
tional requirements and communication and hence power 
consumption. However, it also provides flexibility to re-
program the sensor with new adaptation strategies without 
requiring installation of new code.  

The requirements we have used have been derived from 
the need for self-configuration and adaptation in e-Health 
applications. However, the resulting principles and frame-
work developed are equally applicable to other application 
areas such as unmanned vehicles, ad-hoc networks, virtual 
collaborations as well as network and systems management.  

The implementation of authorisation policies in both 
Ponder2 and Tiny Policy Interpreter is currently under way, 
as we are concerned with trust, security and privacy issues 
particularly for health-based applications. We are currently 
investigating security issues for body sensor networks in the 
CareGrid project [25]. 
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Abstract— Application specific design requirements for 
wireless sensor network have posed new challenges and need 
for revision of existing designs for its implementation in 
healthcare systems. These requirements are different from 
that needed for environmental, agricultural and industrial 
purposes. The proposed paper discusses the design issues in 
implementation of Query driven Healthcare monitoring 
system using wireless sensor network. Various MAC layers 
designs have been studied for their usefulness and 
compatibility with the requirements in the healthcare system. 
Topology and network layer design have also been discussed. 
Further the low and computational capabilities of wireless 
sensor nodes itself adds to the design complexity. Therefore 
some compromises have to be made in both the domains. We 
aimed to implement a healthcare system using wireless sensor 
node based on the above study. A hardware platform was 
designed for the use as wireless sensor node. In this system, a 
wireless sensor node attached on the human body provides 
ECG (Electrocardiogram) and body temperature from 
multiple patients in an ad-hoc network. A mote-based 3-lead 
ECG and body temperature monitoring system operates in 
wireless sensor network. Health data from multiple patients 
can be relayed wirelessly using multi-hop routing scheme to a 
base-station, following IEEE 802.15.4 standard for wireless 
communication. Unique id assigned to each mote is used to 
identify each patient in the network.  

Keywords—Wireless sensor network, Media Access 
Protocols, latency, Vital signal, healthcare. 

I. INTRODUCTION  

With the rapid day by day advancement in 
miniaturization and low-power design techniques there have 
been fast active research in large-scale, highly distributed 
small-size, wireless sensors applications. In past few years 
various small sized computation and communication 
capable applications have emerged in almost every field 
including civil, military, environment monitoring, 
industries, security and disaster management. Healthcare 
and medical field also cannot remain unaffected by this new 
technology. The need for introducing wireless technology in 
healthcare is further supported by the fact that future 

healthcare management will need ubiquitous wireless 
monitoring of health with least actual interaction of doctor 
and patients. This would be highly useful for providing 
health monitoring in out-of-hospital conditions for older 
people and patients who requires regular supervision. 
Medical sensor networks must have support for ad-hoc 
routing topologies, mobility, wide ranges of data rates and 
high degree of reliability. Some of the healthcare system 
today uses Wi-Fi and other wireless LAN technologies. The 
European community s MobiHealth System (2002-2004) 
demonstrates the Body Area Network (BAN) [1]. Code blue 
[2] is a wireless infrastructure for deployment in emergency 
medical care. Another health monitoring system is Coach s 
Companion [3], which allows the monitoring of physical 
activity. CardioNet employs PDA to collect data from ECG 
monitor and send it over a cellular network to a service 
center [4]. Medtronic uses a dedicated monitor connected to 
the Internet to send pacemaker information to a medical 
professional. 

However we think that the present systems have treated 
different healthcare data (i.e. from different sensors) with 
same view ignoring their reliability requirements, with little 
or no discussion regarding the issues needed to address in 
wireless sensor network for healthcare scenario. Waveform-
independent healthcare data (example body temperature, 
blood pressure and oxygen content) which need low 
sampling rate and less monitoring  should be differentiated 
from waveform-dependent (examples ECG, EKG) those 
that require high sampling rate and more reliability. Unlike 
typical wireless sensor environment where many sensors 
can sense same event simultaneously, in healthcare domain 
each sensor individually senses different events therefore 
the query model for healthcare system should be less 
complex in design. 

This paper discusses the design issues for query driven 
healthcare system and its implementation using wireless 
sensor node in an Ad-hoc network in Section II. Our system 
design and approaches are discussed in Section III covering 
architecture, hardware, software and query model. Sections 
IV demonstrate some of our experimental results. Finally, 



Section V concludes the paper and provides the future 
directions in this field.  

II. DESGIN ISSUES 

The primary objective of wireless sensor network is to 
maximize the node/network lifetime while performance 
metrics are secondary objectives. On the other hand the 
primary aim of wireless healthcare system should be the 
data transfer with minimum delay as patients health status is 
the utmost important. Therefore careful selection among 
available network routing and MAC (Media Access 
Control) protocols is needed for the combination that 
performs closer to our requirements and achieves both of 
the above mention objectives. 

  One of the main reasons of energy wastages is 
retransmission for packet lost during collusion, overhearing, 
idle listening and over-emitting [5]. In healthcare scenario 
recovery of lost packet is not needed because here data have 
to be real time, any lost packet will be replaced by most 
recent update. Also it will require more storage at the motes, 
which is not generally available. Since each node transfers 
data independently of other nodes in the network, protocols 
like SMAC [6], TMAC [7] and DSMAC [8] which needs 
RTS/CTS packet exchanges for lost packet recovery and 
have synchronized sleep and wake periods are ignored. 
Although SIFT [9] achieves low latency on cost of some 
increase in energy consumption it needs system-wide 
synchronization for slotted contention window and will be 
complex to use with protocols not using synchronization. 

Since the choice of MAC layer protocol also depends on 
the application requirements, topology used and network 
layer routing protocol it worth to discuss this aspect along 
with the MAC layer issues. Healthcare system generally 
requires a single monitoring base station which collects data 
from all the sensors in the network and directs them for 
monitoring and further analysis. Therefore convergent type 
communication patterns can be wise choice. The paths from 
sources to sink can be represented as data gathering trees. 
For convergent type communication DMAC [10] protocol is 
the best choice as it achieves very good latency compared to 
other sleep/listen periods. Although DMAC does not avoid 
collusion detection but the possibilities of collusion is 
reduced because in healthcare system, events will not 
trigger all nodes simultaneously. BMAC [11] can also be 
possible candidate as it avoids packet collusion and have 
power management scheme via low power listening, but 
unlike SMAC does not performs link level retransmission or 
hidden terminal avoidance using RTS/CTS schemes[12]. 
Instead BMAC uses snooping on traffic over the broadcast 
medium for extracting information about the surroundings 

topology. Best thing about BMAC is that it offers control to 
the protocols above it, allowing the routing and application 
layer to change control parameters. This cross layer 
communication is highly demanded in healthcare and other 
applications. 

As stated earlier the type of data also plays important role 
in the design of Data delivery model [13]. Waveform 
independent data do not need continuous data transfer 
therefore data transfer should be initiated only when desired 
by the monitoring side or in periods of longer durations. On 
the other hand waveform dependent data requires long time 
data transfer, in critical and emergency situations. Therefore 
data-centric approaches would be better for waveform 
dependent data, where a query or command from the base 
station initiates the data transfer. The waveform 
independent data can use either the data-centric approach or 
the event-driven approach where data is transferred when an 
event is sensed. It is generally observed that waveform 
independent data changes gradually without any periodic 
sequence. So only the change in amplitude is sometime 
required to detect an abnormal event. Therefore to limit the 
amount of data transferred a threshold limit can be set and if 
the value of sampled data goes beyond the threshold then 
only the data transfer is initiated. Also packet loss is not a 
major issue for these kinds of data because even if one 
packet is missed it can be replaced by the most current 
update after some time. For waveform dependent data any 
packet lost can be a big problem as it will result is loss of 
useful information or can also give false impression of 
abnormality. 

Routing layer protocol is also very crucial in the overall 
performance of the complete system. Routing of message 
packets from or to moving nodes is more challenging since 
stability becomes an important optimization factor, in 
addition to energy and bandwidth etc. Since fast data 
delivery is prime requirement in healthcare proactive 
routing protocols will be efficient where path to be chosen 
is known in advance, before data transmission. Also any 
change in topology is updated by timely updates. Among all 
proactive protocols DSDV [14] seems less complex in 
implementation and supports flat network. The key 
advantage of DSDV is that it guarantees loop freedom. 
Traditional methods of data aggregation cannot be applied 
in healthcare network as reading generated from different 
sensors will be at different rates, subject to different quality 
of service constraints and following multiple data delivery 
model. Also energy saving techniques that use data 
compression cannot be applied. Therefore such a 
heterogeneous environment makes data routing more 
challenging. Scalability is also major issue because single 
gateway architecture is not scaleable for large set of sensors.  
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Fig.1 Architecture for Healthcare system. 

III. SYSTEM DESIGN 

Keeping the above mentioned issues in mind the 
ubiquitous healthcare prototype system for hospitals and 
home environment is designed. The concept of Ubiquitous 
healthcare system is to place unobtrusive wireless sensors 
on a person s body to form a wireless network which can 
communicate the patient’s health status with base station 
connected to the monitoring PC. Among two types of 
health-care data mentioned above (i.e. waveform dependent 
and waveform independent) we have chosen one each from 
both types. Among wave dependent data ECG was chosen 
as it still remains one of the most commonly monitored vital 
signs in clinical and trauma care. Body temperature was 
selected as candidate among waveform independent data as 
it is easily sensed and needs low sampling rate and less 
frequent monitoring. Any other healthcare parameter can 
also be used depending on its category and design of 
interface. 

A. Architecture  

Fig. 1 shows the architecture of our system. In our 
prototype design we have used a wireless network of motes 
that provides sensor data from biomedical sensors placed on 
a patient s body. The wireless data communication follows 
bidirectional radio frequency communication with ad-hoc 
routing thus enabling every mote attached to patients, to 
send data to base-station even if they are not in direct radio 
range of base-station. The base-station comprises of 
developed USN node (excluding the sensors), for receiving 
and broadcast packets via node s USB. The USB port was 
set to 57600 bits per second. 

Considering the issues discussed in previous section the 
desired energy saving is done by implementing on-
command Sleep  and Wake_up  feature from PC side, 
which enables the motes to transfer data only when desired 
and sleep for the rest of the time [15],  thus saving an useful 
amount of energy. During ‘Sleep’ mode only the sensing 
and associated data transfer is stopped but the radio of node 
is still active to receive, listen and route the data or query 
from the network. Here the cost of keeping the radio active 
have to be afforded because in healthcare system the 
priority of reliable data transfer is more than the lifetime of 
batteries. The query system provides the ability to access 
specific health parameter of any patient through a simple 
query feature. The signal from the electrodes of 3-leads 
system will first be amplified with low noise instrument 
amplifier, and then passed through 0.1Hz high pass filter 
(HPF) and 35 Hz low pass filter (LPF).The ECG signal will 
be sampled and filled in form of packets for transmission. 
The patient will be identified by the unique id assigned to 
each mote. Among various existing routing protocols, 
presently simple variant of Destination Sequence Distance 
Vector algorithm with a single destination node (the base-
station) and active two-way link estimation has being used 
for routing and transmission. Base-station periodically 
broadcast its identity, which is used by receiving nodes for 
updating its routing information table. They then 
rebroadcast the new routing update to any nodes in their 
range. Thus a hierarchy of nodes is formed with base-station 
at top level and all nodes target their data to the nodes 
which are just above them. Any change in topology is 
conveyed to the parent nodes, which can update their table. 

The MAC layer is designed on the using the cross layer 
communication features similar to BMAC. The application 
layer interacts with BMAC to listen weather the packet 
transfer was successful or not. Each mote in network 
simultaneously acts as transmitter, receiver and a router.

The base-station receives data packets from all the motes 
in the network and directs them to the attached PC acting as 
server. At server side user can view a GUI based window 
showing waveform for ECG and other parameters. The 
same GUI can also used to send the commands and query to 
the network. Thus medical professional can monitor the 
patients remotely, in a mobile and real-time environment. 
The health parameters can be stored for future reference, 
making a health report as desired by doctor. In case of 
emergency doctors or care givers can provide medical 
assistance well before time. This provides a better medical 
environment for near future with least inconvenience to 
patients.  
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Fig.2 Block Diagram for USN platform 

B. Hardware design 

The designed architecture of USN (Ubiquitous Sensor 
Network) node platform is shown in Fig. 2. The essential 
part of USN node is the ultra low power Texas Instruments 
MSP430F1611 microcontroller, main features of which 
includes 10kB RAM, 48kB Flash, 128B of information 
storage and 8 channels of 12-bit A/D converter. Low current 
consumption (less than 1mA in active mode and ~1μA in 
standby mode) feature enables the node to run for longer 
duration.  ChipCon CC2420 is radio chip for wireless 
communication and is IEEE 803.15.4 compliant. It provides 
PHY and some MAC layer functions. The radio chip is 
controlled by the microcontroller through SPI port and 
series of digital I/O lines. The M25P80 is a 4Mb (512 x 8) 
Serial Flash memory with write protection mechanism, 
accessible from SPI bus. To minimize the size of node we 
have made the programming interface as a separate module 
which is needed only when nodes is connected to the PC 
either for application download or when node act as base 
station. 

IV. SOFTWARE ARCHITECTURE 

The software architecture for the designed system can be 
broadly classified into two categories. Network 
programming model that deals with the software 
architecture for motes used in the network and query model 
that is associated software architecture for issuing command 
and queries from server to the motes.  

A. Networking Programming model  

Wireless sensor nodes run application software for 
sampling, query processing and routing, that was developed 
using nesC language' [16] which runs on TinyOS [17]. The 
component-based architecture and event-driven execution 
model of TinyOS enables fine- grained power management  

 

Fig.3 Application' component graph. 

 

while minimizing code size keeping in view the memory 
constraints in sensor network. Our architecture for software 
is based on Active Message communication model [18]. 
Fig. 3 shows the application component graph. There is 
component that provide asynchronous interface to each 
sensor and other component implements networking on the 
radio. The Lower Layer transmits or receives bytes bit by 
bit over the radio, providing phase and rate control. The 
packet level component spools the incoming bytes and 
delivers the packet receive event. Sampling component is 
periodically interrupted by clock, following which it 
acquires the sensor data, fill the packets and transmit them 
toward the base station in a multihop network. 
Query/command processing at the mote side is also 
implemented at the application level. Application level 
components have handlers connected directly to hardware 
interrupts, which can be external interrupts, timer events, or 
counter events. Transmission rate control is implemented 
within application component. If packet send is requested 
when radio is busy (i.e. either transmitting or receiving), the 
request is not granted. Once packet component has accepted 
a packet for transmission it will work until it acquires the 
channel and transmits it. During the busy state of radio the 
data capture is not affected and the incoming packets are 
stored in buffer queue. To ensure that waiting queue does 
not grow larger the older waiting packets are dropped to 
accommodate new packets.  

B. Query Model 

The Query sending system was implemented in Java and 
runs on the PC connected to the base-station. Queries send 
from monitoring system interacts with the sensor network. 
To keep the design simple we have used only one-time snap 
short data acquisition queries [19] instead of long-running 
(or continuous) queries. Also aggregation queries [20] are 
avoided because, as stated earlier in healthcare scenario all 
data channel and nodes work independently. Presently the 
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Fig.4 Query processing model on the node. 

 
query system has four associated action or commands. The 
data of interest specified in query are collected from the 
nodes and send to the base station. User need to issue the 
‘select_channel’ query, before which he must specify the 
target node. This will insure the data will obtained from the 
specific sensor of specified target node. Also the sampling 
rate can be altered by ‘set_rate’ command. For conserving 
the energy the motes can be send to sleep state individually 
or all in one time by issuing ‘sleep’ command. Any 
particular mote could be wakened by ‘wake_up’ command.  

Fig. 4 shows our query model on the node side. 
Command Interpreter process the received command/query. 
If command is for the processing node then control activates 
‘Sampler’ and parameters are modified accordingly. The 
modified parameters control the access of data from Sensor 
Driver. However if the command is for some other node 
then it is broadcasted via radio.  

V. EXPERIMENTAL RESULTS 

A. Hardware Platform 

The designed USN platform is circular shape of 40mm 
diameter as shown in Fig. 5. It is in close approximation to 
serve as a platform for developing wearable biosensor. Also 
the stackable design of USN node and the available 
interface channel make it easy to integrate with different 
sensors. To add a new sensor, only interfacing of that sensor 
circuit with designed platform and a wireless command to 
set sampling rate is required. In our tests, ECG data was 
obtained from sensors attached to real human body, via 
ECG interface circuit. 

 
 

Fig.5 Developed USN platform measuring 40mm in diameter. 

 

 
 

Fig.6 ECG data obtained at Base Station. 

B. Obtained Data 

Fig. 6 shows the ECG signal obtained at the remote base-
station wirelessly on Vigor  tool. This tool was developed 
using ‘java’ language. The GUI of this tool enables to view 
the graphically, the obtained data, and query/commands can 
be send by selecting combination of buttons and 
checkboxes. This obtained signal is nearly identical to a 
theoretically calculated ECG signal. 

Since packet loss information will help in evaluation of 
the performance of the network our software on the PC side 
kept vigilance on packet loss in the network. Fig.7 shows 
the snap shot view of the packet lost monitoring software. 
Each single field shows the source mote id, channel, time of 
arrival of packet and the total packet lost observed for that 
node. Here we observed that there is some packet loss 
during the starting phase of network discovery. Remedy for 
this packet loss is to broadcast initially the network 
discovery packets from parent nodes at faster rate to reduce 
the time that node takes to identify its parent. However since 
this may increase network traffic this rate should be brought 
back to normal after some time.  
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Fig.7 Packet Loss monitoring program. 

VI. CONCLUSIONS  

It is very difficult to address all the needs and constrains 
of healthcare systems with single MAC protocol, network 
protocol or topology, few compromises have to be accepted. 
Keeping discussed issues in mind we attempted to develop a 
healthcare system for hospital and home environment. The 
software for the query, sampling and data routing was 
developed using nesC language in TinyOS. The designed 
USN platform is ultra low powered and small enough to be 
used as wearable sensor node. External commands by the 
medical doctor or care givers for activating and deactivating 
the nodes can help in reducing the power consumption and 
traffic congestion during long time continuous monitoring. 
Simple query based access of data can be convenient for 
doctors and caregivers. By changing the interfacing circuits 
and sensors other healthcare parameters can also be 
measured. The data obtained can be analyzed by doctors and 
care providers to monitor a health status of patient in real 
time environment.  
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Abstract—Medical examinations often extract localized 
symptoms rather than systemic observations and snap shots 
rather than continuous monitoring.  Using these methodolo-
gies, one cannot discretely analyze how a patient’s lifestyle 
affects his/her physiological conditions and if additional symp-
toms occur under various stimuli.  We present a minimally 
invasive implantable pressure sensing system that actively 
monitors long-term physiological changes in real-time.  Spe-
cifically, we investigate pressure changes in the upper urinary 
tract per degree of obstruction. Our system integrates three 
components: a miniaturized sensor module, a lightweight 
embedded central processing unit with battery, and a PDA.  
Our tether-free system measures pressure continuously for 
forty-eight hours and actively transmits an outgoing signal 
from an implanted sensor node to a remote PDA twenty feet 
away.  The software in this in-vivo system is remotely recon-
figurable and can be updated when needed. Preliminary ex-
perimental results of the in-vivo pressure system demonstrate 
how it can wirelessly transmit pressure readings measuring 0 
to 1 PSI with an accuracy of 0.02 PSI. The challenges in bio-
compatible packaging, transducer drift, power management, 
and in-vivo signal transmission are discussed. This research 
brings researchers a step closer to continuous, real-time sys-
temic monitoring that will allow one to analyze the dynamic 
human physiology.  

 
Keywords— Biomedical monitoring, implantable sensor, 

body sensor network. 

I. INTRODUCTION  

Localized obstructions between the kidney and the ure-
thra cause elevated pressures in both the upper urinary track 
(kidney, renal pelvis, and ureter) and lower urinary track 
(bladder, prostate, and urethra).  Overlooked acute and 
chronical elevated pressure in the urinary track often leads 
to increased risk of infection, the formation of kidney 
stones, and irreversible damage to the bladder and the kid-
neys (if untreated for an extensive period of time) [8]. 

Kidney stones, ureter strictures, tumors, and uretopelvic 
junction obstruction block the upper urinary track.  A symp-

tom of urinary blockage is elevated pressure.  In the lower 
tract, elevated pressures often results in involuntary bladder 
spasms and a lack of bladder control.  Lack of bladder con-
trol and involuntary spasms are often sources of embar-
rassment and lifestyle impediment for the millions of men 
and women with urinary incontinence [8]. 

An urodynamics exam of the lower urinary tract is the 
customary diagnostic test for urinary track blockage.  This 
exam is performed by placing a transurethral catheter into 
the bladder and the rectum.  While supine, the patient’s 
bladder is filled with saline over the course of two hours.  
This artificial stimulus causes considerable discomfort to 
the patient and often results in an inaccurate snapshot of 
pressure in the urinary track.  If one could accurately deter-
mine the level of pressure within the urinary track, surgical 
and pharmaceutical measures can reduce the pressure and 
avoid harmful complications that result from prolonged 
elevated pressure [6][9]. 

To address the problem of localized pressure monitoring, 
an implantable active pressure sensor has been developed 
for the continuous measurement of elevated pelvic and 
ureteral renal pressures.  This ambulatory sensor evaluates 
patients with ureteral obstruction and has applications in 
additional pressure applications, such as intracranial. The 
main benefits of the in-vivo pressure monitoring system 
include: 

1. The continuous, active monitoring of pressure within 
the upper urinary track to determine how one’s life-
style affects physical symptoms;  

2. The real-time automated distribution of data to a pa-
tient’s PDA;  

3. The aggregation of data to a online database that 
stores information for later analysis of the symptoms, 
and 

4. The remote in-vivo reconfiguration of the software. 
The overall goal of the in-vivo pressure monitoring sys-

tem is to actively gather and distribute information on the 
pressure within the upper urinary track in a manner that is 
extremely fault tolerant.   The technical challenges in devel-



 
Fig. 1 Pigtail in-vivo 
catheter 

oping the system are the design and fabrication of the trans-
ducer, the design and construction of the catheter, and the 
development of a reconfigurable program that can remotely 
update the implanted sensor node with future code modifi-
cations. 

II. BACKGROUND 

Extensive work has been done in passive pressure moni-
toring where an incoming radio signal induces the pressure 
measurement.  The earliest pressure capsules were devel-
oped by [7] and [2] in 1957 using a passive telemetering 
capsule that used the motion of the iron near the coil to 
determine internal pressure and temperature.  Later, an 
implantable passive eye transistor measured pressure [1].  
[3] investigated passive pressure sensors that did not contain 
a power supply or an active circuitry for high temperature 
environments.  Recently, [4] developed a passive pressure 
sensor for acute uses with liquid crystal polymers and 
chronic uses using ceramic fabrication. 

Passive measurements enable the construction of ex-
tremely miniature devices, but have a low range and must 
be close to an emitting radio signal in order for measure-
ments to be collected.  Compared with the above mentioned 
research, our in-vivo active pressure monitoring system has 
several unique features. 

1. Active Pressure Monitoring.  Unlike passive sensors, 
our active sensor has its own internal power supply 
that generates an outgoing signal.   Active pressure 
monitoring has the benefits of increased transmission 
range and ubiquity in deployment.  Our system can 
more easily communicate with current devices already 
being carried, such as PDAs.  The drawbacks of bat-
tery lifetime and size are justifiable in applications 
where active communication of medical conditions 
are necessary. 

2. Collection Mechanism. The data is transmitted to a 
PDA that uploads the data to an online database.  This 
allows for the later analysis of the data to determine 
patterns in how one’s lifestyle affects the internal uri-
nary track pressure and the long-term progression of 
urinary track blockage. 

III. AN ACTIVE PRESSURE 
MONITORING SYSTEM 

The system design for continuous in-
vivo monitoring of intraluminal pres-
sures in the urinary tract includes inte-
grated novel sensors, wireless 

 
Fig. 2 System architecture of the active pressure monitoring system. 

miniaturized sensor nodes, and proven implant packaging 
technologies pioneered by Minimed Medtronic (Figure 1).  
The research focus is to safely implant these devices for 
forty eight hours of usage in animals and subsequently hu-
mans.   

A. System Architecture 

The system architecture is composed of three compo-
nents: 

1. Sensor Node: a computational unit (Mica2Dot) with 
a signal conditioning circuit and battery. 

2. Pressure Sensor: ultra-small, low-cost OEM pres-
sure die.  

3. Base Station: a pocket PC that gathers and processes 
data from the sensor node. 

The Mica2Dot measures 25mm and consists of a Atmega 
128L microcontroller and wireless transmitter.  The micro-
controller has a 10-bit analog to digital converter, 128K of 
flash memory, and uses 8 mA of power.  The multi-channel 
transmitter is has a center frequency of 868/916 Mhz with a 
data rate of 38.5 kbps.  The radio uses 27mA of power 
while transmitting and 10mA of power while receiving. The 
Mica2Dot sends pressure readings to a PDA/Pocket PC that 
is the base station terminal of the system.  The PDA visual-
izes the data and can perform more complex data process-
ing, such as decision support.  A general diagram of the 
system architecture is shown in Figure 2.   

B. Pressure Transducers 

A pressure transducer is a transducer that converts pres-
sure into an analog electrical signal. Although there are 
various types of pressure transducers, one of the most com-
mon is the strain-gauge based transducer (Figure 3a). The 
conversion of pressure into an electrical signal is achieved 
by the physical deformation of strain gages that are bounded 
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Communication

GUI 

106



Aluminium 

Polysilicon 

Silicon Nitride 

Silicon 

Reference Cavity 

Glass 

Fig. 3a First generation pressure transducers. 

Fig. 3b (Left) Second generation pressure transducers. (Right) Transducer 
cross section 

to the diaphragm of the pressure transducer and wired into a 
Wheatstone bridge configuration. Pressure applied to the 
pressure transducer produces a deflection of the diaphragm 
which introduces strain to the gages. The strain will produce 
an electrical resistance change proportional to the pressure. 

A miniature OEM pressure die measuring 0.65 mm x 
0.65 mm senses the pressure (Figure 3b). The die is an ex-
tremely small silicon micro-machined piezoresistive pres-
sure sensing chip optimized to provide accurate readings for 
its minute size. The accurate precision is achieved through 
careful resistor placement and mechanical configuration.  
The sensor is configured as a resistive Wheatstone bridge. 
Bridges offer an attractive alternative to measuring small 
resistance changes accurately.   The bridge consists of four 
connected resistors that form a quadrilateral, a source of 
current or voltage excitation across one of the diagonals.  
The voltage detector is connected across the other diagonal 
and measures the difference between the outputs of two 
voltage dividers across the excitation. 

The desired range of pressure sensing in our application 
was 0 to 1 PSI with accuracy of 0.02 PSI. Resistance 
change corresponds to this range and results in a very small 
peak to peak voltage difference, 6mV.  Since the pressure 
range in our application is 0 to 1 PSI, the voltage span is 
approximately 6mv. The small degree of voltage can be 
considerably affected by environmental noise.   Even the 
fluctuation of the power supply voltage can cause consider-
able error in the circuit if it is not carefully designed.  The 
precise signal conditioning circuit is responsible for:  

1. Stabilizing excitation voltage.  The sensor excitation 
voltage needs to be steadied at 3V. 

 

 
 

Fig. 4. Signal conditioning circuit in conjunction with the sensor and 
Mica2Dot. 

 
2. Electrical noise reduction.  Considerable noise is 

generated within the circuit and must be accurately 
filtered out. 

3. Voltage amplification.   The voltage range must be 
amplified to fully utilize the 0 to 3 voltage range. 

4. Offset voltage removal: The sensors bridge is not 
symmetric when no pressure is applied.  This lack 
of symmetry results in an offset voltage that reduces 
the voltage swing between 0 to 1 PSI. 

An overall diagram of the sensor node, including the sig-
nal conditioning sensor and pressure sensor, is shown in 
Figure 4.  The differential amplifier buffers the sensor from 
the rest of the circuit and partially removes the offset volt-
age. The second amplifying stage magnifies the voltage by a 
factor of approximately fifty-three. The high frequency 
noise is significantly reduced with the low-pass filter. As 
seen in the diagram, the voltage regulator is responsible to 
drive both the sensor and signal conditioning circuit with a 
stable voltage. The circuit detects a 1/50 PSI pressure 
change.  

C. Catheter Design 

The diameter, materials, and stiffness of the catheter has 
been carefully designed for usability, biocompatibility, and 
maneuverability for in-vivo operation (Figure 5).  This is a 
7.5 French catheter constructed of four platinum-iridium 
conductors wound in a helix around a high-tensile polyester 
core.  The conductors are individually PTFE insulated and 
the catheter body is sheathed in silicone rubber. An inner  

Fig. 5 Catheter Design Cross Section 
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Fig. 6 System components of the active pressure system: a PDA, a cathe-
ter, a wireless transmitter, and a lightweight microprocessor.  A detailed 

picture of the catheter is shown in the upper right hand corner. 

rubber tube of barium filled material improves radiopacity.  
A molded and strain-relieved coaxial connector (tip and 
ring) is affixed at one end of the catheter.  The conductors 
are soldered to bonding pads on a PCB substrate and encap-
sulated with biocompatible epoxy.   In addition, to relieve 
the anticipated forces exerted on the system during packag-
ing and implantation, the monitoring system includes stress 
relief measures to ensure additional robustness (Figure 6). 

D. Power and communication 

The two main consumers of power in this system are the 
1.   Sensor bridge and signal conditioning circuit and the 
2.   Wireless communication.  

The power source in the implantable platform is a li-
polymer battery that cannot be recharged or changed after it 
has been implanted. Therefore, a simple power management 
strategy was adopted for the voltage regulator.  The voltage 
regulator drives the sensor and the signal conditioning cir-
cuit through control signals from the central processing unit. 
The system excites the sensor for 20 ms during each sam-
pling period (1 Hz frequency).  After the sampling period, 
the device goes in inactive mode and power dissipation is 
greatly reduced when the circuit is completely shut off.  
This simple “pulse excitation” method reduces the power 
consumption significantly. 

The multi-channel radio has a data rate of 38.5kbps and 
consumes 89 mW when transmitting data and 33 mW when 
receiving data.  Sampled data is stored locally on the 
Mica2Dot and is transmitted to the PDA every thirty sec-
onds to reduce power consumption and header overhead.  

The pulse excitation method and accumulated data trans-
missions increase the lifetime of the system from six hours 
to forty-eight hours. 

E. Remote In-vivo Software Reconfiguration 

After the sensor is implanted, the software may need to 
be modified.  Therefore, an operating system designed spe-
cifically for embedded systems called Sensor Operating 
System (SOS) was used [5].  This message passing system 
severs the ties between the core operating system and indi-
vidual applications or modules. A module measuring the 
pressure was created that could be loaded or removed at run 
time without interrupting the core operating system.  A 
lightweight medical processor can transmit a program or 
module to be executed on the in-vivo processor.  In-vivo 
code updates are essential in creating a system that can be 
reconfigured after deployment. 

F.   Biocompatible Packaging 

Unsatisfactory packaging degrades the performance of 
the sensor and can result in device failure or a severe im-
munogenic response from the subject.  Most researchers 
package their implantable sensors with only silicone dip-
ping or parylene.  However, most silicones are not designed 
to be used internally and parylene has been shown to attract 
immunogenic cells.  With the knowledge of the pitfalls of 
conventional packaging schemes, we specifically designed 
the package to be a modular platform for catheter-based 
implantable sensors. 

We packaged our system with two dual passivation lay-
ers, parylene and medical grade encapsulant (Figure 7).  To 
combat the volatile environments in the body and the harsh 
chemicals in post processing, we evaporated a thin layer of 
parylene to protect the sensors.  With its low surface energy, 
parylene deposition is not limited by line-of-sight and there-
fore conforms to any geometry on the micro-scale.  Pary-
lene forms a pin-hole free conformal coating of a thickness  

 
Fig. 7 Top and bottom view of the packaged sensor. 
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Fig. 8 Pressure measurements collected with wireless transmission in a lab 
setting. 

as small as 0.03 um.  Parylene also has high resistance to 
permeation and solvent absorption and strengthens wire-
bonds at interfaces.  Medical grade silicone, on the other 
hand, has excellent bulk property and malleability to surface 
properties.  Silicone also has a long history of biological 
and biomedical applications.  The pliability, surface prop-
erty flexibility, and biocompatibility make silicone particu-
larly attractive for long term medical device packaging 
material. 

IV. EXPERIMENTAL RESULTS 

We tested the system in dry-lab setting and implanted it 
inside a pig. We first tested the pressure sensor to verify its  
accuracy and to determine the repeatability of the system. 
Figure 8 shows the first set of experimental results. We put 
the pressure sensor in a pressure chamber and modified the 
pressure between 0 to 2 PSI. The black line represents a 
linear fit to the data when the sensor node had no cover.  
We also covered the sensor node and the data also shown a 
linear fit with the red line. As seen in the figure, voltage-
pressure dependency can be modeled as a linear function 
with less than 0.004 in standard deviation.  

To combat drift, the signal was changed to a square wave 
form from a DC voltage.  Then the duty cycle was mini-
mized to a short time period that allowed the pressure to be 
accurately measured.  The drift in each sensor is character-
ized by a trend line and the absolute values from various 
parameters are compared.  As shown in Figure 9, our sys- 

 
Fig 9. Analysis of voltage offset of drift over time using 20% duty cycle 

and 50KHz. 
 
tem addresses drift by lowering the duty cycle of the excita-
tion voltage input.  There is a 10% drift within ~800+ hours 
using the above methods (Table 1). 

 
Table 1: Analysis of Drift Tolerance with Various Frequencies and Duty 

Cycles 

 

V. DISCUSSION 

We demonstrated the development of a minimally inva-
sive, implantable system capable of continuous in vitro and 
in vivo data collection.  This implantable telemetry system 
can collect comprehensive lifestyle data from a patient for 
an extended period of time, and therefore is a useful re-
search and clinical management tool.   

Several obstacles presented themselves during our inves-
tigation. During our characterization process, we discovered 
that upon voltage excitation our raw sensor output has a 
slight drift.  Though the drift within forty-eight hours was 
minimal, during a longer implanted period the drift may 
reduce the usefulness of the system in the clinic.  

To meet the forty-eight hour specification, we used a 
high capacity, miniature profile lithium polymer cell and 
used power conservation techniques. To further extend the 
lifetime of the system, we are investigating mechanisms to 
recharge the cell, to further reduce the duty cycle, and to 
optimize software excitation or circuit components. 

Furthermore, we will also expand the range of sensor 
function to measure pulse, saturated oxygen, and tempera-
ture. This will be done through the in-house fabrication of 
these sensors on the same substrate as the pressure sensor.  

Voltage Offset of Drift Over Time for Pressure Sensor 
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This sensor platform will eventually enable the collection of 
massive physiological data in multiple parts of the body.   

III. CONCLUSIONS  

Over 200 million people worldwide have severe urinary 
incontinence or bladder complications.  Although inconti-
nence is not life-threatening, it can lead to various compli-
cations, such as kidney stones and infections.  Since ele-
vated pressures have strong correlations to the physical 
health of the urinary system, physiological pressure moni-
toring is critical.  Conventional urodynamics examinations 
impose artificial filling and other risk factors influence how 
the urinary tract behaves.  Therefore, we developed a minia-
turized implantable system to accurately assess physiologi-
cal pressures.  These direct, continuous, and minimally 
invasive pressure measurements shed light on the diagnosis 
of conditions resulting from elevated pressure in the urinary 
track. 

Pinpointing when irreversible changes in renal blood 
flow and function occur will help doctors to develop new 
strategies for treating these symptoms.  Our in-vivo pressure 
monitoring system enables the creation of therapeutic 
guidelines for the lower urinary track.  Moreover, the future 
coupling with an actuator system would enable timely de-
livery of local therapy and revolutionize the treatment of 
conditions, such as bladder instability. 
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Optimizing On-Chip Piezoelectric Energy Scavenging for Integration of Medical 
Sensors with Low-Power Wireless Networks 
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Abstract— Vibrational energy scavenging using piezoelec-
tric material is a viable method to provide sufficient energy for 
low-power wireless sensor networks.  The applications for such 
devices in hospital settings as well as in vivo are abundant. 
Current devices are limited by both their design and material 
selection.  This paper will address optimizing the design of 
microscale devices by showing how the device strains under 
input vibrations are directly proportional to its power output, 
and by proposing alternate designs which increase the strain 
distribution over more of the device volume.  Finite element 
modeling (ANSYS®) was used to determine the strain distribu-
tion in a cantilever, modified cantilever, trapezoid, and spiral 
shaped piezoelectric microscale energy scavenging system.  
The increase in strain under uniform acceleration was deter-
mined to be 0, 29.2, 37.8, and 87.0%, respectively, over that of 
a simple cantilever.   

 
Keywords— Energy scavenging, MEMS, piezoelectric, sen-

sor network 

I. INTRODUCTION  

 Wireless sensor networks have extraordinary potential 
for use in medical applications ranging from information 
management in hospitals and remote-monitoring of patient 
vital signs to wearable and embedded sensors [1].  However, 
many of these applications are currently limited by the in-
ability to reduce the size of the sensor nodes or make them 
maintenance-free without eliminating the need to use a 
finite power source [2].  Batteries currently represent ap-
proximately 90% of the sensor node’s volume.  Our re-
search focuses on developing microscale energy scavengers 
that use environmental vibrations to generate power, i.e. 
eliminating the need for external power sources.  Integration 
of these scavengers with wireless sensor nodes will allow 
miniaturization of the nodes, as well as making them self-
sufficient.  
 A variety of research and product development has 
been done on energy scavenging at the mesoscale (centime-
ter scale) to eliminate batteries as a power source, but mi-
croscale scavenging research is still very new [2-3].  Al-
though miniaturization is not crucial for every sensor use, 
some especially promising applications, such as embedded 
sensors, will only be feasible if the sensors are as small as 

square micrometers in area [4].  Also, the sensors must not 
solely use batteries as a power source since the maintenance 
required for battery replacement is very undesirable in the 
case of embedded sensors.  Energy can be scavenged by 
taking advantage of a number of physical phenomena, in-
cluding the photovoltaic, electromagnetic, and piezoelectric 
effects.  Many medical applications involve motion and 
vibration, making the piezoelectric effect the most useful 
for our research [5]. 
 Our previous research has resulted in successful proto-
types of MEMS energy scavenging devices, but the power 
output from these devices is not yet satisfactorily high [6].  
Before the microscale energy scavengers can be integrated 
with the wireless sensor nodes, they need to be able to pro-
duce enough energy to power the node.  The power output 
of the energy scavengers can be increased by optimizing the 
geometry of the vibrating structures to increase usage of the 
piezoelectric.   The first piezoelectric beam shape used in 
this research was a cantilever beam. Finite element analysis 
(FEA) models of this geometry show only induced strain in 
the very uppermost part of the beam.  This situation leaves a 
large amount of the piezoelectric unutilized for power gen-
eration.  Other geometric beam shapes, such as modified 
cantilevers, trapezoids, and spirals, allow more of the piezo-
electric area to be strained, according to finite element 
analysis.  This paper will examine the corresponding change 
in power output from the modified energy scavenging struc-
tures.           

II. BACKGROUND 

The constitutive equations for thin film piezoelectric can-
tilever beams are expressed in reduced tensor form below: 
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Where Sx

i = strain, sij = mechanical compliance, Tx
i= stress, 

dij= piezoelectric coupling coefficient, Ei= electric field, Di= 
dielectric displacement, and ij= electrical permittivity.  The 
superscript indicates the effected element, with E= elastic 



layer, P= piezoelectric layer, and T= layer under constant 
stress, and the subscript indicates the direction. 

When the beam is strained anti-parallel to the polariza-
tion the piezoelectric element creates an electric field across 
the thickness of the beam (Fig. 1).   

 

  
 

Fig.1 Schematic of piezoelectric cantilever under input 
acceleration 

 

Ideally, the upper non-piezoelectric element will not in-
teract with the induced field or resist deformation of the 
active layer under input mechanical deformation, but will 
serve as an electrode to harness the surface charge created.  
At equilibrium it may be assumed the there is no movement 
of the individual layers at the interface, i.e., the layers are 
tightly joined.  Under the aforementioned assumptions the 
total electric field created under input vibration is: 
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Where Fx = applied forced due to vibration, Mx = applied 

moment, Ix= moment of inertia, hx=thickness of the ele-
ment, and w = width of the beam.  The superscript or sub-
script “x” will represent the elastic layer, e, or the piezoelec-
tric layer, p. 

Several simplifications can be made due to the geometry 
of the system.  First the film layers are sufficiently thin so 
that they have a common radius of curvature. 
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For a cantilever beam: 
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Secondly at equilibrium there is no net displacement in 

the 1-direction and the moments about the free end are zero. 
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Plugging Eq. 3, 5, and 8 into Eq. 1 gives the expression 

for electric field (E3) as a result of input strain (S1
P). 
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The electric field generated by the piezoelectric effect 

produces a charge, Q, over the length of the strained mate-
rial.  The voltage, V, due to the charge obeys the following 
equation: 
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where C is the capacitance of the piezoelectric layer. 
Assuming the capacitance is constant over the geometry 

of the design, the output power can than be estimated by 
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Typical capacitance values for a MEMS piezoelectric 

cantilever range from 0.1- 1 nF [6].  The power equation 
demonstrates the dependence of the output power on the 
strain induced in the geometry.  Increasing the amount of 
the structure that experiences appreciable strain will in-
crease the power density of the device.   

(10) 
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III. MODELING  

ANSYS  finite element software was used to model the 
strain concentrations in various shapes in order to determine 
alternative configurations that result in higher strain under 
input vibrations. Designs explored include a modified canti-
lever (Fig. 2a, b), trapezoid (Fig. 3), and spiral (Fig. 4). 
These geometries were chosen to keep the resonant fre-
quencies below 10,000 Hz, which is higher than what is 
available from most ambient vibrations but lower than the 
resonant frequency of many MEMS structures.  Although 
these devices resonate higher than the first nodal resonant 
frequency of most environmental vibration sources, they 
have the potential to harness the subsequent nodal frequen-
cies [7].  The first nodal resonant frequencies of the device 
geometries are located in Table 1.   

Table 1   Resonant Frequency 

Geometry Resonant Frequency 
(Hz) 

Cantilever 1000 
Modified Cantilever 1113 

Trapezoid 5583 
Spiral 6247 

 
The frequencies tend to increase as the geometry be-

comes more exotic.  The resonant frequencies may be re-
duced through the application of a proof mass and changing 
the cross section (length, width) of the shapes.  For model-
ing purposes the thicknesses of the various film layers were 
kept constant (1 m PZT, 400 nm elastic layer) and the 
density of PZT used was 7800 g/cm3.  The strain was de-
termined by applying an acceleration of 2.25 m/s2, which is 
typical of those found in the residential environments, [7]. 

      

 
 

Fig. 2a Finite element analysis of a) cantilever, b) modified 
cantilever design 

 

             

 
 

Fig. 3 Finite element analysis of trapezoid design 
 
 

      

 
 
 

Fig. 4 Finite element analysis of spiral design 
 

The strain in the structures was compared by calculating 
the percentage of the geometry that underwent at least 20% 
of the maximum strain present in each of the structures 
under input acceleration.  Table 2 compares the percent 
increase in strain for different geometries over that of a 
simple cantilever.   

(a) 

(b) Table 2   Geometry Strain Results and Percent Increase 

Geometry Percent of Area 
Strained (%) 

       Percent 
 Increase (%) 

Cantilever 40.4 0 
Modified Cantilever 50.2 29.2 

Trapezoid 55.6 37.7 
Spiral 74.5 87.0 
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IV. EXPERIMENTAL RESULTS 

 The piezoelectric film, PbZi0.47Ti0.53O3 (PZT), was 
grown via pulsed laser deposition on a Si wafer coated with 
20 nm SrTiO3 (STO) (provided by Motorola).  The films 
were grown epitaxially using a bottom oxide electrode of 
SrRuO3 (SRO) with a configuration as shown in Figure 5 
[8].   
 
 

 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
The metallic layer is deposited using electron beam and 

thermal evaporation, and the device is then released from 
the substrate using xenon difluoride (XeF2) gaseous etch.  
Because significant residual stresses were present in the 
film, neutral ion bombardment was used to balance the 
residual stresses of the film with application of an induced 
compressive stress layer [9].  Fig. 6, 7, and 8 show scanning 
electron microscope photographs of the modified cantilever, 
trapezoid, and spiral films, respectively, fabricated for this 
study. 

 

 
 

Fig. 6 SEM photograph of modified cantilever 
 

           
 
 

 
 

Fig. 7 SEM photograph of trapezoid 
 

 
 

Proof Mass 400 nm 
Elastic Layer 300 nm 

 
PPZZTT  11000000  nnmm  
SRO 50 nm 
STO 20 nm 

Si 500 m 

 

400 m 

400 m 

 
Fig. 5 Configuration of thin film layers 

 
Fig. 8 SEM photograph of spiral 

 

In order to help drive the deflection of the devices, proof 
masses were added to the free end, and, in the case of the 
spiral, the center.  Testing is currently underway to deter-
mine the electrical characteristics of the devices.  The me-
chanical quality factor of the standard piezoelectric cantile-
ver is about 200 [6], and these new designs are expected to 
approach or exceed that result.  

800 

100 

160 m X 10 
m 

V. CONCLUSIONS 

Microscale vibrational energy scavenging has gained 
popularity in recent years due the advancement in microfab-
rication techniques and ability to grow high quality piezo-
electric films on silicon.  Design of these devices becomes 
critical due to the small power density inherent in these 
devices.  Maximizing the functionality of these devices 
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using the restricted dimensions of a MEMS system creates a 
challenging problem.  Geometries which demonstrate dis-
tributed strain concentrations over the entire device will 
markedly improve the power output.  The modified cantile-
ver, trapezoid, and spiral configuration all represent im-
provements in that they make use of between 50 – 75 % of 
the available piezoelectric versus the standard cantilever 
which only uses about 40%.   Devices of these designs have 
been successfully modeled and initial fabrication attempts 
have been promising.  Testing is underway to determine the 
functionality of such devices in wireless sensor networks. 
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Abstract— This paper presents a system whose purpose is 
to monitor a patient continuously from indoor or outdoor 
environments. The system is based on a Bluetooth PAN, car-
ried by the patient, whose central node, a smart phone, com-
piles information about patient’s location and health status. 
These data are encrypted to be sent to a server through Wifi or 
GPRS/UMTS. The system provides facilities to access to pa-
tient’s data, even from a smart phone by a J2ME application. 
It also allows to configure remotely the threshold values used 
to detect emergency situations. 

Keywords— Bluetooth, Smart Phone, pulsioximeter, PAN, 
J2ME. 

I. INTRODUCTION  

The increase in the processing and integration capacity of 
electronic devices, as well as the advances of low power 
wireless communications and, in general, wireless network-
ing has enabled the development of unwired intelligent 
sensors for a wide set of applications. One of the most 
promising application fields is the medical telemonitoring 
of patients. Even a new concept: M-Health (or Mobile 
Health) has been proposed for the integration in a sanitary 
system of both mobile technologies and wireless sensors 
[1]. The generic goal of an M-health system is to increase 
the patient mobility and allow the enable the sanitary agents 
to access the medical information seamlessly and with inde-
pendence of the physical location of both (patient and sani-
tary staff). 

The incorporation of mobile technologies to the medical 
care has diverse benefits: mobile solutions have been shown 
to help improve patient safety, decrease the risk of medical 
errors and increase physician productivity and efficiency. 
Similarly, wireless sensors enable the patients’ freedom of 
movements and promote new ways of patient monitoring 
such as home monitoring [2]. This clearly improves pa-
tients’ quality of life. Missed days of school or work are 
reduced and health related restrictions on normal daily ac-
tivities are minimized. Moreover, it allows the “service 
continuity” of the healthcare attention, as it defines a con-
stant link to medical professionals who are able to assist in 
the disease management process. Patient telemonitoring 
facilitates the extension of healthcare services to remote and 
sparse-populated areas avoiding the need of expensive 

medical premises. On the other hand, providing physicians 
and clinicians wireless access to patient information and 
medical references largely eliminates the need to locate and 
read through patient charts or search for lab results from 
other departments. Telemonitoring also increments the 
medical presence in emergency scenarios and makes possi-
ble remote diagnosis.  

As a consequence of the advances in wireless technolo-
gies, the architecture of a classical telemedicine service has 
strongly evolved [3]. Initial telemetry systems just contem-
plated the simple retransmission of the biosignals captured 
by wired sensors via a POTS modem or ISDN. Today new 
networking technologies as well as new communication 
paradigms (such as ‘Context Aware’ or ‘Always Best Con-
nected’) enable new possibilities in telemonitoring services, 
ranging from limited indoor (‘short distance’) scenarios 
(e.g.: a care units) to outdoor applications without any mo-
bility restrictions. 

The paradigm of present (and future) medical monitoring 
systems is the definition of a W-PAN (Wireless Personal 
Area Networks) or W-BAN (Wireless Body Area Networks). 
The PAN (or BAN) must integrate a set of wearable wire-
less devices capable of sensing and transmitting biosignals. 
In most cases, the PAN/BAN is coordinated by a node 
which in turn may retransmit the signals to a remote central 
monitoring unit [4]. Thus, the general architecture of a 
PAN/BAN considers three components [2]:  

• A medical sensor network (which can be completed 
with movement and positioning sensors), equipped with 
a low power, short range wireless interface, mainly 
based on Bluetooth or ZigBee technologies.  

• A coordinator central node that communicates with 
sensors and, simultaneously, acts as an Internet gateway 
to other networks (GSM/GPRS/UMTS or WLAN) in 
order to transmit sensors biosignals (or medical alarms) 
and to receive control information. 

• A central node (or a distributed central system) in 
charge of storing the sensors signals, detecting possible 
alarms and distributing the patients’ information (e.g: 
via Internet, SMS, e-mail, etc) to the medical staff. 

Optionally, the medical staff may receive the patients´ in-
formation in a handheld (PDA, phone) specifically designed 
or programmed for this purpose. 



This article presents an architecture that defines a moni-
toring network of Bluetooth biosensors connected to a 
commercial 3G cell phone with a WLAN interface. The 
main goal of this architecture is to evaluate in the future the 
performance of smart phones when used as the gate-
way/master in a PAN of Bluetooth sensors. The evaluation 
especially will take into consideration the limitations of the 
extended J2ME (Java Mobile Edition) as a designing tool 
for this type of monitoring applications. 

The rest of the work is structured as follows: Section 2 
describes related works. Section 3 summarizes the specifi-
cations of the architecture and briefly describes the general 
structure of the prototype. Section 4 comments in more 
detail the implementation. Finally section 5 presents some 
conclusions and project’s current status. 

II. RELATED WORKS ON WIRELESS PAN 

The first projects that introduced the concept of Personal 
Area networks (PAN) [6][7] employed proprietary systems 
for wireless transmissions. The work in [6], for example, 
described a PAN that integrated the information generated 
by different intelligent sensors. The wireless interface of the 
PAN utilised a 916 MHZ RF transceptor from Link Tech-
nologies which provided a bi-directional bit-rate of 33.6 
Kbps in a range of 50 m. Similarly, in [7] authors develop a 
PAN system which interconnects low-power sensors to 
PDAs and PCs by means a radio transceptor that operates at 
916 or 433 MHz with a bit rate of 76.8 kbps and a coverage 
radio of 20-30 m.  

In spite of these initial works, the present tendency in the 
field of medical PANs (and telemedicine in general) is the 
utilisation of standards for the different wireless communi-
cations that the PAN requires. The use of standards notably 
reduces the development cost while easing the deployment 
of telemedicine systems and product interoperability [8]. 

In case of requiring to reduce as much as possible the 
sensor consumption (which is basic aspect when dealing 
with implanted sensors whose batteries cannot be easily 
replaced), Zigbee/802.15.4 based transmission may be the 
best choice (see, for example, the works in [2] or [9]). How-
ever, in applications where battery restrictions are not so 
exigent, Bluetooth (BT) is by far the most utilised technol-
ogy by designers to interconnect PAN sensors with the 
monitoring system unit (and or signal gateway). Among the 
main reasons that make this popular standard an attractive 
candidate to dynamically monitor physiological parameters 
the literature usually mentions the small size, reduced cost 
and low power consumption of the BT radio modules, the 
BT technique of frequency hopping (which increases secu-

rity and privacy in radio transmissions) [4] [10], the capabil-
ity of BT to conform scatternets and ad hoc networks, the 
potentiality of BT for wearable systems [11][8][12], and 
specially the present penetration of BT in the market (and 
its related commercial support) when designing solutions 
for short range transmission. Additionally the bandwidth 
supported by BT (up to 1 Mb/s) is enough to convey (and 
still multiplex) any real time biosignal.  

Diverse prototypes of BT sensors have been developed 
for different biosignals, including ECG, glucometers, ten-
siometers, pulse-oximeters and even stethoscopes [10]. In 
fact, during last three years several vendors (Corscience, 
Nonin Medical, A&D Medical, etc.) have launched numer-
ous homologated wireless biosensors with Bluetooth inter-
faces which can be easily integrated in a Body Area Net-
work. The apparition of these commercial Bluetooth 
terminals permits a straightforward integration of general 
purpose devices (PDAs, embedded PCs, Mobile Phones,…) 
in the design of the PAN/BAN networks (which is the main 
goal of this work). So, the system can benefit from the 
computing power of these devices just by simply program-
ming Bluetooth communications through conventional 
programming libraries (e.g. BlueZ). This increases the ver-
satility and capability of reconfiguration of the network, 
reducing its deployment time and its final cost. 

Different examples of networking architectures have been 
proposed in the literature to solve the problem of medical 
telemonitoring.  

The AMON Project [13] has implemented a portable 
equipment in the wrist of the patient. This equipment is 
capable of measuring several biosignals simultaneously 
(SPO2, ECG, blood pressure, the temperature and the pa-
tient movements). The developed equipment processes the 
signals and, in case of medical alert, communicates with the 
medical center by means of the cellular network (sending a 
SMS or creating a connection of switched circuit through 
GSM). However, as it is difficult to integrate multiple bio-
sensors in a single device, today most medical telemetry 
systems include some kind of ‘wearable piconet’ of inde-
pendent wireless sensors. In most cases, the architecture 
consists of a (wearable or not) ‘multiplexing’ PAN node 
which collects the biosignals from one or more BT (or 
wired) biosensors. Once the signals are received, the node 
directly shows them on an embedded display or (more 
commonly) it retransmits them to a central node (normally 
located on medical premises) by means of a medium (Wifi) 
or long range (GPRS, UMTS) transmission technology. 

For example, in the works [14] and [15] an ECG signal is 
transmitted via BT to a PALM device and a smart phone, 
respectively. These devices in turn forward the signal to a 
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server through GPRS. A similar system for ECG monitor-
ing, presented in [16], adds to the GPRS transmitted flow 
the compressed information from a GPS. Analogously, the 
architecture in [4] allows a wearable unit (PDA or cell 
phone) to receive via BT the signals from a ECG but also 
from a pulse monitor and a tensiometer. In [17] a pulsioxi-
meter and a tensiometer are integrated in the same device 
which transmits the signals to mobile phone via BT. A 
J2ME programmed application in the phone allows to proc-
ess the signals and detect medical alarms. In that case, a 
SMS is sent to the medical staff. If the mobile service is not 
operative, the sensor (which can remotely configured) is 
able to store the signals temporally until GPRS service is 
recovered. The architecture in [18] also includes a mobile 
wearable equipment which act as gateway between the BT 
sensors and a GPRS/UMTS connected central unit. The 
main particularity of the system is the utilisation of XML 
for the configuration of the sensors. 

Authors in [5] develop a piconet of BT smart sensors. The 
sensors can be programmed by a control node which is 
remotely accessed by GPRS/UMTS. The same authors 
present in [19] another piconet of wearable sensors. The 
control node is situated in a cell phone or PDA with Wifi, 
GPRS and UMTS interfaces.  

A similar system is described in [3]. In this case, the pi-
conet is substituted by a set of wired sensors connected to a 
microprocessor board specifically designed for this applica-
tion. The board also includes a BT module to intercommu-
nicate with the hospital through a GPRS mobile phone. In 
the reception part medical staff can receive the information 
of the patients in portable PDAs.  

In contrast with previous works (in which BT communi-
cations are programmed at HCI or L2CAP layers), the main 
novelty of the BT piconet described in [20] is that, in order 
to ease the interoperability among different vendors, BT 
sensors are accessed by using Bluetooth Serial Port Profile. 

The work in [21] introduces a PAN architecture compris-
ing a set of plug and play BT sensors (including ECG, pul-
sioximeter, humidity and temperature sensors) controlled by 
a wearable data logger. By using BT the logger connects to 
an Internet-attached base station which stores the signals in 
a distributed data base. The interoperability of the sensors is 
achieved by means of the ISO/IEEE 11073 (Medical Infor-
mation Bus) standard. 

Authors in [22] remark that the main goal of a telemoni-
toring system is to transmit eventual medical alarms. As 
these systems are aimed at patients and elder people who 
spend most time at their homes, the work proposes the use 
of not-wearable (fixed) BT access points that will be re-

sponsible for collecting the signals and transmitting them to 
a central unit (a PDA) in a hospital. 

From these experiences, we can remark the growing use 
of ‘general purpose’ mobile devices (mainly PDAs or Cell 
Phones) to build the PAN node which acts as the gateway 
between the wireless sensors and the final remote control 
node. This can be justified by the increasing computing 
power, storing and communicating capabilities (BT is in-
cluded in an important percentage of models) as well as by 
the decreasing costs of these devices. Moreover, due to the 
universalised use of cell phones in developed countries, the 
implementation of the medical BAN central node can be 
performed without introducing any new wearable hardware 
and just with a re-configuration of a familiar and quotidian 
element in the everyday life of the patients (the mobile 
phone).  

As it refers to the programming language that is normally 
chosen to build the software in the phones (or PDAs), initial 
architectures utilised C or C++, which permitted an opti-
mised design for real time processing and a better interac-
tion with underlying operative system (e.g: Symbian in the 
case of most phones). However, since the apparition of 
J2ME (Java version for mobile devices) and in spite of its 
limitations (for example, with the APIs to incorporate BT), 
the portability of Java is notably stimulating its adoption in 
the field of medical BANs.  

III. SYSTEM DESCRIPTION 

The profile of the target user is a patient who needs con-
tinuous monitoring. The patient usually resides in his own 
home or in a shared environment with other patients or 
users, i.e. a residence for elder people. This scenario will be 
referred as a “controlled environment”. Besides, health 
status is not an obstacle to leave the controlled environment 
to go for a walk, for example. In this case the patient will be 
in “outdoor scenario”. The purpose is to carry out a smart 
tracking of patients to achieve the following advantages: 

• To avoid patients to have to stay on bed and connected 
by cable to a medical monitor 

• To increase the patient’s mobility and comfort level. 
• To allow remote monitoring in outdoor spaces. 
• To reduce number of periodical check-up. 

A. Functions 

It is intended to provide the next functions: 

1. Monitoring parameters related to health status in order 
to detect an emergency. 
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2. Recording of the outdoor location of patient. 
3. To provide medical assistance in case of emergency. 

The wireless transmission of patient’s information will 
be protected by means of authentication and encryption. 

B. Architecture 

Regardless the patient’s environment, there are three ba-
sic parts or components in the system:  

1. An iBAN worn by the patient to be remotely monitored.  
2. A Central Control Server (CCS), located in the con-

trolled environment. 
3. A Mobile Control and Monitoring Unit (MCMU) car-

ried by the physicians.  

The iBAN prototype is based on Bluetooth technology. 
Currently the iBAN comprises a commercial medical sen-
sor, a pulsioximeter, a GPS device and an Intelligent Node, 
referred as IN. The IN integrates two wireless communica-
tions interfaces, 802.11 and Bluetooth, as well as a connec-
tion to cellular network. Bluetooth is the technology used 
for communications between the devices and the IN, which 
plays the master role in the piconet. Wifi and/or 
GPRS/UMTS are employed to send information from the 
IN to the CCS and to the MCMU.  

In the following subsections, the interaction between the 
different components is described.  

C. Patient  iBAN – CCS Interaction 

An application, which resides in the IN, manages the 
Bluetooth piconet and the CCS connections. When it is 
automatically started, i.e., without user request, the next 
sequence of steps is carried out: (1) inquiry procedure, (2) 
services search, (3) connection establishment with pulsi-
oximeter and GPS devices, (4) pulsioximeter configuration 
and (5) server connection and user registration. 

As IN receives data from iBAN nodes, it stores them dur-
ing a period which can be remotely configured. When the 
time is out, the IN sends these data to the server by the 
802.11 interface in case that the user is in a controlled envi-
ronment and there is an available Wifi access point. In other 
case, the data will be transmitted by GPRS/UMTS. 

As in [5], the Bluetooth connections are kept active as 
long as the devices are in the coverage area of the IN. Just 
as the authors of [5] point out, the advantage is that, as soon 
as an event occurs, the IN can notify it to the server. How-
ever, the main drawback of this policy is the increase in 
power consumption. 

The data rate depends on the mode operation of the 
iBAN: 

• Default Mode (mode 1): The pulsioximeter sends 3 
bytes/s. The information from GPS is also received and 
stored in the IN, but it is not retransmited to the CCS. 

• Verbose Mode (mode 2): This operation mode has to be 
remotely enabled from the server or the MCMU. In this 
case the pulsioximeter sends a rate of 375 bytes/s. 
SPO2 data and GPS parameters are delivered to the 
CCS.  

Furthermore, if the verbose mode is activated and the 
GPS device does not provide valid data, the latest stored 
parameters are recovered. 

 Additionally, in both modes, the information received 
from the pulsioximeter is processed in order to verify that 
the oxygen saturation and the heart rate are not out of the 
security range established for the patient. If the IN detects a 
value lower or greater than a predefined threshold, a SMS 
will be sent to the physician mobile, and, if desired, to some 
patient’s relatives. The thresholds can be set up by a physi-
cian from the server or his own MCMU. 

Furthermore, periodically the CCS requests IN to switch 
to verbose mode in order to check battery status. This is 
necessary because the chosen commercial pulsioximeter 
only includes this indicator under this mode. 

The sequence diagram displayed in figure 1 shows the 
initialization procedure, the default mode operation and the 
enabling of the verbose mode. 

 
Fig. 1 Diagram of the interaction between the iBAN sensors and the CCS 

D.  MCMU-CCS Interaction 

When a MCMU receives an alert SMS from a patient, the 
physicians starts a J2ME control and monitoring applica-
tion. This one allows to select a patient and the sensor 
whose data the physician wants to display. In order to get 
requested data, a midlet establishes a TCP connection with 
the CCS. Through this connection, the CCS retransmits the 
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frames received from iBAN in quasi-real time. The trans-
mission is not stopped until the physician selects the corre-
sponding option. 

Additionally, the application provides the possibility of 
configuring the operation mode, the thresholds values used 
to detect an emergency or even the transmission period. In 
order to guarantee the reliability these configuration com-
mands are sent through a TCP connection. 

IV. IMPLEMENTATION 

The next devices has been incorporated in the iBAN pro-
totype: (1) a smart phone, initially a Nokia 9500 model and 
later, a Nokia N93, as hardware platforms for the intelligent 
node (IN), (2) a Bluetooth pulsioximeter, from Nonin Medi-
cal [23]. This sensor implements SPP profile, and a Blue-
tooth GPS receiver with SirfStarIII chipset and SPP profile 
too. 

For the Mobile Control and Monitoring Unit (MCMU) a 
smart phone has been also employed. 

A. IN and MCMU  

A J2ME application has been implemented for the IN. 
The first version, developed for the Nokia 9500 (Series 80 
2nd.), uses the next APIs: Bluetooth API (JSR-82) for man-
aging BT connections and Wireless Messaging API (JSR-
120) for sending SMSs. 

 

The midlet, in a second version implemented for the 
Nokia N93 (Series 60 3rd. Edition), extends the functional-
ity by using: (1) Security and Trust Services API (JSR-177) 
to include data encryption; (2) the Location API (JSR-179) 
to get data from GPS with more reliability. The last version 
of Wireless Messaging API (JSR-205) has been used instead 
of JSR-120. Additionally, the File Connection API (JSR-
75) has been employed to record patient’s information in 
files that can be created into the file system residing on the 
mobile device or on an external memory card. 

The need of privacy when transmitting and processing 
medical data is the main reason to select the model Nokia 
N93. To encrypt data in the transmission to CCS, a symmet-
ric algorithm DES with a prefixed key, previously arranged 
between both communication end points, is utilised. 

The control and monitoring application for the MCMU 
also has been developed as a midlet. The program also em-
ploys Security and Trust Services API (JSR-177). 

The screenshot displayed in fig. 2 shows pulsioximeter’s 
parameters during an execution in Nokia N93. 

 

Fig.2. Screenshot of monitoring midlet 

B. CCS  

The CCS is an Apache web server implemented as two 
servlets under Tomcat. The first one carries out two main 
functions: (1) it manages the connection requests from pa-
tients to be monitored, compiling and processing medical 
data (2) it provides access to the IN capabilities by a web 
interface using applets. The second servlet serves access 
requests from the MCMUs carried by physicians and re-
transmit data from the IN to MCMU through a TCP connec-
tion. 

The communication between CSS and patient’s iBAN 
can be established using two protocols: (a) HTTP: data are 
sent in the HTTP request itself. If the server has to send a 
command, it will use a HTTP message. (b) TCP-UDP/IP: 
commands requested to the IN as well as the responses to 
commands and indications are transmitted through TCP, 
whereas the data are sent over UDP.  

In relation to provide an easy access to physicians, two 
mechanisms are included: 

1. Web interface: The physician can access the system 
through a PC, from the hospital or in any location with 
Internet access, using a navigator with RMI support, 
such as Firefox, by means of a JApplet.  

This JApplet is structured in two main components: 
(a) Configuration Interface, to manage the iBAN con-
figuration and operation mode, and (b) Display Data, to 
show health parameters and location information. The 
Configuration Intereface component communicates 
with CSS by The RMI. Display Data subsystem also 
uses RMI to get, in real-time, the parameters extracted 
from decoded frames in the server.  

2. Mobile Network: The control and monitoring midlet 
installed on the MCMU. The physician only has to start 
the midlet, which will establish a TCP connection with 
the server to receive the encrypted frames from the IN 
which were redirected by the CSS.  
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VI. CONCLUSIONS  

The use of smart phones as central node in a PAN to 
compile information about patient’s location and health 
status, is favourable because it takes advantage of the user's 
acquaintance with mobile device. However, the main re-
striction from usability perspective is that the monitoring 
application carries out tasks considered by operating system 
as risky for security. Therefore acknowledgement is re-
quested to user before continuing certain actions. Neverthe-
less, this drawback could be avoided by means of a vali-
dated certificate, instead of the self certificate used. 

On the other hand, the J2ME implementation for moni-
toring applications is advantageous since its portability is 
greater than Symbian. Nonetheless, it has been detected that 
the problems occurred in the midlet implementation depend 
on the smart phone. The phone Nokia 9500 generates Sym-
bian errors during the SPP connection establishment. It has 
been checked that these errors also happen with other appli-
cations that use the SPP profile. However, the SPP connec-
tion establishment works successfully in Nokia N93 and 
Nokia N70 (Series 60 2nd. Edition FP3). However, only in 
Nokia N93, sometimes, the midlet freezes during Wifi ac-
cess point searching. Symbian errors also take place in 
Nokia 9500 when a Bluetooth connection with a device is 
dropped and the application tries to recover it. 

Finally, it has been verified with Nokia N93 that the ap-
plication continues running when the cover is closed, on the 
contrary to other experiences [18]. 
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Abstract—Post surgical care is an important part of the 
surgical recovery process. With the introduction of minimally 
invasive surgery (MIS), the recovery time of patients has been 
shortened significantly. This has led to a shift of postoperative 
care from hospital to home environment. To prevent the oc-
currence of adverse events, the care of these patients is mainly 
relied on routine visits by home-care nurses. This type of epi-
sodic examination can only capture a snapshot of the overall 
recovery process, and many early signs of potential complica-
tion can go undetected. The development of Body Sensor Net-
works (BSNs) has enabled the use of miniaturised wireless 
sensors for continuous monitoring of postoperative patients. 
This paper examines the potential of processing-on-node algo-
rithms for further reducing the wireless bandwidth, and there-
fore the overall power consumption of the sensors. The accu-
racy and robustness of the technique are demonstrated with 
lab experiments and a preliminary clinical case study.  

Keywords— postoperative care, real-time analysis, Bayes-
ian classifier, multivariate Gaussian model 

I. INTRODUCTION  

Recent advances in Minimally Invasive Surgery (MIS) 
have greatly reduced patient trauma and improved post-
surgical recovery. Unlike traditional open surgical ap-
proaches, MIS procedures are conducted through small 
body incisions with laparoscopic or robotic assisted instru-
ments [1]. The significant patient benefits have propelled 
the general acceptance of MIS for a range of surgical proce-
dures [2]. Currently, the rapid recovery process of MIS has 
led to a shift of postoperative care from hospital to home 
environment. For instance, the traditional postoperative stay 
in hospital after major gastrointestinal surgery has been 
between 5 to 10 days [3, 4], whereas for patients undergo 
laparoscopic cholecystectomy they may be discharged as 
early as 48 hours after the operation [5-8].  Although the 
MIS approach can significantly reduce the chances of post-
operative reflux, life-threatening complications may still 
occur days after the operation. As an example, an early 
discharged patients was diagnosed with ureterovaginal fis-
tula several weeks after the laparoscopic hysterectomy [9].  
To prevent these adverse events, the care of early dis-
charged patients has been relied mainly on homecare ser-

vices with regular pre-scheduled visits [10]. These are usu-
ally conducted by specialists or nurses, and patients are 
monitored with further telephone contacts and postoperative 
examinations [11].  The drawback of this approach is that it 
is difficult to accurately quantify the recovery process 
which is a crucial element of the postoperative care. 

Thus far, a range of techniques have been proposed to 
quantify the recovery process. They range from pa-
per/electronic questionnaires [12] based methods to the use 
of activity sensors worn by the patient  [13, 14]. The ac-
quired data is then analysed retrospectively. Current re-
search has also identified the need for continuous, real-time 
monitoring for MIS post-operative care and a pilot study 
has been conducted by Aziz et al  by the use of Body Sen-
sor Networks (BSNs) [15].  Through the use of an e-AR 
(Ear-worn Activity Recognition) sensor, it has been demon-
strated that the mobility of the patient can be used as an 
indicator of the general well-being and recovery rate of the 
patient post MIS operation.  

However, to monitor patients continuously, the sensor 
data has to be transmitted to a local processing unit for data 
processing and trend analysis. The high power demand 
makes the miniaturisation of the device difficult, which can 
affect the general acceptance of the device by patients. The 
provision of processing on-node is therefore desirable both 
from the data reduction and user acceptance perspectives. In 
this way, the sensor data can be reduced at the node level to 
cut down radio transmission, and therefore the overall 
power consumption. This can also avoid the classification 
errors due to packet losses. The purpose of this paper is to 
provide a real-time BSN implementation framework that is 
suitable for post-surgical care. To enable real-time process-
ing, relevant features are first identified using feature selec-
tion techniques, which is then followed by an efficient mul-
tivariate Bayes classifier for activity classification.  
Validation results based on lab-experiment are provided.  



II. REAL-TIME POSTOPERATIVE CARE 

A. e-AR sensor 

The e-AR sensor used for this study is based on the BSN 
platform that consists of a Texas Instrument  MSP430 proc-
essor, a Chipcon CC2420 radio transceiver and an Atmel 
512KB EEPROM  [16, 17].  For capturing physiological 
parameters and general activities of the subject, a MCC 
ChipOX SpO2 module and a 3-axis accelerometer (built by 
using two Analog Device ADXL202JE 2-axis accelerome-
ters) are integrated into the device. Fig. 1 illustrates the 
overall design of the devices and how it is worn by the pa-
tient. Under this design, an ear-clip SpO2 sensor is used to 
measure the oxygen saturation level and the heart rate of the 
patient. The accelerometer is embedded into the sensor for 
capturing the mobility and activity information of the user.   
Compared to other pervasive health monitoring devices, 
such as the ring sensor [18] and the EKG shirt [19], the e-
AR sensor can capture a range of activities in addition to 
physiological indices. By positioning the sensor on the ear, 
the motion artefacts of the SpO2 sensor can be reduced. This 
also avoids sensor placement and calibration problems en-
countered by other wearable systems [20, 21].  Although the 
e-AR sensor can provide both physiological parameters and 
activity information, this study will mainly focus on the use 
of motion information to infer the recovery progress of the 
patients.   

 

 
Fig. 1 e-AR (Ear-worn Activity Recognition) sensor  

B. Feature selection 

 To quantify the mobility information and classify the 
activity of the subject, relevant features have to be identi-
fied.  In general, selecting only relevant features can not 
only cut down the sensor channels but also improve the 
classification accuracy [22]. Most early studies for activity 
recognition are based on empirical feature selection tech-
niques[23-26]. Recent studies have adopted more system-
atic feature selection techniques for enhancing the classifi-
cation of activities [27-29].  Given the real-time constraint 
for feature extraction in this work, a number of features are 
identified: 

a) Signal energy  
b) Signal RMS (root mean square) value  
c) Average distance between consecutive peaks 
d) Troughs 
e) Zero-crossing  
f) Number of zero-crossing 
g) Variance across the 3 axes 

 Other information that can be incorporated includes the 
orientation of the subject under static postures as captured 
by the inertial sensor. 
 The Bayesian Framework for Feature Selection (BFFS) 
was used to rank the relevance of features to different activ-
ity classes [30].  The result of the BFFS as applied to the e-
AR sensor is shown on Fig. 2, where the expected AUC 
(Areas Under the ROC curve) is plotted against different 
features. It is apparent that the variance is the feature that 
provides the best discrimination among all activity classes.  
In addition, the variance provided a good measure on the 
level of activity (“activity index”) of the subject. 
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Fig. 2 BFFS results  

C. Real-time classifier 

Currently, most activity classification techniques are de-
signed for retrospective analysis. For example, the hierar-
chical binary tree framework proposed by Mathie et al. for 
classifying daily activities requires extensive computation 
resources [31].  The HMM (Hidden Markov Model) ap-
proach for physical activity classification proposed by Les-
ter et al. was designed to provide off-line classification of 
activities [32].  Although there is provision of an embedded 
version of the algorithm for porting to a sensor node, the 
feasibility of porting the computation intensive HMM onto 
a sensor node is difficult.   

Several methods have been proposed for real-time classi-
fication on the sensor node.  For instance, DeVaul and Dunn 
proposed a two layered model, which combines Gaussian 
mixture model with Markov models, for real-time motion 
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classification [33].  However, only the feature extraction 
and Gaussian class-conditional posterior code was imple-
mented on the 200MIPS StrongArm processor of the 
MIThril system. Carlos et al. proposed a very low complex-
ity algorithm for ambulatory activity classification [26].  A 
decision-tree based technique was proposed to classify 
different activities, such as resting, lying, walking, running 
and going up/downstairs. Although it has been shown that 
the proposed technique can be implemented on a fixed-point 
Philips LPC2106 30MHz microcontroller, such 32-bit ARM 
processor is a relatively high power processor compare to 
microcontrollers in typical wireless sensors. Recently, 
Karantonis et al. proposed an implementation of a scaled 
down version of the binary decision tree framework by 
Mathie et al. onto a TI MSP430 based sensor node [34].  
However, to minimise the computation required, decisions 
are mainly based on thresholding the sensor readings, which 
can be sensitive to noise. 

To enable real-time classification on a sensor node, a 
Multivariate Gaussian Bayes classifier is used for classify-
ing different activities.  The classifier is light-weighted in 
terms of computation but has an intrinsically efficient infer-
encing capabilities. As extensive memory is required for 
training the Bayes classifier, the training is conducted off-
line where multivariate Gaussian density is used to model 
the different activity classes. Under this framework, the 

likelihood of multivariate feature vector x (variance across 3 

axes) belong to class Cj is defined as: 
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where n is the dimension of the feature vector, and μj  and 

∑j  denote the mean and covariance of class Cj respectively.  
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where Nj represents the number of features belong to class 

Cj.   
According to the Bayes theorem, the posterior probability 

of activity class j given feature vector x is: 

α=( | ) ( | ) ( )j j jP C x P x C P C   (3) 

where α denotes the normalising constant and P(Cj) repre-

sents the prior probably for class Cj.  To minimise the bias 

towards more frequent activities, activity classes are as-
sumed to have equal prior probabilities.  The classification 
can be simplified as follows: 
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where x is belong to class Cj if dj(x) > di(x) for all j≠i. 
To enhance the accuracy of the classification, the signal 

amplitude is used to identify static activities (such as lying 
down or sleeping) and falls, and the classifier is used to 
determine other dynamic activities (such as running and 
walking).   

III. EXPERIMENTS  

A. Lab-based experiment 

A lab-based experiment was conducted to evaluate the 
proposed technique. The experiment involved 8 subjects 
who wore the e-AR sensor as they performed 5 different 
activities (reading, walking slowly, lying down, walking 
and running). To examine the performance of the classifier 
on the lab based data from the experiments, a moving win-
dow of size 4 seconds was used to extract the variance fea-
tures over the three accelerometer signals.  Fig. 3 shows the 
variances of the 3D accelerometer from the experiment. As 
an example, only three activities are shown on Fig. 3, which 
are reading, walking and running (physical activity).  As 
shown in this graph, the variance data of different activities 
are scattered apart from each other which depicts the rele-
vance of the variance feature.  

   
Fig. 3 Variance across 3 axes from the experiment  

 
For activity classification, the activities are first grouped 

into four levels of activities, and the classifier is then ap-
plied to discriminate different activity levels. Table 1 shows 
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the accuracy of the classifier in labelling each activity 
against the corresponding activity level from the experi-
ment.    

Table 1   Activity classification results from the lab-based experiment 

Subjects \  
Activities 

1 2 3 4 5 6 7 8 

Reading 87.5 93.8 80.0 84.6 100.0 91.7 80.0 100.0 

Walking slowly 100.0 91.7 100.0 80.0 93.3 100.0 100.0 90.9 

Lying down 80.0 91.7 62.5 100.0 0 100.0 33.3 87.5 

Walking 100.0 95.0 77.8 100.0 80.0 72.7 100.0 66.7 

Running 100.0 93.8 100.0 100.0 83.3 100.0 84.6 100.0 

 
It can be seen from Table 1  that the accuracy of the clas-

sifier is high in general, with an average accuracy of 87%.  
Most of the activities can be classified with high accuracy 
except for lying down.   It is evident that by positioning the 
sensor on the ear, the sensor calibration and subject depend-
ency problems are naturally eliminated, and the classifier 
can identify activities of different subjects accurately. 

B. Patient trial 

To validate the feasibility of using the e-AR sensor for 
postoperative care, a pilot study was conducted to evaluate 
the sensor and the proposed analysis technique. Five pa-
tients who were due to undergo various elective abdominal 
surgical procedures were approached and consented to par-
ticipate in the trial. Before their operations, patient were 
shown how to wear the earpiece and a laptop computer with 
the wireless receiver was set up in the patient’s home to 
collect and store the information captured.   

A week before the operation, the patients were asked to 
wear the sensor for a day, and which will be used as a ‘base-
line’ of their normal activity, where we could gauge their 
normal mobility level, daily activities, and body physiology.  
The patients were subsequently admitted for MIS operation 
and then discharged as per the hospital protocol. From this 
point onwards, patients were asked to wear the sensor for 
five days post-operatively. The only time they did not wear 
the sensor was when they had a shower or when they were 
sleeping at night.  To minimise the disruption to the recov-
ery of the patients, only routine telephone contacts were 
made by a clinician to check the status of the patients.   

As an example, data for an 86-year old male who took 
part in the pilot study is presented.  He had a large right 
inguinal hernia which was repaired with a mesh using an 
open approach.  He required an overnight stay but was sent 
home promptly the next day. Fig. 4 shows the averaged 
activity index (every 4 minutes) for this subject for the pre-
operative day and five post-operative days between the 

hours of 3pm and 7pm each day. This activity index was 
calculated using the techniques developed in the lab-based 
study as previously described (the variance across the 3 
axes). The figure shows some interesting trends in this pa-
tient’s activity over the 6 days he wore the sensor. Preopera-
tively, there are clear high activity periods which do not 
occur during the first few days following surgery. This is 
most likely due to impaired mobility because of a healing 
groin wound and some scrotal oedema. What is also inter-
esting is the trend showing recovery of the activity index 
towards pre-operative levels during the five days after sur-
gery. These results suggest that recovery in terms of mobil-
ity can potentially be quantified and objectively measured, 
perhaps into a ‘recovery curve’ for each individual patient. 
The technology would therefore be useful not only in com-
paring different surgical interventions (laparoscopic versus 
open surgery) and their effects on the recovery curve, but 
also to monitor a patient’s recovery in real-time and pick up 
poor recovery early. The latter would be a particularly use-
ful adjunct to goal-directed recovery and home district nurs-
ing. 

 
Fig. 4 The averaged activity index (every 12 minutes) 
of the patient for the pre-operative day and five post-
operative days between the hours of 3pm and 7pm 
each day 

IV. CONCLUSIONS  

Advances in MIS have significantly shortened the hospi-
tal stay that permits early discharge of patients for home 
based postoperative care. The routine examinations used in 
the current homecare services involve extensive human 
interaction and cannot capture reliable transient events that 
may lead to critical events. A real-time analysis technique 
based on the e-AR sensor is proposed to objectively quan-
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tify the recovery curve of the patient in a non-intrusive 
manner. By relying on processing on-node, the amount of 
radio transmission, and therefore the overall power con-
sumption can be reduced significantly. This facilitates fur-
ther minimisation of the sensors to permit pervasive moni-
toring. To enable real-time processing on a miniaturised 
sensor node, the proposed technique processes only the 
relevant features, and it identifies different activities by 
using an efficient multivariate Bayes classifier.  Although 
the proposed technique is relatively light-weighted, its accu-
racy has been demonstrated from our lab-experiment.  In 
addition, the feasibility of using the activity index for post-
operative care has demonstrated the potential clinical value 
of the technique.   
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Abstract— Heart Variability Analysis (HRV) is not suitable for
real-time processing on a resource-limited, single sensor network
node, such as a Body Sensor Network (BSN) node, due to the
high sampling rate (> 200Hz) required to digitise ECG signals
and the non-preemtable nature of operating systems such as
tinyOS. Both reasons combined dictate that the processing of
each sample needs to be completed withing the inter-sample
period, typically 5 msec for ECG signals. This paper discusses a
dual-layer real-time heart variability analysis algorithm. The top
layer is invoked every time a sample arrives. This layer includes
a real-time algorithm that delineates the significant part of the
ECG signal, the QRS complex. The second layer, is near real-
time and is invoked only when a potential QRS is detected, at
a significantly lower rate that corresponds to the person heart
rate. This layer is responsible for detecting R peaks, estimating
the interval between two successive peaks and performs heart
rate variability analysis in the frequency domain.

Our system outperforms traditional ECG processing algo-
rithms because the top layer completes well within the 5 msec
sample inter-arrival period, ensuring that no samples are lost.
The bottom layer can be delegated either to an underlying
background task or a second processor. Because it is invoked
less frequently than the top layer, it results in a lower interrupt
rate, allowing for more flexible processing.

I. MOTIVATION

The BiosensorNET [5] project assembles a multi-
disciplinary team with the overall objective to lay the foun-
dations for a new generation of intelligent, self-managing,
context-aware biosensor networks for critical control of human
health. In this scope, we are a team of researchers look-
ing more specifically at how Body Sensor Networks [15]
could be used as a programmable platform for modelling
biomedical applications. Body Sensor Networks can be defined
as networks of intelligent nodes. Each node is effectively
a low-power assembly of h/w components comprising of a
sensor array, a micro controller unit (MCU) and a radio
interface, connected through a common bus. The current BSN
nodes were designated to be low-power, miniature and cheap,

but with limited computation and storage abilities. However,
each node can be programmed to behave in an autonomic
manner [6] and is not dedicated to any application.

The current BSN node technology is based on TinyOS.
TinyOS is a single threaded operating system where all tasks
run to completion without being pre-emptable. This means that
the processing of a sample needs to be completed before the
next sample arrives, else the next sample is lost. Buffers are
not sufficient as the traffic is constantly very high-rate, not
bursty.

On the other hand, ECG signals are usually digitised at
rather high sampling rates, typically 200Hz and higher. This
means that each sample needs to be processed, locally, on the
node, within a 5 msec window or less. Else, input samples are
lost. The alternative solution of transmitting every sample to a
host PC for processing, is far from energy-efficient and results
in signal loss, as the rate of packet assembly and transmission
over the wireless interface cannot keep up with the incoming
sample rate.

Real-time ECG processing is very important as several
health-care applications rely on it. These include, real-time
HRV, ventricular de-fibrillation and arrhythmia detection. In
the wearable case, a robust ECG algorithm is particularly
important as the ECG signals rarely resemble the perfect ECG
waveforms that are the output from patient monitoring in a
hospital. This is partly due to the fact that in the latter case,
the patient is lying completely still and a 12-electrode ECG
monitoring device is used instead of the 3-electrode one that
is available in wearable computing. Figure 1 shows the most
important functional processing entities that are involved in
these applications. Although a limited number of solutions are
mentioned in the literature, these are specialised to specific
applications and their performance relies solely on using
specialised hardware. This approach is out of the scope of
our research interest. Instead we are interested in investigating



programmable, software solutions that run on inexpensive,
off-the-self systems such as BSN nodes. Thus motivated,
this paper discusses a dual-layer system for programmable,
software real-time ECG processing and HRV analysis.

Fig. 1. Single layer architecture.

The performance of the system is based on the fact that
the top layer is invoked every time a sample arrives, whether
this is part of the QRS or the baseline. This layer detects and
delineates the important part of the ECG signal, the QRS.
The second layer is invoked only when a QRS has been
detected, therefore at a significantly lower rate, for example,
approximately twice per second for a heart rate of 120BPM.
The QRS is used by the second layer for performing three
additional tasks:

• detect R peaks
• estimate inter-peak intervals and
• perform HRV analysis
This separation of the computational processing into two

layers has the following advantages. As the top layer is
invoked with every sample, it is implemented using a well-
known, popular peak detection algorithm that completes well
within the 5 msec interval. There are two options for the
second layer. It is delegated either to an underlying back-
ground process or a second BSN node. As it is invoked at a
significantly lower rate, in the first case, the background task
can utilise the idle periods of the processor for processing
the QRS complex. In the second case, the second processor
is interrupted much less frequently allowing for a longer
processing time between successive QRSs. Last, it must be
noted that the efficiency of the R peak detection algorithm that
is implemented in the bottom layer depends on the amount of
information that is communicated to the bottom layer by the
top one, i.e. the size of the QRS section. However, we believe
that our solution implements a good compromise.

II. PRIOR ART

Software QRS detections has been the subject of [9], [7],
[2], [8]. A comparison of the most important algorithms
is done in [9]. Note that our solution is very similar to
the real-time algorithms discussed there (group a); Group a
type of algorithms rated very high in terms of its real-time
properties. One of the reasons why software QRS detection
has been studied so widely is because it is integral in almost
all applications in the area of cardiology and in particular
monitoring and diagnostics. The works of [12], [13], [3], [2]
deal with arrhythmia detection, fibrillation and real-time HRV

analysis. They all depend on correct QRS detection. The work
of [14] discusses a special purpose, wearable ECG processing
device that is available commercially. This work does not deal
with HRV analysis and the QRS detection is based on matched
filters implemented in specialised hardware. This solution is
application-specific, is almost certainly not inexpensive, and it
does not constitute a flexible programmable platform such as
the BSN node. Wearable ECG processing has been the focus
of [1], [4] but those solutions typically delegate the processing
to a host PC.

III. ARCHITECTURE

The architecture of the system is shown in Figure 2.

Fig. 2. Dual layer architecture.

A. Top Layer

As mentioned before, the top layer is responsible for signal
conditioning and detecting potential QRS segments. It is
invoked every time a sample is received. The conditioning of
the signal is undertaken by a band-pass filter. Next, potential
peaks are detected by means of calculating the slope of the
ECG signal. The current sample and the previous instance of
the sample are needed. The slope is equivalent to calculating
the derivative dy/dt. A potential peak is characterised by a
point where the value of the slope is zero. The algorithm,
derived from the works in [11], [10], is illustrated in the top
two graphs in Figure 3.

Fig. 3. Real-time ECG processing.
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The value of the derivative is then squared in order to
eliminate the negative parts of the signal and to produce a
clearly detectable peak. Both the current R peak value and
the previous R peak value are stored. This is shown in the
third graph from the top, in Figure 3. Next, the algorithm
performs a running integration of the squared derivative using
the previous value of the R peak to calculate a threshold. This
is shown in the bottom graph of Figure 3. By storing a fixed-
length history of previous signal samples, the QRS complex
can be identified as the segment of the original signal that
falls between two successive intersections of the integrated
waveform with the adaptive threshold; the first intersection
indicates a threshold that has been exceeded and the second,
the level where the integration waveform falls below the
adaptive threshold. The delineated QRS is then saved in a
buffer ready to be transmitted to the bottom layer. This is
shown in Figure 4.

Fig. 4. Real-time QRS delineation.

B. Bottom Layer

Given a potential QRS complex , the bottom layer performs
a more sophisticated R-peak detection, it estimates the inter-
peak intervals and performs spectrum-based HRV analysis. A
block diagram illustrates these tasks in Figure 5.

Fig. 5. HRV analysis.

IV. IMPLEMENTATION

The top layer of the system is implemented in a routine
called bsnqrs1 which is embedded in the interrupt handler
for incoming samples. The bottom layer is implemented in
the routines bsnrr1 and analyze rr that are allocated to a
background task. We decided not to implement the bandpass
filtering as the input that we receive from the patient simulator
(see Section IV-A is already conditioned. An outline of the
program illustrating the control and data flow aspects of the
program is shown below in nesC notation.

async event result_t ECG.dataReady
(uint16_t data){

dbg(DBG_USR1,"dataReady!\n");
atomic{

sendToAnalyser(data1);
}

return SUCCESS;
}

void sendToAnalyser(uint16_t data1){
bsnqrs1(data1);
post estimateRRInts();
}

void bsnqrs1(uint16_t ecg1)
{ //top layer implementation

//return QRS complex
}

task estimateRRInts(){

// bottom layer implementation

uint16_t rr;
uint16_t rr_accum=0;

dbg(DBG_USR1, "estimateRRints!\n");

if (ready_to_send==0){
dbg(DBG_USR1, "ready_to_send\n");
rr=bsnrr1( time_last_qrs, qrs_to_send,

BLKLEN_QRS_TO_SEND);
buf_rr[ptr_rr++]=rr;
rr_accum+=rr;

if ( (rr_accum>(RR_WIN_SECONDS*FS))
|| (ptr_rr==BLKLEN_RR) )

{
analyze_rr(ptr_rr);
ptr_rr=0;
rr_accum=0;

}
time_last_qrs=time_last_qrs+rr;
ready_to_send=0;

}
}

A. Description of equipment

We implemented our system on a BSN node [15] to which
we attached an ecg-sensor. We used a patient simulator to
generate a test ECG signal. The sampling rate was set to
200Hz.
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V. RESULTS

We tested our system with the patient simulator, set at
80BPM and we plotted the output of the ecg buffer (raw
signal), the buffer that contains the first derivative squared
and the buffer that contains the integrated values. Although
all the processing takes place localaly on the node, strictly for
the purpose of visualising the output and checking the correct
behaviour of our algorithm, we transmitted the computed
results to a host PC. For this purpose we used the TOS Msg
packet structure, modified to host the data format that was
appropriate for each buffer type (uint32 t and uint16 t). The
results from two indicative test runs are shown in Figures 6
and 7. We also tested the performance of the top-layer which
falls within the 5 msec window.
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Fig. 6. ECG sample (80BPM-200Hz) (a), first derivative squared (b),
integrated signal (c).
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Fig. 7. ECG sample (80BPM-200Hz) (a), first derivative squared (b),
integrated signal (c).

VI. A PROPOSED MULTI-LAYER ARCHITECTURE

In the case of the HRV analysis, in the near-real-time
version of this algorithm, a collection of 2 minutes of R-
R intervals is assembled before the analysis can take place.
This means that following the same approach as before, the
HRV analysis can be seen as a separate layer, which will be
interrupted only when the historical information is ready, i.e.
every 2 minutes. This is shown in Figure 8. It can be easily
seen that this architecture can be extended to any number of
layers according to the real-time properties of each specific
application.

We are currently profiling the various functional entities in
our system, in order to determine their individual performance.
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This requires developping our own libraries in order to use
efficiently the available timing infrastructure of the msp430
processor. We are also looking at hardware solutions for more
accurate profiling.

Fig. 8. A multi-layer architecture.

VII. CONCLUSIONS AND FUTURE WORK

Our motivation has been to use BSN nodes as a flexible
programming infrastructure for next-generation healthcare. In
this view, we investigated the feasibility of embedding a real-
time critical application such as HRV analysis into a BSN
network.

In this scope, we designed implemented a dual-layered
system for real-time or near real-time HRV analysis. The
top layer consists of a fast, real-time software QRS detection
algorithm that completes well within 5 msec. The bottom layer
is invoked only when a QRS complex has been detected, at
a significantly lower rate than the top layer, which is invoked
each time a sample is received. The bottom layer is responsible
for sophisticated QRS detection and HRV analysis.

In our current implementation, the bottom layer is imple-
mented as a background task that can be pre-empted by the
incoming samples if necessary. However, we envision that
the bottom layer can be implemented by a second processor,
that due to the lower interruption rate will allow for more
flexible processing. Section VI discusses an extension to our
architecture in multiple layers, separated by their real-time
properties, i.e. their interruption rate. We envision that each
layer could be implemented by a separate processor resulting
into a multi-core implementation.
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Behaviour Profiling with Ambient and Wearable Sensing 

L. Atallah, M. ElHelw, J. Pansiot, D. Stoyanov, L. Wang, B. Lo, and G.Z. Yang 

Department of Computing, Imperial College, London, United Kingdom 

Abstract—This paper investigates the combined use of 
ambient and wearable sensing for inferring changes in patient 
behaviour patterns. It has been demonstrated that with the use 
of wearable and blob based ambient sensors, it is possible to 
develop an effective visualization framework allowing the 
observation of daily activities in a homecare environment. An 
effective behaviour modelling method based on Hidden 
Markov Models (HMMs) has been proposed for highlighting 
changes in activity patterns. This allows for the representation 
of sequences in a similarity space that can be used for cluster-
ing or data-exploration.   

Keywords—body sensor networks, similarity based clus-
tering, blob sensors, behaviour profiling. 

I. INTRODUCTION  

Over the next fifty years, the proportion of people aged 
beyond 60 is expected to more than double. With demo-
graphic changes associated with the aging population and 
the increasing number of people living alone, the social and 
economic structure of our society is changing rapidly. In 
almost all countries, longevity has given rise to expensive 
age-related disabilities and diseases. With the steady decline 
of the ratio of workers to retirees, a fundamental change of 
the way that we care for the aging population is required.   

Recent advances in the semiconductor industry have led 
to miniaturisation and cost reduction of both sensor and 
computing technologies, thus making truly pervasive moni-
toring of patients with chronic disease and those living 
alone a reality. For the elderly, home-based healthcare en-
courages the maintenance of physical fitness, social activity 
and cognitive engagement to function independently in their 
own homes. For care professionals, it also provides a more 
accurate measure of how well the elderly person is manag-
ing with his/her daily activities, thus better targeting limited 
human carer resources to those who need the most.   

Research in pervasive healthcare has recently tran-
scended from the traditional telecare systems and several 
groups have investigated ‘smart homes’ that can provide 
intelligent pervasive home monitoring. Examples include 
MIT’s PlaceLab [1], BT’s work on smart homes [2] and the 
Welfare Techno house in Japan [3]. Most of these projects 
employ a large number of sensors that are ubiquitously 
placed around the house. These sensors include temperature 

sensors, water flow and utility usage sensors, pressure sen-
sors on furniture, as well as vital signs monitoring devices. 
These sensors provide data that can be analysed to observe 
patient behaviour or detect the occurrence of critical events 
such as falls. 

One of the limitations of ambient sensing based on sim-
ple sensors is that it is difficult to infer detailed changes in 
activity and physiological changes related to the progression 
of disease. In fact, even for the detection of simple activities 
such as leaving and returning home, the analysis steps in-
volved can be complex even by the explicit use of certain 
constraints. It is well known that subtle changes in behav-
iour of the elderly or patients with chronic disorders can 
provide telltale signs of the onset or progression of the dis-
ease. For example, research has shown that changes in gait 
can be associated with early signs of neurologic abnormali-
ties linked to several types of non-Alzheimer's dementias. 
Subjects with neurologic gait abnormalities had a greater 
risk of developing dementia. 

Another challenge associated with the current ambient 
sensing framework is the availability of the training data. In 
many scenarios, the requirement for the patient to perform 
specific activities in order to obtain a ‘labelled training’ set 
is not realistic. The large number of sensors involved also 
makes a wide-spread practical deployment difficult. The 
purpose of this work is twofold. First, we aim to provide a 
simple hardware architecture with an integrated use of e-AR 
(ear-worn activity recognition) sensor and blob based ambi-
ent sensors. We demonstrate that by the use of these two 
types of sensors, it is possible to provide rich information 
that can be used for analysing most types of daily activities. 
Second, we propose an effective visualisation framework 
and behaviour modelling method based on Hidden Markov 
Models (HMMs) for highlighting changes in activity pat-
terns without the use of explicit labelling of data into activ-
ity categories. These two unique features of the system 
make it easily deployable to a range of homecare settings.  

II. COMBINING AMBIENT AND WEARABLE SENSING  

Ambient sensing refers to the use of environment sensors 
for the monitoring of daily activities. In this work, blob 
sensors based on the concept of using abstracted image 
blobs to derive personal metrics and perform behaviour 



profiling are used [4]. With these sensors, the captured 
image is immediately turned into blobs that encapsulate 
shape outline and motion vectors of the body at the device 
level. No appearance data is stored or transmitted at any 
stage of the processing and it is not possible to reconstruct 
this abstracted information back to images. This ensures the 
privacy of the patients and also makes the device usable to 
all areas of a home environment. The shape of a blob (or 
outline) detected by the sensor depends on the relative posi-
tion of the subject and the sensor. A view-independent 
model can be generated by fusing a set of blobs captured by 
respective sensors at different known positions, which can 
be used to generate a more detailed activity signature. Fig-
ure 1 shows several example outputs of the blob sensor. The 
main information derived from the blob sensors in this work 
is room occupancy and the number of people in the room. 
More elaborated analysis of blobs for posture and gait rec-
ognition is performed in a separate study [4]. The focus of 
this paper is directed towards overall activity patterns within 
the house. ForN rooms, at time t , the blob sensors provide 
a vector of room occupancy ( )tL N of size N . 

 

   

Fig. 1 Outputs of the blob sensor, showing 3 different activities. 

In this work, we use a combined wearable-ambient sen-
sor framework to determine the location of the person being 
monitored. To allow the identification of the patient(s) be-
ing monitored in a multi-dwelling environment, the patient 
wears an e-AR sensor (ear worn activity recognition sen-
sor). The e-AR is presented in more details in [5], and is 
based on the BSN platform that consists of a Texas Instru-
ment MSP430 processor, a Chipcon CC2420 radio trans-
ceiver and an Atmel 512KB EEPROM  [6, 7]. The e-AR 
sensor contains  a 3-axis accelerometer and a MCC ChipOX 
SpO2 that can be used to monitor the change of the physio-
logical parameters of the patient (as investigated in [8]). 
However, its primary function in this work is to locate the 
patient being observed. Thus, at each time stamp, the signal 
strength transmitted from the wearable sensor to the receiv-
ers (typically co-located with the blob sensor) is recorded. 
For M receivers, the wearable sensors provide a vector 
( )tX M of signal strength of sizeM . 

  

III. A BAYESIAN CLASSIFIER TO IDENTIFY PATIENT LOCATION 

A Bayesian classifier is used to model the relationships 
between the signal strengths and the room occupancies. For 
each vector of signal strengths tX  at a time t , the classifier 

provides a likelihood of room occupancy. Training data is 
obtained by recording both occupancies and signal strengths 
of a person while being alone in the house. In this case, a 
simple Naïve Bayes classifier was used due to its simplicity, 
but Gaussian Mixture Models could also be used to model 
these relationships. Thus at each time stamp, the classifier 
provides a probability of being in a certain room (an occu-
pancy vector), given a vector of signal strengths:  
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The classifier is used whenever there is an ambiguity 

over the number of people in a certain room. However, it is 
not used if the ambient sensors determine that there is only 
one person in the house and there is no uncertainty in the 
number of occupants. The training data-set (of signal 
strengths) was obtained over 10 minutes from a single per-
son moving in a lab-based environment. The training labels 
for the classifier are the values of the occupancy vec-
tor ( )tL N . Table 1 shows the 5-fold cross validation aver-

aged results of this classifier on the training dataset. 

Table 1   Results of correct classification using the Bayesian classifier 

Classifier results\Room number 1 2 3 4 5 

Success rates (percent) 70 94 100 66 79 

 
  

IV. A REALTIME ACTIVITY GRID 

Given the data from both the blob and e-AR sensors, the 
Bayesian classifier can be used at each time step to enhance 
the certainty of the location of the patient. This can be used 
by the observers as a real-time activity grid. Figure 2 illus-
trates an example of two patients (colour-coded green and 
red) who are being observed moving around a house that 
has five rooms. A combined use of wearable and ambient 
sensors is employed to determine the position of the patient 
being observed. This framework is scalable for monitoring 
multiple patients cohabiting with normal individuals. In this 
case, the identities of the normal individuals are recognised 
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and they are simply shown as grey  bullets on the activity 
grid. This activity grid provides a novel framework that is 
easy to use by healthcare professionals without intruding on 
the privacy of the patients because of the relative abstract-
ness of the display used. Several behaviour patterns can be 
observed, including the patient’s interaction with other 
people, and the general habits of the patient. Thus, the sys-
tem can also be used for examining social interaction of the 
patient in terms of the frequency and pattern of receiving 
visitors. 

It is worth noting that comparing activity grids over dif-
ferent periods can become a cumbersome task for an ob-
server. In this work, a method for representing the behav-
iour pattern of the patient and its temporal variation is 
developed based on an HMM framework.  

 
 

 
 

Fig. 2 A real time activity grid showing 2 people being observed as they 
move between 5 rooms. They are shown as the green and red dots. Other 

people are represented as grey dots.  

V. SIMILARITY-BASED BEHAVIOUR CLUSTERING USING HMM 

Some of the relevant research to behaviour and activity 
monitoring includes work by Oliver et al. [9] who look at 
identifying human activities from multimodal sensor infor-
mation. In [9],  they use Hidden Markov Models (HMMs) 
and Dynamic Bayesian Networks for recognising office 
activities. Whereas in [10], they investigate a Bayesian 
framework using HMMs and Coupled Hidden Markov 
Models (CHMM) for recognising different human behav-
iours and interactions. However, their work is focused on 
recognition of activity rather than clustering or developing a 
similarity measure. In addition to that, the method is not 
applied to home environments.  Relevant work which exam-
ines traces of activities includes the work on location based 
activity recognition by Liao et al. [11].  Although they pro-
vide methods of recognising activities from location se-

quences, the method requires labelling of activities, which 
could prove to be difficult in the case of elderly patients. 

 In this work, we will investigate a method of clustering 
behaviour sequences based on behavioural modelling using 
HMMs based on both wearable and ambient sensors but 
without explicitly defining activities, thus respecting the 
patients’ privacy. The HMM analysis framework is based 
on that of Bicego et al. [12, 13], who introduce a similarity 
based clustering of sequences using HMMs.  

A. Hidden Markov Models 

HMMs are finite state stochastic machines that allow dy-
namic time warping for modelling sequential data. An 
HMM can be defined by the following [14]:   

• = 1 2 3{ , , ,..., }NS S S S S , a finite set of hidden states. 

• The transition matrix A , where each element ija   
represents the probability of moving from one hidden 
state jS   to another hidden state ia . 

• The emission matrix B where each element indicates 
the probability of emission of an observable symbol o . 

• { }π π= i , the initial state probability distribution. 

Therefore, an HMM can be represented by the trip-
let ( )λ π= , ,A B . The Baum-Welsh algorithm can be used 
to learn the parameters of an HMM, where the likelihood of 
a sequence of observable states given the model is maxi-
mised.   

B. Similarity Based Clustering of Sequences 

Standard approaches to clustering with HMM include the 
training of an HMM with a sequence, then using pair-wise 
distance based methods to perform the clustering. However, 
Bicego et al. [12, 13] introduce a clustering approach for 
sequences in a feature space that is generated using HMMs. 
The features describing a sequence O  are calculated as 
similarity measures iD O O between a sequence O and 

other reference sequences iO . The reference sequences can 

be selected sequences from the whole set as chosen by ex-
perts, or the whole dataset can be used. The algorithm to 
represent the sequences in a new feature space is as follows: 

 

• Select a set of reference sequences{ },...,1P PR . 
• Train an HMM rλ  for each sequence rP .  
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• Represent each sequence in the data by a vector of 
similarities to the elements of the reference set. Each 
element of the similarities vector  ( )R iD O  is the log 
likelihood of the HMM rλ predicting sequence iO  nor-
malised by the length iT of the sequence iO : 

λ= 1( , ) log ( / )i r i r
i

D O P P O
T

               (2) 

For patient behaviour profiling, one is interested in observ-
ing the clustering of sequences in the new feature space, as 
well as observing the Similarity matrix D in a lower dimen-
sional space. This allows the observation of similarities and 
differences between labelled behavioural sequences.  

Table 2   Sequences of different lengths showing a person with different 
behavioural patterns between 5 rooms. 

Sequence 
Number 

Description Group 

1 Walking in all 5 rooms 1 

2 Walking in the corridor, spending  almost 
equal times in rooms 3 and 5 

2 

3 Similar to 2 but doing more activities in room 
3 

2 

4 Spending time in room 3 with a short period in 
room 4 

2 

5 Doing activities between rooms 2, 3 and 5 2 

6 Doing activities in all five rooms, mostly 
walking in room 2. 

3 

7 Activities in all rooms, although spending 
more time in room2.  

3 

8 Activities in all five rooms. 3 

9  Moving between rooms 2 and 4 and interact-
ing with another person in room 4. 

4 

10 Moving between rooms 1, 2, 3 and 4 and 
interacting with another person in room 4. 

4 

11 Interacting with another person in room 1 for a 
long time, but also going to rooms 2, 3 and 5 
briefly.  

5 

12 Interacting with someone in room 1 for a very 
short time, and then walking in rooms 2 and 5. 

5 

13 Walking in all 5 rooms 1 

VI. EXPERIMENTAL SETUP 

A simulation study was performed in a lab based envi-
ronment representing a house with five different rooms. 
Blob sensors were placed in the ceilings of each room as 
shown in Figure 3, and a BSN receiver was placed in each 
room. One person was asked to wear an e-AR node while 
performing a list of 13 activity sequences in these rooms. 
The person had no limitation on time or type of activity but 
had to follow the guidelines given in Table 2. During the 
experiment, there were also several other people moving 
around the rooms to simulate a cohabiting environment. 

The behaviour patterns in Table 2 were categorised into 5 
groups according to the type of behaviour done. For exam-
ple, group 2 contains sequences that include activities done 
in room 3 (such as sequences 3 and 4) shown in Figure 4. 
Although other people are shown moving around in figure 
4, the Bayesian Classifier explained in section 2 allows the 
exact location of the person being tracked (shown as a red 
dot). 

 

 
 
Fig. 3 A simulation environment showing the 5 rooms used (labeled 1-5). 
The blob sensors are shown in green and the BSN receivers are shown as 
yellow ellipses. Each room had 1 BSN receiver, but several blob sensors. 

 

 

 

Fig. 4 Behaviour sequences from Table 2 showing different behaviour 
patterns. The numbers refer to the sequence number in Table 2. Activity 

sequences are normalized over time (although they are originally of differ-
ent lengths) for display purposes. 
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VII. RESULTS    

A. Observing behaviour by using Transition matrices 

Several observations can be made by examining the 
Markov state transition matrices (given in Figure 5) from 
the sequences in Table 2. Although sequences 3 and 4 show 
some similarity, it is difficult by using these traditional 
transition matrices alone to judge their similarity to other 
sequences in Table 2. Sequence 11, on the other hand, is 
quite different from the others as it involves the observed 
subject spending a long time in Room 1 interacting with 
another person (as can be seen in the last activity grid in 
Figure 4). However, it is difficult for a user to deduce that 
from the transition matrices in Figure 5. The HMM similar-
ity framework proposed, however, provides easy abstraction 
of this information for comparing behaviour sequences of 
different lengths.  

 

 

Fig. 5  Transition matrices of the activities in Table 2 of dimension 5x5 
showing the probability of transition of a person from  a room (vertical 

row) to another (horizontal row).   

B. Results of the HMM Similarity Framework 

The HMM framework described above was used to ob-
tain a feature matrix to describe each sequence. The dimen-
sionality of each feature is 13 since we have 13 different 
behaviour sequences. PCA was used to reduce the dimen-
sionality of the matrix and observe similarities between 
different behavioural sequences. The results are shown in 
Figure 5 where each group is colour-coded. It is evident that 
the following observations can be deduced from Figure 5: 

• Sequences 2, 3, 4 and 5 cluster together. These se-
quences mainly involve activities in Room 3. Although 
the movement between rooms and the types of activi-
ties done are quite varied (as shown for sequences 3 
and 4 in Figure 4), they are grouped together since they 
describe a certain common behavioural pattern that is 
not present in other sequences. 

• Sequences 13 and 1 are similar and describe a general 
motion between all 5 rooms. Sequence 8 is also quite 
similar. 

• Sequence 10 is closer to sequence 1 than sequence 9. 
Figure 5 shows that in general, sequence 10 resembles 
1 more, as it involves more rooms, whereas sequence 9 
involves a long time in room 4 interacting with another  
person. 

• Sequence 11 is significantly different from the others, 
as it involves the person spending a long time interact-
ing with someone in room 1. This behaviour is shown 
to be quite different from all other sequences. 

By comparing the results with the initial labelling of be-
haviour sequences given in Table 2, intrinsic similarities of 
the patterns can be observed. By assuming that certain clus-
ters of behaviour sequences represent a normal activity of a 
patient over a period of time, the graph provides an effec-
tive means of observing deviations from normal behaviour 
patterns. If this deviation is large, such as that shown by 
sequence 11, further data analysis can be performed to 
establish why the class deviates from the ‘normal behav-
iour’ cluster. This can then trigger a scheduled home visit 
by the carer. 

 

Fig.6 Each sequence described in Table 2 is represented a circle. The graph 
can be used to judge similarity between sequences. 
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VIII. CONCLUSIONS 

This work presents a novel method of behaviour profil-
ing based on ambient and wearable sensors. A behaviour 
modelling approach is considered since it is less intrusive to 
patient’s privacy than identifying activities directly. A  
Bayesian classifier for extracting the intrinsic relationship 
between signal strengths from wearable sensors and room 
occupancy is used. The proposed method can be expanded 
to a more general home environment with minimal restric-
tions. Although a large amount of sensor data is obtained, 
most of the information can be abstracted immediately into 
high level information as the activity grid shown in this 
paper. The model can also deal with errors in the data re-
sulting from data acquisition. Healthcare workers can use a 
reduced space grid to observe behaviour changes and social 
interaction.  The HMM framework for behaviour clustering, 
could indicate an irregular event, as it would deviate from a 
cluster of normal behaviour. This can be used for more 
detailed analysis of the activity pattern or scheduling a 
home visit by the carers.    
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Role of signal processing in wearable devices: application to sleep evaluation
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Abstract—In this paper we discuss the possibility of per-
forming a sleep evaluation from the heart rate variability 
(HRV) and respiratory signals. This is particularly useful for 
non standard sleep measurements based on wearable devices 
or special sensors inserted in the bed. The HRV and the respi-
ration signals were analysed in the frequency domain and the 
statistics on the spectral and cross-spectral parameters put 
into evidence the possibility of a sleep evaluation on their basis 
instead of the classical polysomnography in a sleep laboratory. 
Additional information can be achieved from the number of 
microarousals recognized in correspondence of typical modifi-
cations in the HRV signal. 

Keywords—Sleep, HRV, spectral analysis, AR model 

I. INTRODUCTION  

The great advances in nanotechnology, internet, wireless 
technologies, digital signal processing, textile sensors and 
sophisticated implantable devices gave rise to wide applica-
tion of wearable devices (WD) and home monitoring sys-
tems for recording vital signs. The related advantages range 
from better possible diagnosis and monitoring for the pa-
tient during his/her daily life without being perturbed by the 
hospital environment, to the reduction of hospitalization 
costs. In addition also other non medical applications can be 
extended to healthy subjects, for  example during sport 
activity. However, the increasing amount of signals and 
information produced by these devices needs to be properly 
interpreted and managed [1].  

At this purpose, the role of signal processing in WD is to 
provide an intelligence to the system for the following func-
tions: 

extract relevant features from the signal; 
select from the signal only informative time windows 
and eventually transmit only those to a remote station 
for the interpretation; 
calculate  parameters for the synthesis of the data; 
provide a feedback to the user.  

Monitoring sleep through WD or through sensors inserted 
in the bed, requires to face different problems, including the 
proper choice of the signals. In fact, the traditional parame-
ters used in sleep evaluation (EEG, EOG, EMG, etc.) re-
quire an accurate preparation of the subject, made by clini-

cal personnel and, more in general, a “clinical 
environment”. 

In the present paper we will discuss the possibility of per-
forming sleep evaluation from signals non traditionally 
included in the polysomnography, but from signals that can 
be easily recorded through home devices.  

II. METHODS 

A. Signal selection 

Sleep is a physiological condition mainly involving the 
Central Nervous System (CNS), and is usually studied 
through the EEG signal associated with EMG and EOG. 

In a sleep laboratory the polysomnography (i.e. the con-
tinuous recording of many signals, including EEG, EOG, 
EMG, Respiration, ECG, during sleep), is generally in-
tended to the characterization of three main issues: 
1. Sleep staging that requires EEG, EOG and EMG; 
2. Insomnia and sleep fragmentation that require EEG, 

EOG, EMG and sometimes activity; 
3. Sleep Apnea, that requires ECG, respiratory airflow, 

respiratory movements at chest and abdomen level, 
oxygen saturation. 

However it is well known that also the Autonomic Nerv-
ous System (ANS) is strongly affected by the status of the 
Central Nervous System (CNS) and many researches testify 
the presence of autonomic changes related to different sleep 
stages [3]. The action of the ANS produces spontaneous 
fluctuations in the blood pressure and in the heart rate, that 
can be highlighted and quantified through the frequency 
domain analysis of the heart rate variability (HRV) signal. It 
was stated by numerous researches that three main compo-
nents contribute in the HRV: 

the very low frequency (VLF) component is assumed to 
be related to long-term regulatory mechanismis such as 
humoral factors, temperature, and other slow compo-
nents; 
the rhythm corresponding to vasomotor waves and 
present in heart period and arterial pressure variabilities 
is defined as the low frequency (LF) component. Since 
it increases during sympathetic stimulation, it can be 
considered a marker of sympathetic activation; 



the respiratory rhythm, synchronous with the respira-
tion rate, defined as high frequency, (HF) is generally 
considered a marker of vagal modulation. 

A reciprocal relation do exists between the power of the 
LF and HF rhythms. This balance can be quantified by the 
LF/HF ratio [4, 5]. 

B. Sleep staging  

24 healthy subjects were recorded in the sleep lab 
through the clinical polysomnography. The frequency 
analysis of the HRV signal was applied during sleep after 
the sleep staging performed through the classical procedure 
based on [2]. During sleep HRV is characterized by high 
non stationarity in correspondence of stage transitions, mi-
croarousals, movements, ect., thus, for a reliable frequency 
analysis we used AR models implemented in the time-
variant form [7]. The spectral parameters calculated from 24 
normal subjects were fed in a classifier based on Hidden 

Markov models and an automatic sleep staging on REM and 
non REM sleep was obtained. 

C. Arousals detection 

10 subject with sleep fragmentation were recorded in the 
sleep lab. An arousal on HRV is recognizable as a series of 
HR falls and consequent rises with respect to a previous 
baseline within a time window of about 10 sec. Fig.2 shows 
the HRV in respect to the mean value and expressed in sec, 
in correspondence of an arousal. The algorithm evaluates 
when the signal falls more than 15% respect the previous 
baseline. If, 10 sec later, the signal rises more than 10% 
respect the initial baseline than it is recognized as an arousal 
and the beat of the recognized falls is considered its begin-
ning (see Figure 2).  

D. Apnea detection 

Fig.1 a) sequence of the beat-to-beat spectra obtained during a whole night recording; b) Hypnogram evaluated through the clini-
cal polysomnography; c) RR interval sequence; d) beat-to-beat LF power; e) beat-to-beat HF power; f) beat-tobeat LF/HF 

PSD
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Overnight recordings coming from five healthy and five 
pathologic subjects with severe obstructive sleep apnoea  
(OSA) were analysed. Table 1 presents the mean and Stan-
dard Error of the HRV indexes used in the study. The statis-
tics was carried out between REM and the others sleep 
stages for each group. 

III. RESULTS 

Fig. 1 shows an example of the time evolution of PSDs 
and the related spectral indexes of the HRV during all night 
of one subject. From the PSD epoch evolution it can be 
noticed a clear amplitude decrement hence as a displace-
ment toward a lower frequency of HF in correspondence to 
the REM stages (visible on the hypnogram plotted below), 
together with a high LF increment. Spectral indexes plot 
shows RR intervals, LF and HF power, LF/HF, module and 
frequency of HF pole during each epoch. Values of the 
indexes at each epoch were obtained by computing the 
mean each 30 seconds which corresponds to the classical 
time scaling used in the evaluation of the clinical hyp-
nogram. From the RR plot one can appreciate a decre-
ment.when a REM stage occur or during a change from a 
deeper to a lighter sleep stage, for instance, the change of 
stage from 4 to 2. HF showed similar variations, but not so 
clear, and LF behavior presented the opposite variations to 
the RR intervals, however with strong changes. Observing  
the LF/HF ratio, the combination of powers in both the 
relevant frequency ranges, it is remarkable a clear difference 
between the REM and NREM sleep stages. Furthermore, 
the changes in sleep stage and awakenings are very clear in 
this index. A classifier based on Hidden Merkov Models, 
with the above indices as input, classified the 
REM/nonREM sleep with the following scores: 

Sensitivity = 76.4 % 
Specificity = 69.2 % 
Accuracy = 89.9 %. 

The arousals detected on the HRV signal were compared 
with the arousals detected on the EEG by an expert neu-
rologist (gold standard) and the following results were ob-
tained: 

Sensitivity = 81 % 
Specificity = 99 % 
Accuracy = 98.5 %. 

Table 1 presents the mean and Standard Error of the 
HRV indexes used in the study. The statistics was carried 
out between REM and the others sleep stages for each 
group. In normal subjects, the RR intervals presented high 
values in light and deep than REM and wake, being signifi-
cant only in light respect to REM. VLFn was lower during 
deep, light and wake than REM (P>0.5). LFn and LF/HFn 

presented a smaller value during deep and light than wake 
and REM. The significant difference was found respect to 
REM in deep sleep stage. HFn presented a increase level 
(P>0.5) during deep sleep. Interesting results are the statistic 
difference, in VLFn, between light-deep and REM in OSA 
patients. On the other hand most of the spectral indexes 
presented statistic difference in the sleep stages between 
both groups. VLFn, LFn and LF/HFn were higher in OSA 
subjects than normal ones while HFn presented lower val-
ues.  

Figure 2. Typical Arousal pattern 

 In addition bivariate analysis between HRV and respira-
tion signals put into evidence a different mechanism of 
coupling. Fig.3 shows the squared coherence funtion (k2)
for RR sequence and respiration in a normal subject (a) and 
in a OSA patient (b). The k2 function is calculated according 
the following equation: 
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Fig.3 squared coherence function between HRV 
and respiration in a) normal subject and b) OSA 

patient 

b) OSA patient 

a) Normal subject 
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  Where Sxy(f) is the cross-spectrum of the two signals, 
respective auto-spectra. ACKNOWLEDand Sx(f) and Sy(f) are the 

In normal subjects there is a coherence at the 
res

Dealing with wearable devices, it is important to keep in 
mind that the recordi  signal to noise 
ratio, must be robust heir information 
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TABLE 1. Mean and  Standard Error of the spectral indexes of Heart Rate
Normal dex
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peak in the 
piratory frequency around 0.23 Hz, while in OSA patient 

the peak is around 0.02 Hz, that represent the frequency of 
repetition of the apnea episodes. 

IV. CONCLUSIONS 

ngs must present good
 to movements, and t

tent should not strictly depend upon the correctness of 
the position of the sensors (the user should be able to wear 
the sensors by himself, without the help of an expert). From 
this point of view the HRV signal is much better then the 
EEG and thus we decided to base the sleep evaluation on 
this analysis. In this paper we demonstrated that some spec-
tral and cross-spectral indexes from the cardio-respiratory 
system are significantly related to sleep stages and some 
sleep disturbances, thus they could be the basis of a sleep 
evaluation instead of the more classical EEG. That is moti-
vated by the need of using signals that can be obtained from 
wearable systems, which the user can wear by himself at 
home, without the help of anybody. Further, HRV is less 
sensitive to noise then EEG. The statistical analysis put into 
evidence that many of them seem suitable for segregating 
between REM and non REM sleep, and can characterize 
some episodes occurring during sleep (arousals, apneas). 
The use of  a robust classifier allows the automatic evalua-
tion of the sleep on the basis of the selected parameters. 
Aim of the study is to provide a sleep evaluation, that could 
be of help in defining the quality of the sleep during the 
night and to the early identification of sleep disorders, with-
out the need of a complete polysomnography, but at home, 
using simple devices.  

 Variability during the Sleep Stages in both normal and OSA subjects.   
Obstructive Sleep Apnoea 

Wake Light 
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= time lectr , LFn = low fr y
LF  low t y nt iffe n  co eep rou

sleep sta

RR  interval between consecutive R p
o high frequenc

eaks of the E
s significant d

ocardiogram
rence betwee

equency
rresponding sl

 component, HFn = high fr
 stages of the g

equenc
ps. The gray co

 component, 
lor denotes the /HFn  ratio. * represe

statistic difference between REM and the other ges for each group.   P<  0.05. 

142



Abstract—A new system for wireless monitoring of
pulse oximetry (SpO2) was developed on the basis of
a Nonin OEM III oximetry module and a radio-
frequency transceiver.  The electronic unit and the
power supply was integrated into a specially designed
infant shoe  named BBA bootee. Clinical evaluation of the
system revealed a good agreement between the pulse
oximetry data transmitted by the BBA bootee and those
recorded simultaneously by a reference monitor. The
comparative data collected in 39 babies  yielded a mean
(bias  SD) value of (–1.1  1.9)% for SpO2  and (-2  8)
beats per minute for heart rate. Use of an integrated
accelerometer/actimeter to reduce the motion artifact is
addressed as well as ergonomics of the sensor-supporting
garment.

Index Terms— apparent life threatening events,  smart
textiles, telemedicine, SIDS,  surveillance

I. INTRODUCTION

Each year, numerous newborns and infants present
serious malaises due to major apnea and/or
bradycardia, and they may even die suddenly.  The
causes of such accidents may vary, ranging from the
consequences of prematurity to pathological
malformations, metabolic disturbances  or serious even
fatal (and sometimes unexplained) acute syndromes
[1].

When the possible onset of such events is
foreseeable, the monitoring of major functions (heart
rate, respiratory rate, pulse oximetry) is generally
proposed.  Such surveillance, which is often ensured in
a hospital environment, may also be possible in the
home when the causal mechanism underlying such
incidents is insufficiently controlled [2].

Monitored surveillance involves the use of sensors
which are fixed to the infant and linked by wires to a
monitor for analysis or to trigger an alarm [3].  This
technical interface hampers the comfort of the infant
and the family, and may even affect the quality of
parent-child relationships.  It can also be a factor for

poor compliance with use of the monitor [4].  Efforts
have been made to reduce this discomfort, particularly
by integrating sensors in clothing, such as pajamas or
underwear [5]-[7].   In order to minimize this problem,
we propose a novel system to monitor oximetry and
heart rate ("pulse oximetry") called the BBA bootee,
which is characterized by the textile base for the
sensors – a bootee – and the wireless link to the
monitor.   This bootee also integrates an accelerometer
to provide information on foot movements by the
infant.  We report herewith on a multicenter evaluation
of the reliability and reproducibility of the data
collected by the pulse oximetry sensor (SpO2) and the
accelerometer integrated in the bootee, performed in
both newborns and infants.

The principal end-point of this evaluation was to
compare the SpO2 and heart rate (HR) values
generated by the BBA bootee with those provided by a
reference monitor, in a hospital setting.

The secondary end-point was to evaluate the
ergonomic characteristics of the BBA bootee.

The research which enabled development of the BBA bootee and its
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II. MATERIALS AND METHODS

A. Description of the monitoring system

1) Pulse oximetry
This takes the form of a reusable sensor (Nonin,

model 8008J) with shortened cable and a Nonin pulse
oximetry module (ref. OEM III).  Every second, this
module outputs mean SpO2 and HR values concerning
the last four beats.  An adjustable fabric strap on the
bootee keeps the sensor in contact with the skin and
protects it from the influence of ambient light.

2) Accelerometer/actimeter
The system is equipped with a complete, dual access

accelerometer (Analog Devices, ref. ADXL 311.)

3) Transceiver and antenna
The Nordic microcontroller transceiver (ref.

nRF9E5) transmits oxymetric and actimetric data via a
short wave radiofrequency link every second to a
monitoring and recording unit situated a few meters
away, via a ceramic antenna.  The actual power
emitted by the antenna is less than 0.5 mW.

4) Management board and battery
This controls the measurement process performed by

the bootee and its energy supply. It includes the Nonin
module, the Nordic transceiver, the
accelerometer/actimeter, the on-off switch, the battery
and its recharging circuitry. Depending on the type of
battery used  the bootee has an autonomy of 10 to 45
hours.

5) Electronic containing box
Made of synthetic material and measuring

0.7 cm  0.4 cm  16 cm, it is integrated into the sole
of the bootee.  It is a sealed, splash-proof unit (IP 64)
which can be removed so that the textile parts of the
bootee can be washed (Fig. 1).

Fig.  1. A sealed, splash-proof box contains all electronic
components for measurements and radio transmissions, integrated in
the sole of the bootee.

6) Textile used for the BBA bootee
The BBA bootee is made like ordinary baby clothes,

and is available in several sizes (European sizes 13 to

19).  The straps ensure contact between the SpO2
sensor and the skin and permit to adjust the bootee to
the foot as the infant grows from one size to another.
Openings and adjustable fixings ensure reliable pre-
positioning of the SpO2 monitoring sensor (Fig. 2).
The fabric is resistant to natural projections from the
infant (urine, liquid stools, etc.); it can be washed by
hand or in a machine at 40°C (no spinning) and dries
rapidly.  A single bootee in the pair is sufficient to
ensure monitoring.

The weight of the equipped bootee, including its
battery, is 46 g.

Fig.  2.  The BBA bootee with the pulse oximetry system fixed
within it.

7)  The monitoring and recording unit (MRU)
A PC computer with a Celeron 2.8 Mhz processor

under Windows XP and software in C#, is located
close to the infant's bed.  It is equipped with a Nordic
radio transceiver identical to that integrated in the
bootee; it receives and records all data sent by the
transceiver from the bootee.  During the study, it also
received by a RS 232 link all data transmitted from the
reference monitor.

8) Webcam
During the study, evaluation of the pertinence of the

actimeter integrated in the bootee sole was ensured by
a camera (e.g. Webcam) placed on the  cot and focused
on the infant's feet.  An orthogonal reference point was
marked on the sole of the bootee (Fig.  3).

9) Reference monitors
The hospital departments which participated in the

evaluation program used one or other of the following
monitors:

- Hewlett Packard Merlin (HP), equipped with a
Nellcor SpO2 measurement module and Oxysensor
single patient sensors, providing averaged
measurements over 12 seconds, updated every second.

 - DATASCOPE Passport II ( DS ), equipped with a
Masimo SpO2 measurement module and LNOP-Neo
single patient sensors, providing averaged
measurements over 8 seconds, updated every second.
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10) Signal processing and comparison of data
Initially, it was intended to apply the standard

method for correlation between the values supplied by
the bootee and those supplied by the reference monitor:
this comparison produced satisfactory results for HR,
particularly because the range of HR measurements
was sufficient, but it was not satisfactory for SpO2,
which had a very limited range of values.

Indeed, this comparison was one of the points which
had been criticized by Bland and Altman [8]
concerning the statistical methods used to evaluate the
concordance between two methods for clinical
measurement, when it was demonstrated that the
method of correlation could indicate poor concordance,
even though the methods did in fact agree.

Consequently, we applied the method recommended
by Bland and Altman, which consisted in analyzing
differences in the measurements obtained using two
sensor systems: the BBA bootee and the reference
monitor.

For each recording, the algorithm was initiated by
extracting pairs of values recorded at the same time,
but separately, by the two measurement systems.  It
was thus possible to obtain approximately one pair of
values per measurement second.  For each pair, the
algebraic difference between the BBA bootee value
and the reference monitor value was calculated.  It was
thus possible to calculate the mean of algebraic
differences and its standard deviation for all the
exploitable data recorded.

B. Monitoring protocol

The bootee was placed on the left foot of the infant,
connected by radio to the MRU.  The right foot was
equipped with an SpO2 sensor linked by wire to the
reference monitor, which in turn was connected to the
MRU, which received and recorded the data from the
two measurement systems simultaneously (Fig. 3).
The camera was positioned opposite the infant's feet
and the recording of a video sequence was triggered
each time the feet moved.  An observation sheet was
associated with each recording.

The monitors were placed on a trolley near the
infant's bed.

A control screen made it possible to view the data
transmitted by the BBA bootee to the monitoring and
recording unit.

C. Population of the study

To be included, the infants had to be hospitalized for
a condition requiring surveillance with a monitor
(pulse oximetry on the foot), and hospital treatment

Fig.  3.  Diagram showing comparative data collection setting.

would not be hampered by the conduct of
recordings.  A major instability of vital functions
constituted a contraindication to inclusion.

Comparative recordings were made over a period
ranging from 2 to 18 hours.  After each recording, the
BBA bootee was cleaned as follows: machine washing
at 40°C using a disinfectant detergent (Anios, ref.
Lessive Atomisée Désinfectante.)  The SpO2 sensor
was cleaned using contact disinfectant.

Approval was sought from French Ethics Committee
(CCPPRB), and parents were asked to sign an
informed consent form prior to inclusion of their
infant.

III. RESULTS AND DISCUSSION

19 full-term newborns, 9 premature infants and 11
infants aged from 1 to 6 months (total: 39 infants) were
included between March 2005 and April 2006, at four
clinical sites (1).

A total of 167 hours of recordings were made during
54 sessions.  A summary of these recordings is shown
in Table I.
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TABLE I.
SUMMARY OF SPO2 AND HEART RATE (HR) MEASUREMENTS MADE WITH THE BBA BOOTEE COMPARED WITH THOSE USING THE REFERENCE

MONITORS (HP: HEWLETT PACKARD MERLIN, DS: DATASCOPE PASSPORT II)

Clinical
site

(reference
monitor)

No.
of

recor-
dings

Mean body
weight and

age

Total duration
of recordings

(mean value)

Mean
reference
values of
SpO2 and
Heart Rate

Mean of
differences

=VBBA-Vref
SpO2
HR

Standard
deviation of
differences
SD( =VBBA-Vref)
SD( SpO2)

SD( HR)

I (HP) 22 4 weeks
3.0 kg

90h 51 min
(3h 52 min)

97.0%
147bpm

-2.1%
-4 bpm

2.2%
10 bpm

II (DS) 17 3 weeks
2.1 Kg

41h 34 min
(2h 26 min)

93.2%
149 bpm

1.6%
-3 bpm

1.6%
7 bpm

III (HP) 8 3 months
4.5 kg

23h 40 min
(2h 57 min)

98.1%
119 bpm

-3.2%
2 bpm

2%
9 bpm

IV (DS) 7 1 week
2.7 Kg

11h 01 min
(1h 34 min)

94.6%
143 bpm

-0.5%
-1 bpm

1.9%
4 bpm

Total 54 5 weeks
3.1 kg

167h 06 min
(2h 42 min)

95.7%
140 bpm

-1.1%
-2 bpm

1.9%
8 bpm

A. Metrological comparison

The measurements performed at the four clinical
sites demonstrated good concordance between the
values provided in the same patient at the same time by
the BBA bootee and the reference monitor.

The mean of the difference between the SpO2 values
measured by the BBA bootee and those of the
reference was -1.1% (standard deviation 1.9 %.)

The mean of the difference between the heart rate
values measured by the bootee and those of the
reference was -2 bpm (standard deviation 8 bpm.)

For SpO2, calculation of the confidence intervals at
2 standard deviations for each recording showed that

for all recordings, the variability in the confidence
interval ranged from 87% with an SD  1.3%, to 96%
with an SD 3.9%.

Taking into account that the manufacturers of the
Nonin system and the reference monitors specified a
standard deviation of ±3% within the range of SpO2
measurements from 70% to 95%, and that the 96%
confidence interval was attained with 2 standard
deviations, i.e.  6%, it was possible to conclude as to
a good concordance of measurements within the limits
stipulated by the manufacturers with respect to the
accuracy of the systems under comparison.

The differences observed from one clinical site to
another between the mean values supplied by the
reference monitors could be explained by disparities in
patient recruitment (depending on the type of patients
treated at each site) and by the dispersion of
measurements specific to each monitor.  In particular,
in Center III, the infants included had a higher mean
age than in the other centers, which explained a
significant drop in the mean HR values in this center,

as measured by the reference monitor (119 versus 145,
which was the mean in the three other centers).

Within the ranges of low perfusion (SpO2 at around
86%), bootee measurements were well correlated with
reference measurements.  For example, in two cases in
Center II, the mean for the reference monitor was 86%,
and the mean of differences with the bootee was
(0.3 1.8) %.

SpO2 measurements appeared to be more sensitive
to differences in sensor fabrication than HR
measurements.  For example, the mean SpO2 values
recorded by reference monitors (depending on the
sites) were 97% and 98.1% with the HP Merlin and
93.2% and 94.6% with the DATASCOPE, while the
mean HR values were almost identical (from 143 to
149 bpm), whichever reference monitor was used, and
after correction for the age of infants (cf. above).  This
could explain the dispersion in mean of differences for
SpO2 measurements between sites, as a function of the
reference monitors used.  In contrast, HR
measurements were very similar to the reference
measurements (Fig.  4).

These studies showed that modification of the sensor
application system did not affect the quality of
measurements, as the errors observed were usually
attributable to movements of the infant by himself or
by a caregiver.

SpO2 monitors such as Nellcor and Masimo
currently used in hospitals are reputed to reduce these
motion artifacts by means of a sophisticated signal
processing. As counterpart, their dimensions, weight
and power consumption exclude their use in an
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Fig. 4.  Recording graphs of SpO2 values and heart rate (HR)
using the BBA bootee (dark line) by comparison with the reference
monitor (clear line).

Graphs a1 and a2 refer to a case where measurements made by
the bootee did not show any significant difference from the reference
values (mean of difference   SD for SpO2 and HR is (0.5  1.2)%
and (2  4)bpm, respectively).

Graphs b1 and b2 represent a case where SpO2 values follow
those of the reference with a constant shift (mean of difference   SD
for SpO2 is (3.5  0.9)% ), while the HR values are practically
identical (mean of difference   SD for HR is (0  2) bpm ).  The
difference in behavior could be explained by a difference in the
sensors calibration; it had no consequences on clinical interpretation,
as the values fell within the acceptable range stipulated by the sensor
manufacturers.

autonomous system like described here. For the
moment, Nonin Inc. is the only recognized
manufacturer offering a quality pulse oximeter module
suitable to be integrated in a bootee for newborn
infants.

We have tried another way to address the motion
artifact problem by integrating accelerometers in the
bootee. The idea was to match the oximeter errors
against the infant’s movements confirmed by the video
images. There was a good correlation between rapid
changes of the accelerometer signal level (that could be
interpreted as baby’s movements) and error messages
sent by the oximeter. However, this part of analysis has
not been achieved with the present evaluation protocol
since few recordings were accompanied by exploitable
Webcam images. Complementary data are expected
from the clinical trial scheduled from February, 2007.

B.Ergonomic evaluation

It was simple to fit the bootee on the foot of an
infant, as this only required the adjustment of two
straps to the size and shape of the foot.  Particular
attention was paid to the shape of the bootee, so as to
reduce the possibility of movement of the foot within
the bootee, and prevent the infant from removing the
bootee with the other foot (Fig.  5).

Wearing a bootee for several hours during the study
sometimes induced a slight mark on the foot at the site
of the sensor, but this was comparable to the effects of
the reference sensors, and rapidly regressed.  Without
the constraint of any wires linked to the monitor, the
feet could be moved freely. Baby’s ability (or
motivation) to move seemed not to be compromised by
the weight of the bootee.

Fig.  5.  Bootee in place on the foot

Preliminary studies performed using a wired system
had shown that changes made to the Nonin SpO2
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sensor did not affect its measurement and analytical
properties.  Compromises were made in order to
reconcile reliability and ergonomics (simplicity and
comfort of use, weight, autonomy of the battery, etc.).
Thus only the results of calculations performed by
microchips were transmitted once a second from the
bootee to the MRU, and it was not possible to record
plethysmographic curves.

If use of the BBA bootee is to be prescribed as an
extension to the monitoring of infants in the home or in
a hospital environment, certain points still need to be
refined, such as the relevant detection of values which
exceed the thresholds predetermined by clinicians.

The range of the transceiver which was validated
during studies at clinical sites was approximately 2
meters.  It would be useful to test an outreach of 5
meters: this range has been shown to function in a
laboratory and at home, but data collection was
hampered when the infant was in a cot with metal bars
(Faraday cage effect).

IV. CONCLUSION

The BBA bootee for wireless pulse oximeter
monitoring considerably improves the ergonomics of
monitoring systems.

The multicenter studies performed in a wireless
situation have demonstrated the quality and reliability
of SpO2 and heart rate values, which are comparable to
those obtained by the reference monitors widely used
at present in hospitals.

The lightness and ergonomic design of the system
open the way to a broad range of applications:

-monitoring of high-risk infants in the home
(apparent life threatening events, malformation
syndromes, chronic lung diseases, etc.) [9], [10],

-monitoring of newborns in the delivery suite during
initial skin-to-skin contact with the mother, which is
tending to become widespread, in the knowledge that
several serious, sometimes fatal, accidents have been
reported  [11], [12],

-monitoring of newborn infants in the special care
unit in the event of apnea and/or bradycardia and/or
persistent desaturation events or other risk factors, such
as major prematurity, which justify close monitoring.

The ability of the BBA bootee system to memorize
alarm-triggering events so that they can be analyzed
later, complies with current recommendations
concerning monitored surveillance in the home [2],
[10].

(1) Neonatal Care units involved in the evaluation:
Hospital Centre of Aix en Provence: Dr. Y. Rimet,

Dr. C. Laisné  (Site I);
University Hospital Centre of Limoges:

Dr. D. Ronayette (Site II);
University Hospital Centre of Rouen:

Dr. M. Lubrano, Prof. E. Mallet (Site III);
University Hospital Centre of Nice:

Dr. C. Dageville, Prof. P. Boutet (Site IV).
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Electrochemical noise properties of different electrode materials in different 
electrolytes

J. Riistama and J. Lekkala
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Abstract— Signal-to-noise ratio of a biopotential meas-
urement system is determined not only by the electronics of the 
measurement device but also by the electrochemical noise of 
the electrode-electrolyte interface. The intrinsic electrochemi-
cal noise depends on the electrode/electrolyte interface used. 
Noise of three metals suitable for implantation (Au, Pt and 
Stainless Steel) are being examined and referenced to Ag/AgCl 
commonly used as surface biopotential electrode material. 
Measurements of the electrochemical noise have been con-
ducted in saline, PBS and SBF. Two different sizes of elec-
trodes of every material have been used. Frequency bandwidth 
of 0.5 – 500 Hz was used in the measurements. 

Keywords— Electrode, electrolyte, interface, noise 

I. INTRODUCTION  

The electrode material plays an important role in the per-
formance of a biopotential measurement system. It deter-
mines, together with the amplifier electronics, the detection 
limit and signal-to-noise ratio. Therefore, much attention 
has to be paid on the choice of material to be used as im-
planted electrode. There are several different materials that 
are suitable for measurement purposes but some of these are 
not biocompatible. An ideal choice for an implantable elec-
trode is that it is highly biocompatible and shows only little 
intrinsic electrochemical noise arising from the unstable 
electrode-electrolyte interface. 

Experiments on the electrochemical noise of the elec-
trode-electrolyte interface has been made [1,2]. These ex-
periments, however, do not take into account the electrolyte 
used. It would be interesting to see if the concentration of 
the electrolyte has any contribution to the noise voltage the 
electrode shows. Three different electrolytes have therefore 
been included in this research all of different conductivities. 

Research reported here is a part of a research project 
which aims at an implantable ECG-monitoring device. 
Hence, much attention has been paid on the biocompatibil-
ity of the electrode materials. 

II. THEORETICAL BACKGROUND AND METHODS 

A. Noise of the electrode-electrolyte interface 

A conversion from ions to electrons occurs at the inter-
face between electrolyte and the electrode. What is the ac-
tual charge distribution at the interface depends on the ma-
terial of the electrode and the type of the electrolyte. There 
are at least four different models proposed on the charge 
distribution at the interface [3]. Similar to all of these mod-
els is that they all include a zone of charges that is con-
stantly occupied by them. This layer is called the electric 
double layer. The potential over the double layer is called 
half cell potential and it is characteristic for every elec-
trode/electrolyte couple [3].  

When two electrodes made of the same material with 
equal area are placed into an electrolyte, theoretically they 
should not show any difference in half cell potentials. This 
is not, however, the case in real measurements since the 
electrode-electrolyte interface fluctuates, surface properties 
change, and some contaminant may be attached on one or 
both of the electrodes [3]. The interface between electrode 
and the electrolyte can be modeled with a resistor, Rs, that 
describes the conductive properties of the electrolyte. The 
resistor is connected in series with a constant phase element 
(CPE), a capacitor Cp, which is connected in parallel with 
another resistance, Rct, refer to Fig. 1. An electrochemical 
noise source vn and half cell potential source vp have also 
been included into the picture. According to [1], calculating 
the thermal noise of the electrode-electrolyte interface using 
prescribed model is not enough to describe the noise behav-
ior of the interface. This also indicates that a simple circuit 
model is not sufficient to model complex interface reactions 
and interface properties in details. 



 

Fig. 1 A circuit equivalent for electrode-electrolyte interface together with 
voltage noise source and half cell potential source. 

In order to obtain a high signal-to-noise ratio (S/N-ratio) 
in the measurements, the intrinsic noise of the measurement 
system including the interface ought to be minimized. 
Measurements of the interface noise are made to obtain 
more knowledge about the electrode materials and the elec-
trode-electrolyte interface behavior. 

According to [2], doubling of the electrode area will 
lower the voltage noise of the electrode by a factor of 2
1.414.  

B. Materials 

Electrode materials studied are gold (Au), platinum (Pt), 
stainless steel (SS) and silver-silver chloride (Ag/AgCl). 
Only the first three of these are biocompatible. It is reported 
that an AgCl-coating will dissolve into the electrolyte in 
less than a week [4]. AgCl-coating is also toxic to tissue, as 
well as pure Ag. Therefore it is not suitable for implanta-
tion. 

Ag/AgCl is, however, the most used material in surface 
biopotential electrodes. Together with electrode paste it is 
very stabile material which shows only a little electro-
chemical noise compared to many other materials [5]. It 
also has a remarkably rapid stabilization time, i.e. time it 
takes for the electrochemical noise of the electrode to stabi-
lize to long term level, when immersed into an electrolyte. 
This property among others makes it usable in sensitive and 
rapid surface biopotential measurements [2]. The Ag/AgCl-
electrode was chosen to be the reference for the other elec-
trode materials in terms of electrochemical noise. The 
AgCl-coating was self applied on silver electrodes with a 
potential difference of 3 V held on for 2 minutes in 0.9 m-% 
NaCl solution. 

Gold is found to be biocompatible material but it is not 
very commonly used as an electrode material in biopotential 
measurements.. This is mainly because it is expensive and 
suffers from corrosion much more than other noble metals 
when it is used for stimulating purposes. As a recording 
electrode, it is reported to undergo little or no corrosion at 
all. [6] 

Platinum is widely used in electrodes, both in stimulating 
and recording ones. Platinum electrodes are found e.g. in 

cochlear implants and in pace makers as stimulating elec-
trodes. They are found to be very biocompatible and suffer 
from corrosion only a little in both recording and stimulat-
ing use. [6] 

Stainless steel (SS) is a common surgical material which 
is used e.g. in wires that close the sternum after a heart 
operation [7]. SS is chosen as one of the materials to be 
tested due to its generality and relatively low price. 

The materials differ in their electric behaviour so that 
Ag/AgCl is a nearly ideally non-polarisable material while 
Pt being nearly ideally polarisable material. In a completely 
polarisable material there is no net transfer of charge over 
the electrode-electrolyte interface. Such a material can be 
regarded as a capacitor where there are two conducting 
surfaces, electrode and electrolyte, separated by an insula-
tor, a double layer. Non-polarisable materials act contrary to 
polarisable materials: there is a net transfer of charge over 
the interface. Au and SS are located somewhere in between 
the two extremes. When electrodes are used for stimulation 
purposes, the polarisable ones are better than non-
polarisables since the stimulation current is transferred 
capacitively over the interface and the electrode material 
does not release ions.  

Several different electrolytes are being used in our in vi-
tro test measurements. Saline, 0.9 m-% NaCl-solution, is 
commonly used although it is a quite simplified model fluid 
for the electrochemical environment inside the human body. 
More complicated solutions have been developed which 
simulate more accurately the various properties of the body 
fluids. Such solutions are among others, phosphate buffered 
saline (PBS, pH 7.4) and simulated body fluid (SBF) whose 
pH is temperature dependent being 7.4 at 37oC. All of the 
previously mentioned solutions are included in this research 
to investigate the contribution of the solution to the meas-
urement result. Electrical conductivities of the electrolytes 
at DC were measured with a four wire measurement and 
results are reported in Table 1. 

Table 1. Electrical conductivities of the electrolytes at DC. 

Electrolyte Conductivity  (S/m) 

PBS 1.411 
Saline 1.599 
SBF 1.834 

C. Electrode preparation and setup 

Electrode metals that were measured were ordered in two 
sizes, the ones having double the area of the others. The two 
different electrode sizes are used to be able to verify the 
area dependency of the electrochemical noise proposed in 
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section II.A. The electrodes with greater area have dimen-
sions of 7 x 7 x 0.5 mm and the electrodes with smaller area 
have dimensions 7 x 3.5 x 0.5 mm.  

The mid conductor of a coaxial cable of type RG174 was 
soldered on the electrodes where after the interface between 
cable and electrolyte was encapsulated with a layer of epoxy 
resin  by Casco Inc. This encapsulation electrically insulates 
the centre wire from the electrolyte. The glue used to insu-
late the cable metal from the electrolyte covered partially 
also the electrode surface and not only the connection point 
of cable and electrode. Area caught by the glue was esti-
mated to be approximately 6 mm2. This electrically inactive 
area has to be taken into account in the analysis of voltage 
noise per unit area of the electrode. 

The electrodes are attached on plastic plates with cable 
ties so that both their orientation and separation remains 
constant. The electrodes were placed on the plates in pairs 
with similar material and size together. The separation be-
tween the midpoints of the electrodes was set to 55 mm. 

D. Electrochemical noise measurements 

The electrode arrays were immersed into a container of 
dimensions 24 x 22 x 15 cm3 (w x d x h) which was filled 
up to 5 cm height with the electrolyte to be studied. The 
container was placed inside a larger thermostated water 
container. Water was heated up to 42 oC which by thermal 
conduction heated the electrolyte up to 37oC. Prior to each 
measurement, the electrodes were allowed to stabilize in the 
electrolyte for one minute. The electrolyte was not stirred 
under the measurement to secure stabile measurement cir-
cumstances.  

The electrochemical noise measurements were performed 
by using a self-made amplifier and HP3561A Spectrum 
Analyzer. The measurement signals from the electrodes 
were led with coaxial cables to a battery operated measure-
ment amplifier and further to the spectrum analyzer.  

The signal was preconditioned in the measurement am-
plifier by high pass filtering it with a first order RC-filter 
with cut-off frequency at 520 mHz. The purpose is to filter 
off the DC-level of the measurement signal. After the filter-
ing, the signal was fed into the instrumentation amplifier. 
The signal can be then amplified with one high gain ampli-
fier without fear of clipping the signal. The gain in the am-
plifier is set to approximately 34 dB. The measurement is 
then done with a spectrum analyzer. The noise measure-
ments were performed on bandwidth 0.5 – 500 Hz, which is 
often used in ECG-electrode measurements, [1,2,5]. On this 
frequency range the input impedance of the instrumentation 
amplifier is 100 M  at minimum which is sufficiently to 
secure a non loading measurement configuration.  

The spectrum analyzer has a built-in low pass filter, or 
anti-aliasing filter, whose cut-off frequency is set automati-
cally according to the frequency band to be measured. 
Therefore no separate low pass filter was needed. The 
measured signals were mean valued over 32 separate meas-
urements to obtain a more stabile result. 

The spectrum analyzer gives the spectral power density 
of the measured signal over the predetermined frequency 
band with units V2/Hz. The power density spectrum is a 
variance spectrum where point-by-point subtraction and 
summation operations are possible.  

From the measured power density spectrum, one can cal-
culate the root-mean-square (rms) noise voltage over the 
bandwidth. 

III. RESULTS 

A. Electrolyte: Phosphate Buffered Saline (PBS) 

The noise measurements were performed in PBS as de-
scribed in section II.D. Some problems arouse when 
Ag/AgCl-electrodes were being measured. Due to lack of 
instrumentation, e.g. scanning electron microscope (SEM), 
it could not be verified, what chemical processes took place 
on the surface of the electrode. It is suspected that some 
extra passivation layer was formed on the surface of the 
smaller Ag/AgCl-electrode during its exposure to air. The 
effect of the passivation layer was seen as lower voltage 
noise density compared to Ag/AgCl-electrodes with greater 
area. This is against the theory presented in section II.A. 

The problem was solved by first removing the AgCl-
layer from the both electrode pairs by rubbing the surface 
with fine sandpaper, grade 1000, avoiding to scratch the 
surface unnecessarily much. By scratching the surface, one 
would increase the effective area of the electrode which was 
not intended. The chloridation process was then applied 
again and the chlorided surfaces were further wiped with 
acetone before immersing into PBS. 

Electrodes in the PBS-electrolyte were measured straight 
after measurements done in saline and it was noticed that 
some saline residues were left at the surfaces. Residues 
were deduced from the measurement results which were 
against the theory as explained and the noise level was ex-
tremely low. Au for example showed similar kind of behav-
iour as Ag/AgCl mentioned previously. The acetone clean-
ing was enough to clean up the surfaces and more realistic 
results were obtained. Results of the measurements are 
shown in Fig. 2. 

151



Fig. 2. Noise voltage density of the electrochemical noise at the electrode-
electrolyte interface in PBS on frequency range 0.5-500 Hz. The notable 
spike at 50 Hz is the power line interference and its multiples at 50 Hz 
intervals. The voltage noise of the measurement amplifier has been sub-
tracted from the electrode noise measurements. 

The results indicate that Platinum is surprisingly noisy 
and SS the least noisy of all materials. Ratios of electro-
chemical rms-noises show good correspondence with the 
theory apart from the measurement results with Ag/AgCl-
electrodes, see Table 2. 

The root-mean-square (rms) noise voltage should be re-
lated to the area of the electrode as explained in section 
II.A, i.e. inversely proportional to the square root of the 
effective area. The rms-noise voltages, vn,g and vn,s, were 
calculated from the spectrum together with the ratios of the 
noise voltages between different electrode areas. Results are 
reported in Table 2. 

B. Electrolyte: Saline (0,9 m-% NaCl) 

Similar problems were confronted with the Ag/AgCl-
electrodes in saline as in PBS. The same method as in saline 
was used successfully and the measurements could be run 
through. Results of the measurements are shown in Fig. 3. 

Fig. 3. Electrochemical noise voltage density in saline on frequency band 
0.5-500 Hz. 50 Hz power line interference is noticeable in this measure-
ment as well as its multiples. The voltage noise of the measurement ampli-
fier has been subtracted from the electrode noise measurements. 

Table 2. shows the calculated rms-voltages for different 
electrode materials and different areas for saline. The ratio 
between the rms-noise voltage of the electrode pair of 
smaller area and greater area is shown. 

The results with saline are very similar to the results of 
measurements made in PBS. Platinum tends to be the noisi-
est material except with smaller area where Gold exhibits 
the highest rms-noise at low frequencies. Discrepancy be-
tween the theory and measurements regarding the area de-
pendency can be seen again in Ag/AgCl. 

C. Electrolyte: Simulated Body Fluid (SBF) 

SBF is a very interesting electrolyte since its pH varies as 
a function of temperature. A pH 7.4 is obtained at 37oC
where the temperature of the electrolyte is kept during the 
measurements. Temperature is kept constant with the ther-
mostatically controlled system explained in more detail in 
Section II.D. 

Ag/AgCl was problematic also in SBF and precisely the 
same behaviour was observed as in PBS and NaCl. The 
method to clear the electrodes that was used in the two other 
electrolytes was successful again in SBF. Electrochemical 
noise spectrum is shown in Fig. 4 and corresponding rms-
noise voltages are tabulated in Table 2. 

152



Fig. 4. Noise voltage density of the electrochemical noise at the electrode-
electrolyte interface in SBF on frequency interval 0.5-500 Hz. 50 Hz power 
line interference can be clearly seen with its multiples. The voltage noise of 
the measurement amplifier has been subtracted from the electrode noise 
measurements. 

Behaviour of the electrode materials is the same as in 
other electrolytes, i.e. Platinum shows the greatest noise and 
Stainless Steel the smallest. 

D. Comparison between electrolytes 

A comparison between the electrochemical noises of 
electrodes in different electrolytes was made by collecting 
the rms-noise voltages into one picture and connecting them 
with lines for clarity. Fig. 5 shows the result of the compari-
son.
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Fig. 5. Rms-noise comparison plot between the different electrode materi-
als in different electrolytes. 

Table 2. Rms-noises of different metals in different electrolytes.

Electrolyte Material vn,g  ( V)
(dim 7 x 7 
x 0.5 mm)

vn,s  ( V) 
(dim 3.5 x 

7 x 0.5 
mm) 

Ratio vn,s/
vn,g

Au 540 725 1.34 
Pt 1260 1510 1.20 
SS 212 275 1.30 

PBS

Ag/AgCl 449 922 2.06 
Au 507 834 1.64 
Pt 661 804 1.22 
SS 182 227 1.25 

Saline

Ag/AgCl 152 430 2.83 
Au 352 469 1.33 
Pt 542 623 1.14 
SS 39 62 1.58 

SBF

Ag/AgCl 84 148 1.76 

IV. DISCUSSION 

The form of the measurement results of the different 
electrode materials in different electrolytes is the same in all 
cases: On low frequencies the noise is higher than on higher 
frequencies, which indicates the existence of 1/f –noise. It is 
not clear why the values of the noise spectrum on higher 
frequencies differ clearly from each other. According to [3], 
the noise voltage densities should be approximately the 
same on high frequencies and the noticeable difference can 
be seen at frequencies below 10 Hz. 50 Hz powerline inter-
ference and its multipliers can be clearly seen in the noise 
spectrum through Fig. 2 to Fig. 4. 

Measurements made on the electrochemical noise of the 
electrode in various electrolytes indicate that the materials 
exhibit very different amount of electrochemical noise 
which also depends on the used electrolyte, as seen in Fig. 
5. There is some discrepancy between the measurement 
results which depend partially on the preparation of the 
electrodes and partially of the environment where the meas-
urements were conducted. The electrodes were allowed to 
stabilize in the electrolyte for one minute prior to the meas-
urements but the electrolyte itself may have changed its 
homogeneity during the various measurements that were 
done. Stirring of the electrolyte between the measurements 
of different electrode materials could have been successful 
method to retain the homogeneity of the electrolyte. These 
measurements contain the electrochemical noise measure-
ments done on four different materials of two different areas 
accompanied by the interface impedance measurements. All 
measurements show a common trend that suggests that the 
electrochemical noise diminishes with increasing DC con-
ductivity of the electrolyte, refer to Table 1 and Fig. 5. 

153



Electrochemical noise measurements, Fig. 5, indicate that 
at this selected frequency range of 0.5 – 500 Hz platinum 
shows the highest electrochemical noise in almost every 
case, gold the second greatest, then Ag/AgCl and finally 
stainless steel the least noise. The electrochemical noise of 
the electrodes of different area should, according to theory 
presented in [2] behave as inverse of the square root of ratio 
of the areas. Square root of ratios between the areas of the 
electrodes was 1.41 calculated with 6 mm2 coverage of the 
insulating epoxy over the wires. The measurement results 
are in good agreement with the theory except for Ag/AgCl 
where the rms-noise ratios are higher than their area ratio 
would suggest.  

The difference between the theoretical and experimental 
values can be caused by the imperfect AgCl-coating on the 
electrodes.  The surface of the electrode may have been 
contaminated thus leading to imperfect AgCl-coating. The 
pure silver electrodes show higher electrochemical noise 
than coated ones, [5], which explains the results against 
theory in these measurements. The coating could be made 
more stabile if the coating time would be extended to sev-
eral hours.  

V. CONCLUSIONS 

From the measurement results it can be seen that 
stainless steel electrodes exhibit the least electrochemical 
noise hence the most rapid stabilization time. This encour-
ages use of stainless steel electrodes as biopotential measur-
ing electrodes in implantable conditions. It would, actually, 
be even more useful to use stainless steel electrodes in sur-
face biopotential measurements since according to our 
measurements, they seem to have even faster stabilization 
time than the Ag/AgCl electrodes have. 

Stainless steel is not commonly used as electrode mate-
rial but according to results gained in this research, its use 
as electrode material in implantable conditions is strongly 
encouraged. 

The research also clearly shows that the effect the elec-
trolyte on the electrochemical noise measurement is essen-
tial. Therefore, the noise measurements should be con-
ducted in an electrolyte that is as close to the actual 
measurement environment as possible if absolute noise 
values are desired. 

ACKNOWLEDGEMENTS 

The research was supported by the Academy of Finland 
as a part of Future Electronics research program, project 
number 202758. 

REFERENCES 

1. M. Fernández and R. Pallás-Areny, “Ag-AgCl electrode noise in 
high-resolution ECG-measurements”, Biomedical instrumentation & 
Technology, pp.125-130, March/April, 2000. 

2. E. Huigen, A. Peper and C. A. Grimbergen, “Investigation into the 
origin of the noise of surface electrodes”, Medical & Biological Engi-
neering & Computing, vol. 40, pp. 332-8, 2002. 

3. L. A. Geddes and L. E. Baker, Principles of applied biomedical 
instrumentation, Wiley, 1975. 

4. F. Moussy and D. J. Harrison, “Prevention of the rapid degradation of 
subcutaneously implanted Ag/AgCl reference electrodes using poly-
mer coatings”, Anal Chem., Mar 1, 66(5), pp. 674-679, 1994. 

5. J.Riistama and J. Lekkala, “Characteristic Properties of Implantable 
Ag/AgCl- and Pt-electrodes”, in Proc. 26th Annual IEEE Engineering 
in Medicine and Biology Society Conference, San Francisco, CA, 
USA, Sep. 1-5, 2004, p. 2360-2363. 

6. R.W. Cahn (ed.), P. Hansen (ed.), E.J. Kramer (ed.), Materials Sci-
ence and Technology – A Comprehensive Treatment – Vol. 14: 
Medical and Dental Materials, Vol. 14, Weinheim: VCH, 1992. 

7. R. S. Jutley, D. E. Shepherd, D. W. Hukins and R. R. Jeffrey, “Pre-
liminary evaluation of the Sternum Screw: a novel method for im-
proved sternal closure to prevent dehiscence”, Cardiovascular Sur-
gery, Vol. 11, No. 1, pp. 85–89, 2003. 

Address of the corresponding author: 

Author: Jarno Riistama 
Institute: Institute of Measurement and Information Technology, 

Tampere University of Technology 
Street: Korkeakoulunkatu 3 
City: Tampere 
Country: Finland 
Email: jarno.riistama@tut.fi 

154



Smart textiles for automotive: application to airbag development
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Celer itas – A Wearable Sensor  System for  Interactive Digital Dance Theatre  

B. O’Flynn1, G Torre2, M. Fernstrom2, T. Winkler3, A. Lynch1, J. Barton1, P.Angove1, S. C O’Mathuna1 
1 Ambient Electronic Systems, Tyndall National Institute, Cork, Ireland 
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Abstract— Celer itas is an ar tistic/scientific collaboration 
between the Tyndall National Institute (Cork), the Interaction 
Design Centre in Limer ick, Cindy Cummings (Dance Artist, 
Cork) and Todd Winkler  (Composer  and Digital Ar tist, Brown 
University, USA). Research Teams at the Tyndall Institute ar e 
developing wireless sensor  network nodes, also known as 
motes, and associated miniatur ized sensors. Motes can be 
applied in many different domains, r anging from medical and 
environmental monitor ing to everyday applications in ubiqui-
tous computing. This project aims to apply Tyndall’s sensor  
system to create a wireless dance costume for  audio/visual 
per for mance using iner tial sensor  monitor ing technology. 

Dancers could be regarded as exper ts on human move-
ment, producing accurate and expressive actions that provide 
a r ich testing ground for  human-computer  inter action. The 
collaboration will push the boundar ies of both ar tistic practice 
and wearable mote technology, as we will adapt and apply the 
Tyndall mote platform in a prototype body suit embedded with 
sensors. Software developed by the Interaction Design Centre 
and Todd Winkler  will then conver t the movement informa-
tion detected by the sensors into computer  generated sounds 
and processed video images. This mapping allows the dancer  
(Cummings) to fuse aspects of the physical body with the ex-
tended possibilities of the electronic body. 

This paper  presents the hardware platform that has been 
developed for  the Celer itas project. The system is based 
around the Tyndall 25mm Wireless Iner tial Measurement Unit 
(WIMU) node. The WIMU system is designed for  integration 
into a body suit, which is to be worn by the dancer , whose 
movements are extracted from the wearable network of sen-
sors and processed by a high-level software system that con-
nects to the dancer  wirelessly. 

Keywords— Wireless Sensor  System, Interactive Dance, 
Iner tial Measurement Unit, IMU, Wearable Computing 

 
Figure 1. CELERITAS Concept 

I. INTRODUCTION  

Performances involving real-time signal processing are 
becoming increasingly important in contemporary art [1]. 
This approach has mainly been successfully used for mul-
tidisciplinary works, where a stream of sensor data is gener-
ated by an interactive dance performer, who has the possi-
bility to simultaneously take the role of composer and 
choreographer of his/her own work. Research is being car-
ried out world wide in the area of interactive electronics 
development, for instance the responsive environment 
group in MIT Media Lab [2]. This work reported on sys-
tems using magnetic sensors for Tangible Music Interfaces 
[3] and processing algorithms for large groups of dancers 
using wireless networks [4] as well as inertial sensing sys-
tems for dance applications [5], [6]. 

CELERITAS is a collaborative project combining the 
wireless sensor technology of Tyndall with the software 
processing capabilities developed by Todd Winkler at 
Brown University, using the Max/MSP/Jitter platform [7] to 
create original music and video processing in response to 
dance as well as the Interaction Design Centre in University 
of Limerick. Together they collaborated in the development 
of an interactive dance exhibition incorporating state of the 
art hardware and software developments from the research 
institutes. 

The work is focussed on the development of an inertial 
sensing mechanism to be worn by a contemporary dancer 
whose main area of interest is the merging of contemporary 
dance with modern day technology. After eight years of 
work with a vision-based system [8], Winkler and Cum-
mings felt that experimenting with a wearable system could 
open up new ideas for digital dance theatre. The proposed 
system is designed around the Tyndall 25mm WIMU node, 
which is a wirelessly enabled 6 Degree of Freedom (DOF) 
Inertial Measurement Unit (IMU) [9]. The system consists 
of six WIMU modules distributed down the trunk and at the 
extremities of the dancer. Each of the sensors transmits its 
data to a base station, using a customised address driven 
Master/Slave request/reply protocol, for data harvesting and 
processing. The concept of the CELERITAS system can be 
seen in Figure 1, where one can see how IMUs could be 
distributed around the dancer’s body. 



II. HARDWARE DEVELOPMENT 

The 25mm WIMU has been designed based upon Tyn-
dall’s 25mm modular wireless sensor node [10] technology. 
The 25mm wireless node has been used to develop a plat-
form for low volume prototyping and research in the wire-
less sensor network domain. It has been developed for use 
as a platform for sensing and actuating, for use in scalable, 
reconfigurable distributed autonomous sensing networks in 
a number of research projects currently underway at the 
institute [11].  

The modular nature of the Tyndall hardware lends itself 
to the development of numerous layers for use in various 
application scenarios. Layers can be combined in an innova-
tive plug and play fashion and include communication, 
processing, sensing and power supply layers.  

The 25mm Wireless node has an integrated ATMEL 
ATMega128 [12] microcontroller for the networking of the 
modules. This feature coupled with the 2.4GHz transceiver, 
RF Nordic nRF2401 [13], produces a very powerful cus-
tomisable wireless node. Alternative implementations en-
able Zigbee (IEEE 802.15.4) communications in the 25mm 
form factor if required. An FPGA layer can be integrated 
into the system where high-speed DSP processing is re-
quired such as in the implementation of Kalman filtering for 
conditioning of inertial measurement data.  

 
Figure 2. 25mm Stackable System Layers 

The stackable configuration (Figure 2) enables ease of 
connectivity between layers depending on the system level 
requirements and deployment scenarios. 

A. 25MM WIMU 

The 25mm WIMU is a 6 DOF IMU module, which is 
made up of an array of inertial sensors coupled with a high 
resolution Analog to Digital converter (ADC). The 25mm 
WIMU module utilises the wireless communication capa-
bilities of the 25mm Wireless Node to realise a fully 
autonomous WIMU module. The 25mm WIMU can be seen 
in Figure 3. 

The inertial sensor array that makes up the 25mm IMU 
consists of three single axis gyroscopes, ADXRS150 [14] 
from Analog Devices, two dual axis accelerometers, 
ADXL202 [15] from Analog Devices, and two dual axis 
magnetometers, HMC1052L [16] from Honeywell. The 
sensor array was designed with a novel 3D structure, which 
produces the 6 DOF functionality. 

 
Figure 3. 25mm WIMU module 

The module also has a 12-bit ADC chip, AD7490 [17] 
from Analog Devices, handling the data conversion. This 
chip has a Serial Peripheral Interface (SPI), which allows 
easy interfacing to the ATMEL microcontroller. The 3D 
structure was implemented using a mother-
board/daughterboard configuration. Miniature slots were 
drilled in the motherboard to accept the daughterboard at 
90°. The motherboard and daughterboard were designed so 
that their respective pads would match accurately and allow 
for a 90° solder connection. The motherboard was config-
ured so the sensors would make up the relevant array to 
generate the 6 degrees of freedom required for the module. 
The interconnection method can be seen in Figure 4. 

 
Figure 4. 90° Integration Technique 
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III. INTERACTIVE SYSTEM DEVELOPMENT 

Based on the “Vitruvian Man”, the proposed system be-
ing developed divides the space around the human figure, 
according to the ratio of his/her body, an approach similar 
to the one used by Leonardo Da Vinci in the sketch of the 
same name. 

 
Figure 5. Leonardo da Vincis “Vitruvian Man” 

The main goal of the system under development is to 
create a virtual 3-D musical instrument around the body of 
the performer. The platform is used to create an improvisa-
tory dance performance in which the dancer can create in 
real-time the music to which he or she is dancing through 
the mapping of the performers’ movement to the music 
being generated. One of the main advantages of using a 
wireless data transceiver system in such a manner is that it 
can enable an interactive performance between performers. 
The final result can then be a true polyphony created by as 
many independent instruments/performer as are participat-
ing in the performance. 

Six motes are used in the system and they are distributed 
around the body of the performer as follows, Figure 6: 

Mote_left_leg attached to ankle of the left leg 
Mote_right_leg attached to ankle of the right leg 
Mote_baricenter attached to middle of the chest 
Mote_left_arm attached to wrist of the left arm 
Mote_right_arm attached to wrist of the right arm 
Mote_head attached to on the top of the head 
 
A preliminary step in mapping the movement of the per-

former is the creation of a virtual spherical space around the 
body of the performer. To set initial system attributes, some 
of the principles described in Leonardo da Vinci notes to 
design his Vitruvian Man are taken into account. In his 
notes, Leonardo uses the height to deduce all the other pro-
portions of the human body, setting the genital area at the 
middle of a square circumscribing it, thereby also represent-
ing the middle point of the human body. The circle is gained 

using the distance between the navel and the feet as radius. 
The navel location is calculated through several geometrical 
steps, but essentially the navel (middle point) is calculated 
by dividing the distance between feet and straight arms 
above the head by two. 

In software terms, the mote_baricenter is considered as 
the centre of the sphere. The ray is empirically measured by 
asking the performer to assume a “calibration” position 
similar to the one shown in Figure 6. The inertial measure-
ments from Tyndall’s 25mm WIMU system can then de-
velop the performance according to the dancer’s move-
ments. 

 
Figure 6. “Celeritas Man” 

The six WIMU modules are to be deployed on the 
dancer’s body in the final wearable implementation, placed 
at the ankles, chest, and wrists as described. The suit will 
have integrated 25mm connectors placed, on flexible sub-
strates, at the specified locations. To enable reconfiguration 
and if necessary replacement of the nodes, each WIMU 
system has its own power supply, a low profile re-
chargeable lithium ion battery pack weighing approximately 
20 grams and capable of providing 740mA/hr of energy. 

   
Figure 7. Tyndall 25mm wearable WIMU system 

This configuration allows for easy replacement of nodes 
in the event of a node failure. A customised networking 
protocol connects the WIMU network with a base station. 
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IV. RF PROTOCOL DEVELOPMENT 

A. Radio Transmission Mechanism 

The platform uses the nRF2401 single chip 2.4 GHz 
transceiver from Nordic [13]. The transceiver has two active 
modes: direct and shockburst. In direct mode, the radio is 
essentially fully controlled from external hardware, while in 
shockburst mode several tasks are pushed into the radio 
hardware. This enables power saving within the system to 
reduce the frequency of replacing/recharging the batteries. 

The shockburst mode uses an on-chip FIFO to clock in 
data at possibly low data rates and transmit at a very high 
rate. By transmitting faster, the radio can quickly return to a 
power saving mode and therefore energy consumption is 
reduced. The radio packet format of the transceiver, when in 
shockburst mode, is shown in Figure 8. The packet has a 
fixed size and the transceiver automatically adds the pream-
ble and CRC fields releasing the microcontroller of these 
tasks, enabling the system to be run by a low power con-
sumption, low cost microcontroller, and enabling the micro-
controller to run at slow speed (again for power consump-
tion considerations). 

 

 
Figure 8. Shockburst mode operation of the nRF2401 

When a packet is received, the radio checks the address 
and CRC fields. If the packet is addressed to a different 
radio unit or is corrupted then it is dropped. Only undam-
aged packets addressed to the unit generate interrupts to the 
microcontroller.  

The transceiver is capable of transmitting the data at 
1Mega Bit per Second using Gaussian Minimum Shift Key-
ing (GMSK) Modulation and Demodulation, in the 2.4 GHz 
ISM radio band which is unlicensed worldwide. 

B. Body Area Network Protocol 

The data is harvested from the dancer using a master / 
slave style address driven protocol. Each of the (slave) 
nodes distributed on the dancer’s body is prescribed with a 
node address. The base station unit consists of a transceiver 
node with a UART output connected to a serial port on the 
processing PC. The processing unit (PC) is connected to the 
base station 25mm receiver node via a serial cable.  

 
Figure 9. Master/Slave Sensor Network 

On startup, a broadcast is transmitted to all slaves in the 
system, figure 9, to check for faulty nodes (due to low bat-
teries for instance), so that they can be removed from the 
system. The master transmitter unit queries the slaves se-
quentially. This unit has a dedicated sequence and can be 
placed anywhere in the dance environment. Each of the 
slaves processes this request and only the queried slave 
replies. On receipt of a valid address, the sensor node re-
plies with its most up to date valid data. Each of the other 
slaves listens to the data that is being replied and will switch 
back to their listening state when they receive the end of 
data sequence embedded in the replying slave’s data. 

The protocol is under characterisation and evaluation 
prior to deployment in the envisaged interactive dance envi-
ronment. Once the protocol is verified, the time required to 
harvest the information, from a single node, will be opti-
mised as to maximise the data throughput that can be 
achieved when requesting data from the nodes. This is a 
very important consideration for a real-time performance of 
this nature. The effect the inherent latency has on the sys-
tem is currently being analysed in preliminary field tests. 
The system latency is governed by the time taken for the 
master to retrieve the information from the body nodes. 
With four nodes connected the smallest interval between 
two data packages recorded is 15 ms which we currently 
take as our sampling rate. As typical body movements oper-
ate in the 10’s of Hz range this meets the preliminary re-
quirements of the dance scenario. 

In order to minimise this latency in the system we used a 
high speed (20MHz) crystal to operate the microcontroller 
system clock. This had the effect of noticeably speeding up 
the operation of the system despite the fact that the micro-
controller is not specified to operate with such a high fre-
quency clock 
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V. INTERACTIVE DANCE DEVELOPMENT 

Celeritas is work for digital dance/theatre, with the body 
suit under development enabling a solo dancer to effect 
surround-sound, multiple video projections, and 3-D envi-
ronments. In turn, the sonic results and processed video 
streams of the dancer influence choreographic decisions and 
kinaesthetic response, creating a dynamic three-way interac-
tion that opens up new possibilities to explore the body as 
an agent for technological transformation. The sensing sys-
tem is, in effect, an extension of the physical body into 
virtual (computer-generated) worlds. 

Thematically, various sections of Celeritas explore con-
cepts of speed and time, artistic interpretations of ideas 
suggested by experimental physics. (The speed of light in a 
vacuum is represented by the letter c from the Latin celeri-
tas – swiftness). As the Tyndall sensors (literally) report 
speed from accelerometers and gyroscopes, that data is 
mapped in software to develop temporal transformations in 
both digital audio and in the processed video stream of the 
dancer using techniques such as time delays, granular syn-
thesis, fragmentation, filters, and modulation. 

VI. DISCUSSIONS AND FUTURE WORK 

This paper presented the hardware platform developed 
for the realisation of a Body Sensor Network for digital 
dance theatre. The system being developed is based upon 
Tyndall’s 25mm Wireless Inertial Measurement Unit node. 
The characterisation tests indicate that the unit is operating 
within acceptable limits of the required specification. The 
inertial measurement system is currently being integrated to 
a network scenario using a customised network protocol at 
the University of Limerick’s Interaction Design Centre and 
will ultimately be integrated into a custom-designed wear-
able suit. The full hardware system is to be merged with 
Winkler’s software processing environment for live per-
formance, developed at Brown University. 
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The Use of Telemetry-Evoked Compound Action Potentials (TECAP)  
in Cochlear Implantation 
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Abstract— For about 20 years, Cochlear Implants have 
successfully restored hearing in postlingual deaf or helped to 
acquire auditory communication in prelingual deaf patients. 
However, only in recent years Cochlear Implant manufactur-
ers have implemented stimulating and recording protocols for 
evoked compound action potentials in order to assess auditory 
nerve function in relation to the implanted device. Along with 
the principles of stimulation and recording of TECAPs, two 
cases are presented which highlight their diagnostic value as 
well as their limitations. While the pooled data obtained from 
patients are yet too variable to serve as a predictor for individ-
ual stimulation strategies, TECAPs are highly useful in intra-
individual follow-up of patients in whom Cochlear Implant 
stimulation currents may vary even after years and who re-
quire re-adjustment according to objectively registered neural 
responses. 

Keywords— Cochlear Implant, Compound action poten-
tial, Inner Ear, Hearing, Rehabilitation 

I. INTRODUCTION  

About 30 years ago, Cochlear Implants (CIs) were devel-
oped to electrically stimulate the auditory nerve from an 
intracochlear site by means of an external speech processor 
and a subcutaneously implanted receiver unit in adult pa-
tients with profound sensory deafness. Since the first de-
vices implanted by House and co-workers were of single-
electrode design and predominantly experimental, resulting 
in mere sound perception [1], the technology had entered 
clinical routine in the mid-1980’s with further advances in 
speech coding and neural stimulation. From then on, open 
speech recognition from cochlear implants with and without 
lip reading became a more and more common outcome. 
Given these positive results in adult patients with postlin-
gual deafness, it did not take until the beginning of the 
1990’s before children who were deaf at birth or before 
language acquisition were implanted routinely [2,3]. Al-
though it is naturally difficult in children before pre-school 
age to assess hearing and speech perception, the results 
were equally encouraging, while it is now generally ac-
cepted that the earlier deafness is treated with a cochlear 
implant, the better the chances for hearing and speech ac-
quisition are. Maturing of central auditory pathways allows 
successful implantation approximately to the age of 7 to 8 

years. Nowadays, more than 60,000 cochlear implant wear-
ers live worldwide [4,5], making this modality of treating 
profoundly deaf patients of all ages a major economic factor 
in health care. 

As success rates in terms of speech acquisition and rec-
ognition rise continuously, the indication for implantation is 
expanding: Papsin [4] could show from a series of 103 chil-
dren of inner ear anomalies that only those with a cochlear 
deformity (“common cavity”) and those with a narrowing of 
the inner ear canal showed poorer speech acquisition re-
sults. However, these groups constituted only 19 of 103 
patients, therefore anatomic malformation as such cannot be 
judged as contraindication against surgery [5,6]. Also for-
mer chronic inflammatory middle ear disease, which can be 
a cause for sensory hearing loss especially in adult patients, 
is still compatible with consecutive implantation, as long as 
the former inflammatory disease is eradicated [6,7,8]. 

On the other end of the patient spectrum, cochlear im-
plantation is not exclusively reserved for patients with entire 
sensory deafness. In some cases cochlear implants can suc-
cessfully be combined with conventional hearing aids, as 
long as there is residual hearing for lower frequencies. In 
these patients, incomplete insertion of the electrode stimu-
lates basal sections of the cochlea, i.e. the upper and middle 
frequency range, while sensory hearing for lower frequen-
cies near the cochlear apex are preserved. Furthermore it 
could be shown that due to the peripheral characteristics of 
auditory pathway stimulation, directional hearing can be 
restituted by bilateral cochlear implantation [9]. However, 
given the economic impact of bilateral implantation, audi-
ologists and surgeons are required to assess the benefit of 
bilateral in contrast to unilateral implantation preoperatively 
as best as possible. 

Currently, apart from refining speech encoding strategies 
and neural stimulation patterns, efforts of manufacturers and 
researchers head towards further improvement of hearing 
quality which is not only directed to verbal communication 
but also towards recognition and even enjoyment of music 
[10]. On the other hand, surgeons address minimization of 
insertion trauma, thereby improving implantation quality 
under the aspect of maintaining vestibular function in bilat-
erally implanted patients or patients with residual hearing 
[11,12]. As the risk of bacterial meningitis is increased in 
implanted patients in relation to the healthy population for 



reasons which are yet not fully known, minimization of 
intraoperative trauma may play a key role to keep the rate of 
unwanted sequelae as low as possible [13]. 

It may be surprising, however, that visual confirmation 
under the operation microscope and the measurement of 
electrode impedances plus postoperative x-ray studies have 
been the only means of assessing cochlear implant contact 
in relation to host structures, i.e. the cochlear modiolus for 
most of the recent years. Only about 4 years ago, telemetry-
evoked compound action potentials (TECAP) were incorpo-
rated in three major manufacturers’ (Cochlear, Advanced 
Bionics and MED-EL) CI programming and testing soft-
ware [14,15]. 
 
This article focuses on the potential of TECAP registration 
intraoperatively and postoperatively and their relevance for 
intraoperative CI function assessment and postoperative 
follow-up, especially in children. 

II. PATIENTS, MATERIAL AND METHODS 

TECAP measurements are performed using individual 
hardware and software material provided by three Cochlear 
Implant manufacturers. These are 

Cochlear Inc., Lane Cove, Australia (product name “Nu-
cleus”, TECAPs referred to as “Neural Response Teleme-
try” (NRT)) 

Advanced Bionics Inc., Sylmar CA, USA, (product name 
“Clarion”, TECAPs referred to as “Neural Response Imag-
ing” (NRI)) 

MED-EL GmbH, Innsbruck, Austria (product name 
“Pulsar”, TECAPs referred to as “Auditory Response Te-
lemetry” (ART)). 

Given the individual hardware layout and stimulation / 
measurement strategies, stimulation values are expressed in 
individual “current units”. As these units are chosen arbi-
trarily by each manufacturer, the amplitudes of the respond-
ing signal [μV] cannot be compared between implant prod-
ucts of different manufacturers. 

The outline of a principal circuit diagram for measuring 
TECAPs is given in Fig. 1. Although the number of elec-
trode contacts placed along the silicone sheath varies be-
tween 16 and 27, depending on the manufacturer, the stimu-
lating and the recording electrode are generally chosen over 
a distance of two, thereby achieving a compromise between 
localization specificity and the ability to elicit a suitable 
signal from the stimulus (Fig. 2). 

 
Fig. 1: Principal circuit diagram for measuring TECAPs (MED-EL Pulsar 

CI 100, MED-EL, Innsbruck, Austria) 

 
Fig. 2: Spread between stimulating and recording signal over a distance of 
two electrode contacts (default setting) (Advanced Bionics Inc., Sylmar, 

CA, USA). “Apex” and “Base” refer to the position of electrode contacts in 
relation to the widest part of the human cochlea (Base), which represents 
high frequency perception, whereas the narrowest part (Apex) represents 

low frequencies 

 
Fig. 3: Summation of stimulus potential and evoked compound action 

potential (ECAP) of the auditory nerve 

Due to the magnitude of the stimulus (Fig.3), various filter-
ing strategies (e.g. forward masking) are applied to elicit the 
evoked compound action potential (ECAP) of the auditory 
nerve. In Fig. 4a and 4b, two typical response curves are 
shown which are based on two different stimulation strate-
gies provided by one manufacturer (Cochlear Inc.). 
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Fig. 4a: TECAP response curve resulting from 2 passes of 16 samples 
each; amplitude resolution 20μV (Nucleus “3” System, Cochlear Inc.) 

 
Fig. 4b: TECAP response curve, 1 pass with 64 samples; amplitude resolu-

tion 1μV (Nucleus “Freedom” System, Cochlear Inc.) 

With the TECAP hardware and software setup provided by 
above mentioned manufacturers, we were able to examine 
37 patients over 24 months intraoperatively and postopera-
tively. 20/37 patients received a Cochlear Implant unilater-
ally, while 14/37 patients received a second Cochlear Im-
plant contralaterally after having been implanted 
monaurally in an earlier operation. 3/37 patients were im-
planted bilaterally in one operation, due to acute deafness 
following bacterial meningitis (2/37) or Usher’s syndrome 
(hereditary degeneration of the inner ear hair cells and the 
retina). 14/37 patients were children who suffered from 
prelingual deafness. 

III. RESULTS  

Following successful Cochlear Implantation, measuring 
electric impedance values plus registration of TECAPs for 
all electrodes requires 20 to 25 minutes. Regular TECAP 
responses could be elicited intraoperatively in 35/37 pa-
tients (94.6%). Fig. 5 shows a typical diagram representing 
growth function of TECAP responses with increasing 
stimulation currents. 

 
Fig. 5: Normal TECAP response curves (left) and growth function diagram 
(right). (Stimulating electrode #11, recording electrode #9) (Clarion HiRes 

90K, Advanced Bionics Inc.) 

 
Fig. 6: No TECAP response from electrode #11 (recording electrode #9). 

Cochlear Implant model and manufacturer as above (Case 1) 

 
Fig. 7: Change of NRI-levels (intraoperatively, 4 and 12 weeks postopera-

tively) and M-levels (1, 4 weeks and 12 months postoperatively) with 
electrode #11 switched off (Case 1) 
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A. Case 1: 

A 12-year-old boy (Z.K.) with gradually progressive sen-
sory hearing loss and subsequent perilingual deafness had 
been implanted unilaterally at 6 years of age. Due to Co-
chlear Implant failure following trauma to the temporal and 
parietal bone, the Implant was exchanged at 12 years of age. 
Intraoperative TECAP recording revealed no response from 
electrode #11 (recording electrode #9) (Fig.6). All other 
electrodes, however, showed regular responses. Although 
the electrode was moved slightly following first TECAP 
registration during the operation, the result remained the 
same in intraoperative re-testing. When his Cochlear Im-
plant was adjusted, M- and T-levels were markedly reduced 
in comparison to the other electrodes, which resulted in an 
unfavorable stimulation result by the Implant as a whole. 
Consequently, this individual electrode was switched off, 
which resulted in regular hearing rehabilitation with no 
further unwanted effects (Fig. 7). 

 

B. Case 2: 

A 7-year-old girl with prelingual deafness was implanted 
with a “Clarion Hi-Focus CII” Cochlear Implant at 4 years 
of age. 3 years past implantation, she sowed an uneventful 
course, with pure tone hearing thresholds (CI-aided) of 30-
40dB and a speech audiogram (Goettinger I) with a word 
recognition score of 75% at 70dB. M-levels had been stable 
over 3 years. No individual adjustments had to be made to 
stimulation mapping and she was comfortable wearing the 
speech processor all day. About 3 months after her last 
follow-up, the child complained during an emergency con-
sultation that even with minimum volume setting (50%), 
sound perception was far too loud and speech recognition 
was severely reduced. Consequently, she refused to wear 
the device any longer. Individual stimulation mapping re-
vealed that her M-levels were reduced to 25-35% of the 
original values. Impedance values showed no change. How-
ever, TECAP values confirmed increased response levels 
for basal and medial electrodes (Fig. 8a and b). With new 
stimulation mapping, volume was adjusted to comfortable 
levels and speech perception could be restored to former 
values. 

 
Fig. 8a: Minor change of TECAP values for (apical) electrode #6 over 3 

months (Case 2) 

 
Fig. 8b: Marked increase of TECAP responses for (basal) electrode #11 

over 3 months (Case 2) 

IV. DISCUSSION  

From the individual setup concerning implant hardware 
and stimulation strategies provided by each manufacturer, 
stimulation currents and TECAP response amplitudes can 
only be compared intraindividually and, within limits, be-
tween patients fitted with the same type and series of Co-
chlear Implant. However, bearing these restraints in mind, it 
can be shown that TECAPs are a valuable tool in assessing 
not only Cochlear Implant function intraoperatively, but 
also the auditory nerve’s ability to respond to external elec-
tric stimulation. Furthermore, the current threshold levels 
for TECAP responses can be quantified. The key question, 
however, is whether these current levels correspond to the 
current levels of hearing threshold (T-level) and of maxi-
mum volume (M-level) which are expressed by the patient 
when the Cochlear Implant is fine tuned individually about 
four weeks past implantation. From earlier reports given by 
a multicenter study [14] and by Dillier and co-workers [15] 
it is known that the current levels that are used to elicit 
TECAPs intraoperatively correspond to current levels that 
lie within the range between later T- and M-levels to about 
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75 to 90%. 
On the other hand, missing TECAP potentials during im-

plantation do not indicate implant failure or cochlear nerve 
dysfunction. Although in one of two cases, the electrode 
position was checked additionally by an intraoperative CT 
scan, both implant electrodes showed no abnormalities 
during insertion and normal electric impedance values. In 
both cases, individual hearing rehabilitation showed a nor-
mal and uneventful course. 

As we could show, TECAP levels themselves do show a 
certain shift especially during the first four weeks following 
implantation, which levels off during the following months. 
Thus, especially in children who are implanted due to 
prelingual deafness and are yet too young to express com-
fort or discomfort in hearing adequately, TECAP registra-
tion is extremely useful to assess changes in individual 
stimulation levels in an objective and reproducible manner. 
As it could be shown, not only TECAP levels but also M- 
and T- values can change without apparent reason even 
years after CI usage. Therefore, TECAPs can help to assess 
neural stimulation levels objectively. The ability to quantify 
threshold levels will also serve further branches of research, 
e.g. drug delivery devices incorporated in Cochlear Implant 
electrodes, by which means neurotrophic factors are applied 
next to the modiolus [16]. By branching of the cochlear 
nerve towards the electrode, a gradual reduction in current 
levels for hearing is postulated which could be assessed by 
TECAP follow-up. 

V. CONCLUSION 

TECAP registration is already a reliable tool which objec-
tively assesses auditory nerve response to electric stimula-
tion by Cochlear Implants during follow-up, especially in 
those patients who are unable to communicate verbally on 
their individual sound and speech perception. 

With further advances in stimulation and registration 
strategies plus the acquisition of more data, it is likely that 
TECAP patterns are identified which may serve as a predic-
tive tool for individual hearing levels in Cochlear Implant 
patients. As yet, however, the data available up to present 
are too variable to allow any individual prognosis. 
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Abstract—  The BASUMA (Body Area System for Ubiqui-
tous Multimedia Applications) body sensor network will con-
sist of several wearable or handheld wireless medical sensors
and a PDA like base station. The sensors, designed in a way to
minimize disturbance of the patient’s everyday life, will record
important diagnostic parameters which are analysed on the
base station. This will allow a continuous monitoring of the
patient’s state of health outside the hospital. Sensors were
developed for the measurement of electrocardiograms (ECGs),
air and blood content of the thorax (thoracic impedance), body
temperature, breathing rate and cough control, blood pres-
sure, pulse rate, oxygen saturation, lung functions, reactive
oxygen species (ROS) (exhaled H2O2), and lactate in breath
condensate.

Keywords—  point of care diagnostics, biosensor

I. INTRODUCTION

BASUMA (Body Area System for Ubiquitous Multime-
dia Applications) [1] shall offer patients a continuous moni-
toring of their state of health outside the hospital. For this
purpose, wearable or handheld wireless medical sensors
record important diagnostic parameters which are analysed
on a PDA like base station. All sensors will be designed in a
way to minimize disturbance of the patient’s everyday life.

In contrast to traditional telemedical systems where the
raw data are sent to a medical centre for processing, this
approach skips time-consuming data transfers in order to
give real-time recommendations to the patient. In the
BASUMA concept, a medical centre is alarmed via the
mobile network in case of a critical condition.

The BASUMA platform is designed in such a way that
different non-invasive sensors can be combined to meet the
individual patient’s needs without changing the basic set-up.

In addition to established devices, sensors were devel-
oped to measure the following parameters:
• Electrocardiogram (ECG)
• Air and blood content of the thorax (thoracic imped-

ance)

• Body temperature
• Breathing rate and cough control
• Blood pressure
• Pulse rate, oxygen saturation
• Lung functions
• Reactive oxygen species (ROS) (exhaled H2O2)
• Lactate in breath condensate

II. THE BASUMA SYSTEM

The BASUMA approach requires low-power systems on
the body, new radio standards, easy-to-use sensors and
intelligent software for pre-analyses. All known technical
standards for point-of-care sensors, data collection, radio
transfer and analysis were verified for BASUMA usability.

Patient-device interactions should be enabled by touch
screen and/or phonetic input.

We developed and tested demonstration units for pho-
netic input and output for the patient-machine interaction. A
simple diary and a schedule for medicine intake and control
of diagnostic parameters were designed.

To enable wireless communication we used the IEEE
802.15.4/ZigBee compliant Philips AquisGrain platform
shown in Fig. 1 [2].

Fig. 1 IEEE802.15.4/ZigBee-based AquisGrain platform used to realize
the wireless sensors and USB gateway



III. CONTINUOUS CUFF-LESS BLOOD PRESSURE

Traditional blood pressure devices are mainly based on a
sphygmo-manometric occlusive arm-cuff, which is clumsy,
uncomfortable and allows only for intermittent measure-
ments at intervals of several minutes.

An alternative way is to infer the arterial blood pressure
using the pulse wave velocity methodology. This can be
done by using a wireless sensor configuration with an elec-
trocardiogram (ECG) derived with a textile belt from the
waist as the proximal signal and a photoplethysmogram
(PPG) measured at the ear [3, 4]. With this set-up we can
measure the pulse arrival time (PAT) which is defined as
the time delay between the R peak of the QRS wave from
the ECG and the arrival of the arterial pulse wave at the
periphery, i.e. the PPG. We demonstrated that with the
wireless body sensors depicted in Fig. 2 the systolic blood
pressure can then be estimated from the PAT with an accu-
racy of 6.9 mmHg (root mean square error) at beat level.

Both the ECG and the PPG signal have been sampled at
200 Hz with a 10-bit resolution. The algorithms perform the
extraction of signal features with sub sample time precision
thanks to an interpolation scheme to ensure a relative preci-
sion of about 1% of the PAT values. To realize the wireless
sensors we integrated the Philips AquisGrain sensor plat-
form into the ECG and PPG front ends.

Fig. 2 Wireless ECG belt (top) and PPG ear sensor (bottom)

IV. THORACIC IMPEDANCE

The thoracic impedance is one possibility to measure a
signal proportional to the respiratory movement. Traditional
tracings with a thoracic belt need a couple of electrodes and
have a high energy consumption.

The new BASUMA solution is a 4-electrode system with
a recently developed amplifier. Placed on the left thorax in
the front and at the back the system enables a continuous

tracing of the breath movements. The goal parameters are
breathing rate and trend of tidal volume.
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Fig. 3 Tracing of thoracic impedance

The impedance gives a robust signal not susceptible to
disturbances (Fig. 3). The energy consumption is very low.
The electrodes may also be used for ECG in a time splitting
manner.

V. COUGH SENSOR

Fig. 4 Microphone capsule on male test person

The continuous monitoring of cough attacks and irritative
coughs is a common problem in clinical medicine. The
subjective counting of coughs is not valid. Cough attacks
may be monitored by using a specially designed micro-
phone (Fig. 4, 5) for the detection of lung sounds and tho-
racic noises (Fig. 6).

Fig. 5 Development steps of microphones

During a continuous monitoring of breath functions un-
der everyday life conditions the problem remains to identify
and exclude interferences with speaking and extraneous
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noises. Nevertheless a robust counting of coughs in the
signal obtained is possible.

Fig. 6 Cough Sound, y-scale 200, 400, …, 3800 Hz

VI. LACTATE BIOSENSOR

BST Bio Sensor Technologie GmbH and Philips Re-
search have developed a prototype of a hand-held device
that allows the determination of the lactate concentration by
only one exhalation [5].

The device is based on an electrochemical biosensor and
works according to the following functional principle: A
ceramic-based lactate biosensor with a condensation area is
cooled by a peltier element. Exhalation on the biosensor
results in the collection of one drop of breath condensate.
Catalyzed by lactate oxidase lactate is metabolised and
hydrogen peroxide is produced, which is detected by the
electrode system. Fig. 7 shows the experimental set-up and
Fig. 8 the resulting curve of the measured current which is
used to determine the lactate concentration.

Fig. 7 Experimental set-up for lactate measurement

By means of AquisGrain, the handheld device wirelessly
connects to the BASUMA body sensor network for further
processing of the measured lactate concentration.
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Fig. 8 Example for the lactate measurement: a current – time curve

VII. HYDROGEN PEROXIDE SENSOR

Hydrogen Peroxide (H2O2) can be measured electro-
chemically either by oxidation to oxygen (O2) or by reduc-
tion to water (H2O).

An exhaled H2O2 sensor suitable for the BASUMA sys-
tem has to be very sensitive (0 – 1000 nmol l-1 H2O2 for
breast cancer patients, 500 – 1000 nmol l-1 H2O2 for COPD
patients) and require very small sample volumes.

A. Principle 1: H2O2 Oxidation

H2O2 can easily be oxidized at a platinum electrode. An
electrode similar to that for lactate detection was used for
this purpose. This electrode consists of a special condensa-
tion surface to collect the sample, a platinum working elec-
trode and a suitable reference electrode (Fig. 9).

Fig. 9 Scheme for the H2O2/Lactate sensor

To measure the exhaled H2O2, the patient breathes onto
the condensation surface, where the breath is cooled down
to 15°C. A drop of about 2 μl breath condensate is formed

Cough Sounds Artefacts
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and drops down to the electrodes where the H2O2 is meas-
ured.

To minimize interfering capacitive currents, the H2O2
oxidation is measured via differential pulse amperometry
(DPA). With this method, the capacitive current can be
minimized in a first pulse and the oxidation current meas-
ured in a second pulse. The pulse parameters for the DPA
measurement were optimized so that the oxidation current
depends linearly on H2O2 concentration.

Fig. 10 shows the dependency of the oxidation current on
the H2O2 concentration. The linear range extends from 8 to
250 nmol l-1 (Fig. 10, insert) with saturation above
250 nmol l-1.
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Fig. 10 Concentration dependency for an H2O2 oxidizing sensor

While this method is very sensitive and works with small
sample volumes, the measuring range is yet too small.

B. Principle 2: H2O2 Reduction

Fig. 11 Principle of a redox-mediated peroxidase biosensor

A wider measuring range can be achieved with an H2O2
reducing sensor. A peroxidase biosensor is such an H2O2

reducing sensor. An established approach to build a peroxi-
dase biosensor is to immobilize horseradish peroxidase
(HRP) together with a redox mediator on an electrode sur-
face. H2O2 is then reduced by the enzyme to H2O. Subse-
quently the enzyme is reduced by the mediator which then
is recycled at the electrode (Fig. 11).This principle was also
applied for the H2O2 sensor used for the clinical trial.

By changing the measurement set-up a 40 fold decrease
of the required sample volume to 12.5 µl is achieved. The
linear range (50 to 2000 nmol l-1) is much wider than for the
oxidizing sensor (Fig. 12) but with a limit of detection of
50 nmol l-1 the HRP sensor is less sensitive.
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Fig. 12 Concentration dependency for a H2O2 reducing sensor

VIII. CLINICAL TRIAL

In this project, H2O2 and lactate sensors are tested for
their suitability for patients suffering from
• chronic obstructive pulmonary disease (COPD)
• breast cancer, undergoing chemotherapy

In order to validate the selected diagnostic parameters for
a certain group of patients, they have been compared to
traditional methods in a clinical trial. As all sensors in the
BASUMA system are non-invasive, the available parame-
ters might be very different from the traditional ones.

The progress of chemotherapy is monitored by the course
of the number of neutrophilic granulocytes. Being phago-
cytes, neutrophiles have the enzyme NADPH oxidase,
which is producing large amounts of superoxide radicals by
transferring one electron from cytosolic NADPH to an ex-
tra-cytosolic oxygen molecule. Superoxide radicals have a
very short life-time and are converted quickly into other
reactive oxygen species (ROS), e.g. hydrogen peroxide
(H2O2). Thus, H2O2 serves as an important indicator mole-

H2O2
H2O

Electrode

Mox
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cule for ROS, since it is a common intermediate in the de-
cay of the oxygen radicals.

Therefore the H2O2 concentration in the exhaled breath
can be a parameter for the activity of neutrophilic granulo-
cytes in the proximity of the lungs, as was shown for lung-
cancer patients [6].

Lactate is often used as a marker of anaerobic metabo-
lism [7]. A high lactate concentration thus indicates distur-
bances in the oxygen metabolism.

In a first clinical trial we studied exhaled H2O2 and/or
lactate as non-invasive parameters to monitor the chemo-
therapy of breast cancer patients.

This trial was carried out at the interdisciplinary breast
center (IBZ) at the Charité clinic in Berlin-Mitte. As the
BASUMA system and its sensors are still under develop-
ment, commercially available sensors were adapted for this
study and used in the clinic.

Breath condensate and blood samples were taken weekly
from 18 voluntary patients. The H2O2 and lactate concentra-
tions of the breath condensate and the lactate concentration
of the blood were determined on site. A standard differential
blood count was done of blood taken on the same day.

A. Breath Condensate

To collect the breath condensate, an EcoScreen®(FILT
GmbH, Germany) device was used. The patients breathed
into a mouth piece for two to fourteen minutes until a total
volume of 100 l was reached. The breath was cooled down
in a tube to give a total volume of 0.5 to 2 ml of condensate.

B. H2O2 Measurement

An EcoCheck® (FILT GmbH, Germany) measuring sys-
tem was used for H2O2 determination. An amperometric
peroxidase biosensor was inserted into the system. 400 to
500 μl of breath condensate were mixed thoroughly with an
equal volume of dilution buffer within minutes after collec-
tion and injected into the sample channel. The measurement
was started immediately.

C. Lactate Measurement

Two LactatProfi® (ABT GmbH, Germany) devices were
used. One device was used with the standard buffer, biosen-
sor and calibration solution for the measurement in blood.
For the measurement in breath condensate buffer, biosensor
and calibration solution were adapted. 50 to 100 μl of breath
condensate were mixed thoroughly with an equal volume of
dilution buffer prior to measuring. The actual lactate con-
centration was calculated considering the dilution and dif-
ference in calibration solution.

D. Results

First evaluations show that the hydrogen peroxide con-
centration in breath condensate before chemotherapy is
200 ± 130 nmol l-1. The high scatter suggests that this value
is patient specific. The different concentrations given in
literature for healthy people, e.g. 569 ± 30 nmol l-1 [8] or
310 nmol l-1 [9], support this assumption.

Though the starting point for each patient differs, the
H2O2 concentration clearly varies over the course of the
chemotherapy.
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Fig. 13 Comparison of H2O2 in breath condensate and neutrophiles in
blood for patient A, vertical lines indicate beginning of new cycle

Fig. 13 shows an example for a comparison of the H2O2
concentration in breath condensate and the amount of neu-
trophilic granulocytes in blood for one patient. Over the first
four cycles both H2O2 concentration and amount of neutro-
philes go down during the cycle and up before the following
drug infusion. A cycle is characterized by a three-week
period and one dose of chemotherapy on the first day.

According to first evaluations the progress of the chemo-
therapy is not reflected as exactly by the exhaled H2O2 as by
the amount of neutrophiles. But a much smaller time span
between measurements, which will be possible with the
BASUMA system, should compensate for this lack of accu-
racy.

The lactate concentration in the breath condensate does
not seem to correlate with the lactate concentration in blood
(data not shown). A comparison of the lactate concentration
in breath condensate with the amount of neutrophilic granu-
locytes showed a parallel curve over a maximum of three
cycles (Fig. 14).

Whether lactate is an indicator for other symptoms that
are not related to the change of the amount of neutrophiles,
has not yet been elucidated.
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Fig. 14 Comparison of lactate in breath condensate and neutrophiles in
blood for patient B, vertical lines indicate beginning of new cycle

IX. CONCLUSIONS

The components of the BASUMA system are ready to
use in single-sensor systems. The usefulness of a cough
sensor with a microphone, the thoracic impedance, ECG,
blood-pressure, oxygen saturation as on-line measurements
is proven. Off-line measurements of H2O2 and lactate in
exhaled air, e.g. breath condensate, are possible and give
additional information about the state of health of the pa-
tient.

It seems possible to give valid information by long-term
measurements of simple parameters.

In the case of chemotherapy for breast cancer patients it
has not yet been elucidated if the BASUMA system can
replace weekly blood counts. A continuous monitoring of
their state of health will help improve the patients’ comfort
and adaptation of medication.

The daily and/or weekly trend of the number of cough-
attacks, the blood pressure or thoracic impedance does not
need an absolute calibration of the sensors. For a direct
intervention or a call to a medical center a deviation of a
pre-set value is sufficient.

Therefore, handling of the sensors is very simple both for
patients and doctors. Calibrations and standardized meas-
urements (e.g. standard ECG tracings) are for the most part
not necessary.

The cough sensor using special isolated microphones is
robust and simple compared to the so-called “lung-sound
analyses” in use at present.
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Reflective Photoplethysmograph Earpiece Sensor for 
Ubiquitous Heart Rate Monitoring 

L. Wang, B. Lo and G. Z. Yang 

Department of Computing, Imperial College London, London, United Kingdom SW7 2RH 

Abstract—  This paper addresses the design considerations 
of a novel earpiece photoplethymograph (PPG) sensor and its 
in-situ evaluation results.  The device is encapsulated with 
multiple LEDs and photodiodes based on a reflective PPG 
design.  A compact and low power circuitry was developed for 
signal control and conditioning.  PPG signals with an averaged 
a.c./d.c. ratio of 0.001-0.01 and 10% relative strength (com-
pared to finger-based approach) were recorded from the supe-
rior and posterior auricular skins.  PPG signal integrity and 
heart rate detection accuracy were evaluated and the results 
showed that with adequate optical shielding and motion can-
cellation, the device could reliably detect heart rate both dur-
ing rest and moderate exercise. The proposed sensor design is 
low power, easy to wear compared to conventional earlobe 
PPG devices. 

Keywords— Wearable sensors, photoplethysmograph 
(PPG), heart-rate monitoring, earpiece, body sensor networks 

I. INTRODUCTION  

Continuous and non-intrusive monitoring of cardiovascu-
lar function is essential for the future development of perva-
sive healthcare [1].  Although extensive measurement of 
biomechanical and biochemical information is available in 
almost all clinical settings, the diagnostic and monitoring 
utility is generally limited to the brief time points and per-
haps unrepresentative physiological states such as supine 
and sedated, or artificially introduced exercise tests.  Tran-
sient abnormalities, in this case, cannot always be captured.  
Many cardiac diseases are associated with episodic rather 
than continuous abnormalities.  These abnormalities are 
important but their timing cannot be predicted and much 
time and effort is wasted in trying to capture an “episode” 
with controlled monitoring.  Important and even-life threat-
ening disorders can go undetected because they occur only 
infrequently and may never be recorded objectively. 

Thus far, a range of ECG monitoring devices that permits 
the continuous recording of heart-rate variability has been 
proposed.  These include digital Holter devices for captur-
ing arrhythmogenic events and chest-strip type devices for 
professional sports and exercise [2].  Photoplethysmograph 
(PPG) devices have received significant attention in recent 
years due to their ease of being integrated with wearable, 

pervasive sensing devices.  PPG is based on the detection of 
subcutaneous blood perfusion by shining lights through a 
capillary bed.  As arterial pulsations fill the capillary bed, 
the volumetric changes of the blood vessels modify the 
absorption, reflection or scattering of the incident lights, so 
the resultant reflective/transmittal lights could indicate the 
timing of the cardiovascular events, such as heart rate.  The 
PPG sensor requires at least one light source (usually infra-
red) and one photo detector in its close proximity [3].  PPG 
sensors are commonly worn on fingers because of the high-
est signal strength that can be achieved [4].  This configura-
tion, however, is not suitable for pervasive sensing as most 
daily activities involve the use of fingers. 

Different positioning of the PPG sensors has been ex-
plored extensively in recent years.  This includes body loca-
tions such as ring finger [5], wrist [6], brachia [7], belly [8] 
and esophageal [9].  For commercial clinical PPG sensors, it 
is also common to use earlobe and forehead [10] as the 
anatomical regions of interest.  An ear-clip can cause pain if 
it is used over a long period of time, and neither approach is 
suitable for pervasive sensing applications.  The purpose of 
this paper is to explore a reflective PPG sensor design that 
can be integrated with the ear-worn activity recognition (e-
AR) platform.  The device is small, discreet to wear, and 
thus is suitable for long-term pervasive monitoring. 

II. MATERIAL AND METHOD 

The basic structure of the PPG sensor is illustrated in Fig. 
1.  The optical components used include LEDs DLED-
660/905, DLED 660/940 from UDT® and PDI-E835 from 
API®, and photodiodes PIN-4.0, PIN-8.0 from UDT® and 
BPW34F (with daylight filter) from Siemens®.  The active 
areas of these photodiodes were 4, 8 and 7 mm2, respec-
tively.  For the dual-light LED components, only the infra-
red light channel was used in our experiments.  There are 
two sensing planes for the e-AR PPG sensor, which are 
perpendicular to each other as shown in Fig. 1(a).  To assess 
the relative signal strength from the proposed sensor, a 
standard patch sensor was also constructed by using the 
same optical components.  The distances between the LEDs 
and the correlated photodiodes were in a range of 8-12 mm 
[11].  Both sensors were equipped with multiple LEDs and 



photodiodes, operating by reflective lights [12, 13].  For 
optical shielding, all components were recessed into the 
base at 1 mm depth, and the adjacent components were 
bridged with opaque medium.  The bases of both sensors 
were painted black to prevent multiple scatterings. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                
Fig. 1  LED and photodiode components were encapsulated into (a) an e-
AR sensor and (b) a patch, forming the reflectance earpiece PPG and patch 
PPG sensors.  Optical shunt was avoided by a recessed design and careful 
component layout.  For the e-AR sensor, the photodiodes I, II and III 
formed the reception channels 1, 2 and 3, correspondently.  Reception 
channel 1 uses the daylight filter photodiode.  When worn, the e-AR sensor 
has two perpendicular optical sensing planes, one being parallel to the 
temporal scalp (reception channel 1), another being vertical to the temporal 
scalp (reception channels 2 and 3). 

The control circuit for the PPG sensors was based on the 
design of Zhang et al. [14].  In this study, one current regu-
lator diode (SST50x from Vishay®) was in series with one 
LED and there were 7 current regulator diodes in total for 
different current requirements.  The photodiode output cur-
rents were fed into the differential trans-impedance amplifi-
ers (OP297s from Analog®).  A rail-to-rail amplifier 
(LT1491 from Linear®) was used for different gain levels.  
A LM2664 from National Semiconductor® was used to 
provide +/-3 V power supplies for OP297s.  The circuit had 
three amplification channels for simultaneous receptions, 
and the power consumption was approximately 6 mW per 
channel.  For in-situ experiments, a DAQ device (USB-
6009 from National Instruments®) was used to acquire data 
into a PC, at a sample rate of 1KSps per channel.  Data 
processing and visualization were completed off-line using 
the same PC.  For performance comparison of the proposed 
e-AR PPG sensor, a bed-side pulse oximeter (OxiMax N-
560 from Nellcor®) with finger/earlobe/forehead sensor 
probes was used. 

The earpiece and the patch PPG sensors were tested in-
situ with 10 healthy subjects (age between 23-35, 6 males, 4 
females).  Fig. 2 indicates the locations of the e-AR PPG 
sensor and the patch sensor used for the experiment.  The 
chosen locations have rich vascularity (i.e. superficial tem-

poral and posterior auricular arteries/veins and adjunct cap-
illaries) and thin epidermal layer with less skin pigmenta-
tions – this is advantageous because the total optical 
absorption of the epidermis depends primarily on the mela-
nin absorptions [15].  The infrared lights therefore could 
reach the subcutaneous blood vessels with less attenuation.  
For all experiments, one of the Nellcor PPG sensors was 
attached to the subject and the analogue output from the 
Nellcor device was used as the reference signal throughout 
the experiments.  The experiments conducted include the 
following two protocols: 

1) PPG sensing when the subjects are still.  Different 
LED driving currents were used in this protocol and the raw 
PPG signals were down-sampled (decimation) to be 50 Sps 
per channel, prior to baseline (d.c.) detection and band-pass 
filtering with a pass-band being 0.5Hz-4Hz.  The processed 
signal was visualized and the averaged pulsatile portion of 
the processed signal (a.c.) was estimated.  This is to evalu-
ate the accuracy of the PPG signal at different sensor loca-
tions.  The corresponding results are summarised in Fig. 3 
and Table 1. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Earpiece and patch PPG sensors were placed at different auricular 
regions and the forehead.  For ambient light shielding, an opaque medium 
was used to cover the earpiece sensor / the auricular region.  All locations 
were indicated with sensors here, but for every experiment, there was only 
one sensor to be worn. 

2) PPG sensing during a sequence of activities.  This is 
to assess the accuracy of the PPG sensor during general 
daily activities (standing, walking, and sitting) and then 
walking on a treadmill at a moderate speed (from 4 km/h to 
7 km/h back to 4 km/h).  A complete circuit lasted approxi-
mate 20 minutes and each activity was time-stamped.  A 
moving FFT (Hanning-windowed, window length 20 sec-
onds) was used to calculate the PPG signal spectrum density 
(amplitude) and the heart rate [3].  For assessing the accu-
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racy of the heart rate detection algorithm, a heart rate spec-
trum fidelity index fHRS was introduced.  This is defined as 
the ratio of the interested frequency spectrum density over 
the full-spectrum strength.  This index has a positive value 
between 0 and 1, i.e. for single-frequency sine wave fHRS = 
1; and for white noise fHRS equals to the ratio of the inter-
ested frequency span over half sampling rate.  With this 
experiment protocol, it is possible to evaluate the effects of 
motion artifact on heart rate detection [16].  The effect of 
multiple LEDs/photodiodes arrangements was also assessed 
and the results are summarised in Figs. 4-6 and Table 1. 

III. RESULT 

The e-AR PPG sensor was found to be comfortable to 
wear by all subjects.  Fig. 3 demonstrates two typical PPG 
signals detected from the mastoid process and the super 
temporal region, respectively.  LED driving currents be-
tween 4-8 mA were applied and no clear PPG signal-to-
noise ratio variations were observed within this current 
range.  For the e-AR sensor the experiment confirmed that 
the reception channel 1 (with the daylight filter photodiode) 
did not show noticeable difference comparing to the other 
two reception channels. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3 Two PPG signal episodes detected from a subject in still position, 
using patch sensor (a) and earpiece sensor (b).  PPG signals were clean and 
the dicrotic wave was visible.  LED driving currents were 4 mA.  For fHRS 
calculations, the interested frequency span was set to be 0.2 Hz.  The fHRS 
values implied that half of the frequency spectrum energy was within 94-
106 BPM frequency band for signal episode (a), and within 89-101 BPM 
frequency band for signal episode (b). 

It was found that the PPG signal deteriorated from all lo-
cations during subject movement.  This is mainly due to the 
relative displacements between the capillaries and the e-AR 
sensor.  To demonstrate this effect, a frequency domain 
result using windowed-FFTs was displayed in Fig. 4.  This 
subject was walking at a treadmill speed of 5.5 km/h with a 
corresponding pace of 115 steps per minute.  From Fig. 4, it 
is evident that there are clearly two spectrum peaks from e-
AR channel 2 (when LEDs were switched on) and the refer-
ence channel.  In this case, the first peak corresponds to step 
frequency whereas the second peak corresponds to the real 
heart rate at 150 BPM (left-column plots), 155 BPM (mid-
dle-column plots) and 160 BPM (right-column plots), re-
spectively.  It can be seen that e-AR channel 1, when LEDs 
were switched on, is dominated by motion spectrum, sug-
gesting its susceptibility to motion artifacts. 

Fig. 4 Relative spectrum density plots from the e-AR channel 1 (the first 
two rows); the e-AR channel 2 (the third and fourth rows); with LEDs on 
and off, respectively; and the reference channel (the bottom-raw plots).  
The LEDs were steered to be on (8 mA driving current) and off with a 25% 
duty circle.  Each plot was derived from a 20-second PPG signal episode. 

When the LEDs were switched off, the outputs from the 
photodiodes were dominated by the motion artifact.  This is 
because, there are induced currents to the photodiodes due 
to residual ambient lights and the practical difficulties of 
achieving ‘perfect’ optical shielding.  The induced currents 
vary according to the relative displacement/angle changes of 
the photodiodes, which are caused by the subject’s 
movements.  This was demonstrated in the first and the 
third rows of the Fig. 4, where a single step frequency 
spectrum peak from both reception channels was recorded 
in every frequency domain plot. 
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Experiments with Protocol (2) showed the 
aforementioned frequency-domain patterns existed during 
most of the activities.  An automatic motion cancellation 
algorithm was designated to remove the motion artifacts.  
This algorithm first determines the step frequency using the 
induced current readings from the reception channels, and 
then removes the step frequency band from the reception 
channel outputs when LEDs were switched on – this was 
achieved by using a notch filtering within the step 
frequency span (0.2 Hz, or ±6 BPM).  The remaining 
spectrum peak therefore represents the heart rate frequency 
peak.  Heart rate curves calculated from 3 subjects using 
this motion cancellation method were illustrated in Fig. 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

Fig. 5 Heart rate curves from 3 subjects after the motion cancellation 
method applied to the motion dataset.  For standing and recovery stages 
there is no motion cancellation.  Solid lines represented the Nellcor refer-
ence results.  Dash lines represented results from the earpiece sensor.  
Different activities were time-stamped. 

The heart rate curves shown in Fig. 5 matched well with 
the reference source for more than 80% of the overall moni-
toring duration.  However, there were several detection 
errors.  Possible reasons were, 1) subject’s heart rate was 
close to his / her step frequency so the heart rate spectrum 
peak was removed by the motion cancellation algorithm. 2) 
temporary optical shielding problems. 

Fig. 6 shows the dynamic fHRS values from the e-AR PPG 
sensor when all 3 simultaneous reception channels were 
activated.  For this experiment, the e-AR channel 1 
achieved better heart rate signal fidelity than other two 
channels for most of the monitoring time.  However, repeti-
tive experiments from different subjects showed that the 
best-performed channel was not always Channel 1, i.e. for 
some experimental runs the Channel 2 or Channel 3 had a 
higher overall fHRS value.  This variation was because of the 

different shapes of the subjects’ ears and the non-identical 
sensor treatments each time.  In practice, the channel selec-
tion was completed during the calibration stage, i.e. all 
reception channels should be initially enabled, and then the 
less effective channel(s) were disabled after fidelity com-
parisons.  In this way the power consumptions of the overall 
system were reduced as well. 

Table 1 summarises all the experiment results.  Results 
from anterior and posterior auricular regions were similar so 
only mastoid process result was presented.  The first row 
represented the PPG signal ratio (a.c./d.c.) due to absorption 
in pulsatile blood (a.c.) vs. absorption in total tissue (d.c).  
The second row represented the relative strength of the 
pulsatile PPG.  The finger and forehead results matched in 
range with literatures.  Compared to the finger the PPG 
signals detected from the auricular skins were expected to 
be 1/10th in strength.  Rows 3-5 compared the fHRS values 
during different experiment stages.  For earpiece sensor, 
during physical exercises the fHRS values were 
approximately 10-15% lower than during still positions, 
because part of the PPG signal energy was ‘leaked’ from the 
heart rate frequency band into the pace rate frequency band. 
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Fig. 6  fHRS values from 3 simultaneous reception channels (a), and the 
correspondent heart rate (solid line in (b)).  Pace rate was recorded around 
110-115 BPM during walking periods (dashed line in (b)).  Different 
activities were time-stamped.  E denotes the treadmill was elevated to be at 
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Table 1 Summary of experimental results 

 Finger Forehead Mastoid 
Process 

Superior 
Auricular 
region 

PPG signal a.c./d.c. 
ratio at still positions 0.01-0.05 0.005-0.02 0.001-0.01 0.001-0.01 

Relative PPG signal 
strength at still    
positions 

1 0.2-0.3 0.05-0.2 0.05-0.1 

Averaged fHRS before 
walking* n/a 65±5 % 40±10 % 35±15 % 

Averaged fHRS during 
walking* n/a 50±10 % 15±10 % 25±10 % 

Average fHRS after 
walking* n/a 65±10 % 40±10 % 40±10 % 

Sensor modality Patch Patch Patch e-AR 
* Averaged from the best-performed channel, not from all simultaneous 
reception channels. 

IV. CONCLUSION 

In this paper, a feasibility study is conducted for examin-
ing a reflectance based PPG e-AR sensor design for well-
being monitoring.  Experimental results have shown that the 
sensor is able to record PPG signals reliably from superior 
and posterior auricular skins with a much reduced LED 
driving current.  With adequate optical shielding and motion 
cancellation, the earpiece sensor was capable of detecting 
dynamic heart rate changes both during rest and exercise.   

Wearable sensors usually have stringent power con-
straints.  Our design achieved reliable heart rate detections 
by using only 4-8 mA LED peak driving currents.  By as-
suming a 25% lightning duty circle the equivalent continu-
ous current was 1-2 mA per LED, this is low compared to a 
standard low-power commercial earlobe module, which 
specifies an LED peak current of 80 mA for shining through 
the earlobe (equivalent continuous current is 12 mA, Chi-
pOX from MCC®, which is optimised for both SpO2 and 
heart rate measurements). 

Preliminarily user trials have shown that the device is 
easy to wear and is ideally suited for general well-being 
monitoring.  The heuristic motion cancellation scheme pro-
posed has eliminated the effect of body motion, hence lead-
ing to a robust system design suitable for a range of perva-
sive sensing applications. 
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Abstract— This paper presents the development of systems 
monitoring human body motions and postures for clinical 
purposes. The hardware for these applications exploits a newly 
released commercial Micro-Electro-Mechanical (MEM) 3-axis 
accelerometer and a MEM 3-axis rate gyroscope being devel-
oped by HSG-IMIT. First the paper gives an overview of 
wearable 3-axis accelerometer systems and the corresponding 
data storage and transmission developed by ETB. The main 
part of the paper describes the design of the 3-axis rate gyro-
scope to be implemented in an Inertial Measurement Unit 
(IMU) for the body motion monitoring. Such health applica-
tions require IMUs of very low size to be able to fix the sensor 
cluster to the human being. This prevents the use of state-of-
the-art IMUs implemented by three perpendicular orientated 
rate gyroscopes for this purpose. Thus a novel 3-axis rate 
gyroscope realised in one plane, on a single die, is being devel-
oped. With this device a reduction of the package size of multi-
axial MEM sensors is achievable at least by a factor of ten. A 
further advantage of this approach is the reduced cost due to 
the omission of a spatial configuration and due to the small 
dimensions. Finally the synthesis of the 3-axis accelerometer 
and the 3-axis rate gyroscope to an IMU for monitoring 3D 
body segment orientation is addressed. 

Keywords— human body monitoring, IMU, 3-axis rate gy-
roscope, inertial sensors, MEMS 

I. INTRODUCTION  

The market growth of multi-axis IMUs using MEM rate 
gyroscopes and accelerometers is estimated to be about 
15 % per year [1]. In this context the increasing number of 
health applications requiring inertial sensor-based systems 
plays a major role. The growth in these application areas 
including control of assistive devices [2-4], activity moni-
toring [5] and measurement of posture and motion [6, 7] 
comes along with the development of low power, low cost 
MEM inertial sensors, mobile computing and low power 
on-the-body communication systems.  

This paper reports on the development of a novel inertial 
sensor and a range of inertial sensor based products for 
health applications that are emerging from the Healthy 
Aims project [8]. Healthy Aims is three years in to a four 
year FP6 project and is funded under IST. The project goal 

is to develop a number of intelligent medical implants and 
diagnostic systems integrating a range of underpinning 
Micro and Nano technologies. The 23 M€ project has 
26 partners from ten EU countries, including seven SMEs, 
six clinical partners and a range of academics, LEs and 
research groups. 

II. ACCELEROMETER-BASED SYSTEMS 

ETB is developing wearable 3 axis accelerometer-based 
systems for human motion measurement and activity moni-
toring. In each of these applications the necessary informa-
tion is inferred from accelerometer data alone. The first lab-
based system, commercialised as the Libra unit 
(http://www.etb.co.uk/features.html), is a USB connected 
unit in which the accelerometer data is stored and processed 
on a computer. 

The second system (storage activity monitor) logs the ac-
celerometer data to a storage card and download periodi-
cally to a computer for processing. 

 
Fig. 1 Storage activity monitor 

Activity will be automatically classified as: sitting; lying; 
standing; walking; running; and for those that involve lo-



comotion, stride characteristics will be provided.  Prelimi-
nary trials have started and results will be published in 
2007. 

For those applications where real time data is required, 
for example continuous monitoring of elderly patients who 
are likely to fall, a wireless activity monitor is being devel-
oped by ETB. The storage function will be replaced with a 
wireless chip set which will transmit the data, analysis will 
be done at the mobile phone and then summary data trans-
mitted into the mobile network. This data can then be pro-
vided to remote clinics for monitoring purposes. This sys-
tem is being developed under a nationally funded 
programme, in collaboration with Vodafone and Zarlink.  

Another Healthy Aims application that makes use of only 
accelerometer data is a wireless sensor module for integra-
tion with an implantable Functional Electrical Stimulation 
system [3]. This system is being developed to assist patients 
with stroke in grasping objects. The arm-located sensor 
module incorporates a multi-axis accelerometer that pro-
vides an output dependent on the orientation and motion of 
the affected arm. Algorithms interpret these signals and 
identify appropriate points in the data at which to trigger the 
stimulation that opens the user’s hand.  As the output from 
the accelerometer sensor module is dependent both on loca-
tion and orientation (i.e. pose) of the module on the arm, it 
is important to identify where to locate the sensors in order 
to maximise the chances of correct interpretation of the 
accelerometer signals. In order to support the designer in 
choosing the optimal pose for the sensor module, while 
keeping the burden on the patient to a minimum, software 
has been developed that allows the designer to simulate the 
output at different poses on the arm from a minimum num-
ber of patient trials [9].   

This part of the paper has provided an overview of the 
work in Healthy Aims to develop applications based on the 
use of multi-axis accelerometers. The next part of the paper 
describes in detail the development of a new single die 3 
axis rate gyro that opens up opportunities for the develop-
ment of small, and hence clinically acceptable, devices 
incorporating multi-axis rate gyros. 

III. 3 AXIS RATE GYROSCOPE 

In body monitoring applications, in which body segment 
orientation (posture) as well as linear acceleration and angu-
lar rate are required an accelerometer gets combined with a 
gyroscope to an inertial measurement unit to gather the 
required information. This unit has to acquire angular rates 
of more than 1000 °/s and linear accelerations of more than 
50 g to measure fast motions of the body and limbs accu-

rately. The bandwidth will be up to 100 Hz depending on 
the body motion analysis.  

Body monitoring applications require small sensor units 
of low cost with a minimum of performance loss due to 
minimisation. State-of-the-art IMU apply single-axis mi-
cromachined gyroscopes to prevent strong cross coupling 
and sensitivity to fabrication imperfections. However, the 
realisation of such an IMU requires a rectangular arrange-
ment of single-axis gyroscopes. Problems concerning the 
assembly of such sensor clusters are the complexity of the 
packaging with its mismatch in sensor alignment, the im-
mense costs based on the packaging, the high weight and 
the big dimensions of such a cluster. Regarding these as-
pects the future goal is the realisation of a multi-axis sensor 
cluster in one plane, ideally on the same silicon substrate, to 
eliminate the restrictions of spatial configuration of the 
sensors, as well as to reduce the package costs, weight and 
dimensions (Figure 2) [10]. 

 
Fig. 2 Schematic view of the new approach for multi-axis Inertial Sensor 

Units on a single silicon die 

Whereas tri-axial micromachined accelerometers are al-
ready on the market tri-axial gyroscopes are still in the de-
velopment phase. This fact might mainly be caused by the 
higher complexity of gyroscopes compared to accelerome-
ters. MEMS Coriolis Vibrating Gyroscopes (CVG) need 
two oscillations rectangular to each other to detect angular 
rates about their sensitive axis perpendicular to both oscilla-
tion axes: a driven oscillation (excitation, primary mode) 
and a detection oscillation (secondary mode). The last-
mentioned oscillation is induced by Coriolis forces due to 
the application of an external angular rate ( ) in presence of 
the primary oscillation (Figure 3). Hence, the realisation of 
tri-axial gyroscopes requires in-plane as well as out-of-
plane oscillations to implement in-plane and out-of-plane 
sensitive axes. State-of-the-art CVG realise the oscillations 
in general ‘in-plane’ while the sensitive axis is ‘out-of-
plane’. Therefore, the main task achieving tri-axial gyro-
scopes was the development of a sensor concept and tech-
nology enabling not only in-plane motion but out-of-plane 
motion. Details of this multi-axial gyroscope, developed at 
HSG-IMIT are given below. 
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Fig. 3 General spring-mass model of a CVG 

A standard Silicon-On-Insulator-(SOI)-technology prepares 
special SOI substrates by bonding a handle wafer with pre-
etched cavities to a top wafer. The latter will be thinned to 
an active layer thickness of 50 μm (device wafer). The con-
cerning wafer is normally structured with only one photo 
resist mask and defines later the sensor area. Wafer-scale 
packaging with Silicon fusion bonding or glass frit bonding 
encapsulates low pressure and protects the sensor against 
contamination and humidity. Based on this standard SOI 
process for realising in-plane oscillations, a double mask 
layer realises a second level of the movable comb structures 
with time-controlled Deep Reactive Ion Etching (DRIE) 
process. The inhomogeneous electrostatic field of these 
comb structures induces a force and capacitive change and 
will lead the movable structure to out-of-plane oscillations 
(Figure 4). 

 
Fig. 4 Schematic cross sectional view of the modified SOI-technology 

A critical technological step of this sensor principle 
might be the realisation of the second level of the comb 
structures with time-controlled DRIE. The height of the 
reduced finger structures depends on the homogeneity of the 
etching process and the etch rate variation, but also on the 
Total Thickness Variation (TTV) of the SOI wafer. How-
ever, simulations show that within the operating range of 
adequate primary oscillation amplitudes of ± 4 μm, the 
influence of technology induced different heights on the 
electrostatic force is negligible [11]. 

Besides the realisation of the out-of-plane drive the sus-
pension of the drive mass plays an important role for the 
sensor performance especially with respect to the achievable 
linearity. Realising the flexure beams for the vertical motion 
using a thinning process to reduce the height of the beams, 
the time controlled etching process together with the TTV 
of the SOI wafer lead to high frequency shifts and therefore 
a quite sophisticated process flow has to be used to achieve 
the resonance frequencies. Using the torsion mode of the 
structures [12], no thinning process is needed and thus no 
additional shift in resonance frequency is given. Unfortu-
nately, a hardening spring phenomenon due to the torsion 
mode, results in a high non-linearity of the out-of-plane 
oscillation. The stiffness increases in relation to the motion 
amplitude and in comparison to in-plane oscillations using 
bending effect, the non-linearity of torsion beams for verti-
cal motion is up to two orders of magnitude higher. The 
realisation of non-thinned torsion beams therefore needs a 
beam design concept with reduced non-linearity to reach the 
order of magnitude of the in-plane oscillating bending 
beams. 

By using the IMIT-patented double decoupled gyroscope 
concept quadrature effects, arising due to the out-of-plane 
motion, can be neglected [13]. Due to this arrangement of 
the springs only the electrostatic driven element and the 
seismic mass are excited to a linear oscillation along the z-
axis (primary mode) and the seismic mass as well as the 
detection element (detection unit) execute the secondary 
oscillation. Ideally, in this way the secondary oscillation 
does not influence the driving mechanism and the primary 
oscillation, as well as parasitic effects of the comb drives, 
are suppressed. 

 
Fig. 5 Layout of a multi-axial gyroscope 

With the realisation of a 3 axis gyroscope in one plane on 
the same silicon substrate, performance loss due to the as-
sembly mismatch of spatial configuration of single axis 
sensors can be neglected. Fig. 5 illustrates the small size of 
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this 3-axis gyroscope sensor chip. A reduction of the pack-
age size of multi-axial MEMS sensors is achieved at least 
by factor 10 (2 cm³ to 0.2 cm³). In combination with high-
density integrated readout electronics (ASIC) ultra-small, 
low weight IMUs can be build up which fulfil the high 
requirements of measuring human posture and motion. 

IV. INERTIAL MEASUREMENT UNIT (IMU) 

The single die rate gyroscope developed by IMIT and 
discussed above, is being exploited in an inertial measure-
ment unit, developed within Healthy Aims. The IMU, that 
will be made by ETB, will log sensor data to a memory 
storage card which will be downloaded periodically for data 
processing on a computer. 

In contrast to some other IMUs that use a magnetometer 
to provide a reference aligned with the earth’s magnetic 
field, the Healthy Aims IMU will only use data from the 
IMIT rate gyro and a commercially available (Kionix) 3 
axis accelerometer to estimate body segment 3D orientation 
over time. The decision to not rely on magnetometer inputs 
was taken early on in the project to avoid the challenging 
problems introduced by the heterogenous magnetic field 
present in most built environments. However, such an ap-
proach cannot completely eliminate drift of the output about 
the gravity vector.  

The work began with the premise that the unit would be 
designed to be used either as a single segment IMU or as 
part of a series of IMUs on interconnected limb segments in 
which software would take advantage of the joint con-
straints to improve accuracy. The single unit estimator is 
based on an extended Kalman filtering approach and simu-
lations using realistic inputs derived from measured human 
motion data together with some early assumptions on sensor 
characteristics demonstrated good performance in terms of 
orientation estimation about the axes orthogonal to the grav-
ity vector and a low drift rate about the gravity vector. 
Simulations suggested that in most representative situations 
the orientation accuracy about axes orthogonal to the grav-
ity vector was within 3°. Drift rate error about the vertical 
axis in most cases was within 0.15 °/s.   

The work is now being extended. In particular, a so-
called “high level estimator” is being developed, which uses 
information from IMUs on multiple, interconnected limb 
segments together with knowledge of joint constraints to 
improve estimator accuracy. This work is focusing on the 
lower limb at present, but will be sufficiently generic to be 
extended to other body segments in the future. 

V. CONCLUSION 

The Healthy Aims project has produced a number of 
multi-axis accelerometer based devices for a range of health 
related applications, Functional Electrical Stimulation Sys-
tems and an activity monitor. In recognition of the size 
issues with current 6 Degrees Of Freedom (DOF) IMUs, 
IMIT are developing a single die rate gyro that opens up the 
opportunity to considerably reduce the size and hence in-
crease the user-acceptability of future IMUs. The first of the 
3 axis rate gyros will be available in Spring 2007 and tested 
at the University of Salford human motion labs. The IMIT 
gyro will be integrated with a commercial 3 axis acceler-
ometer in a new IMU being developed by ETB. 
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In-Ear Acquisition of Vital Signs Discloses New Chances for Preventive Continuous 
Cardiovascular Monitoring
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Abstract— For preventive continuous cardiovascular 
monitoring an In-Ear-implemented system will be designed. 
Using the photoplethysmographic curve a personal In-Ear-
sensor measures the physiological parameters. The data are 
transmitted to a portable data analyser via wireless network, 
automatically reviewed and in the case of passing a critical 
value, an alert will be sent out. This In-Ear acquisition is facili-
tated by a new remission sensor designed by CiS Institut für 
Mikrosensorik GmbH. This In-Ear sensor is the core compo-
nent ensuring light emission and reception by planar set-up 
and therefore, it is capable to use the inherent advantages of 
this measuring site for vital signs acquisition. Initial results 
have supported this approach. 

Keywords— vital signs monitoring, In-Ear sensor, remis-
sion principle 

I. INTRODUCTION 

Cardiovascular diseases are one of the major contributors 
to the health statistics in the industrial countries and there-
fore an early evaluation in the general context of cardiovas-
cular risk factors is required [1]. Currently available state-
of-the-art methods of vital signs estimation are complex or 
need sophisticated technical equipment which limits their 
application to the clinical and ambulatory use.  

Recent improvements in signal acquisition and process-
ing techniques have motivated the apparition of an emerg-
ing trend in continuous vital signs measurements [2]. 

Our novel "In-Ear sensor" approach attempts to measure 
vital signs extracted from optical signals which are acquired 
in the ear channel and their wireless transmission with a 
motion-artifact cancellation mechanism. 

Further oximetry has become an essential tool in the 
modern practice of emergency medicine, used to determine 
trends in patients' blood oxygen saturation, the boost of 
electrolytes imbalances, and thus the warning of dangerous 
cardiopulmonary saturation levels (i.e. hypoxia, chest pain, 

therapies effects, etc.). However, conventional pulse oxi-
metry has some inherent limitations related to motion arti-
facts, perfusion, ambient light, vasoconstriction and others 
[3]. Provided that a sensor could be made available which 
would be able to send artifact-resistant (especially motion 
artifact-resistant) measuring data by implementing in the ear 
channel, such solution would lead to an essential improve-
ment in clinical and ambulatory patient care. 

II. IN-EAR ACQUISITION BY MEANS OF REMISSION SENSORS 

A. Arguments for In-Ear acquisition 

Applications of micro-optical sensors in the ear channel 
operating on the principle of remission state establish an 
innovative and highly interesting alternative compared to 
the well-known measuring methods involving fingers, toes 
or ear lobes [4]. The main reason for using the ear channel 
as a measuring site is given by providing a series of condi-
tions which ensure reproducible and artifact-resistant meas-
urements of vital signs in particular in motion too. 

The following essential arguments can be highlighted: 

High temperature stability in the ear channel, 
no significant muscles causing motion artifacts, 
good micro-capillary tissue perfusion in state of shock, 
too 
no disturbing pigments in the skin and no hypodermic 
fat tissue, 
good fixing into the ear channel and, 
no relevant hydrostatical pressure modulation in case of 
measurements during motion. 

The following graph (Figure 1) shows in terms of finger 
application how variation of distances between heart and 
measuring site at the finger affects the results of vital signs. 



Fig. 1 Hydrostatical pressure modulation related to finger application 

Using open otoplastics the In-Ear sensors leads only to 
marginal reduction of the physiological ear function. 

Given that it is possible to manufacture adequate small 
remission sensors, the new In-Ear approach discloses an 
excellent chance for applications to make a non-invasive  
optical diagnosis. 

B. MORES® basis modules 

Figure 2 represents the Micro-Optical Remissions-/ 
Reflexions-Sensor system MORES®i schematically.  

Fig. 2 MORES® cross section implanted into silicon (Si) substrate  

The silicon sensor chip contains two pin receiver diodes 
which are arranged symmetrically around the centre, a 
monitor-diode as well as an optically shielded diode, which 
provides chip temperature measurements. Additionally this 
chip has a 200 μm deep etched cavity in the centre, into 
which several LEDs can be installed as bare chips. Between 
the LEDs and the pin-diodes there is an optical barrier in the 
glass to minimize the optical cross-talk. Up to 3 LEDs can 
be integrated in such a sensor-system. The respective emit-
ter-wavelengths are defined by LED selection. The inte-
grated monitor-diode permits simultaneous, independent 

remissions/ reflections measurements of the radiation-
performance of the LEDs and thereby, for example, the 
compensation of temperature-dependence and drift of the 
emitted radiation. The surface of the sensor-system consists 
of flat and chemically resistant glass. This generic module is 
suitable for using optical principles such as reflection, ab-
sorption, or fluorescence. 

The entire transceiver-module can be soldered with Flip-
Chip-Technology onto the glass-ceramics carrier as a quasi 
flat planar chip. Additionally, the reflective walls of the 
cavity can increase the useful light input into the object to 
be measured. 

The glass-ceramics body has 3 functions: 

as assembly plate with optically smooth touching sur-
face
as connection and wiring carrier for the sensor 
for suppression the optical cross-talk from the transmit-
ter to the receiver by optical shields. 

In Figure 3 an emitter module (LED-bare chip) im-
planted into the silicon substrate is shown. The emitter 
modules are surrounded by a photo-diode-array with the 
aim of receiving the reflected light. This technology guaran-
tees a high reproducibility and reliability. 

Fig. 3 A LED assembled in silicon 

A basic problem of all integrated reflection / remission 
sensors is the coupling of scattered light in the protection 
and covering layers, which causes optical cross-talk and 
resulting negative effects in the dynamics range and proof-
sensitivity. A new technology concept was developed and 
successfully applied with the MORES®-sensors using 
photo-sensitive glass. The standard Borofloat-glass medium 
was replaced by a specially processed, photo-sensitive 
glass, for example FOTURAN®i i . By precisely directed 
ultraviolet (UV) exposure and subsequent annealing ceram-
ized volume areas were generated. The ceramised volumes 
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are highly absorbing and can be used as optical aperture 
shield between light sources and the pin-diodes (compare 
Figure 2). 

The attainable optical suppression is both dependent on 
the wavelength of the radiation, as well as on the effective 
aperture (Figure 4). 

Fig. 4 Wavelength dependence of the suppression 

A progressive suppression is observed at shorter wave-
lengths, which compensates at least partially for the simul-
taneous drop of the quantum yield of the Si detectors. Sup-
pression factors >103 can be achieved for high sensitivity 
applications in the near UV-area (for example, fluores-
cence).

C. Different optical sensor modes 

In accordance to Figure 5, the information gained by the 
emitter-receiver is based on: 

Change of the reflection at an external object by dis-
placement, distance- or angle-change (1) 
Change of the spectral absorption in an indicator-layer 
caused by analyte effects (2). The beam is reflected at 
the upper surface of the layer (preferably by total reflec-
tion) and must pass the indicator-layer twice. 
Change of the scattering or remission in a target placed 
on the module (3). Advantageously, strongly absorbing 
areas can be positioned in the glass-medium in order to 
suppress large unwanted bias caused by radiation by-
passing the object and reaching the receivers via total 
reflection (5). 

Change of the surface reflection interference in a thin 
layer, caused by change of its optical thickness (4). 
Analyte effects lead to swelling or change of the refrac-
tive index of the sensitive layer. 
Change of the limiting angle of total-reflection (5) on 
the upper glass surface caused by changes in the sur-
rounding medium.  

Fig. 5 Light path for various recognition systems  

D. Remission principle for medical application 

Beer's Law describes how the “blood oxygen saturation 
ratio measured by pulse oximeter” (SpO2) is derived from 
extinction coefficients of fully saturated hemoglobin (oxy-
hemoglobin, HbO2) and of reduced hemoglobin (deoxygen-
ated hemoglobin, Hb) [5]. Reflectance sensors measure 
these extinction coefficients of tissue covered by the sensor. 
Therefore, light of two frequencies is directed into the tissue 
and the amount of reflected (scattered) light is acquired 
using a photo diode. The signal to noise ratio (SNR) and 
thus, the precision, is maximized when wavelengths are 
selected, for which the extinction coefficients of HbO2 and 
Hb differ significantly (e.g. 660 nm and 940 nm, resp., see 
figure 6) [5]. 

Optical cross-talk suppression  D
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Fig. 6 Absorption spectrum of oxygenic and anoxemic haemoglobin [6]

An essential advantage of this measuring method is the 
fact that the application is independent of the measuring 
site.

A basic issue affecting the performance of remission sen-
sors is the parasitic cross-talk between light source and 
receiver.

The MORES® technology developed by CiS overcomes 
this problem by use of light absorbing glass-ceramics. 

E. Sensors for medical applications 

CiS has designed and prototyped first remission sensors 
specified to medical applications, e.g. as Two-Beam-
Photometer, sensors with different optical pathway of tis-
sues and further, for vital signs measurements at fingers but 
also as In-Ear sensor [7]. 

The following figures show  

The vital signs signal acquisition and processing for a 
remission sensor based on MORES® technology for a 
finger application (Figure 7) and 
An In-Ear sensor prototype (otoplastic based) with 
miniaturised optical remission sensor (Figure 8). 

Fig. 7  Signal processing 

Fig. 8 In-Ear sensor prototype  

New remission sensors for further medical applications 
are in preparation. 

F. Vital signs acquisition by the In-Ear sensor approved 

Time-resolved measurements of the red and near-infrared 
remission acquired from the ear channel of probands have 
basically proved the power and capability of the In-Ear 
sensors. 

These first In-Ear measurements were carried out by 
means of the MORES® sensor type POX. 

The following Figures 9 and 10 show the measured pho-
toplethysmographic curves to estimate vital signs on two 
levels: 

1. Resting position of the proband (Figure 9) and 
2. Proband under exercise (Figure 10)  
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Fig. 9 Time-resolved remission measurement in resting position 

Fig. 10 Time-resolved remission measurement under exercise 

G. Validation of the In-Ear sensor 

In order to show that the data acquired by the In-Ear sen-
sor are comparable to data provided by clinically used 
equipment, parallel measurements were accomplished with 
two healthy subjects. 

As reference setup, an EnviteC SpO2 finger clip sensor 
was attached to the left middle finger of the subject and 
connected to a measurement PC via an MCC ChipOx pulse 
oximeter (all measurement values of this reference setup are 
indexed by “REF”). In order to achieve maximum correla-
tion, the In-Ear sensor was attached to the index finger as 
shown in figure 8 and the data were sent to the measure-
ment PC by our measurement hardware (indexed by “device 
under test” = “DUT”). The data of both sensors were re-
corded simultaneously and stored in one file for each single 
measurement. 

Spread over several days, 22 single measurements were 
performed on two healthy subjects (Subject A: female, age 
51 years; Subject B: male, age 29 years). Each measurement 
lasted 1:30 minutes, during which the test person sat relaxed 
on a chair, breathed normal, did not talk and tried to stop 
moving. 

Each single measurement was parted into three epochs of 
30 seconds. For each epoch, the power spectrum density 
(PSD) was estimated for the ChipOx plethysmogram and 
for the red and infrared absorbance measured by the In-Ear 
sensor. Using the PSD values within the range of 0.2 – 20 
Hz the following quantities were calculated: 

“Pulse”: the frequency of the peak value in the spec-
trum (corresponds to the mean heart rate per epoch, see 
figure 11), 
Pearson’s Correlation Coefficient r and the p-value for 
the PSD functions (gives a measure for similarity be-
tween acquired signal shape of the ChipOx plethys-
mogram compared to the MORES® red/infrared chan-
nel). 

The following values were determined using the data of 
all epochs: 

Pearson’s Correlation coefficient and p-value for com-
paring the mean heart rate per epoch, determined by the 
reference device, to the “Pulse” value described above 
(results: table 1), 
the mean and standard deviation of the correlation coef-
ficients r and p-values for the PSD functions (results: 
table 2) 

Figure 11 shows the heart rate (“Pulse”) calculated from 
the PSD spectra (symbols +, x, o) and the average heart rate 
per epoch determined by the reference device (symbol *). 
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Table 1 shows the correlation coefficient r and the p-
Values for comparing the mean heart rate per epoch deter-
mined by the reference device to the heart rate per epoch 
derived from the PSD of the red and infrared absorbance 
measured by the In-Ear sensor: 
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Table 1 Correlation of mean heart rates calculated by the ChipOx 
compared to the heart rate derived from red channel ( “;R,DUT”) and 
infrared channel (“;IR,DUT”) of the device under test (In-Ear sensor).

Value r p 
PulseREF;R,DUT 93.7 % < 0.001 
PulseREF;IR,DUT 92.2 % < 0.001 

Statistical moments of the correlation coefficient r for the 
PSD calculated for each epoch are shown in table 2. 

Table 2 Correlation of PSD of the reference ChipOx plethysmogram 
compared to the PSD of the red channel (index “;R,DUT”) and infrared 
channel (index “;IR,DUT”) of the device under test (In-Ear sensor). The 

statistical moments are calculated over all epochs. 

Value Mean(r) (r) p 
PSDREF;R,DUT 98.34 % 2.04 % < 0.001 
PSDREF;IR,DUT 97.92 % 2.50 % < 0.001 

The results presented show that the signals acquired by 
the In-Ear sensor correlate well to the plethysmogram 
measured by the reference platform. Furthermore, the heart 
rate determined from the PSD functions of the In-Ear sensor 
measurement values are similar to the heart rate determined 
by the reference sensor. 

III. CONCLUSIONS 

Based on the CiS remission sensor know-how for In-Ear 
measurements the partners EnviteC-Wismar GmbH, CiS 
Institut für Mikrosensorik GmbH Erfurt, Audia Akustik 
GmbH Sömmerda and RWTH Aachen  will focus their 
efforts on the joint project IN-MONIT (www.in-monit.de) 
to design and manufacture the first universal and flexible 
In-Ear sensor adaptable for different individual ears. 

Using the photoplethysmographic curve the new In-Ear 
sensor will be capable - in combination with other body 
sensors - to provide motion-resistant initial data for the vital 
signs, in particular oxygen saturation, pulse frequency, 
perfusion, heart rhythm, heart rate variability, breathing 
rate and blood pressure variability to monitor non-
invasively and continuously the cardiovascular functions 
under on-line conditions. 

Essential challenges of the new monitoring system IN-
MONIT will be: 

The multiparameter data analysis, 
Evaluation of the vital signs derived from the In-Ear 
data, 

Artefact compensation, 
Hard- and software solutions for analysing the In-Ear 
data, 
An advanced energy management and  
An universal and flexible otoplastic combined with an 
advanced sensor integration and 
Implementation of a patient-tailored alert solution. 

As a result of the development of the IN-MONIT system 
a new In-Ear sensor will be designed specified to the meas-
uring conditions in the ear channel.  
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Abstract— Tilt sensing is important for human body mo-
tion detection and measurement. Two tilt sensors are intro-
duced in this paper, based on MEMS (Micro-electro-
mechanical Systems) variable capacitors, and utilizing the 
gravitational effect on a suspended proof mass to detect incli-
nations. A symmetric comb structure with high aspect ratio is 
adopted to obtain high capacitance. The first device can 
achieve a full range (–90° to +90°) tilt angle detection and relax 
the high-resolution requirement of the readout system by its 
linear output characteristics. Based on the same concept, a 
novel inherently digital sensor is proposed. The digital signal 
can be read out without complex processing, and so low power 
consumption can be achieved. A fabrication process, and simu-
lation and processing results, are presented. 

Keywords— tilt sensor, comb drive, suspension beam, differen-
tial capacitance, MEMS. 

I. INTRODUCTION 

Tilt is an important parameter in many motion detection 
applications, including the study of human body motion, 
currently a topic of wide interest within biosensor design. 
Tracking the movement of different parts of the body can 
help to provide important information such as the recovery 
status of joint injuries, movement patterns of athletes (Fig. 
1), and the sleeping patterns of insomniacs. Because tilt 
sensors can be highly compact, they can be combined with 
other motion detectors and chemical sensors, e.g. for glu-
cose or pH, in one package, to measure physical and bio-
chemical changes simultaneously.  

Fig 1 Examples of body movement detection; wireless sensor packs are 
provided at limb joints to monitor several motion parameters continuously. 

Most tilt sensors reported in the literature are of capaci-
tive type, for which we can obtain linear and analog outputs 

with respect to tilt angle [1]. An absolute angular encoder 
based on the capacitive coupling between a stator and rotor 
electrode has been presented in 1991 [2]. Bantien [3] in-
vented a micromechanical tilt sensor with a moveable sili-
con mass mounted in a cavity using conventional microme-
chanical fabrication methods. This provides an alternative to 
conventional mercury-based sensors, avoiding the cost and 
toxicity inherent in mercury use. Another flat plate capaci-
tive method for accurate angle measurement is reported in  
[4]. In this angle sensor, the displacement of the moveable 
electrode is driven by Lorentz force using a magnetic field. 
Changing the permittivity of the dielectric material is also a 
possible method for tilt angle detection [5]. 

While many such devices have been presented and vari-
ous methods have been reported to improve their perform-
ance, the detecting range and resolution are still limited. 
MEMS is a good solution to extend the limitations and 
realize miniaturization and low cost. Although wireless 
body-mounted devices are the initial target, implantable 
variants are also a possibility, in which case minimizing size 
and power consumption are naturally critical requirements. 

Some accelerometers can also be used as tilt sensors [6, 
7]; however, the resolution is still not high enough, and the 
range is limited in tilt detection, due to the nonlinearity. 
Many accelerometers have comparatively high power con-
sumption, which is not ideal in low power budget applica-
tions such as wireless sensor nodes. The tilt sensors intro-
duce here are designed with low power consumption in 
mind. 

The device fabrication is based on bonded silicon on in-
sulator substrates, with front and back etching to release the 
moving parts. An inherently digital design is introduced 
which can simplify the read-out circuitry, or as a combined 
analog-digital device can maximize the range-to-resolution 
ratio. 

II. DEVICE CONCEPT  

The gravity driven tilt sensor consists of a central proof 
mass, comb drive capacitors, and suspension beams. A 3D 
illustration of the device concept, as modeled in Coventor-
Ware, is shown in Fig 2. 
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Fig 2. Operation principle of the tilt sensor. 

The suspension is designed to have maximum flexibility 
in one in-plane direction (shown here as x), while being stiff 
in the other in-plane dimension, as well as for out-of plane 
motion and rotations. When tilt occurs, gravity forces the 
central mass to move toward one or other of the adjacent 
stationary comb electrodes. Hence the capacitance increases 
at this side, while decreasing at the other. The differential 
capacitance (|Cright-Cleft|) accordingly provides a measurable 
parameter relating to tilt.  

The comb capacitor is an efficient solution for obtaining 
both high capacitance and miniaturization. Operating as a 
displacement sensor, the key parameters of a lateral comb 
drive are the capacitance and lateral displacement, which 
are given by the following equations: 

               N
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hxlC oo )(
               (1) 

              sin( ) / xx mg k                                (2) 

where C is the capacitance; lo is the initial overlap length of 
the finger pairs; h is the thickness of the devices; G is the 
width of the gap between fingers; N is the number of finger 
pairs;  is the permittivity of the medium between fingers; 
Ao=(lo± x)h is the overlap area; mg is the gravitational 
force on the mass; kx is the spring constant in the x direction 
and x is the lateral displacement.  

As can be seen, besides the characteristic suspension (kx),
the critical issues in achieving large capacitance variation 
are the aspect ratio (AR=h/G) and N. A novel etching tech-
nique described in [8] can achieve very high AR by a two 
step etching process. To increase the number of finger pairs, 
a few more sets of combs can be added without enlarging 
the size of the sensor. 

The suspension beam design is a key issue in this sensor. 
Therefore, a large number of beam structures have been 
analysed [9, 10]. An important trade-off is that as the rigid-
ity decreases, greater displacement (and thus greater capaci-
tance variation) can be achieved, but the suspension will be 

larger, and will also allow more motion in unwanted direc-
tions, particularly sag, as shown in Fig 2.  

III. DEVICE STRUCTURES 

A. Initial Design 

By applying the double hammock suspension to restrict 
the out of plane twist and adding extra comb fingers within 
the body of the proof mass to increase the capacitance, we 
arrive at the structure shown in Fig 3(a). 
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Fig 3 (a) Device design; (b) displacement in both x and z direction vs. 
tilt angle (the secondary axis is for z).

With the dimensions in Table 1, simulation results give 
the lateral and vertical displacements shown in Fig 3(b). 

Table 1 
Dimensions of the tilt sensor 

G 2μm w* 2μm 
h 50μm N 250 / 208 
l0 15μm Beam 5000×3×50μm3

L* 30μm Size 0.25 cm2×50μm 
   *w denotes finger width and L is the length of the fingers. 

Stationary

X

Y
Z

Sag

Movable
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Fig 4 shows the variation of differential capacitance 
(|Cright-Cleft|) as the sensor tilt from 0° to 90°.  
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Fig 4 Relation between differential capacitance (|Cright-Cleft|) and tilt 
angle.  

As can be seen, the capacitance is not linearly changing 
with the tilt angle. This will bring complexity to the readout 
circuit design and cause lower resolution at large tilt angle. 
There are some linearization techniques which can be ap-
plied. Finger shaping is efficient to linearize the curve in 
Fig 4, but at the cost of lower capacitance readout. Another 
method is to enlarge the total sag; since the decreasing sag 
with tilt acts to increase capacitance as does the lateral dis-
placement, the combined effect increases sensitivity. The 
summed effect gives a much more linear variation of ca-
pacitance with angle. The sag compensation has two bene-
fits: maintenance of full resolution over the whole meas-
urement range, and increased simplicity (and consequently 
reduced power consumption) of the readout circuit. 

The lowest order mechanical resonant frequencies in x 
and z directions are 156.6 Hz and 146.9 Hz respectively. 
This is acceptable for body motion measurement, where a 
measurement bandwidth well below 100 Hz is suitable.  

B. Digital Sensor 

MEMS variable capacitors are used in a variety of de-
vices, such as accelerometers, to detect displacement, and in 
general they achieve this using a monotonic variation of 
capacitance across the measured displacement range.  The 
total capacitance variation will be limited by device size and 
other constraints, and so the range/resolution ratio for the 
detector will be determined by this total variation divided 
by the resolution of the capacitance measurement circuit 
(and so ultimately by noise). However, it is possible to alter 
this simple range/resolution relationship by implementing a 
capacitance that is periodic with displacement, a technique 
commonly used in optical position encoders [11]. The ad-

vantage is that the rate of change of the measured quantity 
with displacement can be increased; however, since the 
measurement repeats, the output is ambiguous. This ambi-
guity can be resolved by having an additional reader, for 
example in a “coarse” and “fine” arrangement.  

Using this approach we have designed a novel comb 
drive structure with groups of varying width finger elec-
trodes, each group having a different width variation pat-
tern. One possibility this allows is to directly implement a 
binary reader, with different periodicity of capacitance for 
each bit. The value of the bits can then be obtained by a 
simple binary comparator, either between differential ca-
pacitors or against a threshold value. 

Fig 5 illustrates a 3 bit digital comb structure of this form 
(with only one finger per type shown for clarity). Both the 
moving and fixed comb fingers have periodic protrusions, 
and when these come into alignment the capacitance is 
maximised. By setting appropriate thresholds, the three bit 
position can be read without additional processing.  

             

             1st-Bit

2nd-Bit

3rd-Bit

Fig 5 Schematic of a 3-bit digital comb drive.  

 As in the conventional design, it is important to maxi-
mise the capacitance variation. Fringing field effects will 
tend to “blur” the variation, and thus reduce the amplitude 
of the periodic capacitance change, and this effect increases 
as the periodicity increases (i.e. for lower order bits). How-
ever, the capacitance variation can be increased by varying 
the tooth-to-gap width ratio. This effect is illustrated in Fig. 
6.
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Fig 6 Capacitance variation vs.  distance between teeth, for fixed tooth 
width of 2 μm. 
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 The capacitance difference increases monotonically as 
the teeth gap width increases. However, as the gap in-
creases, the comb fingers also have to be lengthened, and 
the total displacement range also increased.  A large dis-
placement range requires a large suspension, and reduces 
the stiffness in unwanted motion directions. Thus, a 6 μm
gap width is chosen as a compromise between device size 
and sensitivity.  
 For a fully digital design, a high range/resolution ratio 
requires a large number of bits, and this will ultimately be 
limited by the minimum practical tooth width for the lowest 
order bit. This tooth width minimum is in turn limited by 
the minimum gap between fixed and moving teeth, and this 
depends on device stiffness as well as on fabrication preci-
sion. Meanwhile, we can still gain a resolution advantage 
with a combined structure as in Fig 5, by reading an ana-
logue position from each finger type, and using the high 
periodicity for resolution and the low periodicity to resolve 
ambiguity.  

IV. FABRICATION

High thickness is desirable for the moving parts, both to 
maximize the proof mass and to increase out-of-plane stiff-
ness. Electrical isolation between various elements is also 
needed, with low parasitic capacitance. SOI (silicon-on 
insulator) wafers provide a good platform for a device of 
this kind. Back etching is required in order to fully release 
the device. Therefore the sensor mechanical parts are fabri-
cated using a two sided process, for the device layer etching 
and handle layer etching respectively. 

A. Device Layer Processing 

Bulk machining is applied for the device layer etching. 
The processing flow chart is shown in Fig 7. The top silicon 
layer of SOI is 50 μm thick with a 1 μm thick buried oxide. 
Then the photoresist S1813 is spin coated and patterned by 
contact photolithography, and the pattern is transferred to 
the wafer by high aspect ratio deep reactive ion etching 
(DRIE).  

      (a) Neat SOI wafer           (b) Top photoresist coating 

 (c) High aspect ratio etch              (d) Photoresist stripping 

Fig 7 Device layer processing flow chart. 

B. Handle Layer Processing 

The processing for device release is demanding, because 
there are two stationary parts in the middle of the central 
mass, as shown in Fig 3(a). These two parts must be electri-
cally isolated from the movable mass, while still fixed to the 
substrate mechanically. Therefore, normal back etching is 
not acceptable here. A good solution for this problem is 
SCREAM (Single Crystal Reactive Etch and Metallization) 
processing, which is efficient to produce high aspect ratio 
isolated island microstructures [12, 13]. The flow chart is 
shown in Fig 8. 

(a) Device before release       (b) Oxidation and photoresist coating 

    (c) Trench etch from the back          (d) Oxidation on the side wall 

(e) Removing the bottom oxide      (f) Isotropic etch to release the movable      
parts 

Fig 8 Handle layer processing flow chart. 

This part of the processing starts with anisotropic trench 
etching. A thick masking oxide layer must be grown at the 

Substrate

SiO2 Si
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Movable Part
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back of the wafer to stand the long time high aspect ratio 
DRIE (Fig 8(b)). After the pattern transfer to the silicon 
(Fig 8(c)), a new layer of oxide is grown by thermal or 
chemical vapor deposition to protect the side wall of the 
trench during the isotropic release etching (Fig 8(d)). A 
second mask is required to remove the silicon dioxide from 
the bottom of the trench (Fig 8(e)). Finally, an isotropic SF6
is applied to release the movable central mass (Fig 8(f)). 
The released mass is suspended by the beam, which is an-
chored to the silicon dioxide layer of the SOI wafer, and the 
isolated island in the middle is supported by the substrate.  

The performance of this sensor depends highly on the 
flatness of the sidewall etching of the comb fingers. A dry 
etch process has been developed for comb drive definition, 
giving high verticality and smooth sidewall surfaces. A fine 
detail of the resulting comb structure fabricated on a test 
wafer is shown in Fig 9. DRIE is applied for 20 minutes, 
and the etching depth is around 45 μm. Better features can 
be achieved by applying the two-step etching method de-
scribed in [8]. 

Fig 9 The SEM photo of the handle layer on a test wafer.

V. EXPERIMENTS AND RESULTS 

For the periodic width finger structure, the change of the 
capacitance is a combination of both the periodic change in 
tooth alignment and the total inserted length of the moving 
finger. In order to separate these effects, a reference comb 
finger without teeth is modelled. Taking the 3rd bit as an 
example, the capacitance variation of 400 finger pairs is 
shown in Fig. 11. According to Fig 6, a 6 μm tooth gap is 
applied. The teeth width of the 3rd bit is 2 μm, while the 
widths of other bits are multiples of 2 μm.  

Fig 10 Digitized structure with reference finger.
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Fig 11 Capacitance variation (of 400 finger pairs) with position, for toothed 
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The actual capacitance read-out is (CM-CMref). Since the 
lateral displacement of this sensor is large, a more flexible 
suspension has to be applied. For such a tilt sensor with 50 
μm thickness and 400 finger pairs of each bit, the modelled 
relation between displacement and capacitance (simulated 
in CoventorWare) is shown in Fig 12, for each bit. These 
results show the form expected. It can be seen that for the 
lower order (high periodicity) bits, the capacitance contrast 
decreases. This is a result of the increasing effect of fringing 
fields
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Fig 12 Output characteristic of the digital tilt sensor. 
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VI. CONCLUSIONS AND DISCUSSION 

A tilt sensor based on inter-digitated comb capacitors has 
been presented. By applying proper suspension designs, the 
full range of tilt angle can be accurately measured. A novel 
design for an inherently digital sensor is presented and ana-
lysed, which is shown to be promising in tilt angle detec-
tion. A fabrication process is described for a silicon micro-
machined device, and high quality finger profiles, especially 
the sidewalls of the fingers, are demonstrated.  
 Although only 3 bits are implemented in this initial 
device, there are still some interesting applications. One 
example is in patient monitoring systems. When other sen-
sors, like heart pace detectors, are working, the information 
about the patient’s movement, such as sleeping, walking or 
suddenly falling over, are also important. The resolution is 
less importance than low power consumption, since the 
whole package of sensor nodes are driven by a limited 
power supply.  

Apart from the general applications mentioned, the tilt 
sensor can be used to monitor motion, and thus help to cor-
rect image distortion, in PET (Positron Emission Tomogra-
phy) or computed (X-ray) tomographic scanning. Besides 
the clinical applications, it can also be used in bionics stud-
ies, such as robot design. 
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Abstract—This work describes the evaluation of a wear-
able plastic optical fiber (POF) sensor for monitoring seated 
spinal posture, and the development of a workstation interface 
for the posture monitoring system. A garment-integrated POF 
sensor was developed and tested on nine healthy subjects. Data 
from the wearable sensor were compared to data taken simul-
taneously from a marker-based motion capture system. Peak 
analysis of the resulting data show a mean value error of 0.64 
degrees and a mean time error of 0.53 seconds. These results 
show that the wearable sensor approximates the accuracy of 
expert visual analysis, and provides enough accuracy of meas-
urement to reliably monitor seated spinal posture. The initial 
development of the system hardware and software inte rface 
are also described.  

Keywords— Wearable technology, smart clothing, seated 
posture, wearable sensors. 

I. INTRODUCTION  

Poor seated posture is an increasingly significant source 
of back problems. Although good seated posture is rare in 
regular computer users, no means currently exists to moni-
tor posture and provide the user biofeedback in real time. A 
major reason for this is the unavailability of a simple, wear-
able means of long-term monitoring spinal posture in the 
working environment. The research presented in this paper 
is part of a larger project which seeks to develop a garment-
integrated wearable posture monitor for use in the work-
place. Specifically, this paper is focused on the evaluation 
of the garment-integrated sensor, and initial explorations 
into a minimally disruptive workstation-based user inter-
face. 

II. BACKGROUND 

A. Seated posture and musculoskeletal disorder  

Computer work has long been associated with muscu-
loskeletal disorders of the upper extremity [1]-[3]. Work-
place design, working postures, long hours of computer 
work and prolonged periods of holding a static posture are 
some of the ergonomic factors shown to be related to an 
increased risk of developing work related upper limb and 

neck disorders [2]-[7]. The prevalence of work related upper 
extremity musculoskeletal disorders reported in the United 
States has increased dramatically during the past two dec-
ades.  In 1982, they accounted for 18% of all reported occu-
pational illnesses in the USA; in 2002, they accounted for 
two thirds of all reported occupational illnesses in the USA 
[8]. Posture-related musculoskeletal disorders are believed 
to cost between $15 and $20 billion each year in lost work 
time and medical claims.  

Many ergonomic studies have focused on the postural ef-
fects of changing parts of the computer workstation such as 
the display height, and/or keyboard height as well as other 
interventions [9]. Despite widespread acceptance that work 
related upper limb musculoskeletal disorders among com-
puter users can be prevented by posture modification [10] or 
ergonomic interventions like specific hardware (eg. adjust-
able chairs, forearm supports, alternative input devices), 
there exist very few reliable, objective and accurate methods 
of continually monitoring posture in the work environment 
to ascertain whether or not these modifications or interven-
tions are successful.  

B. Measuring seated posture 

An extensive literature review by Li and Buckle [11] ex-
amines current techniques for assessing physical exposure 
to work-related musculoskeletal risks, with emphasis on 
posture-based methods.  This review shows an extensive 
range of data collection methods, including self adminis-
tered questionnaires, electromyography, inclino-meters, 
goniometry, electro-goniometry, professional observations, 
physical examinations and three-dimensional kinematics. Of 
the available assessment techniques, 3D kinematic systems 
offer the most direct and detailed motion capture data, as 
they alone are capable of quickly recording with a great deal 
of precision the simultaneous movement of a large custom-
izable set of body landmarks, without significant discomfort 
for the subject. 
 Prior study was conducted by the authors [12] to ex-
plore the variables involved in monitoring seated posture 
and to inform the design of a wearable system. In this study, 
ten healthy subjects were monitored using an optical 
marker-based motion capture system, while they completed 
a calibration exercise and a 6-minute typing task. The data 



collected were then analysed and used to develop a single-
variable threshold model of seated posture. This model uses 
a single vector (overall spinal sagittal flexion) to evaluate 
seated posture. It was concluded from that study that the 
curvature of the spine from the C7 vertebra to the L4 verte-
bra (approximately base of the neck to waist) was a suffi-
ciently accurate indicator of seated posture. That experiment 
informed the design of the wearable sensor evaluated here. 

C.  Wearable body monitoring 

Three-dimensional kinematic motion capture offers a 
very detailed record of body movement. It is also among the 
least invasive and most comfortable body monitoring tech-
niques, requiring only that markers be adhered lightly to the 
skin. Compared with techniques such as intra-muscular 
electromyography (which requires the insertion of needles 
directly into muscle tissue), it is a fast and easy method of 
detailed body motion capture. However, none of the exis t-
ing clinical body monitoring techniques allows the long-
term monitoring of a user in their actual work environment, 
nor do they provide the user with real-time biofeedback.  

A long-term field analysis of seated posture thus requires 
that the user be fitted with a simple, easy-to-use, wearable 
posture monitor that requires neither alteration of the work 
environment (to include cameras, etc.) nor the use of a 
computationally complex data processor.   

Bend sensing is performed in a variety of ways. The most 
common wearable bend sensors are usually variable resis-
tors [13], piezo-electric materials [14], electro-active poly-
mers [15], or optical fibers [16]. All of these can potentially 
be integrated into garments, although some are markedly 
better suited than others, and some are markedly more accu-
rate than others.  
    Fiber-optic bend sensing is easily accomplished and lends 
itself very well to custom construction. A fiber-optic bend 
sensor consists of three parts: a light source, a light sensor, 
and a length of plastic optical fiber (POF). The POF is 
abraded along one side to etch away the surface of the fiber, 
which allows light to escape from the abraded area. The 
amount of light escaping depends on the bend of the fiber. 
The light source is placed at one end of the POF and the 
light sensor at the other end, and the amount of light sensed 
is determined by the amount of bend in the fiber. The POF 
can be cut to any length, and abraded only in the areas 
where bend is to be sensed. The sensor response is reliable, 
accurate, repeatable, and free of drift . 

III. GARMENT-INTEGRATED WEARABLE SENSOR 

     In a prior study [17], the design and initial evaluation of 
a garment-integrated wearable posture sensor was described 
(see that publication for detail on the data collection meth-
odology and analysis). In this work, we elaborate on the 
sensor evaluation by using more complex metrics, and de-
scribe the development of a workstation interface for com-
puter users. The sensing garment is depicted in Figure 1, for 
reference. 
 

 

Fig. 1 Optical sensor shirt 

     The initial validation of the sensor’s performance used 
three major metrics: the correlation coefficients between the 
sensor data and the gold-standard (CODA) motion-capture 
data, the variation in CODA bend angles for a given sensor 
measurement, and an expert visual analysis of video stills 
extracted for each of the aforementioned sensor measure-
ments. The bend angles and video stills were used to gauge 
the sensor’s performance in the hypothetical monitoring 
device, which was expected to use a threshold value to 
identify the critical point at which a subject’s posture be-
came unhealthy. The still images and CODA bend angles 
were evaluated for similarity at each crossing of this thresh-
old point. The visual analysis was conducted to lend context 
to the evaluation of bend angle data, which has been shown 
to be far more precise than expert visual analysis, which is 
the traditional means of evaluating posture. The precision of 
bend angle measured by CODA is greater than that meas-
ured by the human eye. [18] 
     The results of that study showed a very strong correla-
tion between the two datasets, with a mean r2 value of 
0.913. Subjects showed an average variation in bend angle 
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of 6.02 degrees, or 25% of the overall range of motion. 25% 
is a relatively large percentage, but in visual analysis this 
was shown to be negligible in the evaluation of actual 
seated posture and was well within the level of variability in 
expert visual evaluation of seated posture [18]. 
    Although correlation is important in establishing some 
degree of strength in the relationship between the gold-
standard data and the wearable sensor data, Bland and 
Altman [19] have established that it is not a definitive meas-
ure when evaluating agreement between different methods 
of clinical measurement. Their criticisms of the use of 
correlation are valid, and necessitate the evaluation of 
sensor data by alternate means, but the method proposed by 
Bland and Altman is not useful for this type of data, taken 
in its entirety. Bland-Altman analysis is designed for meas-
urements desired to be interchangeable, and thus does not 
allow for changes in scale of measurement. Additionally, it 
presumes some degree of regular error. As seen in Figure 2, 
the sensor response data is visually a reasonable approxima-
tion of the motion-capture standard. However, during the 
course of the test period, the sensor response displays both 
value (amplitude) error and time (phase-shift) error, and 
neither in a consistent manner. Thus, the Bland-Altman 
evaluation of measurement difference will be significantly 
affected by this irregular response, where in practice that 
type of error may not in fact be significant.  
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Fig. 2 Sample CODA and sensor response 

     In place of Bland-Altman analysis, we performed a peak 
analysis which allowed the sensor response to be evaluated 
on both value and timing (amplitude and phase) independ-
ently of one another.  

IV.  PEAK ANALYSIS 

Three peaks and two troughs from each of the nine data-
sets were evaluated. For each peak/trough, the minimum or 
maximum value was extracted for both the sensor and the 
CODA measurement. The timestamp for this value was also 
extracted. The diffe rence in magnitude between the 
peak/trough values and in time between the peak/trough 
times were recorded for each, and the resulting datasets 
analyzed for mean and standard deviation.  

This analysis resulted in quantified error for scale and 
timing. The mean value difference for the entire set of 
peaks/troughs was 0.64±3.1degrees (mean±sd), and the 
mean time difference was 0.53±0.8 seconds (mean±sd). 
These data are depicted by subject in Figure 3(a) and (b). As 
seen, the high standard deviation in value difference was 
strongly influenced by one significant outlier. Without the 
outlier, the mean value difference is 0.19, std. dev. 1.74. 
Reasons for the extremity of this outlier are unclear: one 
possibility is the subject’s anatomical irregularity of a fairly 
recessed spine due to prominent development of the adja-
cent latissimus dorsi muscles.  
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Fig. 3 Mean value (a) and time (b) differences, by subject 

From the peak analysis, we  can see that the two signals 
are well matched for the purposes of posture measurement. 
Posture is a very low frequency signal, and thus time differ-
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ences of a even a few seconds are tolerable. In our examina-
tion of current methods of posture analysis [12,18], we have 
discovered that experts display coefficients of variation of 
30 to 60 percent, indicating a large amount of intra-expert 
variation. When asked to repeatedly identify the transition 
point between good and bad posture, experts gave responses 
that covered an average of 20.29% of the range of motion. 
While the comparisons are not identical (peak analysis vs. 
identification of a more nebulous threshold), the sensor’s 
accuracy with comparison to CODA is within 3.67 degrees 
(without the outlier) and 2.13 seconds of the actual value. 
Our subjects had an average range of motion of 25.32 de-
grees, thus 3.67 degrees represents only 14.5% of the range 
of motion.  

The error in the wearable sensor is most likely due to the 
slippage of the sensor and textile over the skin. This is 
minimized by close fit and extensibility of the garment 
itself. While other textile-based means of body motion cap-
ture [20] have utilized redundancy as a means of minimiz-
ing sensor error, we believe redundant sensors would not 
improve our data: redundancy minimizes the error inherent 
in a sensor, while our error arises from movement of the 
garment housing, which would be experienced by all sen-
sors. 

Based on this additional peak analysis, we have re-
confirmed that the wearable sensor, while slightly less accu-
rate than the gold-standard motion capture system, is more  
accurate than traditional visual analysis and thus easily 
accurate enough for our purposes.  

V. DESKTOP INTERFACE  

The next step in the development of a field-deployable 
wearable posture monitor is the design and implementation 
of a user interface. This initial development has been under-
taken in two phases: hardware development and software 
development.  

A. Sensor Hardware 

Our sensor hardware is based around a PIC 16F76 mi-
crocontroller. The voltage fluctuations over the light-
detector part of the bend sensor (a light-sensitive resistor) 
are first amplified and then passed through the PIC’s ADC 
converter. The digital values are then sent over a serial 
Bluetooth connection to the host computer.  

B. Sensor Software 

The software interface consists of a calibration mode and 
an operation mode. The calibration mode asks the user to 

record their best posture and their threshold posture. In a 
clinical setting, this could be a trained posture or could be 
set by the clinician. In a more casual setting, this could be 
entirely user-determined. The software then uses the range 
to calculate a degree of “padding” for the threshold value: 
the top 2/3 of the range is the “safe” zone. The last third is 
the “warning” zone, and below the threshold is the “un-
healthy” zone.  

Following calibration, the software enters operation 
mode. The calibration window is replaced by a system tray 
icon. The icon is a colored circle, with a white outline of a 
seated stick figure. As the user passes from safe to warning 
to unhealthy posture, the icon changes from green to yellow 
to red, and the posture of the stick figure changes (Figure 
4). If an unhealthy posture is maintained for too long, a 
popup warning message (Figure 4(c)) is displayed to attract 
the user’s attention.  

The system tray icon interface allows the user to monitor 
his/her own progress at will, without active interruption, 
until such point as an unhealthy position is maintained for 
too long. Additionally, while the system is in operation 
mode, the data are logged to a log file for future analysis. 

 

 

(a) 

 

(b) 

 

(c) 
Fig. 4 Interface system tray icon: safe (a), warning (b), and 

unhealthy (c) modes. 

VI. CONCLUSION 

The sensor garment described presents a truly wearable 
solution for the problem of field monitoring of seated pos-
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ture. With very minimal compromise of the user’s comfort 
and status quo, it is possible to monitor his/her seated pos-
ture with greater accuracy than expert visual analysis.  

Although the system is highly functional in its current 
form, it is not yet finalized. Current work is underway to 
optimize the physical size and housing for the wearable 
hardware component. This is necessary both to optimize the 
sensor’s performance, which is affected to some degree by 
movement of the light-sensing component, and to maximize 
the wearability and comfort of the garment-integrated de-
vice. Additional studies are also being conducted to evalu-
ate the relationship between garment ease (tightness of the 
garment itself) and sensor performance, and to evaluate the 
impact of donning and doffing the garment. Once the sys-
tem is finalized, it will be deployed in long-term field 
evaluations.  
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Abstract— The use of wearable sensors for home 
monitoring provides an effective means of inferring a 
patient’s level of activity. However, wearable sensors 
have intrinsic ambiguities that prevent certain activities 
to be recognized accurately. The purpose of this paper is 
to introduce a robust framework for enhanced activity 
recognition by integrating an ear-worn activity recogni-
tion (e-AR) sensor with ambient blob-based vision sen-
sors. Accelerometer information from the e-AR is fused 
with features extracted from the vision sensor by using a 
Gaussian Mixture Model Bayes classifier. The experi-
mental results showed a significant improvement of the 
classification accuracy compared to the use of the e-AR 
sensor alone. 

 
Keywords— blob sensor, wearable sensor, sensor fusion, 

activity recognition 

I. INTRODUCTION  

Monitoring the status of the elderly or chronically ill pa-
tients in their own homes is an essential requirement for 
delivering more effective pervasive healthcare. By continu-
ous monitoring of key physiological parameters of the pa-
tients, wearable sensors can provide a rich source of infor-
mation about their current status of health [1]. There is also 
increasing evidence to suggest that major episodes are often 
preceded by changes in behaviour and domicile activity, 
which may be detected from detailed information about the  
posture, gait and general activity of the patient based on 
ambient sensing [2]. To achieve truly pervasive health 
monitoring, it is necessary to integrate wearable/ implant-
able sensors provided by a body sensor network (BSN) with 
data acquired from ambient environment sensors. 

Recently, various systems for home monitoring have 
been developed based on either wearable or ambient sen-
sors. Frameworks using wearable sensors are typically 
based on accelerometers [15,16], ECG sensors [18], pulse 
oximeters (Sp02) [16], temperature [15], and bend sensors 
[12,13,18].  Other wearable sensors include humidity, 
acoustic and light sensors [14]. By the use of wearable sen-

sors, it provides an effective means of monitoring the bio-
physical status of the patient. Due to the lack of a global 
reference, however, it can be difficult to use this data to 
infer certain physical activities. For example, a wearable 
accelerometer positioned on the head can detect local mo-
tion but not whether the subject is standing or sitting. Either 
ambient or additional wearable sensors (typically positioned 
on the joints) need to be used for achieving the required 
body posture differentiation.  

For monitoring environments based on ambient sensors, 
current systems include the use of cameras [4,11,21,24], IR 
sensors, ambient sound [21], heat, as well as contact sensors 
mounted on furniture [19]. These systems can provide in-
formation about the spatial location and general activity of 
the subject within the environment. The weakness of ambi-
ent sensing is that it is often too ambiguous to differentiate 
detailed information about the subject, which in many cases 
can only be derived from a wearable system. 

Existing research has shown that there is a complemen-
tary relationship between the two sensing paradigms. Effec-
tive sensor fusion can be used to combine the strengths of 
ambient and wearable sensors by fusing sensory data at 
hardware, raw data, feature, or decision levels [22]. At the 
hardware level, it can be achieved by using simple thresh-
olds [15]. At the data level, dimensionality reduction such 
as Principal Component Analysis (PCA) is often deployed 
before further pattern classification techniques are applied. 
At this level of sensor fusion, modelling methods such as 
Gaussian mixtures [14], Bayes networks [21] or Hidden 
Markov Models (HMM) methods are common.   

The purpose of this paper is to develop a framework for 
improved activity recognition by integrating an ear-worn 
activity recognition (e-AR) sensor with ambient blob sen-
sors. Data independently obtained by each sensor is pre-
processed for dimensionality reduction before the applica-
tion of a Bayesian classifier. To assess the improved accu-
racy of the proposed method, we evaluated the classifier 
against a lab-based home monitoring scenario. Significant 
improvements in the recognition rates of all activities have 
been achieved when compared to using wearable or ambient 
sensors alone.  



II. SYSTEM DESIGN 

A. Wearable e-AR Sensor 

The e-AR sensor [16] is based on the BSN platform [20] 
that consists a Texas Instruments  MSP430 processor, Chip-
con CC2420 radio transceiver, Atmel 512KB EEPROM, 
MCC ChipOX SpO2 module and a 3-axis accelerometer. 
The integrated e-AR sensor used for this study is shown in 
Fig. 1(a). For activity recognition in this study, the main 
information used was derived from the 3-axis accelerometer 
whereas SpO2 signals of the e-AR sensor were not used.   

 
 

  
 

(a) 

 
 

(b) 
 

Fig. 1 (a) The e-AR sensor used in this study [16] and (b) the data proc-
essing pipeline for the ambient blob sensor. 

 

B. Ambient Blob Sensors 

The ambient sensor proposed in this study is a self-
contained module consisting of a video sensor, on-board 
processor, wireless communication and battery [4]. It has a 
wall mount design and can be integrated into the home 
environment similar to a PIR security device. Video data 
observed by the device is processed on board in real-time 
and the sensor communicates only derived signal metrics 
such as the silhouette of a moving object and its local mo-

tion in the form of optical flows. Communication between 
ambient nodes is used to provide large scale tracking and 
improves the overall system robustness. The ambient sensor 
being under development, CCTV cameras were used in this 
experiment. Under this sensing paradigm, blobs represent-
ing the monitored subject are first extracted from the video 
signal using a background statistical model, where every 
pixel is represented as a Gaussian mixture distribution 
maintained over time as proposed by Lee [10]. Incoming 
signals are compared with the existing background model 
and segmented into a binary map of foreground and 
background. The use of normalized RGB colour space re-
duces the sensitivity of the algorithm to shadows. Post-
processing of the foreground object based on mathematical 
morphology is used for noise removal.   

In addition to the extraction of blob profiles, the optical 
flow within the blob is also extracted, which is based on the 
classical technique proposed by Horn and Schunck [8]. 
Optical flow can be considered as a natural extension of the 
blob silhouette as it also captures the motion of the limbs. 
This information has been used previously for gesture rec-
ognition [25] and activity recognition in a multi-resolution 
framework [9]. The complete data processing work flow is 
summarized in Fig 1(b). 

It is important to note that the silhouette and optical flow 
extracted by each ambient sensor do not carry any appear-
ance information and no image data is transmitted to other 
devices. This is important for home care environments 
where privacy is of high priority.  

 
 

 
 

Fig. 2 A schematic diagram of the proposed ambient and wearable 
monitoring system.  
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C. Overall System Integration 

For the motion data provided by the e-AR sensor, the ac-
celerometer signal is intrinsically linked to the patient’s 
movement. On its own, it is capable of differentiating ac-
tivities such as walking, standing, and sleeping. For certain 
activities, however, the readings from the e-AR sensor are 
ambiguous, e.g, standing and sitting still. In these cases, the 
e-AR sensor cannot correctly classify the patient’s activity 
as it cannot obtain a global perspective of the body’s posi-
tion just from the head motion alone. It is expected that by 
fusing the e-AR data with the ambient sensors at the data 
level, it is a possible to obtain a much more reliable activity 
classification result for a wider range of activities. Fig. 2 
illustrates a schematic diagram outlining the proposed sys-
tem.  

III. AMBIENT AND WEARABLE SENSOR FUSION 

For effective sensor fusion, two types of features are ex-
tracted from the e-AR accelerometers: tilt and movement 
frequency spectrum. To derive the tilt information, the ac-
celerometers are pre-calibrated such that the acceleration 
due to gravity can be evaluated. A record of the total accel-
eration in the three axes allows the calculation of the gravity 
constant component on each of the accelerometers. It is 
therefore possible to separate the relative head acceleration 
and gravity acceleration to the tilt with respect to the verti-
cal axis. Moving window Fast Fourier Transform (FFT) was 
also computed on the acceleration data to the intrinsic fre-
quency of the movement.   

Table 1 Features used in classification 

Sensor Feature Size 
e-AR Acceleration X axis 1 
e-AR Acceleration Y axis 1 
e-AR Acceleration Z axis 1 
e-AR FFT acceleration X axis 11 
e-AR FFT acceleration Y axis 11 
e-AR FFT acceleration Z axis 11 
e-AR Head tilt X 1 
e-AR Head tilt Z 1 
Blob Blob speed estimation 1 
Blob Blob aspect ratio 1 
Blob Subject height estimation 1 
Blob Subject optical flow intensity 1 
Blob Subject optical flow correlation 1 
Blob Subject optical flow aspect ratio 1 

 
From the ambient sensor, the derived features used for 

sensor fusion include the aspect ratio and mean velocity of 
the blob. The calculation of the optical flow is based on the 
iterative application of the following equation: 
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for iteration k for a given pixel. In this equation kV  is the 

optical flow vector, I , xI , yI and tI  the image intensity 

and its partial derivatives and kV the average of kV  in its 
neighbourhood. In the above equation, α is a regularization 
constant to ensure the smoothness of the result derived. 
After noise filtering, the main moving elements of the field-
of-view are extracted and the bounding box is calculated 
from the the eigenvectors of the covariance matrix of the 
blobs as proposed by Lahanas et al. [23]. A complete list of 
the features used for the classifier is summarised in Table 1. 

Sensor fusion is performed based on a Gaussian Bayes 
EM classifier based on the e-AR and the blob sensor data. A 
Gaussian Mixture Model (GMM) is used to model each 
activity class. For the implementation of the classifier, we 
used the Bayes Net Toolkit (BNT) [5] and a total of nine 
classes were modelled to describe different activities. The 
activities used for classification in this study include walk-
ing, standing still, standing with head tilted on the side, 
sitting at the dining table, reading at the table, eating, sitting 
on the sofa, lounging on the sofa and eventually lying down.  

For each of the activities considered, three quarters of the 
data were used for training of the inference system and the 
rest for validation. For training, an Expectation-
Maximisation (EM) iterative method was used to compute 
the maximum likelihood fit [6]. Given a dataset {x1..R} to be 
classified in c classes, and assuming that the conditional 
probability density function (PDF) P(X=x) for each of these 
classes is Gaussian, we try to find the best fit of: 
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where ( )i tμ , ( )i t∑  and ( ) ( )( )iip t P w t= are the mean, the 

covariance and the estimates of the weights of the mixtures 
at the iteration t, respectively. The expectation and maximi-
zation steps are performed iteratively until convergence. 
The expectation step for each class i, based on Bayes’ law 
can be represented as the following: 
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Because the Gaussian PDF is differentiable, the maximiza-
tion of the likelihood step for each class i can be expressed 
as: 
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Once the model is computed through EM, the remaining 
data is used to evaluate the accuracy of the classifier based 
on the marginal probability of every activity. The highest 
probability was chosen for the final classification. 

IV. EXPERIMENTS AND RESULTS 

To evaluate the proposed technique, a purpose built simu-
lated home environment was used. Data was recorded for 
two actors wearing an e-AR sensor. A total of 9 activities 
were performed by the actors with each activity lasted for 
approximately one minute. The classification results by 
using the proposed method as compared those with the e-
AR sensor alone are presented in Table 2. A detailed analy-
sis of inter-class misclassification as illustrated as confusion 
matrices with and without sensor fusion is provided in Fig-
ure 3. 

From the results shown in Table 2, it is evident that by in-
corporating ambient sensing with the e-AR sensor, activity 
classification is improved significantly. This is particularly 
obvious for classes where the e-AR sensor was ambiguous 
due to a lack of global information. For example, reading is 
not easily classified with the e-AR sensor only, as very little 
temporal and global orientation information is available. 
With the use of the blob sensor, this improves significantly 
because of the strong difference of the appearance cue. The 
same effects are visible in differentiating classes such as 
standing with the head tilted and sitting activities such as 
eating and reading, which are not well classified by the e-
AR sensor alone. In these cases, the optical flow features 
provide a good clue about the type of activity, which sig-
nificantly improves the sensitivity and specificity of the 
system. In the current implementation, however, the differ-
entiation between sitting on the chair and on the sofa is 

relatively low, as evident from the confusion matrix shown 
in Figure 3.   

Table 2 Comparison of activity classification rates between using a 
wearable sensor alone and with the proposed combined system 

Class Activity e-AR 
sensor 
alone 

e-AR + 
ambient 
sensing 

1 Walking 79% 100% 
2 Standing 83% 75% 
3 Standing (head 

tilted) 
65% 80% 

4 Sitting 73% 47% 
5 Reading 55% 80% 
6 Eating 39% 81% 
7 Sitting (sofa) 84% 90% 
8 Lounging 77% 92% 
9 Lying down 100% 100% 

 
 

   
(a)   (b) 

Fig. 3  The confusion matrices showing how the algorithm differentiates 
eating and reading activities with (a) the e-AR sensor only and (b) after 
sensor fusion. The main non-diagonal element in (b) is the confusion 

between sitting on a chair and on the sofa. 

V. CONCLUSIONS AND FUTURE WORK  

In this paper, we have proposed a sensor fusion frame-
work for integrating ambient and wearable e-AR sensors. 
Our experiments illustrate the practical value of the method 
by improving classification rates for most activities investi-
gated in this study. This clearly demonstrates the fact that 
ambient environment sensors can be used to overcome some 
of the ambiguities in activity recognition by using wearable 
sensing alone. This is a desirable feature for the effective 
deployment of future pervasive patient monitoring systems.   

In the current system, we did not explicitly handle the 
spatial dependency between the ambient sensor and the 
patient. This projective relationship can influence the ambi-
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ent sensor readings. We are currently looking into resolving 
this issue by using multi-view geometry to derive pose 
invariant 3D representations. Other areas for further im-
provement include the development of robust learning ca-
pabilities of the ambient sensors and real-time implementa-
tion of the proposed sensor fusion paradigm directly on the 
sensor nodes.  
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Abstract— We propose a methodology to determine the 
occurrence of falls from among other common human 
movements.  The source data is collected by wearable and 
mobile platforms based on three-axis accelerometers to 
measure subject kinematics. Our signal processing consists 
of preprocessing, pattern recognition and classification. One 
problem with data acquisition is the extensive variation in 
the morphology of acceleration signals of different patients 
and under various conditions. We explore several effective 
key features that can be used for classification of physical 
movements. Our objective is to enhance the accuracy of 
movement recognition. We employ classifiers based on neu-
ral networks and k-nearest neighbors. Our experimental 
results exhibit an average of 84% accuracy in movement 
tracking for four distinct activities over several test subjects. 

Keywords— Fall detection, movement monitoring, 
wearable and ubiquitous computing, signal processing. 

I. INTRODUCTION  

Health care costs in developed countries are rapidly 
increasing due to a substantial increase the elderly popu-
lation. Monitoring of daily physical activities can be a 
key to evaluating the actual quality of life among the 
elderly. We believe that the overall health and wellness of 
elderly sectors of the population can greatly benefit from 
the use of information and communication technology 
(ICT), especially for the homebound [1, 2]. New technol-
ogy allows the creation of small sensor “Motes” which 
combine a variety of micro-machined transducers, a mi-
cro-controller to reduce data into information, and a wire-
less link to the outside world. Privacy is greatly increased 
by a decentralized system, where distributed data cannot 
be easily corrupted. Sensor platforms integrated into 
clothing provide the possibility of enhanced reliability of 
accident reporting and health monitoring. Such devices 
improve the independence of people needing living assis-
tance.  In this paper we present data and analyses that 
show differences in movement parameters between young 
and aged control groups.  A new classification scheme is 
introduced that allows learning the idiosyncrasies of the 
individual subject (hence group). 

In order for ICT-based systems to gain widespread ac-
ceptance and use, important social concerns must be 
addressed and many technical challenges overcome. 
Some of these concerns involve wearability and ease of 
use, cost, maintenance and the effectiveness of privacy. 
One of the technical challenges posed by such systems is 
the fusion and analysis of the many streams of data pro-
vided by numerous sensing elements. In this paper we 
present a prototype of a Mote-based system that is capa-
ble of predicting the need for medical attention, and noti-
fying emergency services of an acute illness or accident. 
In particular, we want to accurately announce falling of 
the elderly. This work is a part of the information tech-
nology for assisted living at home (ITALH) project at 
Berkeley.

II. RELATED WORK 

Various motion sensors can be adapted to monitor 
daily physical activity, ranging from mechanical pedome-
ters [3], actometers [4] to accelerometers [5]. 

Accelerometers are the most commonly used motion 
sensors for physical activity assessments. These sensors 
respond to both the frequency and intensity of a move-
ment, and are superior to pedometers and actometers, 
which are attenuated by impact or tilt and can only meas-
ure body movement over a certain threshold. Current 
MEMS technology enables us to build very small and 
lightweight accelerometer-based Motes that can be worn 
for days or even weeks. 

Anliker et al. proposed a portable telemedical monitor 
(AMON) [6] for high-risk cardiac/respiratory patients. 
This system includes continuous collection and assess-
ment of multiple vital signs, intelligent multi-parameter 
medical emergency detection, and a cellular link to a 
medical center. By integrating the whole system in a low 
profile, wrist-worn enclosure, continuous long-term 
monitoring can be performed without interfering with the 
patients’ everyday activities and restricting their mobility. 
Specific movement patterns, however, may not be recog-
nized using AMON. 



Najafi et al. suggested a method of physical activity 
monitoring which is able to detect body postures (sitting, 
standing, and lying) and periods of walking in elderly 
persons using only one kinematic sensor attached to the 
chest [7]. The wavelet transform, in conjunction with a 
simple kinematics model, was used to detect different 
postural transitions (PTs) and walking periods during 
daily physical activity. This approach may not be appli-
cable to light-weight and wearable processing units due to 
its computational complexity. 

The most recent work presents the implementation of a 
real-time classification system for the types of human 
movement associated with the data acquired from a sin-
gle, waist-mounted triaxial accelerometer unit [5]. The 
decision making algorithm is based on the detection of 
the angular orientation of the accelerometer. The decision 
algorithm does not account for individual differences, and 
signal processing is always performed on a fixed interval 
of data (one second). 

Aminian outlined the advantage of new technologies 
based on body-fixed sensors and particularly the possibil-
ity to perform field measurement [8]. The system inte-
grates outputs from accelerometers and gyroscopes for 
human movement tracking. 

III. SYSTEM ARCHITECTURE 

We have constructed a prototype of a decentralized 
sensor Mote that is designed to eventually fit into an 
integrated communication scheme such as illustrated in 
Figure 1. The current device uses Bluetooth communica-
tion to facilitate connection to mobile phones and laptop 
computers. 

Figure 1. System architecture 

The prototype device utilizes three-axis accelerometers 
for fall detection, and GPS to measure out-of-building 
mobility, as shown in Figure 2. 

Figure 2. Our Mote device 

Laptop PCs were used as the central home server, and 
Nokia 6680 mobile phones were used as the mobile serv-
ers. In addition, the mobile phones are used off the tele-
phone network and communicate with the laptops via 
Bluetooth, which emulates a remote service, for example, 
a medical assistance's connection. 

IV. DATA ACQUISITION 

     We propose the following framework for simultane-
ously detecting falls and classifying physical activities. In 
particular, we are interested in classifying transition 
movements including sit-to-stand, stand-to-sit, lie-to-
stand and stand-to-lie. These four transition movements 
all involve rapid changes of acceleration in some or all 
axes. Rapid falls can be detected by simple thresholding 
when there is a sharp change of acceleration on the z-
axis, but slow falls, such as collapsing after a heart attack, 
are much harder to discern due to a smaller change in 
acceleration. In addition normal activates of the subject 
must be discernible from emergency conditions to pre-
vent false positive alarms. We propose a strategy of de-
tecting falls by integrating three-axis accelerations with a 
fall-resembling activity classifier. With this approach, we 
can increase successful fall detection without increasing 
the rate of false positives. In the future, we can integrate 
rate gyroscopes and a biological sensor to further differ-
entiate slow falls from a normal stand-to-lie movement 
(going to bed for example). The following flow chart 
illustrates our methodology where the board is attached to 
the body for our experiments. 
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Given the goal of classifying movements based on 
subject motion, the functionality of our automated pattern 
recognition system is divided into two basic tasks: the 
description task which generates attributes of a movement 
using feature extraction techniques, and the classification 
task which classify this movement based on its attributes. 

A. Preprocessing 

The filtering is performed by a sixteen coefficient 
smoothing filter. The intuition behind using 2n filter coef-
ficients is that the division can be efficiently performed 
by the 16-bit MCU with a right-shift register. Unfiltered 
data is fed into the normal fall detection detector to avoid 
filtering out potential falls.  

For classifying transition movements, hard thresholds 
(th1 and th2, as shown in Figure 3) are first used to dif-
ferentiate the activities into static, walk/other and transi-
tions. To distinguish activity vs. rest, a majority vote from 

all three axes is used to make a decision. A triggering 
point detection mechanism is then used to further narrow 
down the regions of interesting activity. We define trig-
gering points as places where the mean of the next k sam-
ples is greater or less than the mean of the previous k
samples by a given threshold. This threshold is obtained 
by multiplying the maximum amplitude change over the 
transition interval by a given ratio (r). The choice of this 
ratio is only dependent on the window size k. We used 
r=0.25 in our experiments. 

B. Feature extraction 

Postural orientation: We employ the concept of pos-
tural orientation as indicated in [5]. We do this by 
tracking the angle between all sensors and the gravity 
(Constant inclination feature) from the beginning to 
the end of a movement. In fact, the absolute value of 
the z-axis itself is a fairly reliable indicator of the ly-
ing posture, since the axis would be usually pointing 
in a direction parallel to the floor, and does not 
change much even the person rolls from side to side. 
Singular value decomposition (SVD): One of the 
challenges of bio-signal analysis is to develop effi-
cient methods to perform structural pattern recogni-
tion. SVD can be a valuable measure in obtaining 
such a characterization. SVD is a common technique 
for analysis of multivariate data, and therefore, data 
with unknown morphology might be well suited for 
analysis using this metric [9, 10]. Daily physical ac-
tivities are composed of basic individual movements. 
For example, lying down can be composed of first 
sitting down and then lowering the upper part of 
body. Moreover, sitting and lying movements them-
selves may be decomposed into more fundamental 
motions. Such compositions are typically seen as 
several data segments with local maximums and 
minimums, as shown in Figures 4 and 5. We applied 
SVD analysis to these local extremums, weighing 
each extremum by its distance from the preceding 
extremum.  

Figure 4. Sit-to-Stand movement 

Figure 5. Lie-to-Stand movement 
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Skewness: Skewness is computed on a region of 
interest by treating the signal as a distribution plot 
rather than a point plot. This is done by generating a 
sample space in which every acceleration value v at 
sample t on the original graph is converted to v
points with value t in the new sample space. Skew-
ness is then calculated based on this sample space. 
This approach differs from previous approaches be-
cause it can estimate the asymmetry of the profile of 
the signal. This measure is applied to both the x and 
y axes. The principle drawback of using this feature 
is that it is computationally expensive. 
Maximum amplitude change: Maximum amplitude 
change of the signal gives us an idea of how abrupt 
the transition is. Moreover, there is a direct correla-
tion of this metric with the energy level of an indi-
vidual. This is one of the causes of classification in-
accuracy across different age groups.      

C. Classification 

We utilize both a neural network [11] and kth nearest 
neighbor (k-NN) algorithm [12] to classify movements. 
Neural network classifiers are data-driven, which may 
better adapt to an idiosyncratic motions over time, 
whereas k-NN provides scalability for distributed sensing 
platforms. 

V. EXPERIMENTAL RESULTS 

Two young test subjects aged twenty and twenty-one 
imitated 68 types of falls. Our fall detection approach 
(Figure 3), accurately identified 118 out of 132 falls. The 
subjects also imitated 36 fall-resembling movements. Our 
normal fall detection approach based on hard thresholds 
resulted in 23 false-positives out of 168 fall/non-fall 
movements. The raw data from z-axis of an accelerome-
ter is shown in Figure 6. 
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Figure 6. Raw acceleration data from z-axis 

Furthermore, we carried out another set of experiments 
on four young subjects with an average age of twenty and 
seven elderly subjects with an averaged age of sixty four. 
They were asked to perform the following tasks: 

Walking on a straight line over a span of twenty feet 
and six times (as a control). 
Sit down and stand up three times each, from three 
different seats. The seats were a hardtop and a cush-
ioned chair, as well as a couch. The test subjects 
were allowed to pause or walk around in between 
these actions. 
Lying down and getting up three times from the same 
bed. 

Corresponding video sequences of the experiments 
were captured for comparing to and justifying our classi-
fication results. 

Figure 7. Constant inclination feature 

Figure 8. SVD feature 
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Figure 7 illustrates the clustering performed using the 
constant inclination features. The four movements, that 
include sit-to-stand, stand-to-sit, lie-to-stand and stand-to-
lie, have been presented with several legends. Figure 8 
exhibits the clustering performed with SVD feature. This 
figure demonstrates SVD can effectively discriminate 
simple movements from complex movements.  

For the neural network classifier, we used a feed-
forward design with eight first hidden layer nodes, four 
second hidden layer nodes and four output nodes for the 
four activities. The network was trained using back-
propagation [13] with 100 epochs and an error margin of 
0.01. We also used k-NN with k values of 5, 9 and 10. 

Tables 1 to 4 illustrate the accuracy of classification 
using the constant inclination features. In this set of ana-
lyses, each classifier is trained and tested on the two age 
groups separately. 

 Sit-Stand Stand-Sit Lie-Stand Stand-Lie % of 
success 

Sit-Stand 26 4 4 2 72.2 
Stand-Sit 0 29 0 8 78.4 
Lie-Stand 0 0 5 3 62.5 
Stand-Lie 3 0 0 5 62.5 

Table 1. Results of using neural network trained with data from 
elderly subjects and tested on elderly subjects, training set size = 10. 

 Sit-Stand Stand-Sit Lie-Stand Stand-Lie % of 
success 

Sit-Stand 21 0 3 0 87.5 
Stand-Sit 0 19 1 2 86.4 
Lie-Stand 0 0 6 0 100
Stand-Lie 0 0 0 6 100

Table 2. Results of using neural network trained with data from 
young subjects and tested on young subjects, training set size = 5. 

 Sit-Stand Stand-Sit Lie-
Stand 

Stand-
Lie 

% of 
success 

Sit-Stand 31 4 1 0 86.1 
Stand-Sit 1 35 0 1 94.6 
Lie-Stand 2 0 5 1 62.5 
Stand-Lie 0 3 0 5 62.5 

Table 3. Results of using k-NN trained with the same set of data 
from elderly subjects and tested on elderly subjects, training set size 
= 10, k = 10. 

 Sit-Stand Stand-Sit Lie-Stand Stand-Lie % of 
success 

Sit-Stand 22 0 2 0 91.7 
Stand-Sit 0 22 0 0 100
Lie-Stand 0 0 6 0 100
Stand-Lie 0 0 0 6 100

Table 4. Results of using k-NN trained with the same set of data 
from young subjects and tested on young subjects, training set size 
= 5, k = 5. 

Next, we use the same constant inclination feature but 
train our classifiers with all the data from one age group 

and test them on the other group, as illustrated in Tables 5 
to 8. 

 Sit-Stand Stand-Sit Lie-Stand Stand-Lie % of 
success 

Sit-Stand 41 5 0 0 89.1 
Stand-Sit 4 41 0 1 89.1 
Lie-Stand 8 0 7 3 38.9 
Stand-Lie 0 7 3 8 44.4 

Table 5. Trained neural network with constant inclination fea-
ture from young subjects and tested on elderly subjects. 

 Sit-Stand Stand-Sit Lie-Stand Stand-Lie % of 
success 

Sit-Stand 43 3 0 0 93.5 
Stand-Sit 5 42 0 0 89.4 
Lie-Stand 2 2 13 1 72.2 
Stand-Lie 0 2 2 14 77.7 

Table 6. Trained k-NN classifier with constant inclination fea-
ture from young subjects and tested on elderly subjects – k = 9. 

 Sit-Stand Stand-Sit Lie-Stand Stand-Lie % of 
success 

Sit-Stand 27 0 2 0 93.1 
Stand-Sit 0 26 0 1 96.3 
Lie-Stand 4 0 7 0 63.6 
Stand-Lie 1 2 0 8 72.7 

Table 7. Trained neural network with constant inclination fea-
ture from old subjects and tested on young subjects. 

 Sit-Stand Stand-Sit Lie-Stand Stand-Lie % of 
success 

Sit-Stand 25 0 4 0 86.2 
Stand-Sit 0 25 0 2 92.6 
Lie-Stand 1 0 10 0 90.9 
Stand-Lie 0 1 0 10 90.9 

Table 8. Trained k-NN classifier with constant inclination fea-
ture from old subjects and tested on young subjects, k = 9. 

The results indicate that training classifiers with the 
data from elderly subjects and testing them on the young 
subjects yields higher accuracies than the reverse. We 
propose that this discrepancy is due to the fact that move-
ments are more pronounced for the young subjects, 
thereby resulting in better clustering.  

Next, the analysis was performed on classifying simple 
vs. complex movements. We use the SVD feature and the 
results are shown in Tables 9 to 12. 

Sit-Stand + 
Stand-Sit 

Lie-Stand + 
Stand-Lie % of success 

Sit-Stand + Stand-Lie 59 14 80.8 
Lie-Stand + Stand-Lie 8 8 50.0 

Table 9. Results of using neural network trained with data from 
old subjects and tested on old subjects, training set size = 20. 

Sit-Stand + 
Stand-Sit 

Lie-Stand + 
Stand-Lie % of success 

Sit-Stand + Stand-Lie 43 3 93.5 
Lie-Stand + Stand-Lie 0 12 100

Table 10. Results of using neural network trained data from 
young subjects and tested on young subjects, training set size = 10. 
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Sit-Stand + 
Stand-Sit 

Lie-Stand + 
Stand-Lie % of success 

Sit-Stand + Stand-Lie 70 3 95.9 
Lie-Stand + Stand-Lie 2 14 87.5 

Table 11. Results of using k-NN trained with the same set of data 
from old subjects and tested on old subjects, training set size = 20, k 
= 10. 

Sit-Stand + 
Stand-Sit 

Lie-Stand + 
Stand-Lie % of success 

Sit-Stand + Stand-Lie 40 6 87.0 
Lie-Stand + Stand-Lie 1 11 91.7 

Table 12. Results of using k-NN trained with the same set of data 
from young subjects and tested on young subjects, training set size 
= 10, k = 5. 

For brevity, the classifications results using other fea-
tures are omitted. On average, the classifications using 
maximum amplitude change and skewness achieved 76% 
and 80% success rate respectively. 

VI. CONCLUSION 

We have devised four novel features and implemented 
them through two classification schemes. The features 
include constant inclination, SVD, skewness and maxi-
mum amplitude change. Overall, we can classify four 
transition movements that include sit-to-stand, stand-to-
sit, lie-to-stand and stand-to-lie, with an accuracy of 84%. 
Both constant inclination and skewness are effective 
features for classification in the elderly group, while 
maximum amplitude change is the most effective classifi-
cation feature for the young group. SVD is useful in dis-
tinguishing complex movements from simple movements. 
The results indicate that training classifiers with the data 
from elderly subjects and testing them on the young sub-
jects yields higher accuracies than the reverse. We pro-
pose that this discrepancy is due to the fact that move-
ments are more pronounced for the young subjects, 
thereby yielding in better clustering. This is an important 
issue that needs to be addressed in this domain where the 
system must be adaptively customized for individuals. 
This issue was not explored in the previous work.  
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Abstract— Using body sensor networks (BSN) in critical 
clinical settings like emergency units in hospitals or in acci-
dents requires that such a network can be deployed, config-
ured, and started in a fast and easy way, while maintaining 
trust in the network. In this paper we present a novel ap-
proach called BLIG (Blinking Led Indicated Grouping) for 
easy deployment of BSNs on patients in critical situations, 
including mechanisms for uniquely identifying and grouping 
sensor nodes belonging to a patient in a secure and trusted 
way. This approach has been designed in close cooperation 
with users, and easy deployment and ease of use are top priori-
ties. We present an initial implementation and evaluation of 
the presented technology. 

Keywords— body sensor network, WPAN, healthcare 

I. INTRODUCTION  

The goal of wireless body sensor networks (BSNs) is to 
avoid cables and the drawbacks that come with them; cables 
are inherently unstable as cables and plugs tend to loosen or 
break under moderate stress, and cables tend to get tangled 
into each other. Patients with wired monitoring equipment 
are fixed to a bed or a chair and cannot easily move, or be 
moved, around. This has made the use of sensor technology 
impracticable in critical medical situation where sensors 
must be deployed in seconds and where patients need to be 
moved frequently. In our study of medical work in settings 
like emergency units in hospitals and larger accidents, we 
have discovered that sensors are not used at all, even though 
the same users say that sensors in many situations would be 
very useful [1]. Cables, however, have two very important 
features: first, the grouping of sensors and peripheral units 
like displays is palpable because you can see which nodes 
are attached to each other. Second, the sensor network is to 
a large degree secure – it is very difficult for an adversary to 
gain access to the medical data. 

The overall objective of our work is to create a wireless 
BSN which is easy to deploy and use, while maintaining an 
appropriate level of security and privacy. In particular, we 
want a wireless BSN to include the two important features 
of palpability and security that a cabled BSN possesses. 
Such a BSN is especially required in critical medical cir-

cumstances like large accidents. Based on our studies of 
monitoring in e.g. the home of patients, there is clear evi-
dence that these requirements are also valid in such more 
mundane areas of medical monitoring 

This paper presents BLIG (short for: Blinking Led Indi-
cated Grouping), which is an approach to deployment of 
wireless body sensor networks (BSN) on patients in critical 
situations, like accidents. We present the requirements for 
BLIG and explain how the design fulfils these requirements 
for fast, easy, and secure deployment. We then present the 
current implementation of BLIG and report from a user 
evaluation session with professional paramedics trying out 
the technology. We then conclude the paper and shortly 
discuss our plans for further work. 

A. Problems 

Figure 1 illustrates the problems BSNs inherently are 
dealing with. Throughout healthcare, usability issues are 
always important, demanded by the critical situations and 
the quick work pace. Security issues, such as privacy of 
medical information and logging of events are required by 
law and ethics. Furthermore, as battery technology is devel-
oping at a very slow rate, and energy storage per unit of 
volume or mass is lower than we would like it to be, we 
want to conserve power as much as possible and to avoid 
large and bulky equipment.  

 
Fig. 1 The BSN problems and their relations. The dashed ellipse encloses 

the issues addressed by BLIG. 

Solving the three problems tend to be problematic, as 
they conflict with each other, as illustrated by the arrows on 
the figure: good security properties requires lots of memory 
and processing power – conflicting with power conservation 

Security 

Usability 

Power 
consumption 



– and keys may need to be distributed and users must log in 
and out, conflicting with simple and easy use. Also when 
designing the user interfaces, power saving requirements 
can have a huge impact on what is possible and what is not. 

As illustrated by the dashed ellipse on the figure, BLIG 
was designed to be extremely simple to use, and at the same 
time have some reasonable security and power properties. 

B. Requirements 

Our design is grounded in various user-centred design 
processes ranging from supporting emergency workers 
involved in large accidents [1], to supporting mobility in 
hospitals [2], to supporting home care monitoring of pa-
tients and elderly people [3,4]. Based on this work we have 
distilled the following set of requirements: 

• Fast: Most medical work is time-critical and often done 
on the move, so deployment of BSNs has to be swift. 
Data from a train collision emergency exercise showed 
that only a few seconds are spent with each victim dur-
ing triage (sorting and prioritising victims). Hence, our 
goal is that deployment must take only a few seconds. 

• Easy: Deployment takes place in a hectic environment 
where the users have to attend to many parallel tasks. 
Hence, the deployment must be very easy. Our goal is 
to enable users to deploy sensors using only one hand, 
while using the other hand for other things, such as sup-
porting the patient. 

• Resilient and scalable: The BSN must work reliably in 
a rugged environment like an outdoor accident scene or 
in the home, with little or no infrastructure available. 
Hence, deployment operations must only rely on com-
munication between the actual units involved – i.e. no 
server or similar network resources should participate. 
This requirement is to ensure that the basic functional-
ity can be accessed even during a major server or net-
work breakdown. This requirement also ensures a scal-
able network since network latency will not slow down 
the process of adding or removing sensors. 

• Secure: Medical data should be protected and access to 
it authorised. The goal is that the wireless BSN should 
not be inferior compared to existing (cabled) technol-
ogy. The requirements are that communication should 
be encrypted, only authorised parties can gain access to 
the network and its data, sensors should be able to pro-
vide a security proof, and no unauthorised node should 
be able to deduce anything about the sensor (apart from 
its presence). 1 

                                                           
1 It is beyond the limits of this paper to engage in a thorough threat 

analysis. But a few examples include: Adversaries gaining access to medi-
cal information about a patient, adversaries counterfeiting sensor readings 

• Palpable: Users need to be able to understand the BSN 
and investigate its configuration. The goal similarly is 
that investigating the wireless BSN should be just as 
easy as investigating how a cabled BSN is set up. The 
requirement is that users within a few seconds can tell 
which nodes belong to the same group, i.e. patient. 

II. RELATED WORK 

A method proposed by Baldus et. al. in [5] gives each 
clinician a personal pen with an infrared transmitter. This 
pen is then used to arrange sensor nodes on a single patient 
together in a group. The main problem remains: how can 
users quickly investigate these groups to inspect which 
nodes are members? No answer is given to this question. 

The CodeBlue project [6] uses service discovery to estab-
lish links between sensors and displays. As new sensors are 
attached to patients, they just pop up at the displays. How-
ever, apparently there is no restriction limiting which dis-
plays are allowed to show the data, which means that eve-
ryone can get access to the information and no logging of 
who views the data takes place. Furthermore, only a nu-
meric sensor id identifies the data source. This makes it 
hard to figure out which patient the data originates from. 
This implies a greater risk of mixing up patients and there-
fore more time spent checking and double-checking the 
associations between patient and sensor id. 

III. BLIG DESIGN ISSUES 

It is important to realise that the requirements presented 
above are of a technical as well as a usability nature. We 
need a method for BSN identification, pairing, and authori-
sation which is technically adequate, while ensuring that 
users can use it quickly, with a high level of confidence, and 
understand the logical connections. 

The BLIG method offers a solution to the usability is-
sues: how to set up sensors in a fast, easy, and palpable 
way. Along with BLIG, we are developing a corresponding 
protocol with good security and power consumption proper-
ties. Although this protocol is far beyond the scope of this 
paper, we will give a few hints towards the relation between 
these properties and BLIG. 

An example scenario, using the BLIG at an emergency 
could be this: an emergency worker wants to add 3 sensors 
to a patient. He takes the first sensor, turns it on, brings it 
close to his id-tag and then places it on the patient. He then 

                                                                                                  
and thus causing ill-treatment of the patient, and adversaries jamming the 
radio channels or launching a Denial-of-Service attack. 
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takes the next sensor, turns it on, brings it close to his id-tag 
and brings it close to the first sensor (in arbitrary order), and 
finally places it on the patient.  Likewise for the third sensor 
(which is brought close to either one of the existing sensors 
as well as the id-tag). Later when he needs to reuse a sensor, 
he detaches it from the first patient, turns it off and on (re-
set) and repeats the above procedure with another patient. 

A. Identity of the patient 

In most – if not all – existing patient monitoring equip-
ment (such as [7,8]), and many related research projects 
(such as [6]), the sensors have no information about the 
identity of the patient. Instead, the sensors simply deliver 
the data to some (perhaps predefined) destination. It is then 
the job of the clinician to associate the incoming data at this 
destination with the identity of the patient. This involves 
two steps: attach the physical sensor to the patient, and 
associate the data with the identity of the patient (e.g. by 
typing in the patient’s Social Security Number (SSN) at the 
monitoring central). If the second step does not take place at 
the patient's bed, the result is an increased risk of mistakes. 

Data produced by the sensors are logically tied to the 
identity of the patient. However, in many cases the identity 
of the patient is unknown (e.g. in the accident scenario) and 
even if known, it is impractical to enter patient names or 
SSNs into sensors in a BSN. Therefore, in line with the 
method presented by Baldus et al. [5] we propose to group 
sensors on a patient together. This way, the identity of the 
sensor group is not depending on whether the true identity 
of the patient is known or not. When the identity of the 
patient is established, a mapping between the patient’s “true 
id” and the sensors’ group-id (the shared identity of all 
sensors on a single patient) can be made, e.g. by adding a 
PDA with proper communication capabilities to the sensor 
group and type in the “true id”, such as the name or SSN. 
This procedure is carried out only once for each hospitalised 
patient – in contrast to once for each time a sensor is at-
tached, changed or the patient is moved, which is the case 
for current sensors. Furthermore, the procedure would nor-
mally be carried out at the bedside, reducing the risk of 
errors such as patient mix-ups. 

In contrast to the method suggested by Baldus et al. [5], 
however, we do not require the use of a special patient iden-
tification node or tag. We are proposing to let the first sen-
sor attached to the patient generate a unique group-id. This 
id will be replicated to all sensors subsequently added to the 
patient. This way, not one specific sensor has a special role. 
This will make the sensor network more robust with respect 
to single point of failure. 

B. Grouping 

Once the group-id has been established (using the first 
sensor node) other sensor nodes can be attached to the BSN 
group. Hence, we need a method of grouping and un-
grouping sensors. This is done by handing over the group-id 
to the node joining the group. Each sensor has a button for 
grouping (which could also serve as power button). When a 
patient has no sensors attached, the first sensor will generate 
its own unique group-id. Successive sensors are added to 
the group by pressing the grouping button while holding the 
new sensor close to any one of the already attached sensors. 
Note that we can use any node since the group-id is repli-
cated amongst all participating nodes. Short range commu-
nication hardware (to be explained later) will be used to add 
the new sensor to the group of the nearby sensor. By ‘short 
range’ we mean no more than about half a meter, i.e. not a 
radio transceiver. For security reasons, which will be ex-
plained below, the user (clinician or emergency worker) 
doing the grouping must carry an authorisation-node (e.g. 
part of an id-tag), which shall also participate in the attach-
ment procedure. Removing a sensor from a group is simply 
a matter of powering this sensor off. When a sensor is re-
moved from the patient the remaining sensors will keep the 
original shared group-id. 

C. Security 

The short range communication channel is used to add 
new sensors to a group. During this procedure the new node 
must use the short range communication hardware to com-
municate with both an existing sensor on the patient and an 
authorisation-node worn by the user. These three nodes (or 
two, if the new node is the first to be attached to this pa-
tient) will cooperate to generate an unforgeable certificate 
for the new sensor. This certificate will be used by the new 
sensor to prove to others in or outside the group (e.g. an-
other sensor or a display) that it truly belongs to the group 
and is in fact placed on the corresponding patient. Assuming 
“short range”' means less than about half a meter, the pro-
cedure places all nodes at the same place at the same time. 
An audible sound from the user's node during this procedure 
ensures that we have the user's attention; therefore the cer-
tificate is a proof that this user has approved the grouping. 

If all users and their authorisation-nodes are trusted, this 
argument (by transitivity) states that all sensors belonging to 
the same group (with valid certificates) will in fact be 
placed on the same patient. Each time the authorisation 
node participates in an action, it provides a clear audible 
sound. This will alert the user if an adversary should try to 
abuse his or her node for an unauthorised action. 
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Due to the authorisation certificates a user can (perhaps 
remotely) inspect a group of nodes using e.g. a PDA to 
investigate who initially deployed the nodes. Furthermore, 
by (Danish) law [9] clinicians are required to document 
their actions. Automatically collecting and logging these 
certificates, the sensor network can now provide this docu-
mentation, saving the clinicians a lot of work. 

D. Group palpability 

In contrast to e.g. Baldus et al. [5], the grouping can be 
performed using only one hand and the user should be able 
to deploy a sensor within a few seconds. Our usability 
goals, however, were more ambitious: the user must also be 
able to quickly inspect and understand the grouping. 

For this purpose, the presented design incorporates a 
mechanism which allows a sensor to reveal which group it 
belongs to. Each sensor node has a number of light-emitting 
diodes (LEDs) in different colours. All nodes in a group can 
present a synchronised blinking behaviour – i.e. the LEDs 
on all nodes belonging to one group will slowly and syn-
chronously blink in matching colours. Each group will have 
its own unique blinking pattern (very long sequence of 
colours), which helps the user(s) to quickly verify whether 
all nodes on one patient are correctly grouped and whether 
the sensors on two (adjacent) patients belong to different 
groups (hence the name BLIG: Blinking Led Indicated 
Grouping). Sensors that fall off a patient are easy to re-
establish on the correct patient. 

To the user, the colour sequence will appear to be ran-
dom. Technically, the sequence will be a repetitive pattern 
with a very long period, determined uniquely as a function 
of the group id and controlled by a common clock main-
tained between the nodes belonging to a group. This scheme 
is similar to the Frequency Hop Spread Spectrum (FHSS) 
radio modulation method used by e.g. Bluetooth 
(IEEE802.15.1) [10]. Instead of hopping among a set of 
radio channels, this scheme will hop among a set of colours. 
Clock drift is compensated by exchanging clock informa-
tion between nodes. Since clock drifts in the order of up to 
tens of milliseconds are not a problem and the oscillators 
are rather accurate, this synchronisation can be a very rare 
event (i.e. not a scalability issue). 

E. Hardware and power saving 

The sensors’ primary communication uses radio links. 
Furthermore, the sensors should have hardware for short 
range communication to be used in grouping and authorisa-
tion. Also, the sensors will need at least one button and a 
group of LEDs in different colours. 

In order to save power, the LEDs should not be blinking 
all the time – only when a new sensor is added and up to a 
maximum of a few minutes after that. On the scene of a 
major emergency this behaviour might be unwanted, but 
then a command could be broadcast in the sensor networks 
at the emergency site, forcing all sensors to keep blinking 
until they leave the site. Furthermore, in the development of 
the protocol care has to be taken towards conserving power 
as well. Generally, we want the sensors to consume as little 
power as possible. Authorisation nodes, on the other hand, 
are allowed to spend more power, since they should only 
last for a single shift before being recharged. Therefore, 
radio and short range communication receivers can be 
switched on all the time and heavy computations can be 
performed here. This is exploited by the underlying proto-
col. 

Short range communication can be achieved using a 
number of technologies. The key requirement is that com-
munication can only take place if the devices are in a close 
proximity of each other – in the order of about half a meter. 
A number of technologies could be used, including light, 
sound, infrared light, ultrasound, and electromagnetic in-
duction. For our prototypes, we have chosen induction, and 
we are not going to concern ourselves further with this is-
sue. However, if BLIG is brought beyond the prototype 
implementation, further investigations will be necessary. In 
particular the security properties of each type should be 
compared: we assume that the local communication is truly 
local, but would it be possible for a technically skilled ad-
versary to establish a “local” communication link at a dis-
tance? For instance, if infrared was used instead, could the 
adversary use an infrared laser from an adjacent room or 
through a window? Would visible light be better? – A visi-
ble light laser would certainly be easier to spot than an in-
frared laser. Other properties, like power consumption of 
different technologies, should also be examined. 

IV. PROTOTYPE 

 
A prototype intended for workshop based proof-of-

concept testing has been developed. This prototype imple-
mentation was developed only to demonstrate the BLIG 
grouping mechanism, thus the secure protocol mentioned 
earlier, which we are also developing, has not been imple-
mented in this prototype yet. The node hardware platform 
we use is the Berkeley mote of Telos revision B design 
(“Tmote sky” from Moteiv) extended with a coil and a cou-
ple of amplifier circuits for the short range communication 
channel. Figure 2 shows two motes. Mote 7 is a regular 
sensor node, which will be attached to patients, and mote 
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200 is a “clinician mote”, i.e. it plays the role of the clini-
cian’s authorisation-node. This mote also has a piezoelectric 
buzzer. Figure 3 shows a rough schematic of the extension: 
two amplifiers built from a few transistors and an op-amp 
IC takes care of bridging the digital input and output from 
the mote’s microcontroller with the coil. Both amplifiers 
can independently be turned off and on in order to save 
power. As of now, we use a very simple frequency modula-
tion technique to transmit a number between 0 and 31 over 
the communication channel in less than 100 milliseconds. 
This is more than sufficient for the current prototype, but in 
the future, as the secure protocol will be implemented, we 
will have to improve this, in order to get a fast general data 
packet transfer. 

 
Fig. 2 A clinician mote and a regular sensor mote 

 
Fig. 3 Schematics of the short range communication extension. 

Regular sensor nodes have 4 different states: ungrouped, 
searching, grouped, and error. When the node is turned on 
or reset, it enters the ungrouped state. While in this state, all 
LEDs are off. Pressing the grouping button, the node will 
enter the searching state for a maximum of 10 seconds, 
during which the LEDs will be glowing (with smooth inten-
sity variations). If the node meets an authorisation-node on 
the short range channel within the time limit, it will gener-
ate a new group-id and enter the grouped state using this 
group-id. If the node meets both an authorisation-node and 
another regular node, which is already in the grouped state, 
within the time limit, the node will receive the group-id and 
current time from the other regular node. The node will then 
enter the grouped state using this group-id and synchronise 
its clock. If the node does not meet an authorisation-node 

within the time limit, it will enter the error state. In this state 
the red LED will be blinking aggressively. As a node enters 
the grouped state, it will begin blinking slowly. Having 3 
coloured LEDs (red, green, and blue), there are 8 different 
combinations available. The combination chosen at any 
given time is a function of the group-id and a sequence 
number, which is incremented at a fixed interval. 

Authorisation-nodes work in a straight-forward way: 
they simply provide a short beep sound from the buzzer 
each time they encounter a regular node in the searching 
state on the short range channel. 

A PC running a small terminal-based Java program can 
be used to monitor the network, listing the sensors attached 
to each “patient” (group-id), and the identity of the user 
who attached it to the patient. The Java program is also 
capable of showing sensor readings. 

V. PRELIMINARY EVALUATION 

 
Earlier prototype implementations without the short 

range communication hardware2 were demonstrated at two 
workshops arranged by the PalCom project [11] in the fall 
of 2005 and the spring of 2006, involving participants from 
the local fire brigade and police force, emergency workers 
and trauma centre physicians. The reactions were very posi-
tive. 

The participating clinicians expressed their appreciation 
with the easy grouping of the sensors and the tangible way 
groups can be recognised. Also, it was appreciated that the 
blinking LEDs are easy to see in all weather conditions, 
bright daylight and at night (something we never even con-
sidered), and that no small displays are involved, making it 
easy to inspect connections at a distance and without 
glasses. A few simple scenarios were played around the 
table, and the clinicians demonstrated that they could easily 
use and understand this method. They also clearly encour-
aged us to continue the development. 

VI. FUTURE WORK 

At the time of this writing, we are planning to begin in-
volving participants from a hospital ward. This hospital 
ward has both operating theatres and intensive care. 

We are currently planning a new workshop where we are 
going to test the current version of the prototype described 
above. At this workshop we will be using people acting as 
patients and “faked” sensor readings on the displays. We 

                                                           
2 “Proximity” between two units was emulated by pressing a button on 

both units 
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will be testing how quickly the clinicians are able to per-
form the different tasks, establish an overview of the local 
sensors and identify errors. 

Later on, prototypes equipped with real sensors (ECG, 
pulse oximeter, blood pressure meter etc.) will be con-
structed and used in workshops, and perhaps as one part of a 
larger pilot test planned in the near future at the above men-
tioned hospital. 

The pros and cons of different kinds of local communica-
tion hardware should be examined in regard to power con-
sumption and how to ensure true local communication. As 
mentioned earlier, we have chosen not to look further into 
this subject at the moment. 

The idea of using the blink pattern of LEDs to convey the 
notion of grouping of devices to an observing human is new 
and needs to be tested further, involving experts in the hu-
man visual perception capabilities. How fast should the 
colours change? Are some blinking patterns better than 
others? What if the clinician / emergency worker is colour-
blind? Would different rhythms be helpful? Could blinking 
patterns and rhythms for instance be used to convey infor-
mation about the condition of the patient? In the case of a 
major accident (like a train derailing) where triage is neces-
sary, could the blinking pattern carry a message about the 
victim’s condition (on a scale from “OK” to “critical care 
needed”)? 

More work need to be put into the protocol. In particular, 
we need to formalise and prove the security properties. We 
also need to do some more extensive scalability analysis 
and tests – the technology should be capable of handling 
rather large-scale emergencies with high densities of vic-
tims (think of train collisions or terror attacks). 

VII. CONCLUSION 

The idea of grouping all sensors on a patient together is 
not revolutionising. Others have gone down this road before 
us [5,12]. Our contribution is to the way this group identity 
will be made tangible for the user. The user will need a fast, 
one-button method of adding (and removing) a sensor de-
vice to a group, and a way to quickly inspect the correctness 
of the grouping (all sensors on the same patient are in the 
same group and the sensors on two different patient do not 
belong to the same group). 

We have presented a new method of setting up networks 
of medical sensors on and around patients in hospitals or at 
emergency scenes. Besides easing the monitoring of the 
patient, this method offers a simple and intuitive way of 
identifying the patient, Furthermore, we are confident that 
the underlying protocol, which we are currently developing, 
will prove to be as secure against hardware (including net-

work) failures and most adversary attacks, as the current 
(cabled) technology. 
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Abstract—  Approximate  data  collection  is  an  important
mechanism for real-time  and high sampling  rate  monitoring
applications  in  body  sensor  networks,  especially  when there
are multiple sensor sources. Unlike traditional approaches that
utilize  temporal  or  spatio-temporal  correlations  among  the
measurements  of  the  multiple  sensors  observing  a  physical
process  to  reduce the communication cost, in this paper we
explore  the idea  of  assigning  different  context-dependent
priorities to the various sensors, and allocating communication
resources  according  to  data  from  a  sensor  according  to  its
priorities. Specifically, a higher number of bits per sample is
allocated to sensors that are of higher priority in the current
context. We demonstrate that the proposed approach provides
accurate  inference  results  while  effectively  reducing  the
communication load.

Keywords—  Approximate  Data  Collection,  Data
Aggregation, Context-aware systems, Body Sensor Networks.

INTRODUCTION 

Increasingly richer sensing sources have been incorporat-
ed in body sensor networks (BSN) to collect more accurate
and detailed physiological information of a person for medi-
cal industry.  However, the bandwidth of the shared wire-
less  medium is limited  and moreover  higher  data  volume
have a negative impact on battery life as the system energy
consumption is dominated by wireless communication. This
has hindered the progress of real-time high data rate moni-
toring applications in BSN. The situation gets worse when
the  sensor  nodes  communicate  with  each other  through a
low-power  radio,  which  usually  provides  lower  data  rate
levels. In-network aggregation is often used to address this
issue by reducing communication load through distributing
sensor data query operators down to the sensor nodes. The
partial results from the different sources are then combined
to reduce data redundancy at the intermediate nodes along
the path to the  base station. Similarly,  instead of sending
raw sensing data, sensor nodes can perform feature extrac-
tion on local data and send feature vectors only. However,
in the light of deployment experiences with various sensor
network applications, the above approaches are unattractive
to domain experts [1], who often want to be able to recon-
struct  detailed  sensor  waveforms  and  not  just  events  and
features. Users in BSN research community also often need
to communicate back complete sensed information.

To carry detailed sensing information over the resource-
limited wireless medium, lossless and lossy compression al-
gorithms may be employed to reduce communication load
at the cost of increased encoding complexity. For a highly
resource-constrained device, such as a sensor node, a loss-
less encoding scheme is usually too computationally inten-
sive  to  be practical.  A reasonable compromise  to  achieve
the  application  fidelity  requirements  and  bandwidth  de-
mands is to use lossy data compression schemes that trade
information quality for lower computational complexity and
higher compression ratio. 

Approximate  data collection [3] is  an in-network lossy
compression scheme for collecting data from sensor nodes.
Current  techniques mostly exploit temporal or spatio-tem-
poral correlations among the measurements of the physical
process made by different  sensors.  It  requires domain ex-
perts to define the degree of precision (error bound ε) re-
quired for their queries. The returned answer is guaranteed
to be ε-approximation of the real value with probability ρ.
In this paper, the approximate data collection is addressed
from a different angle. We embrace the idea of "Based on
the current context, the system dynamically adjusts the de-
gree of precision for each sensor. Those sensors of interest
provide more detailed information while the rest maintain
just enough confidences in a inferred context." Indeed, from
the viewpoint of a user, the information at different sensors
has different significance levels (and hence should be given
different priorities) in different contexts. 

We believe that the “sensors of different priorities“ con-
cept is especially suitable for BSN. For example, say, when
early signs of heart-attack (context) are being detected, the
electrocardiogram (ECG)  signals  will  become the  highest
priority information for diagnosis and should be delivered
immediately and with high fidelity. Meanwhile, accelerom-
eters  used  for  classifying  the  physical  context  of  a  user
(walking, running, limping, etc.) now become lower priority
information sources that can be turned off. In this scenario,
however, it is possible to further enhance our confidence in
detecting a heart-attack event  if  the system allows partial
accelerometer  information  to  be  involved.  For  example,
running could trigger angina while walking might not [16].  

We argue that an energy or bandwidth constrained BSN
should not blindly collect maximum fidelity data from all
the  sensors  since  different  sensors  have  different  signifi-
cance levels for different inferred contexts. Given a context,



the system shall deliver data with high fidelity or fine gran-
ularity for sensors of interest (high priority), and reduce in-
formation collected from the remaining sensors (low priori-
ty).  However,  it  is  domain  experts  who  would  have  the
knowledge to assign the significance level  of each sensor
under different contexts. Therefore, this paper does not ad-
dress  how to  make  such  decision.  Rather,  this  paper  ex-
plores the above idea and presents an approach that enables
data resolution (number of bits per sample) used to repre-
sent  information  from different  sensors  to  be  adapted  to
their  priorities,  while  maintaining  desired  overall  confi-
dence in the inference result.

We propose in section I a framework that uses feedback
paths  between  the  BSN  and  the  inference  engine  (a
Bayesian classifier in our design) to dynamically control the
required resolution based on the inferred contexts.  Howev-
er, the system shall only reduce the resolution of low-priori-
ty sensors if it can still provide users certain levels of confi-
dence (threshold) in the inferred context. We then look into
the details of such decision. The principles in part B of sec-
tion I allows our system to determine that how the reduced
information will affect user confidence in the inferred con-
text.  Section II presents a preliminary implementation and
evaluation  of  our  framework.  We investigate  the  case  in
which the system equally reduces the resolution for all sen-
sors and compare the results to the case where the system
operates at different resolutions for different sensors based
on their  information priorities.  Section III summarizes the
related work. Section IV describes our conclusions.

I.PROPOSED APPROACH

A.Framework

We consider a general one-hop, star topology BSN sce-
nario  that  consists  of  one  base station and several  sensor
nodes. The physiological information is constantly collected
by sensor nodes and delivered to a base station. An infer-
ence engine at the base station takes the features of sensor
data as inputs and generates user context as output. Sensor
nodes are assigned priorities in each context. The system at-
tempts  to  collect  detailed  information  from  high  priority
sensor nodes and reduce fidelity information from low pri-
ority nodes. A user can setup the lowest acceptable resolu-
tion of  a  sensor  to  avoid data  being  degraded too  much,
yielding an unacceptable distortion level.  The features ex-
tracted from these samples still allow the inference engine
to have desirable confidence level in the current context. In
this manner, approximate data collection is achieved based
on the context.

Figure 1 shows the block diagram of the proposed ap-
proximation data collection on the base station. The initial
setup  is  to  collect  data  samples  at  the  highest  resolution
from all the sensor nodes. The base station extracts features
from these samples, and the inference engine classifies the
context  according  to  these  features.  The  system  imposes
data rate constraints to the sensor nodes when it detects a
network  congestion  event,  reserves  bandwidth  for  higher
priority sensor nodes or simply wants to save energy. Given
this data rate constraint, a naive solution is to equally reduce
data resolutions and hence the data rate requirements of all
nodes. In contrast, in our proposed approach, the base sta-
tion selects low priority nodes based on the inferred context,
and reduces data resolution of these nodes.  The base station
then uses the collected data samples to classify current con-
text and possibly adjusts the resolution if it is not confident
in the inferred context.

Figure 2 depicts that each sensor node controls resolution
of the collected samples based on the resolution requirement
prescribed by the base station. Note that the finest resolution
that a BSN node can provide is the original data without any
resolution reduction.

B.Principles

Our inference engine employs a Bayesian network [11]
that combines multiple sensor observations for the purpose
of  inferring the context of a subject. The assumption is that
we  are  confident  in  an inferred  context  if  its  occurrence
probability is greater than TH and the occurrence probabili-

Figure 1: Block Diagram of the Base Station
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Figure 2: Block diagram of the BSN node
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ties of all the other contexts are less than TL. The goal is to
determine  the  current  context  using  a  reduced  resolution
version of sensor data.

Denote the n possible observations by O1, O2, …, On and
the observation space by Os, O s={O 1∪O2∪O n} . 

The probability of a context  C given an arbitrary obser-
vation O of a sensor is represented by the conditional proba-
bility P(C|O). 

We note that  for  a  partial  (incomplete)  observation  O,
knowing only the fact that  O belongs to the set  Os is suffi-
cient to determine a probability range for context  C  given
O.  To be  specific,  P(C|O)  has  a  lower  bound  and  upper
bound given by Eq. (1):

       

∀O∈Os

∃ i , j : P C /OiP C /O P C /O j , ⋯⋯1
where i=argmin

m=1n
P C /Om ,

j=argmax
m=1n

P C/Om

Moreover, it is also sufficient to upper-bound the occur-
rence probability of any context other than  C (denoted by
C') given O, obtained in Eq. (2).

       

∀C '≠C ,
∃k : PC ' /O P C ' /O k , ⋯⋯⋯2
where k=argmax

m=1 n
P C ' /O m

If we know for a fact that an incomplete observation  Θ
belongs to  Os, we can use the  P(C|Oi)  in Eq. (1) to lower-
bound P(C|Θ). Similarly, P(C'|Ok) in Eq. (2) is used to up-
per-bound P(C'|Θ). If the lower bound of P(C|Θ) is greater
than TH  and the upper bound of P(C'|Θ) is less than TL, then
we are confident that, based on the assumption, the current
context is  C.   Note that a low resolution observation is an
incomplete observation, whose rough range instead of real
(high-resolution) value is known. By replacing a complete
observation by an incomplete  (lower  resolution)  one  (Θ),
Eqs. (1) and (2) can serve to decide the corresponding con-
fidence level in the inferred context. In the case that we are
not confident about the inference results, higher resolution
or other observations would be required. 

In the following we present a simple classifier example
for illustration purposes. The example is extended based on

a Bayesian belief networks software, Netica [14]. Assume a
sensor's observation (ranging from 0 to 10) has a resolution
of unit  1.  The sensor  observations  are  characterized by a
normal  distribution,  whose  mean  and  standard  deviation
values are, respectively, equal to 2 and 1 when context one
(c1) occurs, 5 and 2 when context two (c2) occurs,  and 8
and 1 when context three (c3) occurs. Assume these three
contexts take place with equal probabilities as shown to the
left in Fig. 3. After we train the classifier with some random
simulated samples, the table to the right in Fig. 3 shows the
probability  of  each  context  given  an  observation.  Fig.  4
shows the resulting confidence levels in a context based on
reduced resolution observation.

We now extend the  discussion to a BSN scenario  that
contains multiple sensors. In such a scenario, knowing the
observation of a sensor will "pull" other sensors to be in-
clined towards its inference. This means that given that the
observation from sensor one is x and the most likely context
is  C, the distribution of observations on sensor two is now
in favor of context C.  Note that observations from two sen-
sors (x and y) are conditionally independent given context C
in a naive Bayesian network. In this manner, the probability
of context C for an observation y at sensor two, conditioned
on that x is observed by sensor one, is given by Eq. (3):

P C / y , x=P  y /C P C / x
P  y/ x 

⋯⋯ 3

Similar to the earlier discussion in the context of single
sensor case, we may provide a lower bound of the probabili-
ty of context  C for a low resolution (incomplete) observa-
tion Y, P(C|Y, x), Y={yi ≤ y ≤ yk}, and also an upper bound of
the probability of context  C' (C' ≠ C)  given  Y, P(C'|Y, x).
After replacing an complete observation y by a lower reso-
lution  representation  Y, the lower bound of  P(C|Y, x)  and
the upper bound of P(C'|Y, x) may determine our confidence
level in the inferred context C.

We now extend the example by adding a second sensor,
whose observations are also characterized by a normal dis-
tribution, with mean and standard deviation values equal to
7 and 2 when context one (c1) occurs, 2 and 1 when the sec-
ond context  (c2)  occurs,  and 4  and 2 when  context  three
(c3) occurs. Figure 5 shows that if an observation from sen-
sor two (indicated by ObsvY in Fig. 5) ranges from 7 to 8,
then the observations of sensor one is pulled towards the in-

Figure 4: Results of resolution reduction to example classifier

Lower bound

P(c1|O) P(c2|O) p(c3|O)
0 – 2 88.90% 11.00% 0.00%
2 – 4 47.70% 20.90% 0.00%
4 – 6 0.63% 89.50% 0.65%
6 – 8 0.00% 21.20% 47.30%

8 – 10 0.00% 10.50% 88.70%

Low Resolution Obsv

Figure 3: An example Bayesian classifier

Class
e1
e2
e3

33.3
33.3
33.3

Obsv
0 to 1
1 to 2
2 to 3
3 to 4
4 to 5
5 to 6
6 to 7
7 to 8
8 to 9
9 to 10

5.20
13.1
14.8
9.69
7.23
7.24
9.70
14.7
13.1
5.22

5 ?2.8

P(c1|O) P(c2|O) P(c3|O)
0-1 89 11 0
1-2 88.9 11.1 0
2-3 79.1 20.9 0
3-4 47.7 52.3 0.01
4-5 9.83 89.5 0.65
5-6 0.63 89.7 9.62
6-7 0.01 52.7 47.3
7-8 0 21.2 78.8
8-9 0 11.3 88.7

9-10 0 10.5 89.5
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ferred context,  c1. In that  case,  given  ObsvY = 7 ~ 8, a
highly reduced resolution version (0 to 5) of sensor one ob-
servation (ObsvX) is able to increase our confidence level
in context c1 to 98.6% and decrease to 1.35% in other con-
texts C' ≠ c1, as shown in the table to the top right of Fig. 5.

Note that most practical Bayesian inference engines take
data features to classify context rather than plain observa-
tions. The paper does not address this gap in depth.

II.IMPLEMENTATION & EVALUATION

We use real data  that are collected from testbed experi-
ments  for  evaluation.  The system uses  two  three-axis  ac-
celerometers to collect physiological information of the sub-
ject and send back to the base station. We divide the collect-
ed  data  into  two  sets,  training  set  (75%)  and  testing  set
(25%).  When  running  the  training  set  data,  conditional
probability tables are updated by a supervised learning set-
ting in order to train the classifier to learn the characteristics
of each context. The inference engine then extracts features
from the testing data set and classifies the subject's context
based on learned information. We evaluate the confidence
levels in all contexts with different resolution reduction ver-
sions of the testing data set.   The degree of reduction de-
pends on the number of least significant bits (LSB) being
reduced per sample, in which we normalize to ten bits.

We modified a system originally developed for  Medical
Embedded Device for Individualized Care (MEDIC) in [7].
The system now contains a base station (Nokia 770 [12])
and two sensor nodes (BlueSentry [13]). Each sensor node
is  equipped  with  one  three-axis  accelerometer  and  uses
Bluetooth radio to communicate with the base station. The
sensor nodes continuously relay sampled information (a to-

tal of six  sensing channels)  back to base station,  and the
base  station  saves  received  information  into  files  with
timestamps. In this experiment, for evaluation purpose, we
use  an off-line inference  engine  to  perform classification.
The prototype system is shown in Figure 6.

We investigated four contexts for this evaluation: walk-
ing, left leg limping, right leg limping, and stationary. We
performed  the  experiments  in  the  sixth  floor  hallway  of
UCLA Engineering IV building. The subject wore two sen-
sor  nodes (each with  an accelerometer)  around  his  waist,
one on the left-hand side, and the other one on the  right-
hand side. Both accelerometers had the sampling rate set at
100 Hz on each channel (x, y, and z axis). We collected data
under each context for approximately 15 to 30 minutes. To
emulate limping context, we use a knee brace to enforce a
fixed leg. The experiments collects a total of one and a half
million samples for these four contexts (walk: ~27.4%, left
leg limping: ~26.9%, right leg limping: ~26.6%, stationary:
~19.0%).

To extract  features,  the  base station first  converts  data
from  time  domain  to  frequency  domain  through  the  fast
Fourier  Transform  (FFT)  algorithm.  Assume  X(n)  is  the
transformed version of the input time-series sensor data and
N is its length. It then picks the amplitude of dominant fre-
quency  and  calculates  the  integrated  spectral  energy  as
shown in Eqs. (4) and (5) as the two features considered in
this evaluation ([10]). The inference engine takes these fea-
tures as inputs and estimates the most probable context.

F amp=max∥X n∥ ⋯⋯⋯4

Fenergy=∑
1

N

X n∗X n ⋯⋯⋯5

We choose a naive Bayesian classifier as the inference
engine  in  the  system.  A  naive  Bayesian  classifier  often
works well in real world and assumes that features are con-
ditionally independent. The classifier is a Bayesian network
that contains two types of node: feature nodes and context
nodes. Each feature node represents one of the features that

Figure 6: The prototype hardware system includes one base station and
two sensor nodes. A knee brace is used for emulating limping context.

Figure 5: An example with two sensors and shows that the observation
from a sensor pulls the other sensor towards its inference.  A low resolu-
tion of ObsvX can greatly enhance the confidence to inferred context (c1).

 ObsvX P(c1|ObsvX) P(c'|ObsvX)

0 – 5 98.6% 1.4%
5 – 10 0.0% 100.0%

ObsvY
0 to 1
1 to 2
2 to 3
3 to 4
4 to 5
5 to 6
6 to 7
7 to 8
8 to 9
9 to 10

   0
   0
   0
   0
   0
   0
   0

 100
   0
   0

7.5 ?0.29

ObsvX
0 to 1
1 to 2
2 to 3
3 to 4
4 to 5
5 to 6
6 to 7
7 to 8
8 to 9
9 to 10

11.4
28.5
28.6
11.4
1.80
0.51
2.54
6.36
6.36
2.55

3.13 ?2.5

Class
c1
c2
c3

81.8
 0 +
18.2
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are extracted from collected data. Our inference engine em-
ploys continuous domain feature nodes and then quantizes
the real value into a discrete level state. There are five data
levels per "amplitude of dominant frequency" (ADF) feature
node and ten data levels per "spectral energy" (SE) feature
node.  Uniform  step-size  quantization  is  applied,  with  the
quantization  dynamic  range  determined  by  the  maximum
and minimum value of its training data set. A better setup is
possible but beyond the scope of this work.  Note that the
current setup is shown to be quite sufficient to classify the
contexts and to fulfill our evaluation purpose. With the fea-
ture nodes being setup, the context  node shows the infer-
ence result and has the four discrete context states that we
consider (walking, left leg limping, right  leg limping,  and
still).  Due  to  space  limitation,  the  result  of  the  trained
Bayesian network is presented in [15].

In  this  classifier,  the  inference  of  stationary  context,
"still", always has an accuracy of 100%. In addition, irre-
spective of how much information is being reduced in test-
ing data set, its accuracy still remains at 100%. This is due
to its unique characteristics (near zero) in all features, and
with reduced data resolution, we actually push the data to-
wards the stationary context. In the highly resolution reduc-
tion case, all the inferred results become "still" context. We
thus omit its accuracy in following discussion.

We refer the feature space to the union of all level states
across all feature nodes in the rest of this paper. For exam-
ple, in Fig. 5,   ObsvX node has 10 discrete states and Ob-
svY node also has 10 discrete  states,  the feature space is
therefore  the  20  states  from  both  nodes.  After  having
learned from the training data set, we find that nearly 50%
of the feature space suggests a confidence level greater than
80% for the "walking" context  or a confidence level  less
than 20% for any of the rest contexts. On the contrary, only
3.3% and 7.8% of the feature space indicates the same con-
fidence level (80%, 20%) for "left leg limping" and "right
leg limping" contexts, respectively. In other words, the in-
ference engine can reduce the data resolution of a feature
for "walk" context, by combining 50% states of the feature
space as discussed in section 3, without  losing noticeable

confidence, while the "left leg limping" and "right leg limp-
ing" contexts are more sensitive to such resolution reduc-
tion. In Fig. 7, we show the resulting inference accuracy of
the  naive  solution  that  equally  reduces  resolution  on  all
sensing channels. It is noted that "walking" context manages
to maintain high accuracy level even with largely reduced
data resolution, while the accuracy levels for the other two
contexts are significantly degraded as the resolution is re-
duced beyond a certain level.

In Figure 8, in contrast to the naive approach used in
Fig. 7, the sensing information collected by the y-axis of the
accelerometer on the left waist (ACCY_L) is set to high pri-
ority and assigned to transmit with complete information. In
doing  so,  we  believe  that  further  resolution  reduction  on
other sensors can be performed to provide the same infer-
ence accuracy. As described earlier, based on the assump-
tion that ACCY_L is of more importance for the considered
context,  the  other  sensing  channels  are  for  the  large  part
playing the role of assisting and refining the inference result
of ACCY_L. We verified this by comparing the results of
Figure 7 to Figure 8 for the cases where sixty or seventy
percent of information are discarded on the testing data set.
Figure 8 intelligibly achieves more accurate inferences us-
ing these highly degrade samples. Figure 9 shows the lowest
resolution allowed in both approaches to yield 80% confi-
dence in all inferred contexts. It is thus clearly desirable and
necessary to use a more intelligent solution, such as the pro-
posed approach, for adapting the contexts that are sensitive
to data resolution reductions to collect data.

III.RELATED WORK

Research communities  in different  fields  have  long in-
vestigated  in  monitoring  applications.  Directed  Diffusion
[1] is a data-centric protocol for general data collection in
sensor networks. Cougar [8] and TinyDB [9] is a database
abstraction of sensor networks and provide declarative in-

Figure  8: Keeping original resolution on the sensor of interest (the y-
axis of accelerometer on left leg).  The effects of reducing data resolution
in time domain on test data set of the rest sensing channels.
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Figure 7: The effects of reducing data resolution in time domain on test
data set of every sensing channel.
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terfaces.  Skordylis et al. conduct a complete survey [2] in
approximate data management for sensor networks. 

In [3], Chu et al., motivated by existing deployment, at-
tack the   "SELECT *"  problem for  sensor  networks.  The
proposed  approach  compresses  data  using  replicated  dy-
namic probabilistic models to guarantee a fixed error bound
from  the  measurement  readings.  The  work  is  similar  to
BBQ approach proposed in [4] but pull-based. Both work
establish statistic  models of real worlds to reduce sensing
and communication overheads. Jain et al. [5] explore tem-
poral  correlation  of  a  data  source  and  introduce  a  dual
Kalman filter architecture to conserve network bandwidth.
The  server  and  the  source  maintain  same  copies  of  a
Kalman filter. The server uses the filter to predict data from
the source, and the source updates the corresponding filter
on server if the prediction is outside of given precision.

Lazaridis  and Mehrotra [6] propose the piecewise con-
stant  approximation (PCA) approach for  data  producer  to
transmit  time series to data archiver.  The approach repre-
sents time series with a sequence of segments (ci, ei), where
ci is a constant value for time in [ei-1+1, ei].

The Bayesian classifier has been proved to be effective
for motion recognition applications. In [17],  twelve three-
axis accelerometers and a naive Bayesian classifier are used
to capture  postures  and  activities  of a  user.  Korpip et al.
[18] apply  naive Bayesian networks  to classify user daily
activities based on audio features. Du et al. [19] divide fea-
tures into global and local classes,  and present a dynamic
Bayesian network model to recognize interacting activities.

IV.CONCLUSIONS

In this paper, we have presented a framework and its un-
derlying principles that enable context-based resolution con-
trols to collect approximate data samples. We adapt a two-
tier network model and aim non-aggregate data collection
for users.  The system provides deterministic  error bounds
through resolution reduction.  Our  work explores reducing
communication load based on context and using rough data
resolution for low priority nodes.  We demonstrate the im-
plementation and conduct  evaluations using real data col-
lected from the experiments. The proposed approach yields
accurate inferred contexts even when the resolution of low
priority sensors has been greatly degraded.
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Abstract— We describe the activity recognition component
of the Soldier Assist System (SAS), which was built to meet
the goals of DARPA’s Advanced Soldier Sensor Information
System and Technology (ASSIST) program. As a whole, SAS
provides an integrated solution that includes on-body data
capture, automatic recognition of soldier activity, and a mul-
timedia interface that combines data search and exploration.
The recognition component analyzes readings from six on-body
accelerometers to identify activity. The activities are modeled
by boosted 1D classifiers, which allows efficient selection of
the most useful features within the learning algorithm. We
present empirical results based on data collected at Georgia
Tech and at the Army’s Aberdeen Proving Grounds during
official testing by a DARPA appointed NIST evaluation team.
Our approach achieves 78.7% for continuous event recognition
and 70.3% frame level accuracy. The accuracy increases to
90.3% and 90.3% respectively when considering only the
modeled activities. In addition to standard error metrics, we
discuss error division diagrams (EDDs) for several Aberdeen
data sequences to provide a rich visual representation of the
performance of our system.

Keywords— activity recognition, machine learning, dis-
tributed sensors

I. INTRODUCTION

The Soldier Assist System (SAS) was created for
DARPA’s Advanced Soldier Sensor Information System
and Technology (ASSIST) program. The stated goal of
the ASSIST program is to “enhance battlefield awareness
via exploitation of information collected by soldier-worn
sensors.” The task was to develop an “integrated system
and advanced technologies for processing, digitizing and
reporting key observational and experiential data captured
by warfighters” [1]. SAS allows soldiers to utilize on-body
sensors with an intelligent desktop interface to augment their
post-patrol recall and reporting capability (see Figure 1).
These post-patrol reports, known as after action reports
(AARs) are essential for communicating information to
superiors and future patrols. For example, a soldier may
return from a five hour patrol and his superiors may ask for
a report on all suspicious situations encountered on patrol.
In generating his report, the soldier can use the SAS desktop
interface to view all of the images taken around the time of

Fig. 1. Screenshot of the SAS desktop interface

a particular activity such as taking a knee or raising his field
weapon. These situations are likely to contain faces, places,
or other events of interest to the soldier. These images can
be used to jog the soldier’s memory, provide details that
may have gone unnoticed during patrol, and provide relevant
data to be directly included in the soldier’s AAR for further
analysis by superiors.

The automatic recognition of salient activities may be a
key part of reducing the amount of time spent manually
searching through data. Working with NIST, DARPA, and
subject matter experts, we identified 14 activities impor-
tant for generating AARs: running, crawling, lying on the
ground, a weapon up state, kneeling, walking, driving,
sitting, walking up stairs, walking down stairs, situation
assessment, shaking hands, opening a door, and standing
still. During interviews, soldiers identified the first five
activities as the most important.

Given these specific requirements, our sensing hardware
was tailored to these activities and for the collection of rich
multimedia data. The on-body sensors include six three-
axis accelerometers, two microphones, a high resolution still
camera, a video camera, a GPS, an altimeter, and a digital
compass (see Figure 2). The soldier activities are recognized
by analyzing the accelerometer readings, while the other
sensors provide content for the desktop interface.

Given the number of sensors and the magnitude of the
data, we used boosting to efficiently select features and learn
accurate classifiers. Our empirical results show that many



of the automatically selected features are intuitive and help
justify the use of distributed sensors. For example, driving
can be detected by identifying engine vibration detected by
the hip sensor while in a moving vehicle.

In Section V, we present cross-validated accuracy mea-
surements for several system variations. Standard accuracy
metrics do not always account for the impact that different
error types have on continuous activity recognition applica-
tions, however. For example, a trade-off could exist between
identifying all instances of a raised weapon (potentially with
imprecise boundaries) and obtaining precise boundaries for
each identified event but failing to find all of the instances.
To better characterize the performance of our approach,
we discuss error division diagrams (EDDs), a recently
introduced performance visualization that allows quick, vi-
sual comparisons between different continuous recognition
systems [2]. The SAS system favors higher recall rates rather
than higher precision rates because the activity recognition
is used to highlight salient information for a soldier. Failing
to identify events can cause important information to be
overlooked, while a soldier can easily cope with potential
boundary errors by scanning the surrounding media.

II. RELATED WORK

Many applications in ubiquitous and wearable computing
support the collection and automatic identification of daily
activities using on-body sensing [3], [4], [5]. Westeyn and
Vadas et al. proposed the use of three on-body accelerome-
ters to support the identification and recording of autistic
self-stimulatory behaviors for later evaluation by autism
specialists [6]. In 2004, Bao and Intille showed that the use
of two accelerometers positioned at the waist and upper arm
were sufficient to recognize 20 distinct activities using the
C4.5 decision tree learning algorithm with overall accuracy
rates of 84% [7]. Lester et al. reduced the number of
sensor locations to one position by incorporating multiple
sensor modalities into a single device [8]. Using a hybrid
of both discriminative and generative machine learning
methods (modified AdaBoost and HMMs) they recognized
10 activities with an overall accuracy of 95%. Finally,
Raj et al. simultaneously estimated location and activity
using a dynamic Bayesian network to model sensor activity
and location dependencies while relying on a particle filter
for efficient inference [9]. Their approach performs similarly
to that of Lester et al. and elegantly combines activity
recognition and location estimation.

III. SOLDIER ASSIST SYSTEM ON-BODY SENSORS

The SAS on-body system is designed to be unobtrusive
and allow for all-day collection of rich data. The low power,

Fig. 2. Left: Soldier wearing the SAS sensor rig at the Aberdeen Proving
Grounds. Right: Open Camelbak showing OQO computer and connectors.

lightweight system consists of sensors spanning several
modalities along with a wireless on-body data collection
device. Importantly, the sensors are distributed at key loca-
tions on the body, and all but two are affixed to standard
issue equipment already worn by a soldier.

The major sensing components used for soldier activity
recognition are the six three-axis bluetooth accelerometers
positioned on the right thigh sidearm holster, in the left
vest chest pocket, on the barrel of the field weapon, on a
belt over the right hip, and on each wrist via velcro straps.
Each accelerometer component consists of two perpen-
dicularly mounted dual-axis Analog Devices ADXL202JE
accelerometers capable of sensing ±2G static and dynamic
acceleration. Each accelerometer is sampled at 60Hz by a
PIC microcontroller (PIC 16F876). The Bluetooth radio is a
Taiyo Yuden serial port replacement module that handles the
transport and protocol details of the Bluetooth connection.
Each sensor is powered by a single 3.6V 700mA lithium
ion battery providing 15-20 hours of run-time.

Data from the wireless accelerometers (and other stream-
ing sensors) are collected by an OQO Model 01+ palmtop
computer. The OQO and supporting equipment is carried
inside the soldier’s Camelbak water backpack. The OQO
sits against the Camelbak water reservoir to both cushion the
OQO against sudden shock and to to help avoid overheating.
Two 40 watt-hour camcorder batteries provide additional
power to the OQO and supply main power to other compo-
nents in the system. These batteries provide the system with
a run time of over 4 hours.

Our system also contains off-the-shelf sensing compo-
nents for location, video, and audio data. Affixed to the
shoulder of the vest is a Garmin GPSMAP 60CSx. The unit
also houses a barometric altimeter and a digital compass.

Two off-the-shelf cameras are mounted on the soldier’s
helmet. The first is a five megapixel Canon S500 attached
to the front of the helmet on an adjustable mount. A power
cable and USB cable run from the helmet to the soldier’s
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backpack. The OQO automatically triggers the camera’s
shutter approximately every 5 seconds and stores the images
on its internal hard drive. A Fisher FVD-C1 mounted on the
side of the helmet. This camera records MPEG-4 video at
640x480 to an internal SD memory card.

Our system has two microphones for recording the sol-
dier’s speech and ambient audio in the environment. One
microphone is attached to the helmet and positioned in front
of the soldier’s mouth by a boom. The second microphone
is attached to the arm strap of the Camelbak near the chest
of the soldier. Both microphones have foam wind shields
and are powered by a USB hub attached to the OQO.

The various sensors are not hardware synchronized. To
account for asynchronous sensor readings, we ran experi-
ments to estimate the latency associated with each sensor.
The collection and recording software running on the OQO
is responsible for storing a timestamp with each sensor read-
ing and applying the appropriate temporal offset to account
for the hardware latency. This provides rough synchroniza-
tion across the different sensors and frees later processes,
such as the data query interface and the recognition system,
from needing to adjust the timestamps individually.

IV. LEARNING ACTIVITY MODELS

Two fundamental issues must be addressed in order to
automatically distinguish between the 14 soldier activities
that our system must identify. The first is how to incorporate
sensor readings through time, and the second concerns
choosing a sufficiently rich hypothesis space that allows
accurate discrimination and efficient learning. Although
several models have been proposed that explicitly deal with
temporal data (e.g., hidden Markov models (HMMs) and
switching linear dynamic systems (SLDSs)), these models
can be very complex and typically expend a great deal of
representational power modeling aspects of a signal that
are not important to our system. Instead, we have adopted
an approach that classifies activities based on aggregate
features computed over a short temporal window similar to
the approach of Lester et al. [8].

A. Data Preprocessing

Several steps are needed to prepare the raw accelerometer
readings for analysis. First, we resample each sensor stream
at 60Hz to estimate the instantaneous reading of every
sensor at the same fixed intervals. Next, we slide a three
second window along the 18D synchronized time series
in one second steps. For each window, we compute 378
features based on the 18 sensor readings including mean,
variance, RMS, energy in various frequency bands, and

differential descriptors for each dimension. We also compute
aggregate features based on each three-axis accelerometer.
Originally our feature list was augmented with GPS deriva-
tives, heading, and barometer readings. However, prelim-
inary experiments showed that this did not significantly
improve performance and these features were not included
in the experiments discussed in this paper. This finding is in
line with that of Raj et al. who also determined that GPS-
derived features did not aid activity recognition in a similar
task using a different sensor package [9].

Effectively, we have transformed a difficult temporal
pattern recognition problem into a simpler spatial classifi-
cation task by computing aggregate features. One potential
difficulty is determining which features are important for
distinguishing each activity. Rather than explicitly choosing
relevant features as a preprocessing step (either manually or
through an automatic feature selection algorithm), we build
models using an AdaBoost framework [10] by selecting the
dimension and corresponding 1D classifier that minimize
classification error at each iteration. This framework auto-
matically selects the best features for discrimination and is
robust to unimportant or otherwise distracting features.

B. Boosted 1D Classi ers

AdaBoost is an iterative framework for combining binary
classifiers such that a more accurate ensemble classifier
results [10]. We use a variant of the original formulation
that includes feature selection and support for unequal class
sizes [11]. The ensemble classifier is based on the sign of
a value derived from a weighted combination of the weak
classifiers called the margin. The magnitude of the margin
gives an indication of the confidence of the classifier in
the result. Margins may not be comparable across different
classifiers however, but we can use a method developed by
Platt to convert the margin into a pseudo-probability [12].
This method works by learning the parameters of a sigmoid
function (f(x) = 1/(1+eA(x+B))) that directly maps a mar-
gin to a probability. We fit the sigmoid to margin/probability
pairs derived from the training points and only s ave the
sigmoid parameters (A and B) for use during inference.

C. 1D Classi ers

During each round of boosting, the algorithm selects
the feature and 1D classifier that minimizes the weighted
training error. Typically, decision stumps are used as the
1D classifier due to their simplicity and efficient, globally
optimal learning algorithm. Decision stumps divide the
feature range into two regions, one labeled as the positive
class and the other as the negative class. In our experiments,
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we supplement decision stumps with a Gaussian classifier
that models each class with a Gaussian distribution and
allows for one, two, or three decision regions depending
on the model parameters.

Learning the Gaussian classifier is straightforward. The
parameters for the two Gaussians ((μ1, σ1) and (μ2, σ2)) can
be estimated directly from the weighted data. The decision
boundaries are then found by equating the two Gaussian
formulas and solving the resulting quadratic equation for
x: (σ2

1 − σ2
2)x2 − 2(σ2

1μ2 − σ2
2μ1)x + [(σ2

1μ2
2 − σ2

2μ2
1) −

2σ2
1σ2

2log(σ1

σ2

)] = 0.

D. Multiclass Classi cation

The boosting framework can be used to learn accurate
binary classifiers but direct generalization to the multiclass
case is difficult. Two common methods for combining mul-
tiple binary classifiers into a single multiclass classifier are
the one-vs-all (OVA) and the one-vs-one (OVO) approaches.
In the one-vs-all case, for C classes, C different binary
classifiers are learned. For each classifier, one of the classes,
call it ωi, is taken as the positive class while the (C − 1)
others are combined to form the negative class. When a new
feature vector must be classified, each of the C classifiers is
applied and the one with the largest margin (corresponding
to the most confident positive classifier) is taken as the final
classification. Alternatively, we can base the decision on the
pseudo-probability of each class computed from the learned
sigmoid functions.

In the one-vs-one approach, C(C − 1)/2 classifiers are
learned, one for each pair of (distinct) classes. To classify a
new feature vector, the margin is calculated for each class
pair (mij is the margin for the classifier trained for ωi vs.
ωj). Within this framework many methods may be used to
combine the individual classification results:

• vote[ms,ps,pp] - each classifier votes for the class with
the largest margin; ties are broken by using msum,
psum, or pprod.

• msum - each class is scored as the sum of the individual
class margins; the final classification is based on the
highest score: argmax

i

∑
C

j=1 mij(x)

• psum - each class is scored as the sum of the individual
class probabilities; the final classification is based on
the highest score: argmax

i

∑
C

j=1 p(ωi|mij(x))

• pprod - the classification is based on the most likely
class: argmax

i

∏
C

j=1 p(ωi|mij(x))

E. Combining Classi cations from Overlapping Windows

As discussed in Section IV-A, we transform a temporal
recognition problem into a spatial classification task by

computing features over three second windows spaced at one
second intervals. This means that typically there are three
different windows that overlap for each second of data. To
produce a single classification for each one second interval,
we tested three methods:

• vote - each window votes for a single class and the
class with the most votes is selected

• prob - each window submits a probability for
each class, and the most likely class is selected:
argmax

i

∏3
j=1 p(ωi|windowj)

• probsum - each window submits a probability for each
class, and the class with the highest probability sum is
selected: argmax

i

∑3
j=1 p(ωi|windowj)

V. EXPERIMENTAL RESULTS

To evaluate our approach to recognizing soldier activity,
we collected data in three situations. In each case, the subject
wore the full SAS rig and completed an obstacle course
designed to exercise all of the activities. We collected 14
sequences totaling roughly 3.3 hours of activity data and
then manually labeled each sequence based on the video
and audio captured automatically by the system. The first
round of data collection took place in a parking deck near
our lab. We created an obstacle course based on feedback
from the NIST evaluation team in order to collect an initial
data set for development and testing. The second data
set was collected at the Aberdeen Proving Ground under
more realistic conditions to supplement our initial round
of training data. Finally, we have data collected while the
subject shadowed an experienced soldier as he traversed an
obstacle course set up by the NIST evaluation team.

Figure 3 shows a graph of performance versus the number
of rounds of boosting used to build the ensemble classifier.
We learned the ensemble classifier with 100 rounds and
used a leave-one-out cross validation scheme to evaluate
performance. In this case, we learned a classifier based on 13
of the 14 sequences and evaluated it on the 14th sequence.
As you can see in the graph, performance does vary with

Fig. 3. Event and frame-based accuracy vs. number of rounds of boosting
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Fig. 4. Comparison of different binary classifier merge methods to handle
multiclass discrimination

additional rounds of boosting but basically levels off after
20 rounds. Thus we only used 20 rounds of boosting in
subsequent experiments.

Although all of the features used by the activity recog-
nition system are selected automatically, manual inspection
reveals that they are often easily interpreted. For example,
one of the primary features used to classify ”shaking hands”
is the frequency of the accelerometer mounted on the right
wrist. Interestingly, the learning algorithm selected high
frequency energy in the chest and thigh sensors as useful
features for detecting the ”driving” activity. We believe this
is due to engine vibration detected by the sensor when the
soldier was seated in the humvee. This cue highlights the
strength of automatic feature selection during learning since
high-frequency vibration is quite discriminative but might
not have been obvious to a system engineer if features had
to be manually specified.

The official performance metric established by the NIST
evaluation team measured recognition performance during
those times when one of the 14 identified soldier activities
occurred. We call the unlabeled time the “null activity”
to indicate that it constitutes a mix of behaviors related
only by being outside the set of pre-identified activities.
Importantly, the null activity may constitute a relatively
large percentage of time and contain activity that is similar
to the identified activities. It is therefore very difficult to
model the null class or to detect its presence implicitly as
low confidence classifications for the identified activities.
Performance measures for our approach in both cases (i.e.,
when the null activity is included and when it is ignored)
are given in figure 4.

As discussed in Section IV-D, there are two common
approaches for combining binary classifiers into a multiclass
discrimination framework. Figure 4 displays the perfor-

Fig. 5. Error division diagrams comparing three multiclass methods both
with and without the null class. The bold line separates “serious errors”
from boundary and thresholding errors.

mance using each of the methods. The performance is
fairly stable across the different methods, though the inferior
accuracy achieved using the msum method validates the idea
that while the margin does indicate class membership, its
value is not generally commensurate across different clas-
sifiers. Interestingly, although the recognition performance
is comparable, the average OVO training time was less
than half that of the OVA methods (11.9 vs. 29.9 minutes
without a null model and 23.9 vs. 47.3 minutes including
the null activity). Thus, selecting an OVO method can either
significantly reduce training time or allow the use of more
sophisticated weak learners or additional rounds of boosting
without increasing the run time for model learning.

We can visualize and compare the trade-offs between
various event level errors and frame level errors using
Error Division Diagrams (EDDs). EDDs allow us to view
the nuances of the system’s performance not completely
described by the standard accuracy metric involving substi-
tution, deletions, and insertions. For example, EDDs allow
comparisons of errors caused by boundary discrepancies.
These discrepancies include both underfilling (falling short
of the boundary) and overflowing (surpassing the boundary).
EDDs also simultaniously compare the fragmentation of
an event into multiple smaller events and the merging of
multiple events into a single event. The different error types
and a more detailed explanation of EDDs can be found in
Minnen et al. [13]. Figure 5 shows EDDs for three different
multiclass methods. The EDDs show that the majority of
the errors are substitution or insertion errors.

Finally, Figure 6 shows a color-coded activity timeline
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Fig. 6. Activity timeline showing the results of four system variations on one of the parking deck sequences. The top row (GT) shows the manually
specified ground truth labels. System A was trained without any knowledge of the null class, while System C learned an explicit model of the null activity.
Systems B and D are temporally smoothed versions of Systems A and C, respectively. In the smoothed systems, there is less fluctuation in the class labels.
Also note that Systems A and B never detect the null activity, and so their performance would be quite low if the null class was included in the evaluation.
Systems C and D, however, perform well over the entire sequence.

that provides a high-level overview of the results of four sys-
tem variations. Each row, labeled A-D, represents the results
of a different system. These results can be compared to the
top row, which shows the manually specified ground truth
activities. The diagram depicts the effects of two system
choices: explicit modeling of the null activity (Systems C
and D) and temporal smoothing (Systems B and D).

As expected, Systems A and B perform well over the
identified activities but erroneously label all null activity
as a known class. Many of the mistakes seem reasonable
and potentially indicative of ground truth labeling incon-
sistencies. For example, walking before raising a weapon,
crawling before and after lying, and opening a door between
driving and walking are all quite plausible. Systems C and
D, however, provide much better overall performance by
explicitly modeling and labeling null activity. In particular,
System D, which also includes temporal smoothing, per-
forms very well and fixes several mistakes in System C by
removing short insertion and deletion errors.

VI. CONCLUSION

The activity recognition component of the Soldier Assist
System can accurately detect and recognize many low-
level activities considered important by soldiers and other
subject matter experts. By computing aggregate features
over a window of sensor readings, we can transform a
difficult temporal recognition problem into a simpler spatial
modeling task. Using a boosting framework over 1D clas-
sifiers provides an efficient and robust method for selecting
discriminating features. This is very important for an on-
body, distributed sensor network in which some sensors may
be uninformative or even distracting for detecting certain
activities. Finally, we show that performance is relatively
unaffected by the choice of multiclass aggregation method,
though one-vs-one methods lead to a considerable reduction
in training time.
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and T. Starner, “Recognizing workshop activity using body worn
microphones and accelerometers,” in Pervasive Computing, 2004, pp.
18–22.

[6] T. Westeyn, K. Vadas, X. Bian, T. Starner, and G. D. Abowd, “Recog-
nizing mimicked autistic self-stimulatory behaviors using hmms.” in
Ninth IEEE Int. Symp. on Wearable Computers, October 18-21 2005,
pp. 164–169.

[7] L. Bao and S. S. Intille, “Activity recognition from user-annotated
acceleration data,” in Pervasive. Berlin Heidelberg: Springer-Verlag,
2004, pp. 1–17.

[8] J. Lester, T. Choudhury, N. Kern, G. Borriello, and B. Hannaford,
“A hybrid discriminative/generative approach for modeling human
activities,” in Nineteenth International Joint Conference on Artificial
Intelligence, July 30 - August 5 2005, pp. 766–772.

[9] A. Raj, A. Subramanya, D. Fox, and J. Bilmes, “Rao-blackwellized
particle filters for recognizing activities and spatial context from
wearable sensors,” in Experimental Robotics: The 10th International
Symposium, 2006.

[10] R. E. Schapire, “A brief introduction to boosting,” in IJCAI, 1999,
pp. 1401–1406.

[11] P. Viola and M. Jones, “Rapid object detection using a boosted cas-
cade of simple features,” in Computer Vision and Pattern Recognition,
2001.

[12] J. Platt, “Probabilistic outputs for support vector machines and
comparisons to regularized likelihood methods,” in Advances in Large
Margin Classifiers. MIT Press, 1999.

[13] D. Minnen, T. Westeyn, T. Starner, J. Ward, and P. Lukowicz,
“Performance metrics and evaluation issues for continuous activity
recognition,” in Performance Metrics for Intelligent Systems, 2006.

241



Probabilistic parsing of dietary activity events

Oliver Amft, Martin Kusserow and Gerhard Tröster
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Abstract—Dietary behaviour is an important lifestyle
aspect and directly related to long-term health. We present
an approach to detect eating and drinking intake cycles
from body-worn sensors. Information derived from the
sensors are considered as abstract activity events and
a sequence modelling is applied utilising probabilistic
context-free grammars. Different grammar models are
discussed and applied to dietary intake evaluation data.
The detection performance for different foods and food
categories is reported. We show that the approach is a
feasible strategy to segment dietary intake cycles and
identify the food category.

Keywords—Automatic dietary monitoring, nutrition, in-
take cycle, eating detection, PCFG, Earley-Stolcke pars-
ing.

I. INTRODUCTION

Nutrition is a key aspect of our everyday life and health.
While pure over-consumption in time frames of months and
years leads to the predominant overweight and obesity, many
other forms of malnutrition exist. Often malnutrition is a
confounding factor for developing chronic illnesses. Since
nutrition is related to daily living behaviour, modifying eating
behaviour requires changing lifestyle.

Besides caloric value, nutrition behaviour includes a variety
of aspects such as duration and frequency of eating and
drinking activities, rate of intake as well as the type of
foodstuff itself. Information about these parameters on a daily
basis provide insight into the dietary activities and can be
integrated in lifestyle coaching, e.g. reminders to maintain a
lunch duration of at least 15 minutes.

Our work aims at developing methods to monitor dietary
behaviour automatically using wearable systems. In this paper
we present an approach to infer eating and drinking activity as
well as food categories from activity events derived in three
on-body sensing domains.

A. Automatic dietary monitoring

We expect that by utilising wearable systems useful assis-
tive systems for dietary monitoring are conceivable. Such sys-
tems could provide a rough estimate on the food consumption
and could provide valuable insight into daily eating behaviour.
This includes a rough estimation of food type, e.g. ratio of
fluid and solid nutrient combined with the timing information,
e.g. event schedule and meal durations over the day.

We target non-invasive wearable systems relying on infor-
mation from the following three sensing domains: (1) the
identification of characteristic arm and trunk movements

associated with food intake using inertial sensors [1], (2) the
analysis of food chewing sounds from an ear microphone [2]
and (3) the detection of swallowing from collar-worn sen-
sors [3]. These sensing domains are modelled as activity event
sources by appropriate continuous pattern detectors. These
events constitute the input for the event sequence detection
presented in this work.

B. Decomposition of hierarchical activity

While many human actions may not be feasibly sensed and
modelled as a whole, they can be described as a hierarchical
activity process. Consequently, such an activity process is
composed of separate sub-activities, often aligned in a se-
quential order. Given that a sufficient abstraction was chosen,
patterns of identified sub-activities can be recognised from
sensor data. An example for such an activity consisting of a
sub-activity event sequence are dietary intake cycles. These
cycles consist of movements to prepare a food piece and
manoeuvre it to the mouth, e.g. using fork and knife, chewing
the food with multiple closing and opening cycles of the jaw
and eventually swallowing the food bolus. Usually several
intake cycles are used to consume a food product or meal.
The combination of these sub-activities in their correct order
forms the superior activity eating.

Sequences of sub-activities that are linked to form a mean-
ingful action suggest the analogy to linguistic terms, e.g.
words (=sub-activity events) and sentences (=action, consist-
ing of sub-activity event sequences). Following the example of
an intake cycle described above, a syntax is given by the fact
that foods may be chewed and swallowed only after they have
been prepared and moved to the mouth. We hypothesise that
sub-activities follow a grammatical structure and henceforth
can be interpreted as computable language. Given that this
hypothesis holds, the high-level segmentation of intake cycles
can be achieved and moreover, structure parameter such as
number of chews and food category estimates per intake cycle
become available.

The detection of the event sequences, in linguistic terms
the parsing of symbols, has to deal with the following main
problems: (1) the input sequence may not follow the assumed
language syntax in all situations and (2) the input sequence
may be partially incorrectly detected by the event pattern
detectors. Both problems violate the applied grammar and
a standard language parser would simply give up. Obviously
the applied parsing method and grammar has to cope with
such situations, however accounting for the violations. As a
solution a probabilistic context-free grammar (PCFG) parser
is used in this work.



C. Probabilistic parsing of activity events

A grammar G can generally be described by G =
(T, NT, P, S). Here T is a set of terminal symbols, NT is a
set of non-terminal helper symbols, P is a set of production
rules of the grammar and S is the start symbol.

The prototype production rule of a context-free grammar
is described in Eq. 1. These production rules require that
the left hand side corresponds to a non-terminal symbol X
that is expanded by the set of terminal and non-terminal
symbols (NT ∪ T )∗ at the right hand side when required.
This concept of production rules permits the modelling of
embedded symbol sequences by parsing from outside to inside
instead of left to right.

X → λ, with X ∈ NT, λ ∈ (NT ∪ T )∗ (1)

A context-free grammar is extended to a PCFG by assign-
ing a probability P to each production rule. This principle is
shown in Eq. 2.

X → λ [P ] (2)

Conceptually, this probability is conditional on the selection
of the non-terminal symbol X for derivation. The aspect of
“contextual freeness” is reflected by the independence of the
production rules Xi in a complete PCFG, Eq. 3.

∀i :
∑

j

P (Xi → λj) = 1 (3)

While several problems can be tackled with this approach,
we concentrate on the scoring task: we intend to estimate
the probability that a symbol sequence was generated by a
certain grammar. For this task J. Earley developed a parsing
algorithm [4]. This algorithm was extended to probabilistic
processing by Stolcke [5].

Further in this section, related works for activity sequence
modelling and activity parsing are discussed. Section II de-
scribes our detection approach in the three on-body sensing
domains and introduces the activity event parsing method. In
Section III a experimental procedure is sketched to acquire
and analyse evaluation data. Section IV reports the achieved
performance of the event parsing approach. Finally Section V
summarises the work and Section VI provides an outlook on
future research.

D. Related works

Many attempts have been made to decompose activities
into individual events of varying granularity and apply learn-
ing machines to identify the events individually. However
the combined detection of the activity events sequences
is favourable to reason about the superior activities. The
methods applied at this level include Hidden Markov Mod-
els (HMMs), Bayesian networks, PCFGs and combinations
thereof.

For HMMs different solutions have been proposed to model
higher-level temporal structures including hierarchical HMMs

and layered HMMs. Generally these HMM-based solutions
require high training efforts, e.g. the availability of a large
training corpus and extensive parameter search in order to
tune the large amount of model parameters. Layered HMMs
attempt to reduce this complexity by training layers indepen-
dently [6]. Bayesian networks are by far the most flexible
framework for reasoning and have been applied to the recog-
nition of human activities, e.g. [7]. Moreover combinations
with other reasoning approaches, such as PCFGs have been
attempted, e.g. [8].

Research work relying on PCFGs for activity recognition
have been presented in the domain of image recognition
mainly, e.g. Moore and Essa [9], Ivanov and Bobick [10] and
Yamamoto et al. [11]. Moore and Essa used the Earley-Stolcke
parsing algorithm to detect activities in the card game Black
Jack. The identification of player strategies were targeted.
The authors proposed a complex error handling concept.
Ivanov and Bobick demonstrated single recognition results for
music conduction and activity surveillance at a parking lot. A
simpler error handling was used in this work. Yamamoto et al.
applied PCFGs to the Japanese tea ceremony and tracked the
correct activity execution.

II. SENSING AND DETECTION PRINCIPLE

The sensing domains used for our approach in dietary
behaviour monitoring are further detailed in this section.
Moreover the event detection method using PCFGs is intro-
duced and basic dietary behaviour models are presented.

A. On-body sensing domains

To analyse dietary behaviour, we evaluated three sensing
domains that are obviously related to dietary intake activities
and provide insight into the eating micro-structure. For each
sensing domain different sensing modalities are used to detect
activity events in continuous data. The following event types
are derived:

1) Movement events from inertial sensors, e.g. gestures of
the arms during drinking or eating with specific tools.

2) Chew events from an ear-worn microphone sensor.
3) Swallow events from neck muscle contraction (Elec-

tromyography electrodes) and a stethoscope micro-
phone integrated into a sensor-collar, worn at the neck.

Fig. 1 illustrates the applied sensing modalities and their
respective positioning. Inertial sensors have been attached to
the lower and upper arms and the back, a microphone is worn
at the ear and the sensor-collar at the neck. Data acquisition
using this setup is further described in Section III.

Events for each sensing domain are discriminated into dif-
ferent categories: for motion events we distinguished gestures
using fork and knife, using a spoon, drinking from a glass
or bottle and simple hand-only gestures. A similar approach
was taken for the chew and swallow events to discriminate
the food texture and food bolus consistency respectively.

The search for individual event types is regarded as in-
dependent pattern detection problem. This detection was
discussed in previous works [1]–[3]. For the remainder of
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Fig. 1. Schematic sensor positioning at the body.

this paper a correct detection of these events was assumed in
order to analyse the grammar modelling feasibility.

We refer to a sequence of the events containing motion EM ,
chew EC and swallow events ES as an intake cycle with the
number of occurrences NM , NC , NS, Eq. 4.

ECycle = ( ENM

M , ENC

C , ENS

S )
with NM = 1, NC ≥ 1, NS ≥ 1

(4)

We restricted our intake cycle model to consist of one
initial movement event only, NM = 1. This is useful in order
to segment individual intake cycles and analyse the natural
processing of these single “bites” in isolation. The food type
estimation is facilitated by the abstraction, since the food item
will not change during a cycle. Certain cycles event types may
not be available in all intake cycles, e.g. there are usually no
chew events for drinking activities.

B. Earley-Stolcke parsing algorithm

The aim of our event sequences analysis is to derive an
event level segmentation that resembles the intake cycles and
classify the food type in parallel. For this goal events are
interpreted as terminal symbols of an Earley-Stolcke parser.

The parser processes symbols of the input stream se-
quentially by applying the defined PCFG. While processing,
the parser keeps track of all possible derivations of the
symbol sequence. With every new input symbol the number
of possible derivations is increased as new alternatives appear
or decreased when multiple solutions are resolved. For this
purpose the parser keeps a set of states for each position in
the input stream. A state is described by the notation shown
in Eq. 5.

i : kX → λ.μ [α, γ], with λ, μ ∈ (NT ∪ T )∗ (5)

The index i, (i ≥ 0) and the dot “.” refers to the current
position in the input stream, index k, (k ≤ i) indicates
the begin of a sub-string given by the non-terminal X . The
variables α and γ refer to forward- and inner probability
respectively. The forward probability αi(kX → λ.μ) is the
summarised probability of all paths of length i that end
at kX → λ.μ. The inner probability γ is the summarised
probability of all paths of length i−k starting at k :k X → .λμ
and ending at i :k X → λ.μ.

The Earley-Stolcke parsing algorithm consists of the states
Prediction, Scanning and Completion. A brief summary of
the algorithm operation is provided below, a more in-depth
elaboration can be found in [5]. For every input symbol the
states are processed and the probabilities α, γ are updated. In
the prediction step all non-terminals are expanded as long as
non-terminal symbols are available. In the scanning step a new
input symbol is read and matched to a terminal. When a match
was found, the position index i is incremented. All expansions
that are not matched in this step are omitted from the current
set of states. The completion step is the finalisation of the
non-terminal derivation. All fully expanded non-terminals are
added to the set of states. Prediction and completion steps can
have loops due to cyclic expansions. These are resolved by
the parsing concepts left corner relation and unit production
relation [5].

A vital aspect for the PCFG-application in activity parsing
is the handling of errors in the symbol sequence. Many
related works expect that the input has a low error rate,
e.g. Yamamoto et al. [11] and Moore et al. [9]. However
the latter work provides a full framework to cope with
multiple insertions, substitutions and deletions by hypothet-
ically continuing parsing paths. It can be assumed that the
complexity of the parsing algorithm increases significantly
due to this complex error handling. Ivanov and Bobick [10]
utilised grammar modifications and multivalued input vectors
to address insertion and substitution errors. In this paper, we
followed the approach of Ivanov and Bobick.

C. Parsing of dietary activities

Since the relevant activities are very different regarding
their activity event structure, e.g. eating and drinking consist
of different events, each type of intake cycle was modelled
with a dedicated PCFG. For each such PCFG we were
interested in solving the scoring problem and determine, how
well the current event sequence match the specific grammar.

Fig. 2 shows the parsing concept and the parser instanti-
ations used in the evaluation. Events generated from one or
multiple sensor pattern detectors are parsed by N parsers,
where N equals the number of different PCFGs. Using a
dedicated parsing instance for each grammar, provides a scal-
able solution that can tolerate multiple differently structured
nutrition activities. Eventually all parsing results are combined
to a final decision based on the best matching sequence
indicated by the parser forward probability.
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Fig. 2. Concept of parsing using different PCFGs.

D. Probabilistic models for eating and drinking

For eating cycles we exploited the freedom of the parsing
concept by modelling different foods and food categories by
an individual grammar. Eq. 6 describes a generic rule for
eating based on the intake cycle specification provided above
(Eq. 4). Every cycle is described by an initiating movement
symbol followed by non-terminal chew and swallow sym-
bols1. The non-terminal symbols are expanded to a sequence
of chew and swallow terminals based on the received chew
and swallow events. The model is restricted to swallow
terminals from chewed foods only, hence ES,Chewed.

FOOD → EM CHEW SWALLOW [1.0]

CHEW → EC [0.1]

| EC CHEW [0.9]

SWALLOW → ES,Chewed [0.5]

| ES,Chewed SWALLOW [0.5]

(6)

The eating grammar shown above accounts for the number
of occurrences of chew and swallow events (NC , NS) by
the probabilities associated to each production rule. Typical
food intake cycles contain multiple chew events, described
by a high probability of one chew event followed by further
chew events (0.9), while the derivation of a single chew event
indicates the end of a chew sequence. These probabilities have
been chosen manually. Swallow events are modelled in this
grammar as finalisation of the intake cycle occurring as one
or multiple events.

Contrary to the eating cycle grammar, drinking requires
less event types. Here, chewing is not involved in the cycle.
Similar to the eating grammar, multiple swallowing events
may occur. The movement is restricted to the drink gesture,
EM,Drink. For drinking a swallow terminal ES,F luid (fluid
bolus item) is required. The grammar is shown in Eq. 7.

DRINK → EM,Drink SWALLOW [1.0]

SWALLOW → ES,F luid [0.5]

| ES,F luid SWALLOW [0.5]

(7)

1Following the nomenclature in related works, non-terminal symbols are
printed in upper case letters.

These grammar rules are applied and further discussed in
the evaluation described in Section IV.

III. EVALUATION PROCEDURE

A. Evaluation data set

In order to analyse the performance of our parsing approach
we recorded a data set of eating and drinking activities using
the sensors as described in Section II above. The sensors
were positioned as shown in Fig. 1. While the test user
was eating different food products an observer annotated the
recordings online. In a post-processing step this annotation
was manually refined by reviewing the waveforms to obtain
sections that reflect the boundaries of the described event
types. The annotation information for every event was then
used as input for the parsing evaluation.

Tab. I summarises the recorded foods. In total 3799 events
were recorded and annotated from eating and drinking of one
test user consuming 11 foodstuffs in 162 intake cycles.

TABLE I

DESCRIPTION OF THE RECORDED FOOD DATA SET.

Food item Description

Drink Drinking from a glass. Drinking does not
involve chewing.

Cornbar,
Biscuit,
Peanuts,
Potato chips

Eating the food items using the hand to bring
the food to the mouth. The foods are of dry
texture during chewing.

Lasagne Eating lasagne using fork and knife. The
cooked food is of soft texture. The swallow
bolus is of variable consistency.

Lettuce Eating using fork and knife. The food is of
wet texture. The swallow bolus is of variable
consistency.

Bread Eating bread using the hand to bring the food
to the mouth. The food is of soft texture during
chewing.

Soup Eating a soup from a bowl using a spoon. This
food item provides no chewing events.

Apple Eating an apple using the hand to bring the
food to the mouth. The food is of wet texture.
The swallow bolus is of variable consistency.

Yoghurt Eating from a mug using a spoon. This food
item provides no chewing events. The swallow
bolus is of variable consistency.

B. Performance analysis

Since there is no automatic algorithm training step involved
in the applied parsing approach, we did not partition the data
into training and testing set. Instead, we used the entire data
set to test the parsing and the grammars.

To analyse performance, we utilised the metrics Precision
and Recall, commonly used for algorithm evaluation in in-
formation retrieval applications. These metrics are derived as
follows:
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Recall =
Recognised intake cycles

Relevant intake cycles
(8)

Precision =
Recognised intake cycles
Retrieved intake cycles

(9)

Relevant intake cycles corresponds to the annotated number
of actually conducted intake cycle instances. Retrieved intake
cycles represents the number of cycles returned by the parsing
algorithm. Finally, Recognised intake cycles refers to the
correctly returned number of cycles. Both metrics are defined
for the value range [0, 1]. A recall value close to one indicates
a good sensitivity of a method to return relevant intake cycles,
while a precision value close to one indicates that the method
does return few insertion errors.

IV. RESULTS

In the first analysis step we aimed at exploring the se-
quential properties of the intake cycles and feasibility of the
grammar models. For this purpose we applied the simple
eating and drinking grammars as defined in Eq. 6, 7 to
the individual foods. For movement and swallow events the
abstract event instances were used as described in Tab. I.
For chew events we assumed in this step that every food
can be modelled by a food-specific symbol. Fig. 3 shows
the achieved parsing performances using the metrics precision
and recall.

Performance

Precision
Recall

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Yoghurt

Drink

Soup

Bread

Lettuce

Lasagne

PotatoChips

Peanuts

Biscuit

Cornbar

Apple

Fig. 3. Performance chart for the intake cycle detection of the simple food
grammars shown in Eq. 6, 7. For precision and recall, best performance is
found towards high values.

These performance values show that the simple model is
not a feasible solution for all food types. For several food
items many insertion errors were retrieved, indicated by the
low precision value at ∼0.6 or below. The used grammar
requires a strict sequence of chew and swallow events while
many foods contain alternating chew and swallow events, e.g.
apple and lasagne. These food items contain more fluid than
dry foods, e.g. peanuts, that lead to increased swallow rates.

Moreover, the intermediate swallows are an additional food-
specific feature that could be explored.

In the following step the food model was refined for non-
dry foods to incorporate the typical intermediate swallowing
activity. Eq. 10 shows the updated grammar.

FOOD → EM MAST+ [1.0]

MAST → CHEW SWALLOW CHEW [0.2]

| CHEW SWALLOW MAST [0.8]

CHEW → EC [0.1]

| EC CHEW [0.9]

SWALLOW → ES,Chewed [0.5]

| ES,Chewed SWALLOW [0.5]
(10)

+MAST. = Mastication

Using this model, we repeated the analysis of step 1.
Fig. 4 shows the parsing performances for this analysis using
precision and recall. A clear improvement for food items
containing fluid was achieved, e.g. for lasagne the precision
increased from ∼0.6 to 1 indicating that no insertion errors
were retrieved when parsing the data set with this grammar.

Performance

Precision
Recall

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Yoghurt

Drink

Soup

Bread

Lettuce

Lasagne

PotatoChips

Peanuts

Biscuit

Cornbar

Apple

Fig. 4. Performance chart for the intake cycle detection of the refined
non-dry food grammars shown in Eq. 10. For precision and recall, best
performance is found towards high values.

In a further step we analysed the performances of intake
cycles grouped into food categories. We defined the groups
based on the similarity of food texture, movement and swal-
low type. The group “Dry” contained bar, biscuit, peanuts and
chips. Yoghurt and soup were grouped into “Spoon” since no
difference in the activity event sequences was expected for
the food items: movement and swallows are similar for both
foods and both are not chewed. Fig. 5 shows the precision
and recall results for the “Dry” and “Spoon” food groups in
comparison with the remaining foods.

The very good performance for the group “Dry” indicates
that all food items in this group are similar in their event
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Fig. 5. Performance chart for detection of intake cycles of “Dry” and
“Spoon” groups in comparison with the remaining foods. For precision and
recall, best performance is found towards high values.

sequence structure. However the new “Spoon” group suffered
from high deletion errors, indicated by the low recall. This is
mainly due to the weak matching of the grammar on yoghurt
intake, since yoghurt consisted of highly fluctuating number
of swallows.

V. CONCLUSION

We presented an approach to detect dietary intake cycles
from on-body activity event sequences. The event sequences
were modelled using probabilistic grammars. The approach
was evaluated with sensor data annotations and the algorithm
performance was derived for detecting intake cycles.

We analysed different variants of the grammars, starting
with simple and strict sequencing rules. The analysis however
showed, that these rules were not capable to catch interme-
diate swallows in certain food cycles. Hence, we adapted
the grammars to better accommodate the observed sequences.
With the refined rules the detection rates of non-dry foods im-
proved clearly. This analysis addressed the basic intake cycle
modelling on individual foods. In order to handle multiple
food items a further abstraction from individual foodstuffs
was needed. For this purpose the food items were grouped
by similar texture and intake characteristics. We analysed the
feasibility of using one grammar for the detection in each
food group.

Overall detection rates of ∼80% were achieved for preci-
sion and recall in the food category analysis. This indicates
that the intake cycle modelling using probabilistic grammars
is a feasible solution. The evaluation was performed with
event data acquired from one subject only. However we
expect that the approach is scalable to multiple users since no
automatic model training was used that would fit the model
to the event data. Hence the grammar models applied in this
work were rather tuned for food features than for the test user.

VI. FUTURE WORK

We plan to further analyse the PCFG approach for detecting
dietary intake activities. While the general feasibility of proba-
bilistic grammars was shown in this work, the interconnection
with event detection methods will be investigated. Moreover
we intend to evaluate the method on further food items and
test users.

ACKNOWLEDGEMENT

The authors are grateful to Dr. Yuri Ivanov for providing
his Earley-Stolcke parser implementation for reference. The
parser was re-implemented for this project. The work was
supported by the Swiss State Secretariat for Education and
Research (SER).

REFERENCES
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Abstract--It is widely known that (FHSS) frequency-
hopped spread spectrum is the mostly used spread technique
which uses multilevel modulation and cover both
infrastructure field and Ad-Hoc networks. This paper presents
the architecture and implementation of a FHSS RF radio
transmitter. The complete radio transmitter chain was
implemented in which a direct digital frequency synthesizer
(DDFS) was used for fast frequency hopping and FSK
modulation. The radio transmits data in the 900 MHz ISM
band at a rate of up to 160 kbps using frequency shift keying
(FSK) modulation with frequency hopping at a rate of up to 80
khops/sec. The transmitter is also designed to take part of a
detailed transceiver chain, to be modular and reusable in other
wireless communication systems.

Keywords—Transmitter, FHSS, DDFS, FSK, Reusable.

I. INTRODUCTION

Needs for wireless communications grow in domains of
our daily life and particularly in industrial domain. The
near future shows new industrial equipments, connected
together, within wireless networks that permit to have an
increased versatility in the management of disparate
equipments. As a consequence, researchers are developing
technologies that will eventually lead to a fully integrated
single chip transmitter based on CMOS technology. A
noncoherent FSK based FHSS system has been chosen due
to its power saving potential and reduced hardware
complexity. The original proposed system is capable of
sending data at rates up to 160 kbps, and hopping over the
entire 902-928 MHz ISM band at 20 khops/sec [1]. The
transmitter combines a direct digital frequency synthesizer
(DDFS), a digital-to-analog converter (ADC), a double
quadrature upconverter, an integrated oscillator, and power
amplifier with variable output.

II. TRANSMITTER ARCHITECTURE

The transmitter performs modulation, upconversion,
and power amplification. Two major transmitter
architectures exist [4]. The first one as shown in figure 1.
(a) is called direct-conversion because the carrier frequency
is equal to the local oscillator frequency. There are several
drawbacks of this simple architecture. First, the quadrature
upconverter cannot suppress the LO signal completely at
its output. Often referred to as ‘LO leakage’, this residue
LO appears at the transmitted spectrum and acts as
interference to other receivers. Second, since the shielding
from the power amplifier to the local oscillator is finite, the

strong signal of the power amplifier will corrupt the local
oscillator spectrum. To avoid this phenomenon (referred to
as ‘LO pulling’), a two-step transmitter architecture is
proposed. As shown in figure 1. (b), the baseband signal is
upconverted twice such that the power amplifier output
spectrum is far from the frequencies of the local oscillator.
The first BPF suppresses the harmonics of the IF signal
and the second BPF removes the unwanted sideband due to
the simple upconversion.

Fig. 1. Transmitter architecture

We notice that in both the direct-conversion and the
two-step transmitters, quadrature upconversion is used.
This is also referred to as the Weaver’s single sideband
(SSB) modulation technique, it partially suppresses the
unwanted image such that the requirement for the BPF
following the upconversion mixer is relaxed. A comparison
of the simple mixing and the SSB modulation is shown in
figure 2.

Fig. 2. Simple mixing and quadrature mixing spectra



Taking into consideration the issue of image
suppression, hardware complexity and the requirement for
fast frequency hopping [3], a variation of the direct-
conversion transmitter architecture is adopted. Instead of
modulating the carrier with the baseband signals, a low IF
baseband signal is used to modulate a local oscillator with
frequency outside the transmit band. To transmit the
frequency-hopped FSK signals in the 902-928 MHz ISM
band, a fixed frequency local oscillator at 880 MHz is
modulated with a hopping FSK signal ranging from 22 to
48 MHz. The chosen structure avoids the problem of LO
pulling in a conventional direct-conversion transmitter.
Furthermore, the LO leakage issue is alleviated because
now the residue LO is out of the transmit band and thus
could be further suppressed by the BPF following the
upconverter. More importantly, the residue image due to
imperfect quadrature mixing is at least 44 MHz away from
the signal and could be further suppressed by using a
relatively high Q BPF.

This transmitter structure puts a more stringent
requirement on the baseband signal generation. Because
now the baseband circuitry needs to generate accurate
quadrature hopping FSK signals from 22 MHz to 48 MHz.
To tackle this problem, a high-speed direct digital
frequency synthesizer (DDFS) is used. The operation
principle is described in the next section.

II. 1. HOPPING SYNTHESIZER

We know that the final transmitted tone has a
frequency witch is determined by the following equation:

datahopLOtone FFFF ++=                       (1)

where FLO is the fixed local oscillator frequency of the
transmitter, Fhop is the hopping frequency determined by
the PN sequence, and Fdata is one of the M data bearing
frequencies of an ordinary M-FSK system. One way to
accomplish the modulation process is to generate a
hopping baseband signal with frequency equal to the sum
of Fhop and  Fdata, and use this to modulate a fixed local
oscillator with a frequency of FLO. The other method is to
generate a hopping local oscillator with frequency of
FLO+Fhop, then modulate it with data dependent tone Fdata.
The second method requires a fast hopping synthesizer
while the first method only requires fast hopping baseband
signal generation. Figure 3 shows a traditional phase
locked loop (PLL) based synthesizer, which uses
programmable frequency dividers in the loop to generate
different frequencies [8]. Though it has some advantages
such as wide tuning range and good spectral purity, the
fundamental problem of the analog PLL-based synthesizer
is its low settling speed and limited frequency resolution
[4]. Although the resolution of an analog PLL can be
improved by means of a fractional-N synthesizer, the
hopping speed of an analog synthesizer is limited by the
settling time of the loop, which is inversely proportional to
the loop bandwidth.

Fig. 3. Analog PLL based frequency synthesizer

To provide fast frequency hopping, a direct digital
frequency synthesizer (DDFS) combined with a digital-to-
analog converter (DAC) is an attractive alternative. The
DDFS allows fast and precise manipulation of its output
frequency under full digital control. It also enables very
high resolution in the incremental selection of output
frequency. The basic functional block diagram and signal
flow of a generic DDFS is shown in figure 4.

Fig. 4. Direct Digital Frequency Synthesizer (DDFS)

The phase accumulator is a variable-modulus counter
that increments the number stored in it each time it
receives a clock pulse. When the counter overflows it
wraps around, making the phase accumulator’s output
continuous. The frequency tuning word sets the modulus of
the counter, which effectively determines the size of the
increment that gets added to the value in the phase
accumulator on the next clock pulse. The output of the
phase accumulator is used to address a ROM in which the
samples of a sine wave are stored. Thus the larger the
added increment, the faster the accumulator overflows and
wraps around, which results in a higher output frequency.
The relationship of the output frequency Fout, reference
clock FCLK and the frequency tuning word FCW (which
stands for frequency control word) is determined by the
formula:

N
CLK

out
FFCW

F
2

=                    (2)

where N is the number of bits in the accumulator.

The digital sine wave output of the DDFS drives a
DAC that reconstructs the sine wave in analog form. A
generic output spectrum of a DAC is shown in figure 5. If
a reference clock of 100 MHz is used to generate an output
sine wave of 20 MHz, the output spectrum contains the
fundamental plus aliased signals that occur at multiples of
the reference clock frequency ± the desired output
frequency [6].
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Fig. 5. DAC Output spectrum

As shown in the figure, the aliases have relatively
strong energy and follow a sin(x)/x envelope roll-off. To
suppress the images, an anti-alias LPF is needed after the
DAC. To relax the requirement of the anti-alias LPF, the
highest frequency to be generated should be lower than
40% of the reference clock frequency.

The specification of the DAC, LPF and the DDFS are
chosen such that 50 dB spectral purity can be achieved
with the hopping synthesizer.

III. TRANSMITTER IMPLEMENTATION

The block diagram of the transmitter’s structure is
shown in figure 6. The DDFS-DAC is used to generate a
tone whose frequency is the sum of the proper hopping
frequency and the FSK modulated frequency. After the
LPF, it is upconverted by a quadrature mixer to the 902-
928 MHz ISM band. After a BPF, a pre-amplifier amplifies
the signal. Then a digitally controlled variable attenuator
attenuates the signal before passing it to the final power
amplifier and antenna.

Fig. 6. Block diagram of the transmitter

The following sections describe some of the key
features and the detailed design of the transmitter.

III. 1. LOCAL OSCILLATOR AND CLOCKING
STRATEGY

Since all the frequencies are generated from the Local
Oscillator (LO) and especially when the spectral purity of
the tones generated by the DDFS is directly related to the
phase noise performance of the LO. So it is essential that
we specify the noise performance according to the system
requirement.

III. 1. 1. LOCAL OSCILLATOR SPECIFICATION

The noise of the LO might limit the possible receiver
performance if it is not properly designed. All oscillators
have sideband noise and it is important to determine the
amount of sideband noise that is acceptable. A generic
power spectrum of an LO is given in figure 7.

Fig. 7. Generic spectrum of an LO

The spectrums consists of an impulse at the desired
frequency of operation, a flat noise sideband across the
whole band of interest, and near in noise close to the
impulse. The noise sideband beyond ± 26 MHz will not
contribute noise because the received signal is band
limited. Closer to the impulse, the noise floor is amplified
by the oscillator and causes the flat noise to rise toward the
carrier which gives rise to the near-in noise [5].

III. 1. 2. DESIGN OF THE LOCAL OSCILLATOR

The block diagram of the local oscillator sub-system is
illustrated in figure 8.

Fig. 8 Local oscilator sub-system

The local oscillators of the transmitter is designed
using Motorola’s low power VCO chip MC12149 and a
PLL chip MC12181. The two chips plus a loop filter and a
crystal reference form a complete PLL sub-system. With
the crystal reference oscillator frequency chosen to be 22
MHz, and the programmable divide ratio N equal to 40, an
output frequency of 880 MHz is obtained for the
transmitter. Ro and Co plus the charge pump form a basic
second order loop filter. An optimum loop bandwidth of
17.5 kHz is chosen to obtain both minimum phase noise
and maximum reference sideband suppression. For a
second order system with a damping factor of =1, the loop
natural frequency is 17.5kHz/2.5 or 7 kHz. Then the loop
transfer function is given by
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where Nt is the total divide ratio which is 8×40=320, Kv is
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the VCO gain which is measured to be 23MHz/Volt, Kp is
the phase detector/charge pump gain which is 2.3
mA/radian. Ro and Co are the major loop filter component
as shown in figure 8. Equating the coefficients and given
the fact the natural frequency 0 is 7 kHz, we can calculate
the value for Ro and Co. The capacitor Ca is used to provide
additional reference sideband suppression and its value
should be less than one tenth of Co.

III. 1. 3. CLOCKING STRATEGY

There are three major clocks used in the system. They
are the DDFS clock, baseband circuitry clock, and the
symbol clock. To simplify the generation of the clocks, all
of them are derived from the LO. The use of one crystal
oscillator source reduces harmonic coupling and other
distortions possible with a multi-oscillator system. Another
advantage of this is that all clocks are synchronized. This
is proven to be essential in the design of the DDFS
interface. The clocking scheme is illustrated in figure 9.

Fig. 9. Transmitter clocking strategy

The crystal used in the PLL is 22 MHz. Then all
frequencies of the transmitter are derived from the LO,
whose frequency is 40 times that of the crystal oscillator.
The DDFS clock frequency is chosen to be 110 MHz such
that the highest frequency it can generate (48 MHz) covers
the upper limit of the hopping bandwidth. Also since the
reference clock of the DDFS is the divided-by-eight version
of the LO, its phase noise is also eight times samller than
that of the LO [5]. Thus a high quality agile frequency
synthesizer can be built upon the DDFS. The baseband
frequency is also synchronized with the DDFS clock
frequency so fast frequency and phase update of the DDFS
is possible. In the baseband circuit, an NCO further
generates the symbol clock which ranges from 2 kBaud to
80 kBaud.

III. 2. HOPPING SYNTHESIZER

As described in the last sections, the hopping
synthesizer is based on a DDFS/DAC combination and a
LPF is needed after the DDFS/DAC to suppress the aliased
images due to the sampling operation. Because the highest
frequency generated from the DDFS/DAC is 48 MHz, the
nearest image is at 110-48=62 MHz. A LPF with a sharp
transition edge is needed. A seventh order elliptic LC type
LPF filter with a cutoff frequency of 50 MHz is designed
for this purpose.

Although the passband ripple is large in the simulation
due to use of ideal inductors, the measured frequency
response of the implemented LPF (figure 10) has a

relatively flat passband while providing more than 50 dB
of suppression for frequencies higher than 62 MHz.

Fig. 10. Measured frequency response of the DAC LPF

III. 3. QUADRATURE UPCONVERTER

Two DDFS/DAC chips generate quadrature hopping
signals from 22 MHz to 48 MHz. These signals are used to
modulate a quadrature upconverter mixer to produce
hopping signals in the 902-926 MHz ISM band. A RF
Micro Device RF2402 UHF quadrature modulator chip is
used here (Figure 11). The chip contains differential
amplifiers for the baseband inputs, a 90° hybrid phase
splitter for the LO, a limiting LO amplifier, two balanced
mixers, a combining amplifier and an output RF amplifier
which drives a 50  load [9].

Fig. 11. Block diagram of RF2402 quadrature upconverter

This chip was chosen rather than the traditional ring
diode modulator [7] for two reasons. One reason is that
better sideband suppression can be achieved with
quadrature modulation. Due to its monolithic construction,
the chip exhibits excellent amplitude balances and high
phase accuracy. Sideband suppression is 25 dB without any
adjustment, and carrier suppression can be adjusted to be
more than 40 dB. Another advantage is the use of active
components for mixing and the inclusion of an on-chip RF
amplifier which compensates for losses in the modulator
[9].

Careful design and matching of the I-Q branches are
important to ensure adequate sideband and carrier
suppression. In the design, several adjusting points are
inserted in the I-Q branches. These adjusting points
include the current of the DAC on the DDFS/DAC chip,
the gain of the I-Q buffers, and the biasing voltage levels
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for the upconverter. Care is also taken to match the
components for the two LPFs. With such careful design, an
image suppression of 35 dB and carrier suppression of
more than 40 dB are achieved. By adding a BPF after the
mixer, we can further reduce the sideband and carrier by
another 5-10 dB.

III. 4. POWER AMPLIFIER

The upconverted signal is passed to a digitally
controlled programmable attenuator and then to the final
power amplifier (PA). The attenuator chip, RF2420 from
RF Micro Devices is a multistage GaAs monolithic
programmable attenuator. The attenuation is set by five
bits of digital data and covers a 44 dB range in 2 dB steps.
This attenuator in conjunction with the PA realizes a
digitally controlled RF power transmitter system. A
RF2103P medium power linear amplifier is chosen as the
final PA. The modulation used is phase continuous FSK
which can be efficiently amplified by non-linear amplifiers
because of its constant envelope nature. The PA chip
delivers a maximum power of 24 dBm to a 50  load via a
matching network at its output. The details of the matching
network can be found in the schematic in Appendix.

III. 5. DETAILED ARCHITECTURE

The detailed architecture of the transmitter is shown in
figure 12.

Fig. 12 Detailed transmitter architecture

A PLL sub-system generates the LO at 880 MHz. The
LO is divided by 8 to generate the DDFS/DAC clock at
110 MHz. Then the 110 MHz clock is further divided
down by 16 to 6.875 MHz and used to clock the baseband
circuits. Two DDFS/DAC chips are controlled by the
baseband frequency control word (FCW) to synthesize
quadrature hopping tones from 22 to 44 MHz. Two 7th-
order elliptic LPFs after the DDFS/DAC suppress the
aliased images. Two wide band buffers (MAX4105) bring
the I-Q signals close to 5 Volts peak-to-peak which is
required to drive the mixer at the highest efficiency. The
LO is also buffered to about 1 dBm to drive the mixer. The
amplified I-Q signals are mixed with the LO and brought
to the 902-928 MHz ISM band. A SAW filter centered in

the ISM band rejects the residue sideband and carrier while
also providing good 50  matching [2].

A monolithic MMIC amplifier MAR-6SM from Mini
Circuit is used to compensate the loss due to the SAW
filter. Then the signal is attenuated according to transmit
power control word and finally amplified by the PA. There
is also another BPF after the PA to reduce spurious
response out of the ISM band. The power amplifier drives
a planar inverted F antenna. The inverted F antenna shows
good 50  matching and transmission characteristics in the
902-928 MHz ISM band [9]. The measured results of the
transmitter are discussed in the next sections.

IV. TRANSMITTER MEASUREMENT RESULTS

In this section, the output spectrums of the transmitter
are presented. Notice that the spectrum shown here is
taken before the power amplifier. Figure 13 is the binary
FSK spectrum of the transmitter sending pseudo-random
data.

Fig. 13. Binary FSK spectrum

Fig. 14. 4FSK spectrum

Figure 14 is the output spectrum of the transmitter
sending pseudo-random data with 4FSK modulation. The
symbol rate is 74 kBaud in this test. The two plots clearly
demonstrate the superiority of using DDFS/DAC to
synthesize FSK signals. Due to the phase continuity of the
DDFS synthesizer, the side lobes of the FSK spectrum are
much lower. Altogether these two plots verify the basic
FSK modulation functionality of the transmitter.
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The next figure illustrates the hopping spectrum of the
transmitter.

Figure 15 Transmitter hopping spectrum

In this test, the transmitter is configured to hop every 4
symbols (20 khops/sec) within a total bandwidth of 14
MHz starting from 902 MHz. A total of 27 discrete
hopping channels are clearly shown in the plot. However,
the amplitude of the hopping tones are not the same. The
fluctuation is mainly due to the frequency dependence of
the DAC/LPF section and the limited bandwidth of the
buffers following the DAC/LPF. Also the hopping rate is
relatively slow (20 khop/sec) thus the averaging effect of
the spectrum analyzer makes it less accurate in reading the
instantaneous power of each hopping tone.

V. CONCLUSION

In this paper, the design and implementation of a FHSS
transmitter has been described. Discussions on access
techniques, radio architecture, design methodology,
detailed circuit structure and measurement results are also
presented.

A direct digital frequency synthesizer was used in the
transmitter for fast frequency hopping and FSK
modulation. The radio transmits data in the 900 MHz ISM
band at a rate of up to 160 kbps using 4FSK modulation
with frequency hopping at the rate of up to 80 khops/sec.
The transmitter is designed to be modular and reusable in
other wireless communication systems. If modulation
schemes other than FSK are utilized, the basic structure of
the transmitter can still be used with minimal hardware
modifications.
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Abstract— This survey paper serves as an introduction to 
the challenges and needs related to wireless personal telehealth 
systems and provides an overview of ongoing activities in in-
dustry and various communication standards, aiming to en-
able plug-and-play interoperability. Specifically, we address a 
recently founded industry consortium, the Continua Health 
Alliance, and ongoing standardization efforts within the family 
of ISO 11073/IEEE 1073 standards, the Bluetooth SIG, and the 
ZigBee Alliance. 

Keywords— Personal Telehealth, Wireless Communica-
tion, Interoperability, Standardization, Continua Health Alli-
ance 

I. INTRODUCTION  

In 2004 the costs for healthcare in the United States have 
increased above 16 percent of the gross national product 
(GNP) [1]. This correlates with the fact of an aging popula-
tion and an increasing number of chronically ill people. 
While in 2000, the proportion of the population in the 
United States aged 65 was 12.4 percent, this is expected to 
increase to 19.6 percent in the year 2030 [2]. Considering 
diabetes as an example, the proportion of persons of age  

65 with a chronic diabetes condition is approximately one 
in five (18.7%) [2]. Even assuming that this ratio remains 
constant in the future and does not get worse, the expected 
overall increase in percentage of persons with chronic dia-
betes conditions due to the aging of society is alarming. 
This development is not restricted to the US but it is a 
worldwide problem that particularly developed countries are 
facing. Hence, a major challenge in healthcare is to improve 
the quality of care for an increasing number of patients 
using limited financial and human resources.   

Personal telehealth systems, including remote patient 
monitoring and management, are increasingly recognized as 
having the potential to help overcoming that challenge. Per 
definition, in a personal telehealth system the caregiver is 
geographically separated from the care consumer with the 
care plan being individually tailored to the patient’s needs. 
This patient-centered concept of bringing the care from the 
hospital or the doctors office to the patient at home results 
in cost-reduction and improved quality of care. Being able 
to more frequently observe the patient’s state of health by 
performing remote measurements of the patient’s vital signs 
enables optimizing the patient’s medication and treatment. 

This results in longer independent living for older patients 
and lower mortality rates. Through increased frequency of 
daily automated, but personalized, patient intervention, the 
care providers can manage a broader range of chronic dis-
ease patients, improving efficiency. However, the biggest 
opportunity for reduction in costs is not in lower costs for 
nurse visits but rather in a reduced need for high-cost 
chronic care and hospitalization. 

In addition to the care being provided in a remote and 
personalized way, an important factor for enabling the suc-
cess of future telehealth systems is to make the last hop to 
the patient wireless. By introducing wireless technology 
cumbersome cables can be eliminated, enabling greater 
physical mobility and making the system more unobtrusive 
and ubiquitous for the patient. For the wireless link at the 
patient side the technologies being considered range from 
enabling a simple cable-replacement to allowing real net-
working of vital sign measurement devices, as for example 
in the context of body sensor networks (BSN).  

An example for a sophisticated system solution incorpo-
rating the aspects mentioned above is Motiva [3], a TV-
based remote patient monitoring platform from Philips. The 
platform comprises daily, personalized patient interactions, 
delivered via broadband connection to the home television. 
Patients receive reminders and messages, educational vid-
eos, and feedback on their vital signs comprising weight, 
blood pressure, and blood glucose levels, based on a tai-
lored care plan defined by their caregiver at enrollment.   

However, besides the benefits of wireless personal tele-
health systems mentioned above, there exist also several 
challenges and issues still unresolved or with tentative an-
swers so far. Just to name some examples: An inherent 
problem of telehealth is the lack of context information of 
the raw medical data that is transmitted to the remote care-
giver, not knowing for example the patient’s posture or 
current activity level when measuring blood pressure.  In 
contrast to lack of information, the amount of data being 
transmitted has to be carefully chosen in order to prevent 
cognitive overload of caregivers or providers. Besides hav-
ing an overall safe system, it should be reliable. This is 
especially an issue if wireless connections are employed, as 
these are prone to interference and variations in quality of 
the propagation channel. Furthermore, the system should be 
secure in terms of being protected against unwanted access, 
and assure privacy of the patient’s data. From a legal per-



Figure 1: Model of a typical personal telehealth system for chronic disease management 

spective there is the question of liability for remote health 
systems. Another important topic relates to the business 
aspects for the system implementers: Who are the payers of 
telehealth systems and what are the strategies for reim-
bursement? Besides health insurance companies, a new 
class of payers might be the patients themselves, who ac-
tively manage their health by consuming health care rather 
than being provided with it.  

  All these issues have to be considered in designing solu-
tions to the overall complex problem of personal telehealth 
care. However, a lot of isolated and proprietary solutions 
exist today. Indeed there is an enormous conglomeration of 
personal health devices and services lacking interoperabil-
ity, and hence preventing that the issues mentioned above 
are solved in a unified and standardized way. Thus, it is 
exactly the approach of enabling plug-and-play interopera-
bility and connectivity within the context of wireless per-
sonal telehealth, which is necessary for the success of future 
telehealth systems.  

In the remainder of this paper we elaborate in more detail 
the problem of interoperability in the personal telehealth 
domain (Section II) and give an overview of current ongo-
ing standardization activities. After presenting an overview 
of a recently formed industry consortium addressing the 
overall problem of interoperability in Section III, we ad-
dress current standardization activities regarding interop-

erability on upper-layers and the application layer of the 
OSI stack in Section IV and V, respectively. Finally con-
cluding remarks are given in Section VI.

II. THE INTEROPERABILITY PROBLEM 

An example of a personal telehealth system for chronic 
disease management is shown in Figure 1. Typically it con-
sists of three parts. A patient-end with personal health de-
vices in the patient’s home or on the patient’s body, a back-
end part for storing the data and a care provider-end, where 
the personal health consultant has access to the patient’s 
data.  

The devices at home are medical devices (e.g. blood 
pressure meters, weight scales, pulse rate meters, or ther-
mometers) for measuring the patient’s vital signs and usu-
ally some kind of compute engine (e.g. a PC or a mobile 
phone) for gathering the data and providing a user interface 
for the patient. The back-end part contains a server compo-
nent, which is connected via a network, e.g. the Internet, to 
the patient-end part. Similarly, at the care provider-end 
access to the patient’s data on the server is enabled via some 
network, which could also be e.g. the Internet.  

Obviously there is a need for intercommunication among 
the various components within the system. Focusing on the 
patient-end part there are several alternative wireless tech-
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nologies, as e.g. IEEE 802.15.1 (Bluetooth), IEEE 802.15.4, 
or IEEE 802.11 (WLAN), to establish a wireless link be-
tween medical devices and compute engines. Indeed this 
has been accomplished with a number of personal health 
devices. However, the standardization process with regard 
to medical device interoperability lacks behind technical 
possibilities. Virtually all of these solutions are specialized 
applications with proprietary interfaces unique to the two 
devices being linked. That means if for example the blood 
pressure meter from company X can communicate with the 
same companies compute engine, almost certainly a blood 
pressure meter from vendor Y can not interoperate with the 
compute engine from company X. Ensuring compliance on 
the physical layer between two devices does not ensure 
interoperability, as there are many different way to transmit 
the same information over a physical layer interface. In 
order to ensure plug-and-play interoperability between 
multi-vendor devices, the devices must be able to under-
stand the format and the content of the messages they com-
municate to each other.  

Hence, on the patient-end side the problem of device in-
teroperability has to be solved on three principle levels: On 
lower-layers a standardized transport technology enabling 
basic connectivity has to be developed. On upper-layers 
application profiles have to be developed, which define 
what capabilities of the transport technology have to be 
used to best support the application requirements. Finally on 
application level standardized data models and formats have 
to be developed, which represent an abstract unique map-
ping of the real world entities. While a significant amount 
of problems on the lower layers has been solved already and 
mature standards are available, more work at levels closer to 
the application is needed. For a discussion of medical de-
vice interoperability refer also to [4]. 

Concerning the back-end part at some point in the system 
the data has to be translated into HL7 (Health Level 7) [5], 
which is usually employed by archival repositories. 

Figure 2: The 36 promoter companies of the Continua Health 
Alliance [6] in November 2006. 

III. THE CONTINUA HEALTH ALLIANCE  

In June 2006, 22 industry-leading technology and health 
companies joined forces and formed an open nonprofit 
industry alliance [6]. Since its inception the alliance has 
grown continuously, now comprising 36 promoter compa-
nies (see Figure 2 for an overview of the Continua promot-
ers), and another 32 contributor companies. 

According to its mission “establish an ecosystem of in-
teroperable personal health systems that empower people & 
organizations to better manage their health and wellness”
the alliance plans to select connectivity standards and set 
out guidelines for interoperability. The objective is not to 

develop new standards, but to leverage existing ones as 
much as possible, and to close recognized interoperability 
gaps by means of interoperability guidelines.  

Regarding the architectural structure of personal tele-
health systems as indicated in Figure 1, Continua addresses 
the whole range from the medical device at the patient’s 
home to the back-end services by defining interoperable 
interfaces. Currently, several wired and wireless standards 
are under investigation for selection to establish connec-
tivity at the various interfaces. For the connection of medi-
cal devices to the system these include Bluetooth, USB, 
ZigBee, Wi-Fi, amongst others. For connections regarding 
the in-home network the list includes wireless and wired 
Ethernet, and power line communications. Last but not 
least, regarding the connectivity from the patient’s home to 
the back-end services some candidates amongst others are 
Cable, DSL, Cellular (e.g. GPRS or CDMA), WiMax, and 
POTS1. For a very good online resource of wireless tech-
nologies please refer to [7]. 

Besides technical aspects, an objective of the alliance is 
to establish a certification program with a consumer recog-
nizable logo for the devices. Furthermore, the alliance plans 
to collaborate with government regulatory agencies regard-
ing consistent policies for the use of hi-tech personal health 
devices at home, and to develop new ways for reimburse-
ment of personal health systems. These different areas of 

                                                          
1 Plain Old Telephone Service 
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involvement are also reflected by the organizational struc-
ture of the alliance, as shown in Figure 3. 

Regarding the scope of application domains addressed, 
Continua does not focus exclusively on the chronic disease 
management domain, but also extends to elderly monitor-
ing, i.e. monitoring the health and healthcare needs of aging 
people, and proactive health and fitness. 

According to the timeline of Continua [8] the first ver-
sion of the certification program development is expected to 
be completed at the end of 2007, such that the first certified 
products might enter the market in 2008. While the first 
version products are expected to cover the most basic de-
vices and use cases in the envisioned application domains, 
extended versions are planned in the following years. 

IV. DATA MODELS AND FORMATS 

As pointed out in Section II, to solve the interoperability 
problem on application level it is necessary that devices 
speak a common language by means of a common nomen-
clature, data types, message syntax, and encoding rules. 
Many national and international organizations work on 
standards that enable upper-layer medical information ex-
change. The most important standards include DICOM [9], 
HL7 [5], and the ISO 11073/IEEE 1073 [10] family of stan-
dards - often also referred to as Medical Information Bus
(MIB) or x73 standards. DICOM is rather a standard for 
transmitting medical imaging data, including also handling, 
storing and printing, and HL7 is a comprehensive set of 
standards for the exchange of healthcare information be-
tween computer applications. Whereas the ISO 11073/IEEE 
1073 standard is a family of standards intended to enable 
medical devices to interconnect and interoperate with other 
medical devices. See Table 1 for an overview of some im-
portant parts of the x73 standard. 

The standard is based on an object-oriented system man-
agement paradigm. An object oriented data model, the do-

main information model (DIM), defined in ISO 1173-
10201, is used to specify objects, attributes, attribute 
groups, event reports, and communication services, that 
may be used to communicate device data and to configure 
medical devices and functionalities. The standardized no-
menclature (ISO 11073-10101) comprises a set of numeric 
codes that identify every item that is communicated be-
tween systems. Related to the general domain information 
model, there exist device specializations for several medical 
devices (see Table 1), which provide guidelines for how the 
DIM should be constrained for application to specific de-
vices. Application profiles according to the 2yyzz-series 
provide specific sets of restrictions for the use of the object 
model and service model tailored for a class of communica-
tion needs. They are independent of specific device types or 
specific lower communication layers. For example, the 
Polling Mode application profile (ISO 11073-20201) de-
fines a context free polling mode to access the device medi-
cal data and is especially intended for small-scale devices. 
For an overview of the x73 documents and the x73 concepts 
for medical device communication refer also to [11]. 

The x73 standards for point-of-care medical device com-
munication are mainly designed for acute monitoring and 
treatment applications in a particular diagnostic, bed or 
treatment area in the hospital domain [11]. Besides general 
requirements like patient and user safety of medical devices, 
minimal user interaction and unambiguous association, the 
key objectives for clinical domain applications addressed by 
the standard are real-time plug-and-play interoperability and 
frequent network reconfiguration. According to the em-
ployment of bedside devices some attention has also been 
paid to the reduction of implementation complexity and 
computational burden at the devices. For example, the mes-
sage overhead is moderate and the encoding and parsing of 
protocol data units (PDUs) is very efficient due to the con-
cept of canned messages (message templates can be filled in 
memory in which only the actual updated values must be 
copied [11]). 

However, these design objectives align only partly with 
the requirements for personal telehealth systems, where 
especially sensor and battery powered devices demand for 
very low computational complexity and low power con-
sumption. For wireless devices the latter requirement not 
only implies to minimize transmit power, but also to reduce 
transmission time by means of minimizing protocol over-
head. On the other hand, in personal telehealthcare the net-
work configuration and user association is rather static than 
dynamic and there is no distinct requirement for real-time 
streaming and real-time alarms today, as the setting is usu-
ally not acute.  

In view of the rising activities in the personal telehealth 
care domain and as a consequence of the diverging require- 

Figure 3: The Continua Health Alliance organizational structure. 
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Table 1: The ISO 11073-xyyzz series of standards (status: s = published 
                   standard, d = draft, new = new project authorization request). 

ments mentioned above several new project authorization 
requests have been submitted recently to the IEEE standards 
association and the new ISO/IEEE 11073 Personal Health 
Data (PHD) working group has been established. The stan-
dards that this group is going to specify are the parts indi-

cated as “new” in Table 1. They include specializations of 6 
personal health devices and a new application profile aimed 
to address the needs and requirements of personal health 
devices mentioned above. Related to this activity it is also  
likely that the DIM will be extended to include additional 
items being unique to the personal health domain as e.g. 
patient context information describing the posture of a pa-
tient when measuring blood pressure. It is also expected, 
that the list of devices in the 104zz-series is further ex-
tended in future.  
It should be noted that the issue of upper layer interoperabil-
ity as addressed by the x73 standards is an integral part of 
the agenda of the Continua alliance, which makes the results 
of the new ISO/IEEE 11073 PHD working group likely to 
be adopted later on by Continua. 

V. WIRELESS TRANSPORTS 

Among the many wireless short-range communication 
standard activities worldwide, the IEEE 802.11 (WLAN) 
and the IEEE 802.15 (WPAN) family of standards have the 
largest impact on wireless today. Although providing lower 
data rates than IEEE 802.11, it is mainly the IEEE 802.15 
family that fits best the requirements of small-scale personal 
health devices in terms of low power consumption and low 
complexity. After the activities in IEEE 802.15.3 (high-rate 
WPAN) have been abandoned the two major WPAN tech-
nologies today are IEEE 802.15.1 (better known as Blue-
tooth2 [12]) and IEEE 802.15.4 [13] in combination with 
ZigBee [14] building on top of it, with IEEE 802.15.4 defin-
ing only the physical and MAC layer of the OSI stack. Op-
erating in the license-free worldwide 2.4GHz ISM (Indus-
trial, Scientific and Medical) band, IEEE 802.15.4 operates 
additionally in two less-crowded sub-GHz bands. See Table 
2 for more details and an overview of other important sys-
tem parameters of Bluetooth and ZigBee3.

Let us briefly compare both technologies regarding per-
sonal telehealth applications, which are mainly character-
ized by episodic measurements. The data rate of ZigBee 
with a maximum rate of 250 Kbit/s is less than the theoreti-
cal maximum rate of 3 Mbit/s for Bluetooth, however still 
fulfilling the requirements of virtually all personal tele-
health applications.  

Both technologies use spread-spectrum (SS) techniques 
for increased interference robustness. Due to the direct-
sequence approach of ZigBee in one of 16 non-overlapping 
channels it is possible to run non-interfering networks si-

                                                          
2 The IEEE adopted the V1.1 version of the Bluetooth specification. 
3 From now we refer to the combination of IEEE 802.15.4 and ZigBee 

simply as ZigBee. 

OSI 
Layer Part Title / Content Stat. 

 
00000 Health Informatics – Point-of-care medical 

device communication – Framework and 
overview  

D

 
00103 Health Informatics – Personal health 

device communication – Technical report 
– Overview  

new

7 1yyzz Data & Information Definitions 

 10101 Health Informatics – Point-of-care medical 
device communication – Nomenclature S

 10201 … - Domain information model (DIM) S

 10300 … - Device specialization – Framework 
and overview D

 10301 … - Infusion device  D
 10302 … - Vital signs monitor D
 10303 … - Ventialtor D
 10304 … - Pulse oximeter D
 10305 … - Defibrillator D
 10306 … - ECG monitoring D
 10307 … - Blood pressure D
 10308 … - Temperature D
 10309 … - Airway meter D
 10310 … - Cardiac output D
 10311 … - Airway gas analyzer D
 10312 … - Hemodynamic calculator D
 10313 … - Pulmonary calculator D
 10314 … - Respirator D
 10315 … - Weighting scale D
 10316 … - Dialysis device D

 
10400 Health Informatics – Personal health 

device communication – Device speciali-
zation – Common framework  

new

 10404 … - Pulse oximeter new
 10406 … - Heart rate monitor new
 10407 … - Blood pressure monitor new
 10408 … - Thermometer new
 10415 … - Weighting scale new
 10417 … - Glucose meter new

7-5 2yyzz Application profiles 

 
20101 Health Informatics – Point-of-care medical 

device communication – Application 
profiles – Base standard 

S

 20102 … - MIB elements D
 20201 … - Polling mode profile D
 20202 … - Baseline profile D

 
20601 Health Informatics – Personal health 

device communication – Application 
profile – Optimized exchange protocol 

new

4-1 3yyzz Transport and physical profiles 
1 4yyzz Physical layer interface 
3 5yyzz Internetworking support 
4 6yyzz Application gateways 
 9yyzz Related concepts 
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multaneously. According to the frequency-hopping (FH) 
approach comprising all of the 79 channels this is not 
strictly possible with Bluetooth as indicated in the table. 

Although the transceiver physical characteristics are very 
similar in terms of transmit power, the power consumption 
for ZigBee is considered to be less than for Bluetooth in 
personal telehealth applications. This is mainly due to the 
FHSS approach of Bluetooth, where synchronization to the 
FH-sequence of the master (e.g. the compute engine) is 
required by a medical device. When entering a power sav-
ing mode either a timer running is required to stay in sync 
or synchronization is required when reconnecting to the 
network which can takes in average little less than one sec-
ond. However, for both methods the resulting additional 
power consumption, and hence the effect on battery life-
time, is significant if frequent episodic measurements are 
employed. In contrast, ZigBee devices do not require syn-
chronization with the network as they use a carrier sense 
multiple access (CSMA) approach. 

  Another main difference of both technologies is the sup-
ported network topology. While Bluetooth can be consid-
ered mainly as a single-hop wireless cable-replacement 
technology ZigBee supports a variety of different network 
technologies including most general mesh networking with 
multi-hop routing. A good comparison of both technologies 
is also given in [15], though with the focus on body-worn 
sensor networks. To summarize, due to their different tech-
nological characteristics it is expected that ZigBee and 
Bluetooth will take on complementary roles in the broad 
domain of personal telehealth. 

An important advantage of Bluetooth, which makes it a 
prime candidate for wireless telehealth applications today, is 
its standard maturity and availability for end user products. 
The latest version of Bluetooth [12] is version 2.0 with the 
next release being expected early 2007. Furthermore, end of 

2006 the Bluetooth SIG claimed that already more than 
1 billion Bluetooth devices have been shipped so far. 

However, both Bluetooth and ZigBee basically cover 
only the lower OSI layers up to the transport layer. In order 
to establish interoperability from the physical layer to the 
application layer for personal health devices, they can be 
used as a transport under the data model and format speci-
fied in the upper layers by x73. There are in principle two 
different ways to achieve this. Either certain transport pro-
files for the various wireless transport technologies are 
defined in the 11073-3yyzz series of standards, or certain 
application profiles are defined on top of the wireless trans-
ports. The latter option is currently pursued for Bluetooth. 
In May 2006 the Bluetooth SIG announced the formation of 
a Medical Devices working group. This group initially com-
prised 19 industry companies and aims at defining an appli-
cation profile for personal health and fitness devices. As the 
group desires to leverage existing standards where possible, 
it can be expected that it will adopt the data models and 
format of the x73 PHD working group. Also, the group’s 
profile itself might be adopted by the Continua alliance.  

Table 2: Some Bluetooth and ZigBee System parameters 

It is expected that the formation of a similar working 
group will be pursued in the ZigBee alliance as well. The 
ZigBee Application Framework group has already issued a 
call for participation in a Personal / Home Health Care
study group in September 2006. 

VI. CONCLUSIONS 

Personal telehealth systems have the potential to cope 
with today’s major healthcare challenge of improving the 
quality of care for an increasing number of chronically ill 
patients using limited financial and human resources. To-
day, there exist a lot of technologies and technology stan-
dards, but still being isolated solutions to the overall com-
plex problem. However, there is significant activity in 
industry and in standardization organizations aiming at 
enabling real plug-and-play multi-vendor interoperability in 
the personal telehealth ecosystem. An industry consortium 
as the Continua Health Alliance is a step towards the right 
direction. However, one of the next steps should also be 
building a large-scale real-world demonstration that shows 
the realization of the vision. 
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 Bluetooth ZigBee 

Frequency Band 2.4 GHz 2.4 GHz 
(868 / 915 MHz bands) 

Channel access Slotted TDMA (FHSS) CSMA/CA (DSSS) 
# simultaneous 
networks ~ 10  (PER > 10 %) 16 
Data Rate Per 
Channel 1-3 Mbit/s (theoretical) 250 kbit/s 

Network Topology Star Star, P2P, Cluster 
Tree, Mesh 

Multihop Capability No Yes 

Network Size 8 65,535 

Power consumption low very low 
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Abstract—This paper discusses the propagation channel 
between two half-wavelength dipoles placed near a human 
body. Different parts of the body are investigated separately. 
Statistical properties of the wireless on-body channel have 
been investigated. Path loss parameters and time domain chan-
nel characteristics are extracted from the measurement data. 
Path loss models for the arm and torso have been derived. A 
comparison with a path loss model near a flat, homogeneous 
medium has been made.  

Keywords— Propagation channel, human body, wireless 
body area network (WBAN), path loss, delay spread 

I. INTRODUCTION  

A Wireless Body Area Network (WBAN) connects inde-
pendent nodes (e.g. sensors and actuators) that are situated 
in the clothes, on the body or under the skin of a person. 
The network typically expands over the whole human body 
and the nodes are connected through a wireless communica-
tion channel. According to the implementation, these nodes 
are placed in a star or multihop topology [1]. A WBAN 
offers many promising new applications in home/health 
care, medicine, multimedia, sports and many other areas, all 
of which make advantage of the unconstrained freedom of 
movement a WBAN offers. 

An important step in the development of a WBAN is the 
characterization of the physical layer of the network, includ-
ing an estimation of the delay spread and the path loss be-
tween two nodes on the body. This requires a detailed char-
acterization of the electromagnetic wave propagation and 
antenna behavior near the human body. Propagation near 
flat, homogeneous and layered phantoms has been investi-
gated in [2]-[3]. Papers [4]-[5]-[6] characterize the wireless 
on-body channel for some specific configurations of the 
transmitter and receiver. 

In this paper, measurements are performed on a real hu-
man using two half-wavelength dipoles, considering differ-
ent parts of the human body separately. A large number of 
transmitter and receiver positions are considered. The on-
body channel is characterized for the arm and torso. Path 
loss models have been determined and the lognormal behav-
ior has been validated. Also models for the delay spread and 

mean excess delay have been developed and the statistical 
behavior has been analyzed. 

In Section II the measurement setup and the different 
configurations that were investigated, are described. Then 
the on-body channel characteristics are examined. Sec-
tion III presents path loss models for both the arm and torso. 
In Section IV a time domain analysis is performed and the 
mean excess delay and delay spread are discussed. Finally, 
Section V summarizes the conclusions of this paper. 

II. MEASUREMENT SETUP 

A. Configuration 

Two identical half-wavelength dipoles at 2.45 GHz, with 
a length of 5.7 cm and a diameter of 1 mm, are placed at 
various positions on a human body. The dipoles are bal-
anced for radiation near the body using a /4-bazooka 
balun. In all measurements the dipoles are placed parallel to 
each other and lined up for maximal power transfer. The 
propagation channel characteristics depend strongly on the 
height of the antenna above the body [2]. In this paper we 
investigate the wireless channel for a separation of 5 mm 
between body and antennas. 

Models are developed for the channel characteristics 
along the human arm and torso. Fig. 1 shows the measure-
ment setup and the antenna positions on the arm and torso. 
Tx and Rx represent the transmitting and receiving antenna, 
respectively.

(a)              (b) 
Fig. 1 Measurement setup: (a) antenna positions on the body (  = Tx and  

× = Rx position), (b) picture of the setup for measurements on the arm.  



First, measurements are performed on a stretched arm. 
The transmitting antenna Tx is placed at a fixed position on 
the wrist and the receiving antenna Rx is moved along vari-
ous positions towards the shoulder (see Fig. 1a). The dis-
tance between the antennas varies from 5 cm up to 40 cm in 
steps of 1 cm. These measurements are performed on two 
persons (male and female, age 23). A total of 214 measure-
ments are carried out to extract propagation statistics. 

The measurements on the torso are performed on a male 
person lying on a table with the arms along the body. The 
transmitter is placed at approximately shoulder height at one 
of three different positions (left, middle, or right, see 
Fig. 1a). The receiver is placed directly below the transmit-
ter and is moved along a straight line in steps of 2 cm. The 
antenna separation varies from 5 cm up to 30 cm. A total of 
102 measurements are performed on the torso. 

B. Measurements 

The measurements are performed in a modern laboratory/ 
office. A vector network analyzer (Rohde & Schwarz ZVR) 
is used to determine the S21(f)-parameter between Tx and 
Rx for the different positions (see Fig. 1) in the frequency 
range from 300 kHz to 4 GHz. This frequency range is 
necessary to be able to distinguish the direct and the re-
flected waves in the time domain. We obtain a resolution of 
0.25 ns. 

Time domain analysis is performed by calculating the 
channel impulse responses s21(t) using the Inverse Fast 
Fourier Transform (IFFT) of the measured S21-parameters. 
Fig. 2 shows the normalized impulse response from 0 ns to 
40 ns for a measurement on the arm and an antenna separa-
tion of 20 cm. It can be seen that most energy is received 
via the direct path with different multipath reflections after 
some time. 

III. PATH LOSS MODEL  

To model the path loss between the transmitting and the 
receiving antenna as a function of the distance d, we use the 
following semi-empirical formula, expressed in dB and 
based on the Friis formula in free space: 

dBdBdB SddnPdP 210,0 /log10  (1) 

where P0,dB is the path loss at a reference distance d0 (10 cm 
in this paper), and n is the path loss exponent, which equals 
2 in free space. The path loss in this paper is defined 
as -|S21|dB, which allows us to regard the setup as a two-port 
network for which we determine S21. In the following we 
present path loss models for the human arm and torso. 

Fig. 2 Measured normalized impulse response on the arm  
for an antenna separation of 20 cm.  

A. Arm and torso 

Fig. 3 shows the measured path loss versus Tx-Rx sepa-
ration for the arm and torso. The circles indicate the indi-
vidual measurements taken along the stretched arm and the 
full line represents the path loss model obtained through 
fitting of the arm measurement data. The crosses indicate 
the individual measurements taken along the torso and the 
dotted line represents the path loss model obtained through 
fitting of the torso measurement data. Table 1 shows the 
parameter values of the fitted path loss models for the arm 
and torso according to equation (1), and the variation  of 
the measurement results around the model.  

The path loss increases with antenna separation as ex-
pected. The path loss along the torso and along the arm 
follow the same course, but the path loss along the torso is 
higher than the path loss along the arm. This is probably due 
to the higher absorption in the larger volume of the trunk, 
and because the surface of the trunk is less flat than the 
surface of the stretched arm. The path loss exponent of both 
models is almost the same (n  3.3). For the measured path 
loss along the torso, we observe a slightly higher variation 
around the path loss model (standard deviation  = 6.1 dB) 
compared with the measurements along the arm 
(  = 4.1 dB). This is because the measurements along the 
torso were performed on three different lines: left, middle, 
and right. 

The reference path loss P0,dB and the path loss exponent  
n obtained in this paper, are consistent with previous results: 
in [7], a path loss exponent of n = 3.1 and a path loss value 
of P0,dB = 44.6 dB at a reference distance d0 = 10 cm were 
measured in a large empty room for waves traveling along 
the front of the torso. 
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Fig. 3 Measured path loss and fitted models versus antenna separation. 

Table 1   Parameter values of the path loss models for the arm and torso. 

parameter arm torso arm + torso 

d0 [cm] 10 10 10
P0,dB [dB] 32.2 41.2 35.7 

n [-] 3.35 3.23 3.38 
 [dB] 4.1 6.1 6.2 

Instead of investigating different parts of the body sepa-
rately, we can also define an averaged path loss model for 
the whole human body. For this purpose we consider a path 
loss model obtained through fitting of all measurement data. 
The path loss model for the arm and torso measurements 
altogether is also shown in Fig. 3 (dashed line). This curve 
lies between the previously derived path loss models. The 
parameter values of this model are shown in Table 1. 

B. Cumulative distribution function 

Figs. 4 and 5 show the cumulative distribution function 
(CDF) of the deviation of measured path loss and model for 
the arm and torso. It was shown in [8] that the variation 
around the mean path loss is well described by a lognormal 
distribution (see lognormal fits in Figs. 4 and 5).  

The mean values μ and the standard deviations  of the 
lognormal distributions for the arm and torso, fitted using a 
least-square error method, are provided in Table 2. For 
waves traveling along the torso, we again observe a slightly 
higher variation (  = 5.5 dB) compared with transmission 
along the arm (  = 3.4 dB). The values of the CDF parame-
ters in Table 2 indicate that the path loss models show very 
good correspondence with the measurement results. The 
mean values of the fitted CDFs of the deviation is close to 

0 dB and the standard deviations differ less than 1 dB from 
the standard deviation of the measured values (see Table 1: 
0.7 dB and 0.6 dB difference for arm and torso, respec-
tively). 

Fig. 4 Cumulative distribution function of the deviation of measured path 
loss and model along the arm and lognormal distribution fit. 

Fig. 5 Cumulative distribution function of the deviation of measured path 
loss and model along the torso and lognormal distribution fit. 

Table 2   CDF of the deviation of measured path loss and model for the 
arm and torso: lognormal distribution fit. 

lognormal fit arm torso arm + torso 

 [dB] 3.4 5.5 4.1 
μ [dB] -0.2 -0.7 -0.3 
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C. Comparison with flat, homogeneous medium 

In Fig. 6 we compare the path loss models obtained using 
a least-square error fit of the measurement data (for the arm 
and torso) with a model derived from simulation results 
near a flat, homogeneous medium representing muscle tis-
sue (specific relative permittivity r = 53.57 and conductiv-
ity  = 1.81 S/m at 2.45 GHz) [3]. In this path loss model, 
P0,dB and n are defined by a formula depending on the height 
h above the medium (see equation (3) in [3]).  

Fig. 6 shows that the models derived from the on-body 
measurements deliver a higher path loss than the model for 
the flat, homogeneous medium. Path loss models for flat, 
homogeneous tissues may thus underestimate the actual 
path loss near a human body. The path loss exponent of the 
flat, homogeneous muscle simulating tissue (n = 3.87) is 
somewhat higher than those of the arm and torso. 

IV. DELAY SPREAD MODEL  

Time domain analysis is performed by analyzing channel 
impulse responses h(t) = s21(t), that are calculated from the 
measured frequency transfer functions from 300 kHz to 
4 GHz (see Section II. B) and performing the IFFT.

Power delay profiles (PDP) were calculated for all the 
measurement positions. For the following analysis only 
peaks (see Fig. 2) of less than 35 dB below the maximum 
value of the PDP are taken under consideration. The PDP is 
characterized by the first central moment (mean excess 
delay 0), and the square root of the second moment (RMS 
delay spread rms). The RMS delay spread provides a figure 
of merit for estimating data rates for multipath channels [9]. 
The mean excess delay 0 is defined as 
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where h( i) is the time domain impulse response at time i,
obtained from the measurement data.  

Fig. 6 Comparison of the path loss models derived from the measurements  
along the arm and torso, with a model near a flat, homogeneous medium. 

A. Arm and torso 

 Figs. 7 and 8 show the mean excess delay 0 and the 
RMS delay spread rms versus antenna separation for both 
measurement cases (arm and torso). The values of 0 and 

rms increase with antenna separation. A linear fit for 0 and 
an exponential and logarithmic fit (with breakpoint dbp) for 

rms are performed, using a least-square error method. The 
fits have the following equations (with distance d in cm): 

BdAd0 ns  (4) 

1dD
rms eCd  for ns bpdd    (5) 

bprms ddFEd /ln   for  (6) ns bpdd

 The parameter values of the fits are shown in Table 3. 
For the measurements along the torso, the variation around 
the fitted models is slightly higher (  = 1.9 ns for 0 and 

 = 1.4 ns for rms) compared with the measurements along 
the arm (  = 1.1 ns for 0 and  = 1.1 ns for rms).

Table 3   Parameter values of the models for the mean excess delay 0

and the RMS delay spread rms, for the arm and torso. 

parameter arm torso 

A [1/cm] 0.35 0.76 
B [ns] -1.11 -2.71 
C [ns] 1.53 0.58 

D [1/cm] 0.09 0.23 
E [ns] 10.07 12.38 
F [ns] 6.17 6.13 

dbp [cm] 23.0 13.6 

267



Fig. 7 Mean excess delay 0 and linear fit versus antenna separation. 

Fig. 8 RMS delay spread rms and exponential/logarithmic fit versus an-
tenna separation. 

B. Cumulative distribution function 

In this section we verify whether 0 and rms follow a log-
normal distribution. Other different empirical distributions 
were applied in previous research [6], however, lognormal 
proved to be the best fit. We investigate the deviation of the 
measured values and the models, see equations (4)-(6). 
Figs. 9 and 10 show the CDFs of these deviations and a 
lognormal distribution fit for 0 and rms, respectively, for 
the measurements along the torso. For the measurements 
along the arm, we obtain similar CDF distributions.  

The mean values and the standard deviations of the CDFs 
for the arm and torso, fitted using a least-square error 
method, are provided in Table 4. These parameters indicate 

that both models show very good correspondence with the 
measurement results. The mean values are close to 0 dB and 
the standard deviations differ less than 0.1 dB from the 
variation of the measured values discussed in Section IV. A. 

Fig. 9 CDF of the deviation of mean excess delay 0 and model along the 
torso and lognormal fit. 

Fig. 10 CDF of the deviation of RMS delay spread rms and model along 
the torso and lognormal fit. 

Table 4   CDF of the deviation of mean excess delay 0 and RMS delay 
spread rms and models for the arm and torso: lognormal distribution fit. 

0 rmslognormal 
fit arm torso arm torso 

 [ns] 1.1 1.9 1.0 1.4 
μ [ns] -0.05 0.00 -0.05 -0.005 
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V. CONCLUSIONS 

Path loss models for the human arm and torso have been 
derived. It is found that the path loss along the torso and 
along the arm follow the same course, but the path loss 
along the torso is higher than the path loss along the arm. 
This is probably due to the higher absorption in the larger 
volume of the trunk, and because the surface of the trunk is 
less flat than the surface of the stretched arm. The cumula-
tive distribution functions of the deviation of measured path 
loss and models are well described by a lognormal distribu-
tion, for both the arm and torso. The mean values and the 
standard deviations of the lognormal fits indicate that the 
path loss models show excellent correspondence with the 
measurement results. 

The models derived from the on-body measurements de-
liver a higher path loss than the model for a flat, homogene-
ous muscle simulating medium. Path loss models for flat, 
homogeneous tissues may thus underestimate the actual 
path loss near a human body. 

Finally, the mean excess delay 0 and the RMS delay 
spread rms were studied. These parameters increase with 
antenna separation. Models have been determined for 0 and 

rms and show excellent correspondence with the measure-
ment results. The cumulative distribution functions of the 
deviation of 0 and rms and the derived models are well 
described by a lognormal distribution, for both the arm and 
torso. 
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     Abstract- 
The Healthy Aims project, www.healthyaims.org, is a 23M€ 
four year project funded under the IST FP6 programme, with 
16M€ combined funding from the EU and Switzerland. The 
project goal is to develop a number of intelligent medical 
implants and diagnostic systems integrating a range of 
underpinning Micro and Nano technologies.   After three years 
a number of results are already available, disseminated to over 
400,000 people worldwide and summarised in this paper.   
 
The project has 25 partners from ten EU countries, including 
seven SMEs, six clinical partners, five LEs and seven 
academics and research groups.   This combination of 
disciplines has enabled the Consortium to design, fabricate and 
carry out laboratory and clinical trials on the range of medical 
products under test.  It has also enabled the project to set 
realistic specifications for core components that form an 
integral part of the implants, for example the implantable 
battery and the wireless data communications system.  A 
further valuable benefit is that the micro and nano structures 
are designed specifically for use in an application, so again the 
specification requirements are clearly defined. 
 
     Keywords- implants, electrodes, wireless, sensors 
 

I. MEDICAL PRODUCTS UNDER DEVELOPMENT 

 
The products under development are: 
 

Retina, cochlear, and intra-cranial pressure (ICP) 
sensor implants 
Functional stimulation systems for bladder and 
bowel control and restoring arm movement  
Glaucoma and sphincter sensors and sensor 
systems for human body motion 

 
The active implants all provide electrical stimulation 
directly to nerves or muscles in the body.  The sensor 
systems make a direct measurement of parameters that can 
be used as indicators for particular aspects of health and 
well-being. 
 
The technological challenges that have been addressed 
within the project in order to produce the products are 
described in the following sections. 
 
 
 

 
II. WIRELESS COMMUNICATIONS 

 
In order to minimise infections implanted devices must be 
completely self contained and therefore means of 
transmitting data from in the body to on the body must be 
wireless. The carrier frequency for data transfer is defined 
by the application requirements and medical safety 
standards.  In some cases it is also combined with inductive 
power transmission.  For the devices being developed 
within Healthy Aims the following choices have been made. 
 
Table 1: Carrier frequencies for data transfer 
 
Product Carrier freq for data 
Glaucoma sensor 27.3 MHz 
Retina implant IR 
Functional Electrical Stimulation (FES)  403 MHz (MICS) 
Cochlear implant 5MHz 
ICP sensor 13.56MHz 

 
The integration of a Medical Implant Communication 
Service (MICS) chip into two FES implants has been 
developed by Zarlink.   A demonstrator is now available 
and Zarlink, UCL and FTM are now working on the 
integration of the chip and the antenna with the implant 
enclosure.  The goal is to demonstrate the complete implant 
system in a pseudo body environment by the end of the 
project. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 
Fig 3   
Silicone rubber coated with diamond-like 
carbon (DLC) 

III. NOVEL ELECTRODES 

 
Electrical stimulation is applied via electrodes and these 
have unique requirements for each of the product 
applications.   The retina and cochlear implants face the 
greatest challenge in terms of the required number of  
electrodes/mm2, the preferred topology and interconnects. 
 
The team of electrode partners, INEX, EPFL, IMEC and 
ITE have worked with the product partners to produce 
prototype electrodes for the retina and cochlear implants 
and these are now being tested by the two product 
partners. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV. BIOMATERIALS FOR COATING THE IMPLANTS 

 
All implant components need to either be fabricated using 
a biocompatible material or be completely encapsulated 
with a biocompatible material in order to prevent the 
release of leachables from the implant components to the 
body and to stop water ingress to the components.  These 
biocompatible coatings must remain stable for the 
lifetime of the implant, which in many cases can be the 
same as the lifetime of a person.  In this project QMUL 
has been working with the implant product partners to 
develop a biocompatible coating that is thin, flexible and 
rugged enough for handling during surgery.  Preliminary 
results from silicone coated with diamond like coating 

(DLC) and IPM modified silicone indicate that these 
could meet the physical requirements and these could 
improve the water resistance compared to silicone alone.  
Further studies are ongoing and results will be available 
next year. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. ENHANCING THE ELECTRODE 
   - NERVE    INTERFACE 

 
The electrode - nerve interface has a significant effect on 
the power requirement.  INEX has been working on ways 
of optimising this interface by: 

Discouraging growth of scar tissue on electrodes 
which increase the impedance at the electrode 
interface 
Encouraging the growth of neuronal cells on the 
electrodes which encourages electron flow at the 
interface 

 
Physically adapting the electrode surface with 1 m 
grooves has been shown from in–vitro testing to align 
neuronal cells and will next be validated using real 
electrodes for the retina and cochlear implants. 
 
 
 
 
 
 
 

 
Fig 2  
Modiolus electrodes for the cochlear implant

 
Fig 1  
Truncated prism electrodes for the retina implant 
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Fig 4  
Alignment of electrically active neurons to 
the electrode surface 

 
 
 
 
 

 
 
 

V1. INTEGRATION OF ELECTRODE ARRAYS WITH THE 
ELECTRONICS 

 
The connection between electrode arrays and the 
electronic circuit which enables each electrode to be 
individually addressed is essential for the retina and 
cochlear implants.  This has been jointly addressed by the 
product partners and technology partners developing the 
electrodes.  A considerable amount of effort has also been 
put into developing methods for thinning ASICs and flip 
chip techniques to mount the ASICs onto flexible 
membranes.  These techniques have already been applied 
to the prototype glaucoma sensor, the implants and the 
intra-cranial pressure sensor (ICP) system.  ASIC 
thinning to 50μm and subsequent flip chip bonding has 
been successfully demonstrated and provides adequate 
compliance for these applications. 
 

 

 

 
VIII. EMBEDDED SOFTWARE AND ALGORITHMS 

 
Some form of intelligence needs to be integrated into the 
product hardware in order to provide the patient with a 
system solution.  Within this project a number of 
algorithms have been developed which interpret sensor 
signals and produce an output.  In many cases that output 
is then used as the input to the actuator.   
 
 

Sensor Algorithm Actuator
Data

       Processed
      signal

 
Specific examples that are being developed in the project 
are: 
 

Processing arm motion data and providing a 
single trigger for the FES system only when it is 
recognised that the patient intends to reach for an 
object 
Processing image data from glasses worn by user 
and providing a pattern of electrode array 
stimulation in real time for the retina implant 
Processing human body motion data and 
providing a classification of activity  

 
For the sensor - actuator systems the algorithms are 
embedded into processors, which form part of the on-the-
body unit.  It was therefore important that the systems 
were designed to minimise power to enable the systems to 
work whilst the user is awake and recharge whilst asleep.   
 

IX. POWER SOURCES 

 
Power sources are a critical component with any of the 
medical devices or diagnostic systems.  For the in-the-
body applications the requirements are extremely 
challenging.  Saft and CEA have produced a prototype 
secondary cell that can be used for the FES and Cochlear 
applications and laboratory trials have already been 
successfully completed. 
 
Parameter Specification Unit 
No: of charges 4000 - 
Life time 10 Years 
Dimensions 5x10x22 Mm 
Minimum voltage 3 Volts 
Average current 5 mA 
Min charge time 1 hour 

 
Table 2 Secondary cell specification 
 
 

Fig 5 
Mounting of the thinned ASIC in the 
glaucoma contact lens sensor 
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Fig 6 
Prototype Secondary cell  

 

 
 
 
 
Work is now underway on the integration of the battery 
and charging circuit into the implant enclosure.  A key 
requirement is battery charging must not significantly 
raise the body tissue temperature. 
 
For lower power implants, for example a Pacemaker, a 
direct Biofuel cell is being developed by Dinamic and 
IMTEK.  The goal is to produce a Biofuel cell that can 
provide adequate power for a Pacemaker or equivalent for 
up to 10 years without any intervention. 
 
Already a prototype has been demonstrated that produce 
4μW/cm2 using biocompatible materials. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
X. THE PRODUCTS 

 
The products have provided the necessary platform for 
technology integration.  At the end of Year 3 many of the 
technologies have already been integrated into prototype 
systems, and in some cases clinical trials have started.  
This has been possible by including clinical 
experts/surgeons into the Consortium together with end 
manufacturers with knowledge and experience in 
obtaining approvals for clinical trials for active implants. 
 
For the hand and wrist extension FES some clinical trials 
have already been completed with a 2 channel surface 
stimulator.  Clinical trials are planned for next year with 2 
channel passive implantable system (electrodes 
implanted, power and active electronics external).  By the 
end of the project a 6 channel demonstrator fully 
implantable (with the battery and MICS system in the 
implant) will be available.  This will be triggered using 
the sensor system and algorithm also developed in the 
project. 
 
Work on two other FES applications for bladder and 
bowel stimulation started in Year 3.   Animal trials have 
already started with one clinical team and will be 
continued in Year 4. 
 
Prototype retina implants have been produced by IIP and 
are just starting clinical trials.  Preliminary clinical results 
from Medical University of Graz indicate that some 
vision will be given to the patient. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The glaucoma sensor has already completed initial 
clinical trials with a wired unit.  The first wireless contact 
lens version has now been produced combining the 50μm 
thick ASIC and flip chip attachment method and this will 
undergo clinical trials next year.   
 
 
 
 

Fig 7 
Prototype direct biofuel cell 

Fig 8 
Prototype retina implant 
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Fig 9 
Sensor head for the ICP sensor 
system 

Fig 10 
Schematic showing the positioning of the 
ICP sensor system 

ICP prototypes are also available from CMT and lab trials 
have shown excellent stability over a 30 day period, 
which is the critical performance requirement and some 
animal trials are planned for next year at NBNHST. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The cochlear implant was available at the start of the HA 
project.  However, advancements in electrode fabrication 
within the project have enabled CTC to look at product 
enhancement.  In the final year of the project CTC will 
undertake laboratory trials on electrode systems and if 
these are successful will then prepare for clinical trials. 
 
The activity monitor hardware is now available and has 
already started laboratory trials.  In the final year of the 

project this product will be extended to provide full 
motion data, simulating the ‘Gait Lab’ environment. 
 

XI. SUMMARY 

 
The goal of the project to develop new medical implants 
and diagnostic systems using micro and nano-technology 
is well on its way to being met.  Some products are now 
entering clinical trials, some are just commencing animal 
trials and others will have laboratory demonstrators at the 
end of the project.  This considerable achievement is 
considered to be attributable to the fact that the clinical 
teams have led the product partners, who themselves have 
defined to the technology partners their exact 
requirements.  Spending time on the specifications early 
on in the project has meant that there have been few 
design iterations.  The result is that the project has 
managed to progress all the way to clinical trials in some 
cases.  The final year will undoubtedly bring some 
fascinating results from these trials and will lead the way 
for future medical implant development. 
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Abstract— Functional reanimation of a paralyzed limb re-
quires stimulation and sensing in multiple sites distributed 
throughout the limb.  This paper describes a communication 
and control system for BION2™, a biomimetic system based 
on wireless, injectable neuromuscular implants that can detect 
the user’s intention, activate muscles and monitor the ensuing 
movements to support distributed feedback control with delays 
comparable to those achieved by the spinal cord.  Various 
design features optimize the safety and efficacy of a system 
that must be reconfigurable to achieve many different clinical 
requirements despite highly constrained power and band-
width. 

Keywords— Communications protocol, Sensor control 
protocol, RF battery-less sensors, implantable sensors, im-
plantable microstimulators 

I. INTRODUCTION  

Neuromuscular electrical stimulation has been used as a 
rehabilitation therapy to prevent and treat disuse atrophy in 
patients with upper motor lesions such as stroke and spinal 
cord injury.  BIONs™ (BIOnic Neurons) are relatively new, 
injectable, inductively powered micro-implants (2mm di-
ameter x 16mm long) that provide selective and repeatable 
exercise of individual muscles without requiring surgery [1, 
2]. The individually implants addressed receive power and 
command signals from a control unit through an external 
coil (see Fig. 1).  

In principle, similar electrical stimulation can be used to 
create functional movement of a limb, but this requires 
interfaces to sense the motor intentions of the user and the 
ongoing limb movements for real-time, closed-loop control.  
BION2, the next generation BION implants now under 
development, will incorporate several sensing modalities.  
This paper describes the design of the bidirectional teleme-
try system that will control and synchronize the function of 
1-20 such implants that must be configured dynamically to 
support a wide variety of sensorimotor behaviors 

 
Fig. 1- BION System Overview 

II. MUSCLE CONTROL 

Muscle force depends on the number of motor units that 
have been recruited and their frequencies of firing, as well 
as nonlinear effects of the length and velocity of motion 
(shortening or stretching) of the muscle fibers.  BIONs are 
usually implanted near the entry zone of the nerve contain-
ing the motor axons, where increasing the intensity of pulsa-
tile stimuli can recruit an increasing percentage of the motor 
units.  Stimulus efficacy is generally proportional to the 
charge of each pulse, the product of pulse current and pulse 



duration that are specifiable dynamically as part of the 
command structure for each BION. 

The usual firing rates for motor units are relatively low 
(20-30pps).  If the stimulus rate is set too high, the recruited 
muscle fibers will fatigue quickly. If it is set too low, the 
force produced by the muscle may have a substantial ripple 
at the stimulus rate and it will be difficult to ramp up force 
quickly such as for responding to perturbations.  When 
controlling a limb, it is desirable to provide bursts at high 
frequency in order to achieve strong contractions and to 
reduce force ripple at low stimulation rates by staggering 
the stimulus pulses from synergistic sites.  Both features are 
accommodated by the frame architecture described below, 
which provides mechanisms to generate duplicate stimulus 
pulses with identical parameters within a given frame and to 
contract the muscles asynchronously as required for smooth 
movements. 

III. NATURAL FEEDBACK SENSORS AND BION 
SENSORS 

Biological muscles are endowed with a variety of sense 
organs, including spindle stretch receptors, whose sensitiv-
ity can be adjusted dynamically by the fusimotor gain con-
trol system.  These signals are combined with those from 
cutaneous sensors and with the descending command sig-
nals from the brain in a sophisticated set of excitatory and 
inhibitory interneurons in the spinal cord that provide much 
of the input to the motor neurons. 

The BION2 system has to provide stimulation commands 
and sensory feedback with response times similar to those 
of the biological reflex responses to perturbations.  This 
time is limited by physiological constraints like the transit 
delay to and from the spinal cord (20-30ms).  Muscle fibers 
respond sluggishly to changes in their neural activation with 
time constants of about 50ms (rising phase) and 100ms 
(falling phase) to step changes in that activation.  These 
delays pose serious challenges for the use of closed-loop 
control in both biological and prosthetic systems but they 
provide useful hints about specifications of a biomimetic 
communication and control scheme (see below) for the 
following modalities of sensing: 

A. Patient intention 

The electromyogram (EMG) is a stochastic pattern of 
electrical potentials that arises from the temporospatial 
overlap of asynchronously firing motor units.  EMG can be 
recorded to detect residual voluntary control from which to 
infer the user’s intentions.  The EMG sensing scheme in-
cluded in BION2 is based on integrating samples for a pe-

riod that can be determined dynamically by the external 
controller (see frame architecture description below). 

B. Muscle response 

The recruitment of the muscle in response to each stimu-
lus pulse is used to map a range of stimulus intensities to a 
percentage activation of the muscle and to adjust stimula-
tion parameters on-line to cope with shifts of this recruit-
ment curve due to mechanical deformation of the contract-
ing muscle.  The EMG recording and integration subsystem 
can be used for this task but the sampling time must be 
controlled and synchronized with the stimulation pulses of 
the same and other implants. 

C. Posture Sensing 

In order to coordinate movements and compensate for 
perturbations, the controller needs information about the 
starting posture and ongoing trajectory of these movements.  
Three complementary sensing modalities will be incorpo-
rated: 

 Orientation with respect to gravity and translational 
acceleration determined by a MEMS accelerometer that 
has 2 axes of piezoresistive bridge elements [3]. 

 Absolute position through the detection of reference 
magnetic fields created outside the body [4]. 

 Posture of distal joints of the hand and fingers, inferred 
from changes in the relative position of implants in the 
muscles that operate those joints [5]. 

IV. PROTOCOL REQUIREMENTS AND BION 
IMPLEMENTATION 

The BION2 control and communication protocol was de-
signed to meet the following critical requirements: 

 Efficient use of forward and reverse data rate 
 Predictable intervals for reflex adjustment 
 Tolerance for transmission errors 
 Dynamic reinitialization of individual implants 

Most of these aspects either mandate or reflect the selec-
tion of a communication protocol based on a sequence of 
frames, each of which consists of the same number and 
length of messages and the same order of actions.  

A. Efficient use of forward & reverse data rate 

BIONs are intended to be used for a wide range of clini-
cal applications with different numbers of implants and 
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varied requirements for sensing, stimulation and reaction 
speed.  The main objective of the communication protocol 
is to allow the limited bit rate in each direction to be recon-
figured as needed for such applications.  This configuration 
occurs during an initialization transmission to each implant, 
which sets the number of bits and the data that they repre-
sent for both forward and reverse telemetry during a given 
operational session. 

 Duplex communication: The physical layer is designed 
to allow full duplex communication.  Forward teleme-
try provides 120kb/s via a frequency-shift keyed (FSK), 
Manchester-encoded signal over a 480kHz carrier fre-
quency that provides the clock and power for all im-
plants.  Reverse telemetry provides 480kb/s via on-off 
keyed (OOK) bursts of a crystal-stabilized 400 MHz 
carrier limited by the bandwidth of a single MICS 
channel.  

 Prefixed time slots: The time slots for the forward and 
reverse transmissions for each implant are fixed by the 
external controller when the system is turned on and the 
implants are initialized (see below).  The use of these 
predefined channels avoids collisions between trans-
missions from several BION implants sending data to 
the controller.  In addition, the controller can identify 
data from each BION without including headers in back 
telemetry and each BION can identify the presence of 
incoming data from the controller also without headers 
in forward telemetry.  All devices and actions are syn-
chronized by counting clock cycles based on the inward 
telemetry and power carrier transmitted by the external 
controller.  

B. Predictable frame intervals for reflex adjustment 

Frame in this context is a programmed sequence of 
events performed by all implants that repeats at a rate con-
sistent with the default stimulation frequency for each mus-
cle (typically 20-30pps).  The duration of a frame and the 
exact timing of events within the frame are controlled by 
two unique Manchester code violations that cannot arise 
from the data sequences themselves. 

 A Frame Sync is a signal that triggers a new frame or 
sequence of events.  The frame time is set by the exter-
nal controller in real time.  

 Internal Syncs are signals that can be received at any 
time inside the frame.  They are responsible for trigger-
ing each event in the frame (stimulation, starting and 
ending points of sensing operations or reinitialization if 
necessary) in an order that is programmed as part of the 
initialization command.  

 
Fig. 2- Control signals in a BION frame.  (RTi: Reverse Telemetry and 

FTi, the Forward Telemetry, BION i.)  

Frame Sync and Internal Sync concepts are illustrated in 
Fig. 2 by the sequence of events included in a frame and 
their respective timing.  The first event after a Frame Sync 
is the communication stage: reverse and forward telemetry 
from and to each implant, respectively, according to bit 
counts and time slots that are programmed as part of the 
initialization of each implant.  After the communication 
stage, the BIONs wait for the Internal Syncs that are used to 
trigger various events during the frame.  The BION example 
included in Fig. 2 stimulates the muscle, measures the mus-
cle response by integrating the M-wave for a variable pe-
riod, then detects the joint position by measuring the ampli-
tude of brief stimulus artefacts generated by other implants, 
and finally integrates the background EMG activity over a 
variable period to provide voluntary command data.  All 
sensor data gathered during these functions are held in a 
LIFO register until the next frame, when its reverse teleme-
try slot arrives and it sends the data back to the controller.  
Thus the delay for responding to any sensory feedback or 
command signal is two frames. 

Inside the implant one of the initialization registers is 
called “Sync Mask” because it determines which BION 
action (stimulation or various sensing modes) is triggered 
by each successive Internal Sync signal.  The combination 
of Frame Syncs, Internal Syncs and Sync Masks is one of 
the key points that make the control inside a frame very 
flexible while permitting tight synchronization of events 
between implants: 

 Improving sensing modality accuracy and dynamic 
range: the integration time of two sensing modalities 
(EMG and M-wave) is controlled from the outside with 
Internal Syncs.  The external controller can adjust them 
dynamically without requiring transmission and storage 
of these timing parameters.  

 Increasing the strength of muscle contraction: as men-
tioned in section II, one powerful and rapid way to in-
crease the effectiveness of muscle stimulation is by in-
creasing the stimuli rate.  This can be done using 
Internal Syncs to trigger this “extra stimulus pulse” in 
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some selected BION implants.  As illustrated in Fig. 2, 
the last Internal Sync is sent by the controller only 
when an additional stimulation pulse is required.  

 Smoothing limb movements: as mentioned in section II, 
in order to produce smooth joint torques, the physio-
logical activity of motor units should be asynchronous.  
This can be achieved by strategically phasing Sync 
Mask values for stimulation as shown in Fig. 3.  

 

RT1
…

FT1

RT2

End 
MWave

MWave EMG

Muscle 
stimulus

Muscle 
stimulus 
(double rate)

RT3

FT2

RTN

FTN

RT1
…

FT1

RT2

End EMG & trigger 
spindle window

EMG Mwave

Muscle 
stimulus Muscle 

stimulus 
(double rate)

RT3

FT2

RTN

FTN

X

X

T1

T1

T2

T2

X

X

Spindle 
window

X

X
X

time

time

RT1
…

FT1

RT2

End 
MWave

MWave EMG

Muscle 
stimulus

Muscle 
stimulus 
(double rate)

RT3

FT2

RTN

FTN

RT1
…

FT1

RT2

End EMG & trigger 
spindle window

EMG Mwave

Muscle 
stimulus Muscle 

stimulus 
(double rate)

RT3

FT2

RTN

FTN

X

X

T1

T1

T2

T2

X

X

Spindle 
window

X

X
X

time

time

 
Fig. 3- Control signals in a BION frame for two different sets of BION to 

obtain a smooth joint torque 

In Fig. 3 the Internal Sync signals that are not used for 
the corresponding BION are marked with an X and the 
optional ones are represented as broken lines.  In this 
particular case, some of the BION implants in the 
sytem are stimulating the muscles at time T1 and some 
of them at T2.  After stimulation, each implant records 
the M-wave response.  In the case shown, to obtain 
double rate stimulation additional Internal Syncs can be 
sent, and the double stimulation rate is achieved with 
the 8th Internal Sync for the first BION and with the 
13th for the second one. 

C. Error tolerance by limiting consequences 

Communication errors can be classified into critical er-
rors and bearable errors depending on the potential conse-
quences.  Bearable errors are errors in dynamic data trans-
mission whose possible range is limited to “safe values” 
(see below).  Critical errors in communication that must be 
avoided are those whose consequences are indeterminate.  
The initialization of each implant is verified by a complete 
echo of these data (see section �.D) because it configures 
the system to be tolerant of transmission errors in either 
direction that may occur during actual operation. 

 
Fig. 4- Dynamic Mask operation 

To ensure that the maximal stimulation error caused by 
communication errors in the dynamic parameters are bear-
able and will never be dangerous for the patient, the “Dy-
namic Mask” mechanism is used.  The Dynamic Mask is a 
register included in each BION whose bits correspond to 
each bit stored in the parameter registers for stimulation and 
sensing modalities.  If a bit in the parameter registers is to 
be affected by dynamic data on a frame-by-frame basis, its 
corresponding bit in the dynamic mask register is set to a 
“1”; if that value is to remain unchanged, its corresponding 
bit in the dynamic mask register is set to a “0”, protecting 
that bit to stay at the value initially set in the parameter 
registers (Fig. 4).  Dynamic mask register has two purposes: 
to avoid dangerous errors and to allow frequently changing 
parameters to be adjusted while minimizing the number of 
bits sent in each frame.  Because the possible errors have 
been limited to a safe range by the Dynamic Mask, it is 
better for the BION to act with the wrong parameters than 
to skip stimulation and allow the muscle to relax.  

Forward telemetry data specifying dynamic parameters is 
sent with a parity bit so that transmission errors can be de-
tected. Error conditions are sent as status bit with the re-
verse telemetry so that the external controller can take ap-
propriate action 

D. Dynamic reinitialization of individual implants 

All of the programmable parameters of an implant (in-
cluding the critical communication timing and mask regis-
ters described above) are held in volatile RAM that depends 
on power received by inductive coupling from the external 
coil-driver.  The very movement created by the muscle 
stimulation can cause shifts in the relative alignment be-
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tween the coil-driver and one or more implants.  If the re-
ceived voltage in a given implant drops under a critical 
level, that implant goes through a reset operation, clears all 
internal registers, and does not participate in the next com-
munication phase.  The absence of reverse telemetry carrier 
during the preassigned time slot for this implant informs the 
external controller which implant needs reinitialization.  
The possibility of such occasional, isolated drop-outs makes 
it important to enable dynamic reinitialization of individual 
implants without affecting the ongoing performance of the 
other implants.  

 

Fig. 5- State Diagram 

Any implant that is in an uninitialized state will respond 
only to a special initialization code consisting of an Internal 
Sync followed by an initialization sequence (see Fig. 5).  
The first part of an initialization command is the complete, 
unique 32-bit identification code.  If this ID code matches 
the ID code that is hard-wired into the ROM of the im-

plant’s IC, the subsequent data are used to initialize all 
programmable registers and are echoed via reverse teleme-
try to the external controller for complete verification.  The 
implant is now initialized but not yet enabled, which occurs 
only in the next frame, if and when the external controller 
detects its reverse telemetry signal in the correct time-slot 
and synchronizes this implant with the whole system.  

Thus the state diagram in Fig.  can be divided into three 
stages: initialization, communication and stimula-
tion/sensing.  The controller can reinitialize any device at 
any time that the device is in the “Idle” state, i.e. not trans-
mitting or receiving data.  This option can be useful not 
only to recover a BION that lost power but also to allow 
changes in parameters that are outside the previous dynamic 
range. 

V. CONCLUSIONS 

The BION2 communication protocol incorporates several 
strategies useful in systems in which multiple devices with a 
range of possible functions must be configured dynamically 
to work with command and data channels that have limited 
bit rates and non-zero error rates.  The global signals Frame 
Sync and Internal Sync and the run-time assignment of bit 
slots for inward and outward full-duplex telemetry for each 
device greatly reduces time normally allocated to headers 
and device addresses in reconfigurable systems.  In addi-
tion, the Dynamic Mask described in this paper allows the 
controller to select specific parts of sensing and stimulating 
parameters for dynamic adjustment, while protecting the 
system from gross error.  This enables aggressive use of the 
available carrier bandwidth to achieve high data rates with-
out requiring complex and time-consuming error correction. 
Fig 6 summarizes the influence of design features on the 
performance characteristics of the communication protocol. 

 

 
Fig 6- Summary of protocol characteristics 
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Minimizing Thermal Effects of In Vivo Body Sensors  
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Abstract— In sensor networks, energy availability is often 
viewed as a constraint in the long-term sustainability of the 
network.  Duplicate message suppression and message aggre-
gation are high-level layer approaches to reduce power con-
sumption.  Body sensor networks have similar constraints 
however the use of aggregator nodes may increase the heat 
dissipation in the tissue surrounding these nodes.  Due to addi-
tional processing, this additional heat may raise the tissue 
temperature to a level damaging to the individual.  We propose 
a model of data reporting that balances power consumption 
with body temperature thresholds.  We present a generic algo-
rithm along with implementation analysis via simulation. 

Keywords— Data reporting, aggregation, thermal effects 

I. INTRODUCTION  

Data aggregation has been studied as a way to reduce the 
density of data in sensor networks [3].  This reduction takes 
place at two levels.  First, individual sensors (source nodes) 
reduce the transmission range required to report their data to 
a base station (sink).  Data is rather reported to a cluster 
node in close proximity with that cluster node acting as an 
intermediate sink where data aggregation takes place.  Sec-
ond, through aggregation, this cluster head then acts on the 
behalf of the source nodes and reports abbreviated values to 
the base station.    

It has been shown that transmission power on average 
uses more energy than an equivalent level of processing [5].  
While this suggests that data aggregation is preferred, ex-
ceptions to this heuristic exist.  One is when applications 
cannot tolerate a loss in data details often found through 
aggregation.  Due to tissue sensitivity, another exception is 
in certain applications of body sensor networks that utilize 
implanted nodes.  An explanation follows. 

Body sensor networks use nodes to detect, record, and 
transmit data pertaining to physiological changes in an indi-
vidual.  Depending on the localization requirements, tissue 
that surrounds in vivo sensors may be sensitive to certain 
temperature increases [4].  Increases result from conduction 
and radiation emitted during sensor operations [1].  As a 
result, certain medical applications cannot utilize sensors. 

Using data aggregation to increase a system’s lifetime 
can further restrict the range of medical applications of 
biosensor networks.  This is due to additional power density 

dissipation found in cluster heads when performing aggre-
gation.  The result of this added processing is a further in-
crease in temperature over normal node operations.  The 
additional increase makes more types of tissue susceptible 
to damage, thereby discounting the use of data aggregation. 

In regards to an implanted node, tissue surrounding a 
node is generally heated in one of three ways: sensor cir-
cuitry power dissipation, sensor antenna radiation, and/or 
radio frequency (RF) charging radiation.  All contribute to 
tissue heating irrespective of node aggregation.  While we 
discuss each further, it is worth noting that RF charging is a 
method of energy replenishment.  As such, energy conser-
vation, while still important to the longevity between 
charges, becomes secondary to tissue preservation. 

The motivation for our work is simple.  We seek a 
method that prolongs intervals between the recharging of 
implanted sensors while preventing tissue damage that may 
result from power conservative aggregation.  We propose a 
dual-mode method of data reporting that allows for data 
aggregation in body sensor networks.  We suggest switch-
ing between data aggregation and independent reporting to 
prevent tissue damage in the individual.  Ceasing aggrega-
tion for a period of time allows heat dissipation to occur 
more effectively in the tissue, thereby promoting cooling. 

Our contributions are as follows: 
An energy efficient method of data reporting. Through 

data aggregation, we allow for energy conservation while 
preventing tissue damage from occurring. 

A scalable method of aggregate data reporting.  We do 
not require a minimum number of nodes to prevent tissue 
damage, thereby affording aggregation in more applications. 

A method that allows for optimal cluster head placement.  
We do not require cluster head rotation to dissipate heat 
from tissue, therefore allowing for optimal cluster head 
placement.  This optimum can increase the quality of trans-
missions and thereby reduce temperature increases which 
would result from retransmission processing. 

A method that affords better source node placement.  As 
we do not require all nodes to serve as cluster heads, certain 
nodes may be able to be surgically implanted in more ap-
propriate locations.   

A generic algorithm that allows bi-level data reporting.  
We allow this to continue indefinitely while preventing 
tissue damage.  An analysis is provided to determine spe-
cific values for switching between reporting methods. 



The balance of the paper is organized as follows.  Section 
2 gives a description of related work.  Section 3 identifies 
the system model.  Section 4 introduces our algorithm along 
with the simulation setup environment.  Section 5 provides 
a set of notable results.  Section 6 concludes.  

II. RELATED WORK 

Of interest to our work in body sensor networks is work 
that addresses thermal effects of active sensors in the body.  
Gosalia, et. al [6] looked at the thermal effects of external 
radiation on the eye.  While measuring temperature rises, 
possible sources were ignored as only one tissue heating 
factor was considered.  We however consider multiple tis-
sue heating contributors.  Additionally, they use a continu-
ous source of heat whereas we switch processing methods, 
thereby varying the levels and locations of heating. 

Demarco, Lazzi, et. al [7,8] further investigated thermal 
elevations in retinal tissues, however their work considered 
only two factors leading to temperature increase.  These 
include radiation caused by telemetry and also power dissi-
pation from the circuitry.  Unlike our work, they neglected a 
large contributor, namely RF charging. 

Tang, et. al [1] present a model closest to our work.  
While mentioning the retina, they generalize their simula-
tion to address homogeneously composed tissue.  Our work 
makes a similar generalization.  Their work addresses ther-
mal effects of aggregation by rotating cluster heads.  Similar 
to our proposal, they consider three factors in heating.  They 
do not however accurately consider blood perfusion, a natu-
ral method of cooling.  Additionally, their proposal does not 
allow sensor placement by temperature sensitive heteroge-
neous tissue, as all nodes must serve as cluster heads.  Our 
implementation does not require rotation, thereby allowing 
for optimal placements of all sensors.  In addition, for cool-
ing purposes, they require more than the minimum number 
of nodes needed to form an aggregating group.  Our solu-
tion allows for aggregation scaling down to minimal levels. 

Concerning radio frequency radiation absorption, a few 
notable works focus on human tissue.  Rui and Foster [11], 
and Moneda, et. al [10] used a electric dipole to measure the 
absorption levels of RF waves to tissue.  Scott [12] looked 
at the temperature rises in the human eye by infrared (IR) 
radiation, an alternate form of sensor charging [5].  Each 
work again however considers only one method of tissue 
heating.  While we do not consider (IR) charging as it is 
bound by a line of sight, we do use the Specific Absorption 
Rate (SAR) of radiation into tissues, as found in [9]. 

Finally, in regards to switching between modes of report-
ing data back to the base station, as we know, we are the 
first to investigate this form of tissue cooling. 

III. SYSTEM MODEL 

While our model allows sensor placement near heteroge-
neous tissue, we assume smooth tissue homogeneity for 
radiation measurement purposes.   Power dissipation density 
is a measure of the power consumption of the sensor over 
the footprint of the sensor [2].  As power consumption var-
ies between sensor hardware, we also assume an average 
power consumption level.  We differentiate between power 
consumed by a cluster head node and a source biosensor. 

While the temperature of the tissue could be measured by 
optional sensors added to a body sensor, we have chosen 
not to consider this for two reasons.  First, is the added unit 
cost of these sensing capabilities.  Second, is to keep the 
sensor footprint small to contribute less to tissue damage.  
Therefore, we use SAR to calculate levels of radiation re-
ceived into the tissue per unit weight.  SAR is measured in 
W/kg and is determined from the induced electric field by: 

 
t

rmsEk
SAR

2

 (1) 

where rms  is the rms amplitude of the induced electric 
field, k is the electrical conductivity of tissue, and 

E
t  is the 

mass density of the tissue.  This spatial distribution of de-
posited power measurement rises predominately during 
periods of RF charging.  As many countries, including the 
United States, derive regulations on exposure to thermal 
radiation using this equation, it is pertinent for our work. 

Radiation from antenna communication, either cluster 
head or base station, is assumed to use similar configura-
tions as RF charging.  A perpendicular dipole antenna is 
assumed with its effects on thermal heating being character-
ized through near and far field.  Tissue close to the antenna 
is considered the near field, whereas outlying regions are 
considered the far field.  While we assume consistent deg-
radation of radiation absorption at increasing distances from 
the antenna, further derivation can be found in [17,18,19]. 

Most work assumes frequencies used for RF charging 
usually occur between 2MHz and 40MHz, with absorption 
rates varying as the square of frequency in this range 
[14,15].  Power is modeled as an incident plane wave with a 
percentage of the wave transmitted into tissue and the bal-
ance reflected off the body surface.  The boundary between 
air and body is characterized by a difference in conductiv-
ity, density, specific heat, perfusion, and heat flux or power 
density, which we consider.  In addition, we note that the 
power density degrades exponentially the deeper body 
penetration goes.  Further derivation of the relationship 
between the incident and transmitted power density while 
considering the induced electric field is found in [16]. 
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As the human body affords many body sensor network 
configurations, we limit our analysis to a two-dimensional 
control volume.  This control volume is a small group of 
sensors which report to a single cluster head during aggre-
gation.  The cluster head is responsible for collecting this 
data, aggregating it, and transmitting it to the base station.  
We assume that nodes have been configured using a cluster-
based approach; an approach that has demonstrated merit 
over tree-based configurations [13].  In addition, as we 
allow for optimal placement of nodes, this is also assumed. 

Nodes are charged through RF waves directed toward the 
control volume region.  While IR charging allows focused 
charging, we chose RF charging for its flexibility as waves 
can be received even when the biosensors are out of the line 
of sight of the emitter.  Other forms of charging [5] do not 
produce enough energy to sustain biosensor operation. 

An increase in the control volume temperature is the re-
sult of sensor circuitry powering, sensor antenna radiation, 
and RF charging radiation.  To determine the distribution of 
this tissue heat, we consider Penne’s bio-heat equation [20]: 

 ht QJETk
t
Tc  (2) 

where t  is again the tissue mass density, c is the tissue 
specific heat, and tT is the partial derivative of tem-
perature over time.  Better said, it is the rate at which tem-
perature increases in the control volume. Through Tk  
and its Laplacian operator, the thermal conductivity gradient 
of the tissue is introduced.  J is the density of the current, 
while E refers to the electric field as a measure of its inten-
sity.  Finally, hQ is the loss due to blood perfusion taking 
heat away from the tissue.  Our work and analyses assume 
that sensors are implanted in both cartilage and muscle. 

Algorithm 1 Source Node 

1: INPUT: aggregation_max (period until aggregated transmis-
sion); temperature_max (aggregation threshold*); tempera-
ture_min (cooling threshold*); time_max (temperature_max 
period from equation (3) using time and temperature_min*); 
time_min (temperature_min period from equation (3) using 
time and temperature_max*) 

  

2: interval = 0 
3: time_temperature_max = time_max + time 
  

4: do until time >= time_temperature_max 
5:  Transmit individual sensed values to the cluster head 
6: loop 
  

7: time_temperature_min = time_min + time 
  

8: do until time >= time_temperature_min 
  Transmit individual sensed values to base station 
9: loop 

*values are application dependent 

IV. METHODOLOGIES 

Our algorithm for dual-mode reporting works as follows.  
For a period time_max, aggregation of data occurs as source 
sensor nodes send their data to the cluster head.  At (or 
before) the end of period time_max, the cluster head trans-
mits aggregated data to the base station.  This occurs in 
intervals of aggregation_max.  Once period time_max, has 
ended, all nodes enter time period time_min.  During 
time_min, each source node transmits directly to the base 
station.  The cluster head node acts as an ordinary source 
node.  As nodes only need to transmit when a reportable 
event has occurred, thermal effects are minimized.  This 
contrasts with the continuous processing that occurs at a 
cluster head node where the probability of receiving report-
able data from at least one of its cluster nodes is higher.  
These processes are further detailed in Algorithms 1 and 2.  
Our algorithms are purposely generalized as particular im-
plementations vary, as do their details.  It should be noted 
that sensor node charging occurs during both modes at un-
known intervals as this action is external to the system. 

To solve the steady-state and transient two-dimensional 
heat transfer problem in biological tissue, we extend SAR 
and Penne’s bio-heat equation.  To measure distribution and 
rates of change in tissue temperature throughout the control 
volume, we discretized these measurements to the Cartesian 
coordinate system.  These manipulations produced the fol-
lowing equation which is also applicable to our simulation: 

t
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Algorithm 2 Cluster Head Node 

1: INPUT: aggregation_max`; temperature_max`; tempera-
ture_min`; time_max`; time_min` 

  

2: interval = 0 
3: time_temperature_max = time_max + time 
  

4: do until time >= time_temperature_max 
5:  do until interval >= aggregation_max 
6:   Receive sensed values from source nodes 
   if time >= time_temperature_max then Exit Loop   

  ‘Premature exit if aggregation time exceeds 
   increment interval 
7:  loop 
8:  Aggregate values 
9:  Transmit aggregate values to base station 
10: loop 
  

11: time_temperature_min = time_min + time 
  

12: do until time >= time_temperature_min 
13:  Transmit individual sensed values to base station 
14: loop 

`value descriptor found in Algorithm 1 
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Fig 1.  Physical representation of the experimental area. 

where T is the tissue temperature while Tb is the blood tem-
perature.  Through q we represent the local metabolic heat 
generation rate per unit volume.  Again we denote the tissue 
mass density by t , and c as the tissue specific heat.  As 
one experimental set considers the thermal effects of capil-
lary blood through sensor implantation in muscle, we also 
account for this.  We define the variable hQ  in Penne’s bio-
heat equation by representing perfusion as w with the spe-
cific heat of blood as cb.  Thermal conductivity is denoted as 
k while t represents time in seconds.  Cartesian coordinates 
are naturally denoted as x and y with partial derivatives 
being performed throughout the equation.  Finally, to this 
equation we introduce the SAR value of RF charging.   

While our solution is applicable beyond our simulation 
case, for analysis sake, we limit our work to the use of sen-
sors implanted in the outer and middle human ear (Figure 
1).  Limited work has been done to address non-functioning 
parts of a human’s hearing [22].  Our simulation discretized 
a test bed to sixty cells, measuring temperature at 39 points 
in the tissue and at sensors (Figure 2).  Sensors are im-
planted subcutaneously in the dorsal wall of the external 
acoustic meatus near the tympanic membrane, also known 
as the ear canal.   As the absence of blood vessels in the 
cartilage of the canal prevents blood perfusion, a secondary 
implantation was also simulated.  This implantation occurs 
in the middle ear and attaches to the tensor tympani muscle.  
Muscle naturally allows for blood perfusion, thereby giving 
sets of simulations that can be contrasted.  Besides blood 
perfusion, we assume similar tissue makeup for our experi-
ments and use the values in Table 1.  Of note is that due to 
the location of our simulation we do not model metabolic 
activity as it is almost non-existent in the region of the ear. 

Fig 2.  Sensor placement within the subcutaneous tissue with temperature 
discretization matrix and various temperature measurement points. 

Table 1.  Experimental values for inner ear and outer ear tissue. 

Variable Value (outer ear) Value (inner ear) Units 
k 0.54 [24,25] 0.54 [24,25] W/mK 

t  1050 [24,25] 1050 [24,25] kg/m3 

T 37.0 37.0 ˚C 
c 3700 [24,25] 3700 [24,25] J/kgK 
w 1.0 8.3 [23] kg/m3s 

q  0.0 0.0 W/m3 

Tb 37.0 37.0 ˚C 
cb 3800 [26] 3800 [26] J/kgK 

 
The ear canal is roughly 26mm in length whereas the ten-

sor tympani muscle averages 20mm.  As the implant prefer-
ence is near the tympanic membrane, we focus our simula-
tion test bed on the inner 20mm of the canal.  Past work has 
involved a piezoelectro transducer attached to the middle 
ear ossicle where sensors interface directly with the brain 
while recharging though induction.  We align three sensors 
linearly with the middle node periodically acting as cluster 
head and the top medium being the skin surface (Figure 2). 

We chose this experimental setting due to its appropri-
ateness and to extend work previously done.  However 
direct application to the work done in this area is difficult as 
attachment may still be required from the outer ear to the 
inner ear ossicle, possibly leading to irreversible damage.  
Our secondary approach remedies this by moving the com-
plete application to the middle ear.  This location bypasses 
dealing with the tympanic membrane which separates these 
regions.  In addition, by using this experimental approach 
we can introduce blood cooling as we model tensor tympani 
muscle attachment.  Further, RF charging is shown by plac-
ing the charging probe in the canal next to the sensors.   

Our simulation test bed is realistic while novel.  It re-
duces the invasiveness of current solutions and limits trans-
mission power due to aggregation.  Additionally, our simu-
lation addresses the criticality of temperature increases due 
to sensors.  This criticality comes as sensors placed in this 
area are close to the brain and more importantly the hypo-
thalamus.  As the hypothalamus regulates body temperature, 
heating of the hypothalamus can result in an individual 
becoming drowsy and ultimately experiencing hypothermia 
[21].  As part of our analysis of temperature rise and fall, we 
set the initial temperatures of the tissue and blood to 37˚C. 

We model nodes placed 1mm below the surface of the 
tissue in both experimental test beds.  While sensor material 
makeup varies, for our simulation we use sensors housed in 
an aluminum casing [1,2,27].  These sensors, capsule in 
shape, extend 4.5mm in length [22] and 1mm in height.  
Due to differences between tissue makeup and foreign ma-
terials like sensors, we adapted the earlier equation (3) to 
apply to the heat transfer within a sensor, again discretized 
to the Cartesian coordinates: 
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where T is the temperature of the sensor; assumed to be the 
same as the surrounding tissue of implantation.  Time and 
the thermal conductivity are once again depicted by t and k, 
respectively.  The density of the aluminum is represented by 

, and the metal’s specific heat by c.  Partial differentia-
tion is performed on different values including the x and y 
coordinates to determine sensor temperature change rates.   

These rates of change are determined while considering 
the sensor boundaries with either the muscle or cartilage.  
We assume that non-cluster heads in this small configura-
tion consume roughly one-fifth the power needed by cluster 
heads in both circuitry powering and communication.  Ex-
cept for the boundary between the air and tissue, we assume 
there is no heat flux between the test bed and the surround-
ing tissue.  This is logical as the borders of our test bed do 
not signify the border of the tissue, therefore are adiabatic. 

V. ANALYSIS OF RESULTS 

As noticed in our results, the application of sensors with 
RF charging has the potential of substantially heating its 
surrounding tissue in the outer ear.  We saw that subcutane-
ously implanting the sensors in cartilage causes temperature 
to rise up to 1.58˚C.  Contributing to this increase is aggre-
gation and the continuous RF charging during the 6000 
seconds needed for temperature leveling.  By turning off 
aggregation, and relying on individual reporting during 
continuous powering, we found a maximum temperature 
rise of 1.33˚C with leveling again at 6000 seconds.   

When implanting the sensors in the middle ear, namely 
the tensor tympani muscle where blood perfusion occurs, 
the maximum temperature was first seen 610 seconds into 
the heating cycle.  There we found a 0.21˚C increase in the 
tissue temperature.  These measurements again model con-
sistent RF charging and aggregation.  Removing aggrega-
tion, resulted in a decrease in temperature by 0.04˚C to 
0.17˚C.  So, from these results we see that our alternate 
placement of hearing assistance sensors in the middle ear 
results in a dramatic decrease in tissue temperature rise.   

It should be noted that 39 reading points were chosen to 
determine the effects of RF charging over the medium bor-
der while considering the role that the sensors played both 
in their physical obstruction and circuitry power dissipation 
and antenna radiation.  Therefore, temperature differences 
observed correspond to their locations within the test bed 
with reading points closest to the cluster head and RF charg-
ing source receiving the highest increase.  The lowest tem-

perature points were those located farther from the RF 
charging source where they were shielded by other sensors. 

From our calculations we determined time_max based 
upon temperature_max. While temperature thresholds are 
widely varied, we chose the point of leveling to prevent 
prolonged exposure.  We determined the time_max for the 
worse case scenario which corresponds to when aggregation 
and RF charging occurred simultaneously.  This scenario 
was used as the prediction of RF charging is impossible. 

For the outer ear simulation, threshold temperature oc-
curred 5500 seconds into the clustering cycle at node 24, 
located on the medium border above the cluster head (Fig-
ure 2).  Therefore we set time_max for a temperature_max 
of 1.58˚C to 5500 seconds for ear cartilage implementa-
tions.  For the middle ear test bed, this again occurred at 
node 24, so for our algorithm we set time_max to 660 sec-
onds when temperature_max is set to 0.21˚C. 

According to our algorithm, when we reach time_max, 
we then switch to independent reporting mode.  This allows 
the tissue to cool.  During this new time period, while non-
aggregating nodes now emit more radiation due to transmis-
sions with the base station, cooling of the tissue was still 
observed.  As expected, cooling of the tissue took longer in 
cartilage than muscle as no blood perfusion exists.   

As data reporting is still occurring during this phase, 
complete cooling of the tissue to initialization values is not 
expected nor was observed.  In the ear cartilage, normal 
independent reporting temperatures level at 37.20˚C while 
in muscle with blood perfusion, leveling is at 37.02˚C.  As 
these are the lowest temperatures expected, we set the tem-
perature_min to their corresponding leveling temperatures.  
With these values set in our algorithm, it is important to 
determine time_min for each of these implantation loca-
tions.  In order to prevent incremental temperature in-
creases, we choose this when all reading points reached 
their corresponding temperature_min.  For the outer ear 
environment, this occurred 5400 seconds into this cycle of 
non-aggregate reporting.  Therefore for ear cartilage imple-
mentations, time_min is set to 5400 seconds.  The 5400 
seconds began after the 5500 seconds of aggregation.  In 
inner ear environments when attaching to muscle, time_min 
was calculated and set to 700 seconds; the time_min value. 

From our simulation, we saw that our dual mode of re-
porting works well by allowing energy savings during ag-
gregation while maintaining tissue temperature in a safe 
range.  From the determined and calculated temperature 
threshold values and calculated time threshold values, our 
algorithm can be implemented on sensors within the ears. 

Finally, when RF charging was absent in cartilage during 
aggregation, we saw temperature leveling at 37.45˚C in 
most regions of the tissue.  From this, we conclude that 
aggregation contributed to a 0.45˚C increase in ear cartilage 
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sensor implantations.  We found similar trends but to a 
lesser extent in the muscle, having aggregative processes 
contribute 0.04˚C to the muscle tissue temperature increase. 

VI. CONCLUSION 

From our work we have shown our dual-mode of data re-
porting as a viable option in the design of a biosensor sys-
tem.  Through aggregation and its energy saving nature, we 
have been able to increase the time between node charges 
and thereby increase the application space for biosensor 
deployments.  Further, we have demonstrated worse-case 
temperature heating scenarios in the use of a biosensor, a 
factor critical to adequately addressing tissue damage.  We 
demonstrated applicability and savings for networks of 
small size, thereby demonstrating a solution, unlike others, 
that scales well.  In addition, because of the nature of our 
generic algorithm, we allow for the optimal placement of 
sensors and cluster heads while achieving these savings.  
Finally, through a series of experiments we demonstrated 
the usefulness, benefit and gentleness of our generic algo-
rithm to many applications in body sensor networks. 
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