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Abstract. Clustering short length texts is a difficult task itself, but
adding the narrow domain characteristic poses an additional challenge
for current clustering methods. We addressed this problem with the
use of a new measure of distance between documents which is based
on the symmetric Kullback-Leibler distance. Although this measure is
commonly used to calculate a distance between two probability distribu-
tions, we have adapted it in order to obtain a distance value between two
documents. We have carried out experiments over two different narrow-
domain corpora and our findings indicates that it is possible to use this
measure for the addressed problem obtaining comparable results than
those which use the Jaccard similarity measure.

1 Introduction

The clustering of narrow-domain short texts is an emergent area that has been
not attended into detail by the computational linguistic community and only few
works can be found in literature [I] [1I] [15] [19]. This behaviour may be derived
from the high challenge that this problem implies, since the obtained results
are very unstable or imprecise when clustering abstracts of scientific papers,
technical reports, patents, etc. Therefore, it is difficult to deal with this kind of
data: if a term selection method is applied, this has to be done very carefully
because term frequencies in the texts are very low. Generally only 10% or 20% of
the keywords from the complete keyword list occur in every document and their
absolute frequency usually is one or two, and only sometimes three or four [IJ.
In this situation, changing a keyword frequency by one can significantly change
the clustering results.

However, most current digital libraries and other web-based repositories of
scientific and technical information provide free access only to abstracts and
not to the full texts of the documents. Evenmore, some repositories such as the
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well known MEDLIN, and the Conseil Européen pour la Recherche Nucléaire
(CERN7 receive hundreds of publications every day that must be categorized
on some specific domain, sometimes with an unknown number of categories a
priori. This led to construct novel methods for dealing with this real problem.
Although sometimes, keywords are provided by authors for each scientific docu-
ment, it has been seen that this information is insufficient for conforming a good
clustering [21]; evenmore, some of these keywords can lead to more confusion on
the clustering process.

We have carried out a set of experiments and our results have been compared
with those published earlier in this field. We have used the two corpora presented
in [I9] and the one suggested in [21], which we consider the most appropiate for
our investigation because of their intrinsic characteristics: narrow-domain, short
texts and number of documents. The two best hierarchical clustering methods
reported in [I9] were also implemented. Finally, we have used, as refered by [11],
three different feature selection techniques in order to improve the clustering
task.

The comparison between documents is performed introducing a symmetric
Kullback-Leibler (KL) divergence. As the texts may differ in the terms, the
frequency of many compared terms in the document will be zero. This causes
problems in the KL distance computation when probabilities are estimated by
frequencies of occurrence. In order to avoid this issue, a special type of back-
off scheme is introduced. The next section explains into detail the use of the
Kullback and Leibler distance as a similarity measure in the clustering task. In
Section [3] we present the characteristics of every corpus used in our experiments,
describing the use of feature selection techniques for selecting only the most
valuable terms from each corpus. The description and the results obtained in
our executions are presented in Section [l and, finally the conclusions of our
experiments are given.

2 The Kullback-Leibler Distance

In 1951 Kullback and Leiber studied a measure of information from the statistical
aspect viewpoint; this measure involved two probability distributions associated
with the same experiment [13]. The Kullback-Leibler divergence is a measure of
how different two probability distributions (over the same event space) are. The
KL divergence of the probability distributions P, @ on a finite set X is defined
as shown in Equation [T}

x)

P
Q)

Since this KL divergence is a non-symmetric information theoretical measure
of distance of P from @), then it is not strictly a distance metric. During the past

Dk (P||Q) = Z P(z)log

zeX

(1)
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years, various measures have been introduced in the literature generalizing this
measure. We therefore have used the following different symmetric Kullback-
Leibler divergences i.e., Kullback-Leibler Distances (KLD) for our experiments.
Each KLD corresponds to the definition of Kullback and Leibler [I3], Bigi [4],
Jensen [I0], and Bennet [2] [27], respectively.

Dicsor(PIIQ) = Dics (PIIQ) + Drcr (@11P) ©)
Drcoa(PIQ) = 3 (Pla) - Qalog " 0
Druos(PIQ) = [Dre (P17 5 ) w0 (@17 59)] @
Dictoa(PlIQ) = maz (Dis (PI|Q) + D (@I|P) )

KL and KLD have been used in many natural language applications like query
expansion [§], language models [3], and categorization [4]. They have also been
used, for instance, in natural language and speech processing applications based
on statistical language modeling [9], and in information retrieval, for topic iden-
tification [5]. In this paper, we have considered to calculate the corpus document
similarities in an inverse function with respect to the distance defined in Equa-
tions @), @), @), or [@).

In the text clustering model proposed in this paper, a document j is repre-
sented by a term vector of probabilities d; and the distance measure is, therefore,
the KLD (the symmetrlc Kullbach- Lelbler divergence) between a pair of docu-

ments d and d

A smoothlng model based on back-off is proposed and, therefore, frequencies
of the terms appearing in the document are discounted, whereas all the other
terms which are not in the document are given an epsilon (¢) probability, which
is equal to the probability of unknown words. The reason is that in practice,
often not all the terms in the vocabulary (V) appear in the document d;. Let
V(d;) C V be the vocabulary of the terms which do appear in the documents
represented in d;. For the terms not in V'(dj), it is useful to introduce a back-off
probability for P(tk, d;) when t;, does not occur in V' (d;), otherwise the distance
measure will be mﬁmte The use of a back-off probablhty to overcome the data
sparseness problem has been extensively studied in statistical language modelling
(see, for instance [I7]). The resulting definition of document probability P(tx, d;)
is:

B P(tg|d;), if tx occurs in the document d;

g, otherwise

Pltesdy) = { )

with:

tf(tr, dy)

P(tg|d;) = vcd; tf(te, dj)
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where: P(tx|d;) is the probability of the term ¢ in the document d;, § is a
normalisation coefficient which varies according to the size of the document;
and ¢ is a threshold probability for all the terms not in d;.

Equation [l must respect the following property:

S O BxP(tld)+ Y e=1

ked; keV,k¢d;

and (§ can be easily estimated for a document with the following computation:

6=1-— Z €

keV,kgd;

3 Description of the Corpora

In the experiments we have carried out, three corpora with different character-
istics with respect to their size and their balance were used. We consider that
all these very narrow domain corpora are suitable for our experiments because
of their average size per abstract and their narrow domain. In the following
subsections we describe each corpus into detail.

3.1 The CICLing-2002 Corpus

This corpus is made up by 48 abstracts from the Computational Linguistics
domain, which corresponds to the conference CICLing 2002. This collection was
used by Makagonov et al. [T5] in their experiments on clustering short texts of
narrow domains. We consider it a very small but a needed reference corpus, also
for manually investigating the obtained results.

The topics of this corpus are the following ones: Linguistic (semantics, syn-
tax, morphology, and parsing), Ambiguity (WSD, anaphora, POS, and spelling),
Lexicon (lexics, corpus, and text generation), and Text Processing (information
retrieval, summarization, and classification of texts). The distribution and the
features of this corpus are shown in Tables [Il and 2], respectively.

Table 1. Distribution of the CICLing-2002 corpus

Category # of abstracts
Linguistics 11
Ambiguity 15
Lexicon 11

Text Processing 11
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Table 2. Other features of the CICLing-2002 corpus

Feature Value
Size of the corpus (bytes) 23,971
Number of categories 4
Number of abstracts 48
Total number of terms 3,382
Vocabulary size (terms) 953

Term average per abstract 70.45

3.2 The hep-ex Corpus of CERN

This corpus is based on the collection of abstracts compiled by the University of
Jaén, Spain [I6], named hep-ez, and it is composed by 2,922 abstracts from the
Physics domain originally stored in the data server of the CERN.

The distribution of the categories for each corpus is better described in Table
B} other characteristics are shown in Table @l As can be seen, this corpus is
totally unbalanced, which makes this task even more challenging.

Table 3. Categories of the hep-ex corpus

Category # of abstracts
Particle physics (experimental results) 2,623
Detectors and experimental techniques 271
Accelerators and storage rings 18
Particle physics (phenomenology) 3

Astrophysics and astronomy
Information transfer and management
Nonlinear systems

Other fields of physics

XX

— = =W

Table 4. Other features of the hep-ex corpus

Feature Value
Size of the corpus (bytes) 962,802
Number of categories 9
Number of abstracts 2,922
Total number of terms 135,969
Vocabulary size (terms) 6,150

Term average per abstract 46.53

3.3 The KnCr Corpus of MEDLINE

This corpus, named KnCr, was created for the specific task of clustering short
texts of a medical narrow domain [21]. It consists of 900 abstracts related with
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Table 5. Categories of the KnCr corpus

Category # of abstracts Category  # of abstracts

blood 64 lung 99
bone 8 lymphoma 30
brain 14 renal 6
breast 119 skin 31
colon 51 stomach 12
genetic studies 66 therapy 169
genitals 160 thyroid 20
liver 29 Other (XXX) 22

Table 6. Other features of the KnCr corpus

Feature Value
Size of the corpus (bytes) 834,212
Number of categories 16
Number of abstracts 900

Total number of terms 113,822
Vocabulary size (terms) 11,958
Term average per abstract 126.47

the “Cancer” domain. Table Bl and [, show the complete characteristics of this
New corpus.

3.4 Preprocessing

We have preprocessed all these collections by eliminating stop words and by ap-
plying the Porter stemmer [22]. The characteristics given in the above tables for
each corpus were obtained after applying this preprocessing phase. The results
reported in [T9] show that better results can be obtained by using those terms
which contribute to a better clustering (not noisy terms), instead of the complete
vocabulary. This fact have led us to study this issue in order to apply it to our
preprocessed corpora. Up to now, different Feature Selection Techniques (FSTs)
have been used in the clustering task. However, clustering abstracts for a narrow
domain implies the well known problem of the lackness of training corpora. This
led us to use unsupervised term selection techniques instead of supervised ones.
Following we describe briefly all the techniques employed in our experiments.

3.5 Description of the FSTs Used

The first two unsupervised techniques we are presenting in this sub-section have
shown their value in the clustering [14] and categorization area [25]. Particulary,
the document frequency technique is an effective and simple technique, and it is
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known that it obtains comparable results to the classical supervised techniques
like x? and Information Gain [26]. With respect to the transition point tech-
nique, it has a simple calculation procedure, which has been used in other areas
of computational linguistic besides clustering of short texts: categorization of
texts, keyphrases extraction, summarization, and weighting models for informa-
tion retrieval systems (see [19]). Therefore, we consider that there exists enough
evidence to use this technique as a term selection process.

1. Document Frequency (DF'): This technique assigns the value df; to each term
t, where df; means the number of texts, in a collection, where ¢ ocurrs.
This technique assumes that low frequency terms will rarely appear in other
documents, therefore, they will not have significance on the prediction of the
class for this text.

2. Term Strength (TS): The weight given to each term ¢ is defined by the
following equation:

ts; = Pr(t € T;|t € T;), with i # j,

Besides, both texts, T; and T must be as similar as a given threshold, i.e.,
sim(T3,T;) > B, where 8 must be tuned according to the values inside of the
similarity matrix. A high value of ts; means that the term ¢ contributes to
the texts T; and T} to be more similar than 8. A more detailed description
can be found in [25] and [18].

3. Transition Point (TP): A higher value of weight is given to each term ¢,
as its frequency is closer to a frequency named the transition point (7' Py )
which can be found by an automatic inspection of the vocabulary frequencies
of each text, identifying the lowest frequency (from the highest frequencies)
that it is not repeated; this characteristic comes from the formulation of
Booth’s law for low frequency words [6] (see [19] for a complete explanation
of this procedure). The following equation shows how to calculate the final
value:

1
idtp(t, T) =
wdtp(t, T) TPy — freq(t,T)| + 1

where freq(t,T) is the frequency of the term ¢ in the document 7.

The DF and TP techniques have a temporal linear complexity with respect to
the number of terms of the data set. On the other hand, TS is computationally
more expensive than DF and TP, because it requires to calculate a similarity
matrix of texts, which implies this technique to be in O(n?), where n is the
number of texts in the data set.

4 Experimental Results

Clustering very short narrow-domain texts, implies basically two steps: first it
is necessary to perform the feature selection process and after the clustering
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itself. We have used the three unsupervised techniques described in Section
in order to sort the corpora vocabulary in non-increasing order, with respect
to the score of each FST. Thereafter, we have selected different percentages of
the vocabulary (from 20% to 90%) in order to determine the behaviour of each
technique under different subsets of the vocabulary. The following step involves
the use of clustering methods; three different clustering methods were employed
for this comparison: Single Link Clustering (SLC) [12], Complete Link Clustering
(CLC)[12], and KStar [23].

In order to obtain the best description of our experiments, we have carried out
a v-fold cross validation evaluation [7]. This process implies to randomly split the
original corpus in a predefined set of partitions, and then calculate the average
F-measure (described in the next sub-section) among all the partitions results.
The v-fold cross-validation allows to evaluate how well each cluster “performs”
when is repeatedly cross-validated in different samples randomly drawn from the
data. Consequently, our results will not be casual through the use of a specific
clustering method and a specific data collection. In our case, we have used five
partitions for the CICLing-2002 corpus and, thirty for both, the hep-ex and the
KnC'r collections.

We have used the F-measure for determining the quality of clusters obtained,
as it is described in the next sub-section. Thereafter the results are presented
and discussed.

4.1 Performance Measurement

We employed the F-measure, which is commonly used in information retrieval
[24], in order to determine which method obtains the best performance. Given
a set of clusters {G1,...,Gp} and a set of classes {C4,...,C,}, the F-measure
between a cluster ¢ and a class j is given by the following formula.

_ 2By Ry

F; = , 7
Pij—FRij ( )

where 1 <7 <m, 1 <j <n. P;; and R;; are defined as follows:

Number of texts from cluster ¢ in class j

Number of texts from cluster @

and

Number of texts from cluster 7 in class j
Ry = 9)

The global performance of a clustering method is calculated by using the
values of Fj;, the cardinality of the set of clusters obtained, and normalizing by
the total number of documents in the collection (|D]). The obtained measure is
named F-measure and it is shown in equation

Number of texts in class j

_ |G
F= > D) jmax F. (10)
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5 Results

In the experiments we have carried out, the DF and TS techniques do not im-
prove the results obtained by the transition point technique, which reinforces
the hypothesis suggested by [19]. Besides, we have observed that there is not
a significant difference between any of the symmetric KL distances. Therefore,
we consider that in other applications, the simplest one should be used. Tables
[@ [ and, @ show our evaluation results for all Kullback-Leibler approaches im-
plemented, by using the CICLing-2002, hep-ex and, KnCr corpus, respectively.
In each table, we have defined three sections, named (a), (b) and, (c), each one
corresponding to the use of the TP, DF and, TS feature selection technique, re-
spectively. In the first column we have named as KullbackOriginal, KullbackBigi,
KullbackJensen and, KullbackMazx, the KLD defined by Kullback and Leibler
[13], Bigi [], Jensen [I0], and Bennet [2] [27], respectively.

Table 7. Results obtained by using the CICLing-2002 corpus

(a)-TP (b)-DF (c)-TS
SLC CLC KStar SLC CLC KStar SLC CLC KStar
KullbackOriginal 0,6 0,7 0,7 0,6 0,6 06 05 0,6 0,6

KullbackBigi 06 07 07 06 07 06 05 05 06
KullbackJensen 0,6 06 07 06 06 06 05 06 06
KullbackMax 06 07 07 06 07 06 05 06 06

Table 8. Results obtained by using the hep-ex corpus

(a)-TP (b)-DF (c)-TS
SLC CLC KStar SLC CLC KStar SLC CLC KStar
KullbackOriginal 0,86 0,83 068 0,60 0,83 068 0,80 084 0,67
KullbackBigi 0,86 0,82 069 060 082 067 08 085 0,67
KullbackJensen 0,85 083 068 061 083 069 080 0,8 0,66
KullbackMax 0,86 083 069 061 083 0,68 08 085 0,67

Table 9. Results obtained by using the KnCr corpus

(a)-TP (b)-DF (c)-TS
SLC CLC KStar SLC CLC KStar SLC CLC KStar
KullbackOriginal 0,52 038 0,39 051 037 038 049 0,36 0,38
KullbackBigi 052 038 039 051 037 038 049 036 0,38
KullbackJensen 0,52 0,36 040 052 0,36 039 048 0,34 0,38
KullbackMax 051 037 040 051 037 039 050 037 0,38

We have made a comparison among our results and those reported by Pinto
et al. [20]. This evaluation is presented in Tables [[0] and [[I], where our best
approach is compared with the results presented in [20], which we have named
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Table 10. Comparison by using the CICLing-2002 corpus

(a)-TP (b)-DF (c)-TS
SLC CLC KStar SLC CLC KStar SLC CLC KStar
KullbackMax 06 07 07 06 07 06 05 06 06
PintoetAl 06 07 07 06 07 06 05 07 06

Table 11. Comparison by using the hep-ex corpus

(a)-TP (b)-DF (c)-TS
SLC CLC KStar SLC CLC KStar SLC CLC KStar
KullbackMax 0,86 0,83 069 061 083 068 080 085 0,67
PintoetAl 0,77 087 0,69 059 086 068 074 086 0,67

PintoetAl. The comparison could be done only by using both, the CICLing-2002
and the hep-ex corpora, because up to now, there are not published results with
the characteristics needed for the KnCr corpus. We have observed that the use of
KLD obtains comparable results, and we consider that this behaviour is derived
from the size of each text. We are suggesting to use a smooth procedure, but the
number document terms that does not appear in the corpus vocabulary can be
extremely high. Further analysis will investigate this issue.

6 Conclusions

We have addressed the problem of clustering short texts of a very narrow domain
with the use of a new measure of distance between documents, which is based on
the symmetric Kullback-Leibler distance. We observed that there are very little
differences in the use of any of the symmetric KL distances analysed. This fact led
us to consider that in case of using this approach, the simplest implementation
should be used.

Moreover, we have evaluated our approach with three different short-text
narrow-domain corpora and, our findings indicates that it is possible to use this
measure to tackle this problem, obtaining comparable results than those that
uses the Jaccard similarity measure.

Despite we have implemented the KLD for using it in the short-text narrow-
domain clustering task, we consider that this approach could be sucessfully im-
plemented in other clustering tasks which involve the use of a more general
domain and big size text corpora.

The use of a smooth procedure should be of more benefit as far as the vo-
cabulary of each document would be more similar to the corpus vocabulary.
Therefore, we consider that a performance improving could be obtained by us-
ing a term expansion method before calculating the similarity matrix with the
analysed KLD. Further analysis will investigate this issue.
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