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Abstract. In this paper we formally define the notion of persistent Tur-
ing machines to model interactive computations. We compare the power
of persistent computations with their classical counterparts.

1 Introduction

In many real world applications of algorithms it is often not the case, that com-
putations start with an input and empty memory to produce some output. In
human guided search [KL02] human knowledge and computer power interact
to achieve better results than humans or computers alone could provide. In a
3-brain approach [A85] two computer programs provide alternative intermedi-
ate results with the human having the final say which one to use in the still
ongoing computation. These two approaches serve merely as successful exam-
ples [KL02, [LM03] [LMO03al [AS03] to illustrate that human-machine-interaction
is used in practice. Classical (Turing machine) based models of computation can
hardly describe these. A promising approach to do so is the notion of persis-
tent Turing machines [GWOS] [Ko9§|. A persistent Turing machine, or persistent
computation (of a Turing machine), receives a sequence of inputs and produces
a sequence of outputs while the computation on a single input may depend on
all computations on previous inputs. In this paper we give a sound formal def-
inition of the notion of persistent computations that until now was missing in
the literature and so will lay the ground for methodically studying the power
of persistent computations. We will also show how persistent computations re-
late to classical Turing machine computations. Since a persistent computation
is based on an underlying Turing machine and a sequence of inputs (or an input
function) we will look at various restrictions of input functions as well as Turing
machines and compare the resulting types of persistent computations with their
classical counterparts.

It has been shown that any function can be computed by a persistent compu-
tation [Ko9§]. We will show that when restricting to computable input functions
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a persistent computation can only produce computable output functions. The
power of persistent computations however is illustrated by the fact that a single
input function is sufficient to compute all total recursive functions and prim-
itive recursive input funtions suffice to compute all recursive functions (see
Theorems Bl and B2). It also turns out that persistent computations give
rise to new classes of functions that have no obvious classical counterparts (see
Theorems .6l and B7).

The paper is organized as follows. In Section ] we will formally introduce and
define the notion of persistent computations and what it means to compute a
function with a persistent computation. Section B contains some of our results
and their proofs. We mention in passing that the authors have also obtained
results concerning the notions of persistent-decidability as well as persistent-
enumerability [HEK].

2 Basic Concepts and Definitions

In this section we will develop our model of persistent computations.

Let ¥ = {0,1} be our alphabet. We assume the reader to be familiar with
the basic concepts and notations of recursion theory [Ro67]. Depending on the
context we will view functions as to map from N to N, from N to X* or as to
map from X* to X*. Due to the tight connection (there is a polynomial-time
computable and invertible bijection) between N and X* this will not weaken
our results but simplify their presentation. Note that we will solely consider
functions of that type. Let id be a bijective function and maps from N to X*
such that id(0) = €, id(1) = 0, id(2) = 1, id(3) = 00 and so on. So, id~! exists
and, in particular, id and id~! are primitive recursive. Let nd be the everywhere
undefined function, i.e. nd(n) is undefined for all n € N, which is partial recursive
as well. For a function f let Dy and Ry denote the domain of definition and the
range of f, respectively. The sets of partial and total recursive functions will be
denoted by P and R, respectively. We will denote Pr as the set of all primitive
recursive functions. For any set of functions F, let Fiotar and Fyi; denote the
sets of all total and bijective functions from F, respectively.

2.1 The Model

In the formal Turing machine model each computation of a Turing machine
starts with an input tape containing the input and worktapes that are empty.
To model interactive and persistent behavior, as it is to be found in many todays
real world scenarios, as already mentioned in the introduction, we introduce the
notion of persistent computations of Turing machines. Even though this model
has been studied in the literature before [GW9S8| [Ko98] a clear definition has
been missing until now.

Before we give formal definitions we recall the intuitive description. In contrast
to classical Turing machine computations their persistent counterparts do not
start out from an empty worktape. More precisely, the contents of the worktape
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at the start of the computation on an input z is identical to the content of the
worktape at the end of the computation on the input preceeding x. So in fact, we
view our machines as to receive sequences of inputs where the starting configura-
tion for each input depends on the end configuration of the machine on previous
inputs. That is what gave the model the name “persistent” computations. We
now turn to formally define our model.

Definition 2.1. Let M be a Turing machine with one input tape, one worktape
and one output tape, input alphabet X and worktape alphabet I'. Without loss of
generality assume X C I'. Let f: N — X* be a total function.

1. The functions workys : X* X I'" — I'* and outp : X* x [ — I'* are defined
as follows:
For allx € X¥* and ally € I'*, worka(x,y) and outyr(z,y) are the contents
of the worktape and output tape, respectively, of M in the end configuration
if the computation of M on input x and initial worktape content y halts.
Otherwise worky (x,y) and outps(x,y) are undefined.

The computation comppr(x,y) of M on input x with initial worktape
content y is the sequence of configurations that M on input x with initial
worktape content y passes through, if that computation reaches a halting
state. Otherwise compys(x,y) is undefined.

2. The mapping histyr,y : N — I' is recursively defined as:

histar, ¢(0) = € and for all i € NT

workar (f(2), histar,#(2)), if histar ¢(i) # n.d.,
n.d., if histar,f(i) = n.d..
3. The output function gar,y : N — I'* is, for all i € N, defined via

hiStM’f(i +1) =

9, (@) = outar, s (f(9), histar, £ (i)

Thus a persistent computation receives a sequence of inputs, modelled as the
function f in the above definition, and produces a sequence of outputs, named
g,y above. Persistence, the survival of information from previous computations,
is modelled by the function histys y. In other words, a persistent computation
is a sequence of computations of a classical Turing machine M on inputs f(0),
f(1), ...where the contents of the worktape from the previous computation is
the initial content of the worktape for the current computation.

The function f in the above definition will be called input function and we
denote the set of all total functions mapping from N to X* by In.

Such persistent computations can produce an infinite or finite sequence of
output values depending on whether all “local” computations of M halt or not
(see also Figure [II).

In analogy to classical (Turing machine) computations we define the concept
of a persistent computation via the notion of a configuration in the obvious way.
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histy, (1)

histyy 7 (2)

histy, o (3) | ¢

Fig. 1. Schematic illustration of a persistent computation of a Turing machine M on
input sequence f(0), f(1), f(2), ... if all values of histas, s are defined

Definition 2.2. Let M be a Turing machine with one input tape, one worktape
and one output tape, input alphabet X and worktape alphabet I'. Without loss
of generality assume X C I'. Let f € In. The persistent computation of M on
input f, i.e., on the input sequence f(0), f(1), f(2), ...is denoted by M(f) and
defined as

M(f) =af (compnr(f (i), histar,§(i)));en -

if compr (f(2), histar f(2)) is defined for all i € N. If compar (f(7), histar, 5 (1)) is
not defined for all i € N we define

M(f) =ar (comparr (£(0), histar,(0)), ..., compar (f(io), histar, g (io)))
where ig is the smallest i € N such that compnr(f(2), histar (7)) is undefined.

Note that all definitions of this section can easily be modified to deal with
Turing machines having more than one worktape. Also, the general concept of
persistence can be generalized to other models of computation, such as RAM-
programs, MARKOV-algorithms and others, where all inner program variables
persist between the end of a computation and the start of a new computation.

2.2 Persistent Computations of Functions

Note that the mapping from f(i) to gar,f(¢) in Definition 22 is in general not a
function, since we might have f(i) = f(j) and yet gar,r(i) # gar,s(j) for some
1 # j. This observation leads to the following definition.

Definition 2.3 ([Ko98|). Let M be a Turing machine and f € In.

1. The persistent computation M(f) is called consistent if and only if for all
1,7 € N the following condition holds for all i,j € N:

@) = f(4) — grp (i) = gar,r (5)-
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2. A function h : X* — X* is said to be persistent computable (p-computable)
if and only if there exists a Turing machine M and a function f € In such
that
(a) M(f) is consistent,

(b) Dy, C Ry and
(c) for all i €N, g5.01(i) = h(f (7).
In that case we say that M on input f p-computes the function h.

3. A function h : N — N is said to be p-computable if and only if the mapping
h : X* — X* being defined via h(n) = id=(h(id(n))) for all n € N is
p-computable.

4. The set of all p-computable functions h : N — N is denoted by pF.

Note that the requirement D, C Ry (instead of Dj = Ry) in Part 2b] of Defi-
nition [Z.3] gives more flexibility when it comes to p-computing partial functions.
In particular there are two ways to realize h(x) = n.d. for some x during a
p-computation M(f) of h, either = never shows up as an input, * ¢ Ry, or
even though x € Ry, some prior runs of M do not terminate during the p-
computation.

An interesting result concerning the persistent computation of functions was

first observed in [Ko98].
Theorem 2.4 (Kosub). [Ko98] Every function h: N — N is p-computable.

The idea of the proof is to construct a (piecewise constant) input function f,
such that the length of a constant part of the input function encodes the function
value of the function h to be computed, on the input that will be provided by f
when it changes its value the next time. The underlying Turing machine simply
counts, how often the input value does not change and outputs that number when
the input value changes. Note that since there are no restrictions on the input
functions for persistent computations the encoding of otherwise uncomputable
functions into the input leads to the above statement.

So in order to be fair, the power of p-computability should be studied when
all input functions are required to be computable. In the process we will not only
study restrictions to the input functions but also restrictions to the underlying
machine model.

Definition 2.5. Let @ C In, and 9 be a collection of programs or machines.
1. The set of p-P-computable functions is defined as
pF(P) =g {h € F |(ITM M)(3f € @)[M on input f p-computes hl]}.
2. The set of p-(P,9M)-computable functions is defined as
pF (@, M) =4 {h € F |(ITM M € M)(3f € @)[M on input f p-computes h]}.

Note that the Turing machine used in the above proof sketch of Theorem 24l does
not do much more then counting. So any set ¥ of machines which are flexible
enough to count will be able to p-(In, ¥)-compute all functions. Hence, the focus
in the upcoming section will be on restricting the set of input functions.
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3 The Power of Persistent Computations

As already mentioned above the true power of persistent computations can only
be judged if the set of input functions is restricted to computable functions. It
turns out that with this restriction, persistent computations can only compute
recursive functions and, even stronger, primitive recursive input functions suffice
to p-compute all recursive functions.

Theorem 3.1. P = pF(R) = pF(Pr).

Proof. Since we clearly have pF(Pr) C pF(R) it suffices to prove pF(R) C P and
P C pF(Pr).

We first show pF(R) C P. Let h € pF(R). Hence, there exist a Turing machine
M and an input function f € R such that M (f) p-computes h. In particular, for
every n € Dy, there is an i € N such that id(n) = f(i) and h(n) = id " (gar,f(i)).
It is not hard to see that g,y is a recursive function, since f itself is total and
recursive and in order to compute gas ¢(i) for some ¢ € N we simply have to
run the machine M i+ 1 times on the inputs f(0), f(1),..., f(¢) (in that order)
while preserving the content of the worktapes between consecutive runs of M.
More formally, the following recursive scheme clearly holds:

hiStM’f(O) =€

9a,5(0) = outpr(f(0), histar,£(0))

histar p(i 4+ 1) = workar (f (), histar,f(2)) for all 4 > 0
gu, (i 4+ 1) = outa(f(i), hista f(i)), for alli > 0.

Since outys, workyr, and f are recursive functions and histyry and g,y are
defined via a simultaneous recursion, based on out ys, workys, and f, we conclude
that also histyr,s and gar ¢ are recursive. Furthermore, for all n € N we have
h(n) = id~ (g, f(min{i € N : f(i) = id(n)})). Since id, id~', f and g5 are
recursive functions and the class of recursive functions is closed with respect to
the p-operator it follows that h is recursive.

The inclusion P C pF(Pr) can be shown as follows. Let h € P. It is well known
that for all g; € IP there exists a function g € Pr with Dy, = Ry,. So let f € Pr
be a function such that D = Ry. Let M be the Turing machine that computes
the function h such that in each halting configuration the worktape is empty.
Then, M on input f clearly p-computes h and thus h € pF(Pr). O

Further restricting the input functions to total and surjective recursive functions
(Rgurj) or to the single function id (recall that id : N — X* is bijective), we obtain
the following results.

Theorem 3.2. 1. pF(Ryyj) = RU{f € P| |Dy| < oo}.

2. pF({id}) =RU{f e P|(3n e N)[D;y ={0,1,2,...,n}]}.

3. p]Ftotal({id}) =R.
The proof is omitted due to space restrictions. Note that the classes R, RU{f €

P|(3n € N)[Dy ={0,1,2,...,n}|}, RU{f € P| |D¢| < oo}, and IP form a chain
of strict inclusions and thus we have an inclusion structure as shown in Figure 2l
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P = pF(R) = pF(Pr)
l

PF(Rywj) = RU{f € P||Dy| < oo}

|

pF({id}) =RU{f €P|D;={0,...,n},n € N}

|

R = pFim ({1d})

Fig. 2. Classes between R and P

We will now turn to characterize the function class Pr in terms of persistent
computations. Since we have pF,,,,;({id}) = R, a restriction of the set of input
functions alone will not be sufficient to reduce the power of persistent compu-
tations to characterize Pr. We additionally will have to restrict the underlying
Turing machine model. Let 7 Mp, denote the set of all Turing machines that
compute functions that are primitive recursive and that have a primitive recur-
sive work funtions.

Theorem 3.3. Pr = pF({id}, 7 Mp,).

Proof. The inclusion Pr C pF({id}, 7 Mp,) is obvious. So it is sufficient to prove
pF({id}, T Mp,) C Pr.

Let h € pF({id}, T Mp,) be a function and let M be a Turing machine from
T Mp, such that M on input id p-computes h. Applying an argument similar
to the one in the proof of pF(R) C P (see Theorem B.]) while obeying that all
involved functions are primitive recursive and Pr is closed under simultaneous
recursion as well as the bounded p-operator it is not hard to see that h is
primitive recursive. g

Next we will show that we can even allow more input functions than just ¢d and
still get a characterization of Pr. Let Pr_; denote the set of all functions f € Pr
such that the inverse f~! is a function and also in Pr, i.e. Pr_y = {f € Pr|f~*
€ Pr}.

Theorem 3.4. Pr = pF(Pr_y,7 Mp,).

Proof. Since clearly id,id~* € Pr we have pF({id}, T Mp,) C pF(Pr_1,7 Mp,)
and thus Pr C pF(Pr_;,7 Mp,) by Theorem So it remains to show that
pF(Pr_q1,7 Mp,) C Pr.

So let h € pF(Pr_y,7 Mp,). Hence, there exist a function f € Pr_; and a
Turing machine M € 7 Mp, such that M on input f p-computes h. Without
loss of generality let worky; be primitive recursive. Similar to the argument in
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the proof sketch of Theorem one can show that gas ¢ is primitive recursive
since it can be described via simultaneous recursion and the functions outys,
workyy, and f. Since for all n € N, h(n) = gy p(min{i € N : i = f~(n)}),
using the fact that f~! is primitive recursive and Pr is closed with respect to
the application of the bounded p-operator we obtain h € Pr. a

One might be tempted to conjecture that even pF(Pr, 7 Mp,) = Pr holds. This
is not the case, as we will show in the following. Recall that Pry;; denotes the
set of all functions in Pr that are bijective. Clearly, Pr_; C Pry;;. We will now
argue that Pr_; C Pry;;.

Lemma 1. Pry,j is not closed with respect to inversion.

Proof. By a result of Robinson ([Ro50]) we know that

R = T'app sus,inv({suce, = — [z ]?})

where succ denotes the successor function and for all sets of functions A, the
term I'app,sus,inv (A) denotes the closure of A with respect to addition (ADD),
subtraction (SUB) and a limited form of inversion (INV) where inversion can
only be applied to bijective functions.

Recall that {succ, x — |/x|?}) C Pr, Pr is closed with respect to ADD and
SUB, and R\ Pr # (). Let h € R\ Pr. The function h can be described by
a finite sequence of successive applications of ADD, SUB, and INV on either
succ or x — |y/x]%. Since during the process of these successive applications of
ADD, SUB, and INV, the functions we start from are in Pr and the function we
end with is element of R \ Pr, there exist (intermediate) functions f € Pr and
g € R\ Pr such that:

1. f € Tapp,susinv({suce, z — [/z]?}),

2. f S ]P)I‘bij,
3. g € Tapp,sus,nv ({suce,  — [z]?}),
4. g=f~L
Since Pry;; € Pr and g € I'iny (Pryij) we obtain I'tny (Pryij) # Preij and hence
Pry;; is not closed under inversion. O

Since Pr_; is clearly closed under inversion we have the following corollary.
Corollary 3.5. Pr_; C Pry.

Moreover we can show, that the class pF(Pryij, 7 Mp:) is located between Pr
and R.

Theorem 3.6. Pr C pF(Pry;j, 7 Mp,) C R.

Proof. We will first show Pr C pF(Pryij, 7 Mpy).

Since Pr = pF(Pr_;,7 Mp,) due to Theorem B4 and Pr_; C Pry;; we have
Pr C pF(Prpij, 7 Mp;). It remains to show that there exists a function h €
PF(Prpij, 7 Mp,) that is not primitive recursive.
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Let f be a function in Pry;; \ Pr—; and M be a Turing machine from 7 Mp,
such that gas,p» = id for any input function f’. Clearly M (f) is a consistent
p-computation since f is bijective. Let h denote the function computed by the
p-computation M (f). Hence h € pF(Pryij, 7 Mp,). However, we have h(f(i)) =
g, £(i) =i for all i € N and thus h = f~1. It follows that h is not primitive
recursive.

We now proof pF(Prypij, 7 Mp,) C R. The inclusion pF(Prpij, 7 Mp,:) C R can
be seen as follows. On the one hand it follows immediately from Theorem B
that pF(Pryij, 7 Mp,) € P and on the other hand a p-computation M(f) for a
Turing machine M from 7 Mp, and a function f € Pry,;; always yields a total
function.

To show the strictness of that inclusion we use the Ackermann function p (also
known as Peter function) [Ro67]. It is known that p € R\ Pr. Let the function
q be defined as g(n) = p(n,n) for all n € N. Assume that ¢ is an element of
pF(Pryij, 7 Mp,). Hence there exist a function f € Pry;j and a Turing machine
M € T Mp, such that M(f) is a p-computation of g. Without loss of generality
let workys be primitive recursive. It follows that gas s is primitive recursive as
well since it can be described via a simultaneous recursion based on outys and
workar (see the proof of Theorem B]). Since (g o f)(n) = ¢(f(n)) = g, s(n)
for all n € N we have go f € Pr. It is a well-known fact that the Peter function
grows faster then any primitive recursive function, i.e.,

(Vh € Pr)(3m € N)(Vn € N)[h(n) < p(m,n)].

Hence, there exists an m € N such that for all n € N, ¢(f(n)) < p(m,n). Since
f is surjective there exists ng € N such that f(ng) = m. It follows that

q(f(no)) = g(m) < p(m,m)

which contradicts the definition ¢(n) = p(n, n) for all n € N. Hence our assump-
tion ¢ € pF(Pryij, 7 Mp:) was false. a

Next we will classify the set pF(Pr,7 Mp,) which turns out to be not equal to
Pr as the above Theorem B.6] implies. On the one hand pF(Pr, 7 Mp,) is a strict
superset of pF(Pryij, 7 Mp,) since input functions from Pr are more flexible than
input functions from Prp;j. On the other hand pF(Pr, 7 Mp,) remains a subset
of P as the following proposition shows.

Theorem 3.7. pF(Pryij, T Mp,) C pF(Pr, T Mp,) C P\ {nd}.

Proof. The first inclusion, pF(Pry;;, 7 Mp,) C pF(Pr, 7 Mp,) is easy to see. Note
that Pry;; C Pr and hence pF(Pry;j, 7 Mp:) C pF(Pr,7 Mp,), yet the function
h: N — N that, for all n € N, is defined as

n, ifn=0 mod 2,
h(n) = .
nd., ifn=1 mod 2,

is an element of pF(Pr, 7 Mp,) \ pF(Pryij, 7 Mp;).
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To show the other inclusion, pF(Pr, 7 Mp,) C P\ {nd}, first observe that the
function nd is not in pF(Pr, 7 Mp,) since gar,r(0) is defined for any M € T Mp,
and any input function f. Second, recall that we have pF(Pr) = P by Theorem[31]
and thus pF(Pr, 7 Mp,) C P\ {nd}. And third, note that the strictness of that
inclusion follows from the proof of Theorem In particular, in that proof a
function g was defined and it was shown that ¢ is in R\ pF(Prpij, 7 Mp;). Using
the same argument one can also show that ¢ € P\ pF(Pr, 7 Mp,). O
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