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Preface 

The automatic analysis of signals and images together with the characterization and 
elaboration of their representation features is still a challenging activity in many 
relevant scientific and hi-tech fields such as medicine, biotechnology, and chemistry. 
Multidimensional and multisource signal processing can generate a number of 
information patterns which can be useful to increase the knowledge of several 
domains for solving complex problems. Furthermore, advanced signal and image 
manipulation allows relating specific application problems into pattern recognition 
problems, often implying also the development of KDD and other computational 
intelligence procedures.  

Nevertheless, the amount of data produced by sensors and equipments used in 
biomedicine, biotechnology and chemistry is usually quite huge and structured, thus 
strongly pushing the need of investigating advanced models and efficient computational 
algorithms for automating mass analysis procedures. Accordingly, signal and image 
understanding approaches able to generate automatically expected outputs become more 
and more essential, including novel conceptual approaches and system architectures. 

The purpose of this third edition of the International Conference on Mass Data 
Analysis of Signals and Images in Medicine, Biotechnology, Chemistry and Food 
Industry (MDA 2008; www.mda-signals.de) was to present the broad and growing 
scientific evidence linking mass data analysis with challenging problems in medicine, 
biotechnology and chemistry. Scientific and engineering experts convened at the 
workshop to present the current understanding of image and signal processing and 
interpretation methods useful for facing various medical and biological problems and 
exploring the applicability and effectiveness of advanced techniques as solutions.  

The primary goal of the conference was to disseminate this knowledge to a 
multidisciplinary community and encourage cooperative proactive collaboration in all 
the interested fields. 
 We were pleased to see that the idea of the conference was taken up by a growing 
number of researchers and that we could start to bundle the activities in this area. 
 We appreciate the help and understanding of the editorial staff at Springer, and in 
particular Alfred Hofmann, who supported the publication of these proceedings in the 
LNAI series.  
 Last, but not least, we wish to thank all the speakers and participants who 
contributed to the success of the conference.  
 The next International Conferences on Mass Data Analysis of Signals and Images 
(www.mda-signals.de) will be held in July 2009. We are looking forward to your 
submissions. 
 

 
 

July 2008                                       Petra Perner 
 Ovidio Salvetti 
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Aim of Conference 

The automatic analysis of images and signals in medicine, biotechnology, and 
chemistry is a challenging and demanding field.  

Signal-producing procedures by microscopes, spectrometers and other sensors 
have found their way into wide fields of medicine, biotechnology, economy and 
environmental analysis. With this arises the problem of the automatic mass analysis of 
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signal information. Signal-interpreting systems which generate automatically the 
desired target statements from the signals are therefore of compelling necessity. The 
continuation of mass analyses on the basis of the classical procedures leads to 
investments of proportions that are not feasible. New procedures and system 
architectures are therefore required.  

Scope of Conference 

The scope of the International Conference on Mass Data Analysis of Images and Signals 
in Medicine, Biotechnology, Chemistry and Food Industry (www.mda-signals.de) 
is to bring together researcher, practitioners and industry people who deal with mass 
analysis of images and signals to present and discuss recent research in these fields. 

The goals of this workshop are to:  

 Provide a forum for identifying important contributions and opportunities for 
research on mass data analysis on microscopic images 

 Promote the systematic study of how to apply automatic image analysis and 
interpretation procedures to that field 

 Show case applications of mass data analysis in biology, medicine, and 
chemistry 

Topics 

Topics of interest include (but are not limited to): 

 Techniques and developments of signal and image producing procedures  
 Object matching and object tracking in microscopic and video microscopic 

images  
 1D, 2D and 3D shape analysis and description  
 1D, 2D and 3D feature extraction of texture, structure and location 
 Algorithms for 1D, 2D and 3D signal analysis and interpretation 
 Image segmentation algorithms 
 Parallelization of image analysis and interpretation algorithms 
 Semantic tagging of images from life science applications 
 Applications in medicine, biotechnology, chemistry and others 
 Applications in crystallography  
 Applications in proteomics  
 Applications in 2D and 3D cell images analysis 
 Image acquisition procedures for mass data analysis 
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New Models for Immune Mechanism Diagnosis  

Calin Ciufudean1,*, Otilia Ciufudean2,**, and Constantin Filote1,* 

1 “Stefan cel Mare” University, University str. 9, 
720225, Suceava, Romania 

calin@eed.usv.ro, filote@eed.usv.ro 
2 “Areni” Medical Center, Stefan cel Mare str.78, 720229, Suceava, Romania 

otilia_ciufudean@yahoo.co 

Abstract. In this paper we introduce a discrete event system model of immune 
systems of mammalians using Markov Decision Processes based on Petri Nets 
Models. Based on immunological principles we propose an approach in order to 
study the mechanisms that govern the immune system’s functionality. A two-
module algorithm that launches a specific action against an anomalous situation 
is developed. The Petri nets tools are assumed in this approach. Also, Markov 
Decision Processes (MDPs) with a truncated state space to the problem with 
infinite state space is considered. We also propose a new algorithm to build a 
large model (e.g., a macro-model) of immune mechanisms of mammalians. We 
show that an optimal stationary policy exists and we apply the results of [1] to a 
dynamic scheduling problem of the immunological response to external stimuli. 

Keywords: Petri nets, Markov Decision Processes (MDPs), Immune mechanisms 
diagnosis. 

1   Introduction 

Immunity depends on continuous movement of cells through blood, tissue and lymph 
[2]. Lymphoid cells travel to the secondary lymphoid organs of the spleen, lymph 
nodes and Peyer's patches to encounter antigens acquired from the environment via 
blood, lymph or across mucous membranes. Where and by which cells antigens are 
presented to the trafficking cells has a significant influence on the outcome of the 
immune response with respect to antibody isotype commitment and future homing 
preference of memory and effectors lymphoid cells (Fig.1). Lymphocyte traffic 
patterns, regulated by selective expression of adhesion proteins in peripheral or 
mucosal lymphatic tissues, permit segregation of immunological memory by causing 
antigen-primed cells to return to specific anatomic destinations committed to 
expression of peripheral or mucosal immunity. Among potentially myriad factors, 
these microenvironments include prevalence of certain cytokines, adhesion to-and co-
stimulation by specific cells, and still unknown tissue factors that favor commitment of 
B cells to specific immunoglobulin types or T cells to peripheral or mucosal immunity.  
                                                           
 * Calin Ciufudean and Constantin Filote are with the Computers and Control Systems 

Department of the “Stefan cel Mare” University. 
** Otilia Ciufudean is medical doctor at the “Areni” Suceava Medical Center. 
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Fig. 1. Mammalians immune system components 

Recirculation of a precursor pool of uncommitted lymphocytes from the blood into 
lymph nodes or mucosal lymphatic tissues and then back to the blood again, 
integrates immuno-surveillance with organ-selective immune functions across the 
segregated systems. The magnitude of the cell traffic reflected by the number of cells 
returned to the blood in efferent lymph is enormous. Enough lymphocytes recirculate 
from lymph to blood to replace the total blood lymphocyte pool from 10 to 48 times 
every 24 hours. Random and segregated traffic patterns are essential for efficient 
operation of the two separate but overlapping immune systems in mammalian species. 
The feat of coordinating an anatomically dispersed immune system (comprised of 
mobile, circulating, individual and extremely diverse cells) depends upon cell 
movement and a system of membrane recognition and activation signals. A mixture of 
integrins, selectins and chemokine receptors expressed by lymphocytes and 
endothelial cells are involved in precipitating selective emigration of lymphoid 
subsets from the blood in tissues where specific counter-receptors are displayed on 
luminal surfaces of endothelial cells. These recognition events could occur in skin, 
mucosae or specific secondary lymphatic tissues such as Peyer's patches or peripheral 
lymph nodes. Receptor ligand interactions allow these cells to find their way around 
the body, to adhere to endothelium, to migrate and to find where they have to act 
within the tissues. The cell diversity and variety of information processing 
mechanisms make the immune system a very complex system. Understanding the 
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way this organ solves its computational, and how it detects and reacts to novel 
situations and how it unleashes smooth early secondary responses is a rough job. In 
this paper we present an approach to immune systems by modeling the characteristics 
processing mechanisms with discrete event systems (DES) formalisms. Our goal is to 
introduce a new algorithm in order to analyze the organism’s fight with viruses and 
microbes. The proposed algorithm is inspired from the current understanding of the 
mammal immune system, although, in detail, it does not exactly follow the biological 
steps. Many of the detailed features of the immune system are dependent on the 
biological context where it operates and on the type of the cell hardware that it uses. 
We try to take what is best from the clever evolutionary mechanisms developed by 
nature, as well as we understand these mechanisms, and to improve their analysis, in 
order to find new models for treating diseases. For example, the interaction between 
the T-module and B-module takes the reverse order of what is found in nature, with a 
clone proliferation phase preceding T-phase. Clone proliferation is an expensive 
operation, but in software, e.g., in a modeling process, it is a virtual (not very time 
consuming) operation. The approach presented in this paper has a wide range of 
applications to many biological, but also to many technical systems. Moreover, based 
on the optimal policy for the limiting problem built with Markov decision processes 
(MDPs), we exemplify an optimal stationary policy [3] on a dynamic scheduling 
response of the immune system to the attack of different pathogen agents. 

2   Immune System Mechanisms 

Some of the immune system features are [1], [4], [5]: 

- Uniqueness: The immune system of each individual is unique. 
- Imperfect detection and mutation: By not requiring a precise identification of every 

pathogen agent, the immune system becomes flexible and increases its detection 
range. But, if a pathogen agent is detected, a mutation mechanism refines the 
identification. Identification of pathogen agents is made by partial matching, and this 
mechanism allows to a small number of the detectors (108 to 1012) to recognize non-
self patterns on the order of 1016. This is modeled in DES formalism with a small 
number of detectors, which are at a later stage modified by the dynamics. 

- Learning and memory: The immune system can learn the structure of the pathogen 
agents, and remember those structures. Future responses are much faster and, when 
made at an early stage of the infection, no adverse effects are felt by the organism. 
We underline the importance of this feature for modeling the immune system with 
Petri nets as an important formalism used in the representation of DES. 

- Novelty detection: The immune system can detect and react to pathogen agents that 
the body has never encountered before. This feature will be modeled with 
controlled Petri nets, which will determine the appearance of bottlenecks in the net, 
in order to simulate the censoring mechanism for T-cells that occurs in the thymus. 

- Distributed detection: The detectors used by the immune system are highly 
distributed and not subject to centralized control; this feature can be modeled with 
free choice Petri nets.  
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3   Modeling Algorithm 

Our work is based on the algorithm given in [6]. In this algorithm, the states of the 
system, both normal and abnormal, are characterized by the values of n variables. The 
n-dimensional state vector is normalized in such a way that all variables take values in 
the interval [0,1]. The values of the state vector in normal conditions define the self S 
of the system. The abnormal states are the non-self of the system. The algorithm 
adopted by us contains two modules. The T-module discriminates self from non-self. 
The B-module reacts to all frequently occurring state vector values (self and non-self 
codes) and reports to the T-module, updating it. T-Module contains a set of detectors 

which are vectors in non-self space, that is A = [ 0,1]n \ S. Each element x  of A is 

able to detect anomalies inside a radius xr  around it. When xrxy <− , y being the 

current state of the system, an anomaly of type x is reported. In the Petri net model a 
bottleneck, caused by the fact that an anomaly of type x is not allowed to fire some 
transition, permits us to emphasize this.  

The T-module is initialized by choosing points in A at random with corresponding 
radius xr , until a reasonable coverage of the space A is achieved with d detectors. 

Fig.2.a illustrates this: the small circles are the self patterns. To each point in the self 
corresponds a code (a set of vector coordinates) and an affinity neighborhood of 
normal operating conditions inside a radius xr . This approach corresponds to an initial 

marking in the Petri net model. The anomaly detectors are shown in the figure as 

large circles. When a measurement y of the system arrives at the T-module, the 

algorithm verifies whether this code has affinity with one of the detectors or with the 
self. The affinity of this vector with those defining the self and the other is measured 
by the Euclidean distance, and correspondingly in the Petri net model is measured 
with the predicates, assigned to certain transitions, which can or can not validate the 
firing of the respective transitions.  

If the detection algorithm falls in the self domain, no detector is activated. 
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a)  
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b)  

Fig. 2. T-module structure. a) Self patterns (small circles) and anomaly detectors, b) Creation of 
a new detector and shift to a new detector to increase affinity with an anomaly. 
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If affinity is found with one of the detectors x ’, an anomaly of type x ’ is 
registered. This means that in the Petri net model we’ll create new predicates for 
certain transitions, in order to continue the simulation and to ensure the Petri net 
vivacity. The B-module generates vector codes corresponding to the most frequently 
occurring states of the system and sends these codes as alert codes to the T-module. 
By itself or in interaction with the B-module, the T-module is an adaptive system. As 
an illustration in Fig. 2.a., and in Fig.2.b, a typical situation is considered: suppose 
that a non-self code (the star symbol in Fig.2.a) is detected. 

First, the detector changes its code to increase the affinity to this type of anomaly, 
and secondly, the algorithm creates a new detector (supposing that the old one has not 
enough affinity with the external code) with a resolution defined by the smallest 
distance to the other detector boundaries as shown in Fig.2.b. In the above way, the T-
module modifies the initial set of detectors produced by the censoring mechanism. 
This means that it changes the number, modifies the space distribution and changes 
the resolution, creating a specific anomaly detection system. Regarding the Petri net 
model we may say that we are dealing with an adaptive Petri net (AdPN). B-module 
improves the A space coverage of the T-module and it has a total population of tn  

vectors given by relation (1): 

lclt nnn +=                       (1) 

Where ln  represents the initial population of vectors lx , and lcn represents the 

population of clone vectors lcx . 

The number of clone vectors changes as the system evolves. In [6] it is allowed 
that the number of clone vectors is limited to a fraction β of the initial population: 

llc nn ⋅= β                       (2) 

The dynamical evolution of the vector population involves mutation and stimulation 
features that are described next. Mutation takes place every time an external code 

y arrives to the B-module. The mutation process begins by selecting, from the total 

population, a sample of vectors mx . The mutation process operates only in this part 

of the population and in those codes that are close to the external signal y . The 

mutation process depends on the affinity between the vectors mx  in the sample and 

the external code y .  If the code y and the vector mx are far away, as in zone A of 

Fig.3, no affinity is considered to exist and the code mx is not changed. Also, in zone 

B there is no modification. 

For codes cx in zone C, the mutation process occurs in a deterministic way. The 

external code y  is assumed to have mass one and the vectors in zone C mass lm . 

The new code in population corresponds to the center of mass given in relation (3): 

( ) ( )
l

cl
c m

ytxm
tx

+
+⋅

=+
1

1     (3) 
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Fig. 3. Zones A-D for the mutation process 

For zone D, the mutation assumes a random process. The new position of the 

population vector Dx is given by a random distribution for each point of the line 

defined by the old position of the vector and the position of the external code (4): 

( ) ( )( )txytxtx DDD −+=+ η)(1          (4) 

When the external code appears repeatedly in the same region, the mutation 
process leads to a population cluster in that region. As we mentioned in section 2, the 
cluster of population in some regions is modeled with controlled Petri nets, which will 
determine the appearance of bottlenecks in the net. 

Stimulation is a necessary process in the case when new external codes arrive in 
the B-module and the mutation process destroys the initial uniformity of the vector 
population. In this situation, if a strange external code appears, its detection may be 
missed. To ensure that this case is avoided, a stimulation or cloning mechanism has 
been included in the algorithm to create new vectors in the region where the external 
code appears. The cloning mechanism is activated when the rate of external codes 
arriving in a region exceeds a specified threshold. In the Petri net model, this process 
is modeled adding to the net new location, e.g., building a more complex net. In order 
to simplify the Petri net model, a pruning algorithm given in [7] is applied. This 
simplification of the Petri net has a real basis, because there is a death mechanism for 
the clone vectors in the immune system. 

4   Scheduling the Models of the Immune System 

The algorithm described in Section 3 does not specify the way of action of the 
immune system when several extern pathogens occur simultaneously. In order to 
respond to these pathogens, the immune system needs an action rule similar to the 
rule of attending to several clients in a queue. The associated Petri net model will be a 
colored Petri net, where the known pathogens are scheduled in a color code ordered 
by priorities. The unknown pathogens will be isolated until the known pathogens will 
be treated by the system. This means that the unknown pathogens will have 
invalidated entering transitions, because the corresponding predicates are not yet 
allocated to these transitions. 

According to the huge dimensions of Petri net models we try to find out if this 
scheduling problem has a limit. The answer to this problem is based on the 

B

C
D

A
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convergence of Markov decision processes (MDP’s) with a truncated state space to 
the problem with infinite state space. In [1] it is shown that an optimal stationary 
policy exists for this problem, such that the number of randomizations it uses is less 
or equal to the number of constrains plus one. The following example focuses on this 
approach. We suppose that different pathogens compete for access to an immune 
system, which we assume is a shared resource. At the beginning of each time slot 
priority is given to one of the pathogens according to a pre-specified decision rule, 
and the service is made in one unit of time (we may consider here the incubation time, 
which is different for each type of disease). If the service (i.e., the action of the 
immune system) is successful, the pathogen disappears from the system; otherwise it 
remains in the queue. The problem is to find a scheduling policy that minimizes a 
linear combination of the average delays of some types of traffic subject to constrains 

on average delays of other types. At time t, i
tM pathogens arrive to queue i, 1 ≤ i ≤ N. 

Arrival vectors ( )N
ttt MMM ,...,1= are independent and form a renewal sequence, 

with finite means iλ  [9], [10]. During a time slot (t, t+1) a pathogen from any class i, 

1 ≤ i ≤ N, may be treated, according to some policy, which is a pre-specified dynamic 
priority assignment. If treated, with probability iμ it completes its service and leaves 

the system; otherwise it remains in its queue. A generic element of the state is given 

by ( )Nxxxx ,...,, 21= and it represents an N dimensional vector of different queues’ 

size. Assume that 1
1

<∑
=

N

i i

i

μ
λ

. Consider the linear cost function ( ) ∑ ⋅=
=

N

i
ii xcaxc

1
, and 

( ) ∑ ⋅=
=

N

i
i

k
i

k xdaxd
1

, , for 1 ≤ k ≤ K, where ic and k
id are non-negative constants. 

Thus the costs ( )uxC ,  and ( )uxD k , are related to linear combinations of expected 

average length of the different queues. The constrained control problem is: find u ∈ U 

that minimizes ( )uxC , s.t. ( ) k
k VuxD ≤, , k = 1, …, K, where kV are given constants. 

Consider the expected average costs. According to Little’s law these quantities are 
proportional to the respective waiting times in the different queues. Let { }jgG = be 

the set of all strict priority rules. A strict priority rule is a policy for which each type 
of pathogen is served only if there are no pathogens with higher priority in the system, 
and if it is the first in his queue. Optimal policies for constrained control problem are 
obtained by time multiplexing between the different jg . Define an L dimensional 

vector parameter ( )Lαααα ,...,, 21= , where α is a probability measure, and GL = . 

Define a “cycle” as the time between two consecutive instants when the system is 
empty (e.g. the immune system is not busy with external pathogens); during any cycle 

a jg  is used. A policy *α is defined as a policy that chooses different policies jg s.t. 

the relative average number of cycles during which jg was used is equal to jα , 

where ∞→t . It is shown in [7], [8] that: 
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                                  ( ) ( )∑ ⋅=
=

L

j
jj gxCxC

1
1

*
1 ,, αα     (5) 

For a given d > 0, consider the following linear programming problem:   

Find LR∈α  that minimize ( )∑ ⋅
=

L

j
jj gxC

1
1 ,α , subject to ( ) dVgxD k

L

j
j

k
j −≤∑ ⋅

=1
1 ,α , 

where k = 1, …, K, and ∑ ≥=
=

L

j
j

1
0,1 αα .  

In [9], [10] it is shown that ( )0*α is an optimal policy for such a constrained 

control problem. For the Petri net model of the immune system, this means that the 
initial marking defines the vivacity of the net. 

5   Proposal for a Macro-model Algorithm of the Immune System 

We have to use the above given approach in order to build macro-models of the 
mammalian immune system.  For that purpose, an iterative modeling process can be 
described as an ordered sequence of operations {W1, W2, …, Wi, …, Wn}. Thus, a 
model Wi can only be performed after model Wi-1 and Wi-2 only after Wi-3, and so on. 
We illustrate our approach via the computation of intruder (microbe, viruses, etc.) cell 
loss probability in the mechanism described in section 3. We must ensure that our 
models can simulate the fight of k T-cells against n independent intruder cells 
sources. We assume that this process is seen as a server which serves a queue with 
capacity for k cells active (ON) and idle (OFF), represented by 1 and 0, respectively. 
In the active state, an arrival can occur with probability α. Each of these ON-OFF 
sources behaves as follows. While an arrival process is in state 1, there is a probability 
1-p11 that it will transit to the idle state at the next time slot and a probability p11 that it 
will remain in state 1, and analogous for the transition probabilities p00, respectively 1-
p00 for the idle state of cells. We assume that a maximum number of c intruder cells 
can be neutralized in each time slot. The system can be modeled as a discrete time 
Markov chain [15] with state (xi, yi), where xi is the number of intruder cells in the 
considered tissue, and yi is the number of arrival sources in the active state at the time 
slot number i. Let S denote the state space. Let T=[tm,n;k,l] be the transition matrix for 
this Markov chain, where tm,n;k,l = Prob[xi+1 = k, yi+1 = l | xi = m, yi = n]. The 
dimension of the Markov chain is (k+1-c)·(n+1).The stationary probability 
distribution can be obtained by solving the equation [16]: 

ππ =⋅T        (6) 

The cell loss probability can then be calculated as: 

∑
∑

∈

∈

==⋅

==⋅−+

=

Sn,m

Sn,m
L

]ny,mx[Pm

]ny,mx[P)knmmax(

P                  (7) 
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Using equation (2), we easily observe that the computational cost is high due to the 
size of the state space. Therefore we shall use rational interpolants to solve this 
problem. The major steps required to calculate the rational interpolants for PL(k) are 
the following [17]: 

1. Suppose 

)k(k)k(Plog L ∞→≅ β                   (8) 

On may calculate the exponential decay rate ß for PL(k) using the algorithm 
proposed in [18]. 

2. Determine the forms of transformation and the form of approximant sequence. 
Because PL(k) is exponentially decaying, we develop approximants for the function 

( ) ( )kPlogkh L=                                 (9) 

And will use an R(n+1),n sequence of rational interpolants for h(k), since h(k) is 
asymptotically linear. 

3. Evaluate PL(k) for small values of k, assuming that the corresponding values of 
h(k) are known, by solving the Markov chain or using other available analytic 
methods. 

4. Calculate rational interpolants R(n+1), n  for h(k). This is equivalent to calculating 
Rn, n rational interpolant sequence for [logPL(k) - ßk]. We generate a sequence of 
rational interpolants, R(n+1), n with increasing orders (n = 1, 2, …) and stop when the 
successive interpolants are sufficiently close in the range of the considered k. 

We notice that a potential macro-model in the course of an iterative process is 
something that may be the sign of a model to a specialist. A model becomes a 
component of a macro-model only when submitted to a meditative relation of 
determination between the subject of the model and the specialist. We propose an 
algorithm to perform macro-models. It presupposes the notion of environment (e.g., 
subject of the model) and the specialist [12-14]. The synthetic environment represents 
the reality that is forced upon the specialist`s expertise. The environment is infinitely 
complex (from the view point of specialists). Specialists, which are immersed in the 
environment, are able to perceive and act on the environment. The proposed 
algorithm is the following one: 

a) Choose a collection of models (potential components of the macro-model): M = 
{Mi}, i=1,…, n. 

b) Choose a model Mk, k=1, …, n from this collection. 
c) Propose a potential synthetic environment and specialist, so that there is a relation 

which is proved to be functional by the simulation of the syntactic structure of Mk, 
k=1, …, k-1. Then we say that Mk determines the macro-model relatively to that 
specialist and to the previous model Mk-1. 

In order to implement this algorithm, one must first define some sort of cognitive 
architecture for the agent, in which sensors and effectors are specified. The goal of 
this proposal is to state very basic steps to perform simulated macro-models of the 
immune systems of mammalians.  
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6   Conclusion 

In time, nature’s evolutionary processes created an efficient weapon to fight with all 
kinds of hostile environments. Modeling these natural mechanisms seems to be a 
sensible approach. In this paper we proposed a possible tool for this approach: Petri 
nets. However, some of the features of the biological processes are domain specific 
and depend on the cell hardware that is used. Therefore, understanding and modeling 
these processes are hard tasks. 

The immune system, with its cell diversity and variety of information processing 
mechanisms, is a very complex system. The high complexity of the immune system 
implicates very large Petri net models. In order to minimize the dimensions of 
models, we introduce the notion of adaptive Petri nets. Therefore we have shown that 
there is a limit in the schedule problem of different pathogens, which compete to 
access a limited service capacity of the immune system. For this we considered the 
Markov Decision Processes with a truncated state space to the problem with infinite 
space. Future work will refine the above presented approach by considering 
differential adaptive Petri nets for modeling the mechanisms which govern the 
immune system; this is motivated by the necessity to model certain nonspecific 
mechanisms like cell apoptosis, etc., which was not discussed here. 

References 

1. Altman, E.: Asymptotic properties of constrained Markov decision processes. SIAM J. 
Control and Optimization 29(4), 786–909 (1992) 

2. Gretz, J., Anderson, A., Shaw, S.: Cords, channels, corridors and conduits: critical 
architectural elements facilitating cell interactions in the lymph node cortex. Annual Revue 
Immunology 15, 11–24 (1997) 

3. Doherty, P.C., Christensen, J.P.: Accessing complexity: The dynamics of virus specific T-
cell responses. Annual Revue Immunology 18, 561–592 (2000) 

4. Banchereau, J., Biere, F., Caux, C., Davoust, J., Lebeque, S., Liu, Y., Pulendran, B., 
Palucka, K.: Immunobiology of dendritic cells. Annual Revue of Immunology 18, 767–
811 (2000) 

5. Timmis, J., Neal, M., Hunt, J.: An artificial immune system for data analysis. Biosystems 55, 
143–150 (2000) 

6. Costa Branco, P.J., Dente, J.A., Vilela Mendes, R.: Using immunology principles for fault 
detection. IEEE Trans. on Ind. Electr. 50(2), 362–372 (2003) 

7. Recalde, L., Teruel, E., Silva, M.: Modeling and analysis of sequential processes that 
cooperate through buffers. IEEE Trans. on Rob. and Autom. 14(2), 267–277 (1998) 

8. Ciufudean, C.s.a.: Intelligent Control of Artificial Social Systems. In: Proc. 8th 
International Conf. on Development and Application Systems, Suceava, May 25-27, pp. 
115–119 (2005) 

9. Ciufudean, C., Filote, C.: Performance Evaluation of Distributed Systems. In: International 
Conference on Control and Automation, ICCA 2005, Budapest, Hungary, June 26-29, pp. 
21–25 (2005), IEEE Catalog Number: 05EX1076C, ISBN0-7803-9138-1 

10. Ciufudean, C., Filote, C., Amarandei, D.: Measuring the Performance of Distributed 
Systems with Discrete Event Formalisms. In: Proc. of The 2nd Seminar for Advanced 
Industrial Control Applications, SAICA 2007, Madrid, Spain, November 5-6, pp. 263–267 
(2007), ISBN 978-84-362-5519-5 



 New Models for Immune Mechanism Diagnosis 11 

11. Ciufudean, C., Graur, A., Filote, C., Turcu, C., Popa, V.: Diagnosis of Complex Systems 
Using Ant Colony Decision Petri Nets. In: The First International Conference on 
Availability, Reliability and Security, Vienna University of Technology, pp. 35–39 (2006), 
IEEE Catalog Number: 05EX1076C, ISBN0-7803-9138-1 

12. Houser, N.: Introduction: Peirce as a logician. In: Houser, N., Roberts, D., Evra, J. (eds.) 
Studies in the logic of Charles Sanders Peirce, pp. 1–22. Indiana University Press (1997) 

13. MacLennan, B.J.: The emergence of communication through synthetic evolution. In: Patel, 
M., Honavar, V., Balakrishnan, K. (eds.) Advances in the Evolutionary Synthesis of 
Intelligent Agents, pp. 65–90. MIT Press, Cambridge (2001) 

14. Perfors, A.: Simulated evolution of language: A review of the field. Journal of Artificial 
Societies and Social Simulation 5(2), 35–41 (2002) 

15. Nananukul, S., Gong, W.B.: The mean waitinh time of GI/G/1 queue in light traffic via 
random thinning. J. Appl. Probability 32, 256–266 (1995) 

16. Assmussen, S.: Applied Probability and Queues. John Wiley & Sons, Chichester (1987) 
17. Nananukul, S., Gong, W.B.: Rational interpolation for stochastic DES’s: Convergence 

issues. IEEE Trans. On Autom. Contr. 44(5), 1070–1073 (1999) 
18. Gong, W.B., Nananukul, S.: Rational approximants for some performance analysis 

problems. IEEE Trans. Comput. 44, 1394–1404 (1995) 



P. Perner and O. Salvetti (Eds.): MDA 2008, LNAI 5108, pp. 12–26, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

User Assisted Substructure Extraction in Molecular  
Data Mining 

Burcu Yılmaz1,2, Mehmet Göktürk1, and Natalie Shvets1 

1Gebze Institute of Technology, Dept. of Computer Science, Turkey 
2 Istanbul Kultur University, Dept. of Computer Engineering, Turkey 

b.yilmaz@iku.edu.tr, {gokturk,natali}@gyte.edu.tr 

Abstract. In molecular fragments mining, scientists use both manual techniques 
and pure computer based methods.  In this paper, we propose a novel molecular 
fragment mining approach that incorporates interactive user assistance to speed 
up and increase the success rates in traditional fragment mining processes. The 
proposed approach visualizes 3D molecular data in 2D form that can be easily 
interpreted by a human expert who evaluates and filters the 2D molecular 
images manually. The proposed approach differs from others in literature as it 
does not search substructures including specific atoms like graph mining 
methods do. Instead, user assisted approach highlights significant substructures 
with specific properties and topologies graphically. Initial experiments indicate 
that by the use of user assisted approach, active and inactive fragments of 
compounds are quickly determined for drug design with high success rates. 

Keywords: Molecular mining, interactive visual data mining. 

1   Introduction 

Design of new medical drugs is a time consuming and expensive process. The success 
depends on the molecular representations and methods used for the common active 
fragments selection. Researchers study the relationships between structure and desired 
activity of the compounds against a specific disease. The studies are known as 
Structure Activity Relationships (SAR) investigation. 

All approaches used in drug research have some common steps. First, based on 
experimental evidence of different degrees of activity against a certain disease, a large 
set of drug candidates is determined and labeled. Then, those candidates are analyzed 
manually by designers or automatically by computer programs. Hundreds of 
compounds need to be analyzed to find rules, correlations or substructures for desired 
pharmacological activity. Many approaches are developed for common problems such 
as finding common substructures or classification of molecules according to their 
chemical activity. These approaches are grouped into two categories in the literature, 
Quantitative SAR and Qualitative-SAR.  

Some of the researchers in drug design base their approaches on the principle that 
the whole molecular structure (not substructures) of an active molecule is responsible 
for the activity. These approaches are known as Quantitative SAR, which derives a 
correlation between the molecular descriptors and values of activity. Molecular 
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structure descriptions are prepared for every molecule as vectors. Then different 
machine learning techniques are applied to the prepared dataset as described in the 
literature. Linear discriminant analysis, multilayer perceptrons, support vector 
machines, k-nearest neighbors, linear regression, classification tree are the most 
studied methods on Quantitative SAR for the molecules classification [1]. 

Remaining part of the research community believe that several substructures are 
responsible from the desired activity and they propose methods known as Qualitative-
SAR which are implemented through finding some common frequent substructures 
(active fragments) in molecular structure. An active fragment (pharmacophore) is the 
most frequent similar structural feature in the structures of active molecules (or drugs), 
which is responsible for the molecule's biological activities. There are many 
approaches related to Qualitative-SAR in the literature. In Inductive Logic 
Programming (ILP) approach, molecules are represented using first-order logic [2]. 
ILP derives logic based rules to identify combinations of the features belonging to 
active fragments. Some of the researchers model and visualize compounds as 3D graph 
representations using graph theory and studies on frequent graph mining approaches 
[3] to find frequency of common fragments (pharmacophores) in compounds with 
same activity for a specific disease. In this representation atoms and bonds are 
represented as some specific descriptors. The atoms of molecules are represented by 
vertices of graphs and the bonds are represented by edges. Some Qualitative-SAR 
methods use graph mining methods to find common frequent substructures that exist in 
maximum probability of active molecules and minimum probability of inactive 
molecules. They also try to avoid the complexity of two main problems in graph 
theory. The decision problem of whether two graphs have identical topological 
structure has an unknown complexity (Graph isomorphism) [4]. The second problem 
that is deciding whether one graph is a subgraph of another (subgraphs isomorphism) is 
known to be NP-complete [4]. One of the well known approaches which uses greedy 
search to avoid high complexity of graph isomorphism is SUBDUE [5]. However, only 
an incomplete set of frequent substructures can be found due to greedy search. Some 
methods like FSD, gSpan, AGM create candidate subgraphs from each molecule by 
adding one edge to each candidate each time [6-9]. Then isomorphisms of each 
candidate at different molecules are searched in dataset. To prune the search space, 
some of the candidate subgraphs are eliminated using some limitations, heuristics or 
support values. Instead of using some limitations for searching candidate subgraphs to 
avoid curse of graph and subgraph isomorphism, clustering methods can be another 
feasible alternative. On the other hand, direct use of clustering methods may cause 
wrong clusters because of the scattered data of flexible molecules. To avoid this 
deficiency, we propose to give pre-information from the experts about fragments 
which will increase the success, and prune the search space. 

In this paper, the main focus is Qualitative-SAR method that uses pharmacophores 
as a map to guide for molecular design. The proposed novel molecular fragment 
mining approach uses suggestions of experts instead of fully automated blind 
computer calculations. With the proposed approach, chemists use 2D molecular 
information visualization to filter data. 2D Molecular visualization techniques are 
used to create molecular images and these images are used to filter uninformative 
regions of the molecules. The novel representation displays common properties of 
active and inactive molecules as “filtered-out” parts. With a simple data flow 
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technique, the data is filtered through several molecular visualization techniques with 
variable parameters until the data is filtered satisfactorily. The filtering method is 
basically the first stage of feature extraction method where residues give more exact 
information about active fragments. Second stage of feature extraction determines the 
final active fragments. This interactive user assistance in the proposed approach 
speeds up the process without any decrease in success rate. 

2   Methodology 

In this section, we explain our methodology for molecular fragment mining in detail. 
For this purpose, we introduce a semi-automatic pipelining structure in the next 
subsection. 

2.1   Semi-automatic Data Pipelining Structure & Data Filtering 

Previous researches mostly use data mining techniques to find active fragments [3]. 
Parameters of these techniques are automatically determined using adaptive approaches.  

The success of these systems depends on the accuracy of the blindly estimated 
parameters [10]. Since finding active fragments is among the most important stages of 
medical drug design, the parameters like the cluster centers and size of activity 
clusters should be selected with extreme care and accuracy instead of totally 
depending on automatic algorithms to determine the parameters. 

p

 

Fig. 1. Data flow diagram 
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In the proposed methodology, the most important step of molecular fragment 
mining is filtering. It is also vital stage of feature extraction. In our study, we have 
used a data pipelining structure to enable an expert to select the data that needs to be 
filtered. Figure 1 shows the data flow diagram of this data pipelining structure. Raw 
molecular data is filtered using different phases iteratively. During the process, the 
expert provides critical information to the system. For example, the expert determines 
the degree of filtering by providing suitable parameters to the system by examining 
visual representations presented. After getting suitable parameters from the expert, the 
system extracts features from the molecules’ data.  Data pipelining phase consists of 
several filtering stages. After filtering, final activity clusters are identified clearly for 
the active fragment extraction from the molecular data. 

2.2   Visualization of Molecule Properties  

Graphs are one of the most frequently used techniques in molecule visualization [3].  
However, this visualization technique can indicate only information about topology of 
molecules. Although edges and nodes are used to represent some properties of 
molecules, it is inefficient to compare different properties of 3D molecules with 
graphs only by visualization.  

In this paper, a transformation from 3D graphs to 2D molecular information 
visualization is implemented. To make this representation more understandable to the 
experts, images that display information about molecules are created. These images 
contain topological information of molecules as well as additionally requested 
properties. To represent molecular graphs, Electron-Topological Matrices of 
Conjugency (ETMC) are used [11]. In this method, a molecule with n atoms is 
represented with an upper triangular ETMC matrix as shown below: 
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In our study, diagonal elements aij (i=j) of an ETMC matrix contain information 
about electronic properties of atoms and non-diagonal elements aij (i ≠ j) include 
information about chemical properties of bonds between the corresponding atoms in 
ETMC matrix representation. If there is no bond, the distance between two atoms is 
used instead. The elements of ETMC matrix can vary, so that different properties of 
molecules are examined for effective properties on activity.  
   For every integer values of i, j (1 ≤ i,j ≤ n), vectors [aij, min(aii,ajj), max(aii,ajj)] are 
obtained from ETMC matrices, so that a molecule is split into pieces (bonds), each 
bond is represented with a vector including information about bonds (aij) and two 
atoms at each ends (aii and ajj). These pieces are plotted with point pairs, (aij, 
min(aii,ajj)) and (aij, max(aii,ajj)) using a transformation from 3D to 2D coordinate 
system as shown in Figure 2. Thus, points are derived from an ETCM matrix, and 
then can be plotted into 2D cartesian system. In the following sections, we propose 
two different approaches for the molecule visualization.  
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Fig. 2. Transformation of data to 2D space 

2.2.1   Gray Scale Shading for the Molecule Visualization 
We propose a visualization technique that displays desired properties of molecules for 
the experts using 2D images. Therefore, we enhance the understandability of the 
molecular information by experts and enable the experts to compare different molecules 
easily in terms of their desired properties. One of the problem of comparing molecules 
is that molecules posses different degrees of flexibility. Because of this flexibility, 
topological structures of same molecules can vary under different conditions. The 
ETMC matrix values therefore cannot be compared in a straightforward manner. To 
overcome this difficulty, we decrease the resolution of the data as mentioned below. A 
2D image is generated from the ETMC matrix of a molecule by dividing X-Y 
coordinate system into regular intervals in order to compose a 2D mesh. For this 
purpose, two parameters are used; Δx and Δy. Using the parameter Δx, X dimension of 
the coordinate system is divided into the intervals so that the width of each interval is Δx. 
Similarly, this is repeated to the Y axis. The crossing intervals on the coordinate system 
compose a 2D mesh. The resulting mesh is used to create a visualization of the 
molecule. Each point drawn from the ETMC matrix is plotted into the 2D mesh. Then, 
the rectangle region of the mesh where the point falls into is shaded.  

Two different techniques are used in shading rectangle regions. First technique 
paints the rectangle region into black, if the point falls into it (see Figure 3). Figure 4 
shows an example for the creation of a 2D image from an ETMC using the first 
technique. 

In the second technique, the color of the rectangle and the colors of its neighbor 
rectangles represent the position of the point in the corresponding rectangle region 
(see Figure 5).  
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Fig. 3. Image formation using the first technique 

 

Fig. 4. Resulting 2D image after processing an ETMC matrix according to the first technique 

 

a)                                      b)                                         c) 

Fig. 5. Image formation using the second technique 

Hence, unlike the first technique, the second approach enables experts to preserve 
more information about the position of the points in the 2D coordinate system. This 
technique is based on antialiasing method that is used to adjust the distortion of 
information (aliasing) due to low-frequency sampling [12]. As the first technique 
decrease the resolution of the data, the second technique avoids the data loss incurred 
using an antialiasing-based methodology. For example at the second technique, if the 
point is close to a border, that rectangle and neighbor rectangle is painted to gray 
according to the closeness of the point to the border (Figure 5-b). If the point is close 
to two borders, the color of the rectangles and three neighbor rectangles are calculated 
according to the closeness of the point to the borders of the rectangles (Figure 5-c). If 
the point is at the center of the rectangle, that rectangle is painted to black(Figure 5-a).  
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Fig. 6. Molecule images of molecule t1 using two shading methods 

For every point pair extracted from ETMC matrix of a molecule, intervals are 
shaded using two different shading techniques mentioned above. The comparison of 
two different methods for the same molecule is shown in Figure 6. 2D molecular 
images can be formed using one of the shading techniques, depending on the choice 
of the expert.  

Activity Map 
An activity map is created using the 2D mesh. However, this time, shades of the 
rectangles in the activity map are determined differently. A rectangle RI,J can be 
considered in the 2D mesh, where 0<I<N and 0<J<M. In order to determine the 
shade of each RI,J in the activity map, we average the shade of the corresponding 
rectangle RI,J in the images of the active molecules. In order to average shades, 8-bits 
gray scale is used where 0 corresponds to black. The resulting average value is 
converted to a gray scale. Hence, an activity map gives information about the parts of 
molecules that appear frequently in the structure of active molecules in a better 
perceivable format. Same methodology is used for creation of the inactivity maps, but 
this time, images from the inactive molecules, instead of images from the active 
molecules are used. 

Resulting activity and inactivity maps provide important perceivable information to 
the experts. For example, the activity map in Figure 7 shows the rectangles with darker 
and lighter shades. The dark fragments are the structures that are common to the most 
of the active molecules whereas the lighter fragments represent the structures that are 
not repeating in the active molecules, so those fragments may not be significant for the 
activity. Hence, we filter the training data falling to the lighter fragments in the activity 
map using a threshold value determined by the expert. In summary, first activity maps 
are constructed using all active molecules in the training data, then algorithm 
determines the insignificant points of the ETMC matrix of each molecule in the 
training data using the decisions of expert and lastly filters those points to eliminate 
redundant and noisy information. Alternatively, data falling into some fragments on the 
image can be removed directly by the expert. The same procedure can be applied to the 
inactivity map. Dark fragments of the activity map and inactivity map may also be 
filtered if those fragments exist in both images. This is intuitive, because those 
common fragments in the activity map and inactivity map do not give any significant 
information about active fragments. Selection of Δx and Δy parameters don’t effect the 
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Fig. 7. The activity image of 10 active molecules 

extracted active fragments too much, because the filtered data gives only preliminary 
information about activity and inactivity clusters. Nevertheless different values of the 
Δx and Δy parameters should be tried for best filtering. 

2.2.2   HSV Scale Coloring for the Molecule Visualization 
Gray scale shading enables expert to create activity and inactivity maps. Some 
fragments of these maps should be removed in order to get active and inactive 
fragments. As stated before, expert assistance is used. For this purpose, expert 
provides a threshold value. The expert uses only a gray scale image (map) to decide 
on a threshold value to provide this assistance. Perception and expertise of the human 
expert is therefore crucial.  Different colors may be easily perceived as the same by 
the human even if they are significantly different colors. Perceptual capacity of 
human in discriminating gray scale values is less than the capacity in discriminating 
color in hue values [12]. 

In this section, we propose a second coloring method for the molecule 
visualization. In this method, we use the same transformation from 3D to 2D as 
mentioned in Section 2.2.1. That is, from the ETMC matrix of a molecule, we derive 
2D points and we project those points on a 2D mesh that is determined by the 
parameters Δx and Δy. An activity map using the 2D mesh is computed using a 
rectangle RI,J on 2D image, where 0<I<N and 0<J<M. In order to determine the color 
of the each rectangle RI,J on the activity map, first the color of its center is determined. 
For this purpose, a simple voting algorithm is used. In this algorithm, each active 
molecule votes for RI,J if one of the points derived from the ETMC matrix of the 
molecule falls on RI,J. Similarly, each inactive molecule votes for the rectangle RI,J 
using the same criteria. Percentage of the active and inactive molecules that vote for 
the rectangle RI,J is denoted as PA

I,J and PIA
I,J. If a rectangle is voted by most of the 

active molecules but a small percentage of the inactive molecules, then this rectangle 
may contain features that are significant for being an active molecule. In order to 
highlight those rectangles, we compute the difference of the computed percentages as 
shown below. 

IA
JI

A
JIJI PPD ,,, −=  (2)

The computed difference determines the color of the rectangle’s center. For this 
purpose, we use a color map that maps DI,J values to corresponding colors on Hue 
Saturation Value (HSV) scale where colors are based on an intuitive color model with 
spectral colors [12]. Color distribution on this map is chosen so that colors mapped to 
different hues can be differentiated easily by human experts. After determining the 
colors of the rectangle centers this way, those colors are used to determine the color 
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distribution on the map by using 2D color hue interpolation. For example, color 
distribution within the rectangle RI,J is computed using the interpolation of 9 colors; 
its center’ color and centers’ color of its 8-neighbours. 8-bit hue values 0-255 where 
active parts correspond to higher hue values towards the red edge of the spectrum.  

 

Fig. 8. Activity-Inactivity Map of HSV Scale Coloring 

In the computed activity-inactivity map in Figure 8, the higher degree of red color 
shows the higher percentage of activity so that only points falling into these parts give 
active fragments. A similar procedure is used for inactive molecules. The higher 
degree of blue color shows the higher percentage of inactivity at those parts. Green 
parts that have zero percentage of activity and inactivity don’t have a role in activity 
or inactivity.  

2.3   Extracting Fragments & Clustering 

After filtering the training data using active and inactive maps (mentioned in 3.2.1 and 
3.2.2), redundant and noisy data are removed from the dataset. We determine active 
fragments of the molecules as follows. First, molecular graphs are transformed into a 3D 
space where each point corresponds to bonds splitted from molecules  including properties 
of the bond and two atoms at each two ends, so that a molecule with n atoms and m bonds 
is represented with m points: (aij, min(aii,ajj), max(aii,ajj)). This way, all the molecules are 
transformed into the same 3D atom-bond-atom space. So that, intensified point groups 
forms activity or inactivity cluster candidates, each denote active or inactive fragment 
candidates. Then, average-link clustering method is used to find candidates of clusters [13, 
14]. In this clustering method, initially each point in the space is regarded as an individual 
cluster. Then, clusters are merged iteratively according the distances between the cluster 
centers. That is, two clusters are merged if their distance is smaller than a predefined 
threshold. Note that each cluster is composed of one or a set of bonds. After determining 
clusters, for each cluster, we compute the percentage of active and inactive molecules that 
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Fig. 9. Unfiltered active molecules plotted on atom-bond-atom coordinate system 

contain the molecular pieces in the cluster. The clusters including higher percentages of 
active molecule pieces and small percentage of inactive molecule pieces are regarded as 
activity clusters. Bonds falling into active clusters are expected to be active fragments.  

In order to show advantage of the proposed filtering method, we show the points 
extracted from raw training-data in Figure 9 and the filtered training-data in Figure 10 in 
the 3D atom-bond-atom space. Although Figure 9 gives a messy view of the training data, 
Figure 10 gives a cleaner view of the training data, because noise and uninformative points 
are removed from the training data after filtering. In Figure 10, we also show the resulting 
clusters on the filtered training data, and an example molecule’s two pieces falling into 
two activity clusters.  

3   Results and Discussion 

In order to demonstrate our approach better, we design realistic experiments with real-
life data. Cost of labeling molecules as active and inactive is usually high. It requires 
extensive analysis in laboratory conditions. Naturally, most of the analyzed molecules 
are found to be inactive for a specific disease. Therefore, in real-life settings, datasets 
are small and most of the molecules in those datasets are inactive.  Hence, molecular 
data mining is very hard in real-life settings. Especially mining active molecules are 
relatively harder than mining inactive molecules, because we usually have relatively 
less information about the active molecules.  

In our experiments, we use anti-tuberculosis dataset [15]. This dataset is composed 
of 33 molecules (13 active and 20 inactive molecules). All the experiments of the 
proposed method are tested on 1.6 Ghz Intel Pentium Core II Duo, 1 Gb Ram running 
Windows Vista operating system. To make the approach repeatable, we used Matlab 
7.1 Prtools Toolbox for classification methods. We demonstrate the performance of 
our approach in two steps. First, we show a case study to demonstrate how an expert 
can use our approach for creating activity & inactivity maps and deriving active and 
inactive fragments interactively. Second, we use the found fragments as features and 
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Fig. 10. Activity and inactivity clusters extracted from filtered data and active fragments 
extracted from the clusters 

evaluate the performance of well-known classification methods in classifying 
molecules as active or inactive. Intuitively, if our approach is successful in 
determining active and inactive fragments that account for the activity and inactivity 
of the molecules, then the classification methods using those fragments as features are 
expected to demonstrate a good performance. 

3.1   Case Study 

An expert is first asked for the parameters Δx and Δy. Those parameters are selected as 
Δx=0.12 and Δy=0.07 by the expert. Using those parameters, activity and inactivity maps 
are created as in Figure 11 and Figure 12, respectively. Using those activity and inactivity 
maps, the training data is filtered using a threshold value: % 40. This threshold value is 
decided by the expert in order to keep more information unfiltered. Although it may seem 
that using a 2D activity maps rather than a 3D representation may cause loss of data. 
Important to note that, it is only used in finding approximate locations of clusters where 
unfiltered data and preinformation about clusters were fully preserved. Lastly, using 
unfiltered data and pre-information about the clusters, the system finds final active 
fragments. To visualize 3D topology of active fragments, an active template molecule 
which is selected by experts is used. Graph based representation of extracted active 
fragments on the template molecule are shown at figure 13.  

During these experiments, finding only clusters and fragments (not including 
active map formation) using Δx=0.12 and Δy=0.07 takes 9.5 seconds, and total 
processing time from beginning to finding active fragments is around to 11 minutes 
and 12 seconds.  
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Fig. 11. Activity map 

 

Fig. 12. Inactivity map 

 

Fig. 13. Active fragments 

We also measure processing time for image creation and filtering (Feature 
extraction) for different values of the parameters Δx and Δy. Table 1 show time 
consumption for Gray Scale Shading (GSS) and HSV Scale Coloring (HSVSC), 
respectively. The table shows that the parameters Δx and Δy do not significantly affect 
processing time for GSS’s image creation, while they dramatically affect processing time 
required for the creation of activity & inactivity maps for both GSS and HSVSC. 

These tables also show that HSVSC requires much more time than GSS, because of 
the interpolations. Therefore, while HSVSC improves the perception of the experts by 
producing colorful maps and images, GSS has a much better response time. For 
different experts, those methods may have different advantages and disadvantages. 
Hence, each expert may decide on one of those methods depending on its trade-offs 
(e.g., perceptional improvement vs. response time).  Additionally, we may note that 
both of these methods are fast enough to enable extraction of active and inactive 
fragments within minutes, during our experiments.  

Table 1. Process times for Gray Scale Shading and HSV Scale Coloring 

  Gray Scale Shading (GSS)  HSV Scale Coloring (HSVSC) 

Δx Δy Image creation (sec.) Act. & inact. map creation (sec.) Act. & inact. map creation (sec.) 

0.12 0.07 44.16 16 129 

0.4 0.15 43.5 9 69 
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3.2   Classification of Molecules Using Active/Inactive Fragments as Features 

Searching a molecular substructure rapidly in a molecular database is an important 
research problem in drug design. In the literature, graph mining techniques are mostly 
used to search molecular databases for the new molecules that are likely to be active 
for a specific disease [16]. Using classical graph searching methods, it is difficult to 
find molecules with specific frequent substructures because of the time complexity of 
subgraph isomorphism. Instead of using graph searching methods, classification 
methods from the machine learning literature can also be used for the estimation of 
active and inactive molecules in a molecular database. Classification methods require 
each instance in a training set to have the same dimensions. Therefore, we first derive 
a set of active and inactive fragments. Then, we use these fragments as features. This 
way, we represent each molecule using the same dimensions as follows. Let we have 
n1 active and n2 inactive fragments that we derive using the method in section 2.3. For 
each molecule, we prepare an array of n1+n2 dimensions, where each dimension 
represents one fragment. If the molecule has an active or inactive fragment, the 
corresponding dimension of the vector is set to the minimum distance from the points 
of molecules to the corresponding cluster’s center; otherwise it is set to 0. This way, 
we represent each molecule with the same dimension vectors. Using this 
methodology, we create a training set from the labeled examples. Then, we input this 
training set to different classifiers.  

In the QSAR literature, different classifiers are used. Most popular classifiers are 
Decision trees (DT), Linear Discriminant Analyses (LDA), K-Nearest Neighbor (K-
NN), Support Vector Machines (SVM). In our work, we also use these popular 
classifiers. We train these classifiers using the training set that is prepared using the 
derived active and inactive fragments. Then, using one-leave-out cross validation 
method, we measure the classification performance of the classifiers.  

In order to measure the performance of our approach better, we also train these 
classifiers with the original unfiltered data that do not only contain active/inactive 
fragments but also other fragments that are filtered out while determining these 
active/inactive fragments. Unfiltered data contain more information about the 
molecules, so classifiers using the unfiltered data  may have a better performance with 
respect to their performance using only a subset of this data (i.e., only active and 
inactive fragments). Our main aim in this paper is correctly determine active/inactive 
fragments that are responsible for the activity and inactivity of the molecules. If we 
determine these fragments correctly, the classifiers using only those fragments as 
features should also demonstrate a good performance in classifying molecules. 

In Table 2, we tabulate our results for Δx =0.12 and Δy=0.07 using the original 
(unfiltered) data and the filtered data, where only active and inactive fragments are 
used as features. Our results show that classifiers achieve the same performance when 
they use only active/inactive fragments as features (filtered data) and when they use 
the whole molecular data (unfiltered data). In our experiments, the best performance 
belongs to SVM and DT classifier, which always correctly classifies active and 
inactive molecules (success is 100%). Performance of other classifiers are also very 
good, almost all of the classifiers can correctly classify molecules more than 95% of 
the cases. Those results imply that our approach can correctly determine the active 
and inactive fragments and those fragments can successfully be used as features in 
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Table 2. Performance of the classification methods on the antituberculosis dataset 

Unfiltered Data Filtered Data 
  

Active Molecules Inactive Molecules Active Molecules Inactive Molecules 

Classification Methods Success (%) Success (%) Success (%) Success (%) 

Decision Tree 100 100 100 100 

Linear Discriminant Analysis 0 100 92 95 

1-Nearest Neighbor 100 100 100 95 

Support Vector Machines 100 100 100 100 

Average Processing Time  39 min 19 sec. 14 min 29 sec  

 
classification. Moreover, when the classifiers use only the active/inactive fragments 
extracted from filtered data rather than fragments extracted from original (unfiltered) 
data, it is observed that overall classification process is 2.7 times faster. 

4   Conclusions 

Machine learning methods use blind calculations to estimate necessary parameters. 
However, incorrect parameter estimations can adversely affect the results. Every 
molecular dataset has various structures, so the models fitted on these datasets can 
differ. Most of the current methods in the literature depend on the structure and size 
of molecules. They try to avoid the complexity of graph and subgraph isomorphism 
with some limitations in search space. However, in this paper, we present a novel 
approach to find substructures with common properties to avoid these deficiencies.  

We have evaluated the performance of our approach using experiments. Our 
experiments show that our approach can correctly determine active and inactive 
fragments of molecules that account for the activity and inactivity of those molecules. 
We also show that using our approach, classification methods can achieve good 
performances while determining active and inactive molecules. 

In this work, we do not directly compare our approach with the other methods in 
the Qualitative-SAR literature, such as sub-graph searching based approaches. As a 
future work, we are planning to compare our approach experimentally with the other 
approaches from the literature. A comprehensive study on unbalanced datasets can 
further enhance the future research planned [17]. 
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Abstract. Embryo cultures of rodents is an established technique for
monitoring adverse effects of chemicals on embryonic development. The
assessment involves determination of the heart rate of the embryo which
is usually done visually, a technique which is tedious and error prone.
We present a new method for fully automatic heart detection in digital
videos of rat embryos. First it detects the heart location, and then it
counts the number of heart beats for a predetermined period of time.
Using this automated method many more embryos can be evaluated at
reasonable cost.

Keywords: Heart Detection, Energy, Embryo, Directional Analysis.

1 Introduction

The technique of whole embryo culture of rodents (where rat and mouse em-
bryos can be cultured outside the uterus) has been used for over four decades to
study adverse effects of chemicals and drugs on embryonic development [1]. A
major advantage of whole embryo culture is, that development can be directly
monitored during organogenesis. For instance, the presence of heart rate and
blood circulation, a sign of a healthy embryo, is normally monitored at different
times during culture.

Usually this is done manually under a light microscope where the heart rate
is determine by simply counting the number of heart beats for a period of time.
This can either be done directly by visual inspection, or by filming the embryos
and determine the heart rate afterwards from the video recordings by visual
inspection. A normal rat heart beats around three times per second. It is quite
hard for humans to count heart beats at such high rate, and it even gets worse
if one is supposed to count the heart beats for a longer period of time. Instead
the heart beats are counted for a period of 15 seconds and then the heart beat
rate is calculated from this information.

The manual procedure is tedious and potentially subjective and error prone
and there have been some attempts of automating the assessment. In the early
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(a) (b) (c)

Fig. 1. Examples of some embryo images, where the superimposed white circle repre-
sents the heart region. a) An embryo containing lot of variations (topographic struc-
tures) in the embryo body, and even the blood color in the heart is hardly visible. b)
An embryo with poor contrast and its a situation where the blood color in the heart
is not visible. c) An embryo where the blood in the heart is easily visible, but it also
contains some dark regions on the left of the heart, which can become good contenders
for heart on the basis of blood color.

1970s, a culture system was presented in which embryonic heart rate could be
monitored in real-time by the use of a low-intense laser [2]. Although the tech-
nique provided the opportunity to monitor the drug effects on the embryonic
heart, the authors stated that a complete system represented a considerable
investment and that repeated measurements would become expensive.

In 2002 Danielsson et al., presented an automatic method to determine and
illustrate heart rate after exposure to drugs with IKr − blocking properties
which are known to induce bradycardia, with subsequent arrhythmia, with dose-
dependency in cultured rat embryos [3]. Video tapes containing individual
embryos are displayed on a monitor and a designed light-sensitive probe is hand-
held on the pulsating embryonic heart. The resulting analogue signal is A/D
converted and displayed as a trace showing the difference in light intensity when
the embryonic heart is filled and emptied of blood. This trace can then be used
for determining heart rate [3], [4].

Although the methods mentioned above estimate the heart frequency to a
satisfactory level, they require rather complicated equipment. In this paper we
present a new method which only requires a standard digital video camera at-
tached to a microscope and a normal PC for the analysis.

For validation of our method, videos were stepped through frame by frame and
the exact heart rate was determined visually. This very tedious procedure was
used in order to obtain a gold standard or ground truth for comparison with the
other methods. Determining the heart rate through image analysis of the whole
image field turns out not to work because of too many disturbing structures and
motions. Some of the problems are easily visible from Fig. 1. We thus need to
automatically find the heart location so that the analysis can be focused there.
The automated detection of heart rate will involve four steps: 1. Finding the
embryo border 2. Finding the heart within the embryo. 3. Tracking the blood
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flow back and forth in the beating heart so that a time signal expressing the
heart beat is obtained. 4. Analyzing the time signal to determine the heart rate
and its variations.

2 Finding the Embryo Border

The most prominent feature in the image sequences that can be used to detect
the heart location is the fact that the blood as well as the heart structures is
seen pulsating at the heart rate. Direct application of motion detection filters,
however, fails because the embryo as a whole also moves significantly, both with
the heart beats and also for other reasons. We thus need to separate the motion
of the embryo as a whole from the motion of the heart. The heart boundary is
rather diffuse and has low contrast, while the embryo boundary is sharper and
has a much stronger contrast. Due to the smooth nature of the heart boundary,
the spatial frequencies representing the heart boundary will thus be lower than
those of the embryo boundary. The stronger contrast for the embryo boundary
also makes it easier to detect its gradient directions. This means that if we employ
some kind of directional analysis tool, it will separate the embryo boundary from
the rest of the embryo.

Directional analysis can be either local or global. Sobel, Prewitt, Laplacian
etc., [5] are normally used for local directional analysis. All these filters pro-
vide good edges but are limited to local orientation due to their limited size. If
the edge width is changing, you need to apply varying size filter to detect the
edges. Gabor filters [6] also provide directional analysis for particular frequency
and orientation, but is local in nature. Decimation-Free Directional Filter Banks
(DDFB), provides global directional analysis. They split the spectrum of an im-
age into wedge shaped passbands [7], and in the spatial domain these passbands
correspond to information in a particular direction, irrespective of whether it has
a low or high frequency content. So, global directional analysis is not sensitive
to local orientation, and hence less sensitive to noise.

Visually it seems as if a threshold would separate the embryo from the back-
ground but severe shading causes this to fail as illustrated in Fig. 2c where we
have applied thresholding followed by simple boundary detection on Fig. 2a.
Local filters will not work well either, for instance applying a Laplacian gives
the result shown in Fig. 4b. Under the very same circumstances, DDFB has ex-
tracted the boundary very accurately as shown in Fig. 2d, mainly due to its less
sensitive nature to noise and local orientation. Here we have used DDFB which
partitions the full spectrum of an image into eight equal partitions [7]. Fig. 3a,
and b shows two outputs of DDFB when applied to Fig. 2a.

The computational complexity would be really high if we apply DDFB on
each image in the video sequence. Instead of applying DDFB to the whole video
sequence, we have applied it on the first three frames. But obviously the motion of
the whole embryo boundary cannot be captured with only the first three frames
of the sequence. The motion of the embryo is random but it is not translating in
any direction. This random motion can be masked by energy calculation. Here
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(a) (b) (c) (d)

Fig. 2. Example of boundary detection. a) Image having varying illumination and
contrast. b) Histogram of (a). c) Otsu′s thresholding of (a). Here the boundary is
dilated for better visualization. d) Boundary detection by applying DDFB on (a).
Once again the boundary is dilated for better visualization.

energy is calculated in the same manner as described in [7], but we have used it
in a new way. As a background, we will give a short description of how energy
is used in DDFB for image enhancement.

The outputs of DDFB are normally named directional images. Energy is
calculated for each of these directional images which result in corresponding
energy images. To get a value for any position (a, b) in the enhanced image,
the energy values at position (a, b) in all energy images are compared. Then
for the energy image containing the highest energy value, the value from its
corresponding directional image is picked, and placed at position (a, b) in the
enhanced image. This process will find any edges irrespective of their sharpness
in the image, and try to make them part of enhanced image. So, whenever DDFB
is used for image enhancement, energy is used only for comparison purpose, but
its value is not part of the enhanced image. But here we are interested in only
the embryo boundary, and we know that it has got good contrast.

In the energy images, the region containing the boundary of the embryo will
be represented by higher values, while the rest of the energy image should have
a darker look due to weak edges. Fig. 3c, and d shows two energy images re-
sulting from Fig. 3a, and b respectively. It is evident that the higher energy
values correspond to edges in their respective directional images. So, a simple
segmentation on these energy images will provide us with the embryo boundary
along with some extra isolated structures. Fig. 3e, and f shows two segmented
images resulting from Fig. 3c, and d respectively. A simple logical or operation
between these segmented energy images will provide us with the whole embryo
boundary. Here we have to select the largest connected component in the resul-
tant image to remove the small isolated structures, which are normally produced
due to noise, and parts of the embryo which are almost as sharp as the embryo
boundary.

This new way of segmentation can also be used to differentiate between strong
edges and relatively weak edges. This can be achieved by just masking the strong
edges found in the original image, and then repeating the same process as men-
tioned earlier for strong edges, to find the rest of the edges. It is computa-
tionally more efficient then the previous algorithm where segmentation is done
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(a) (b) (c) (d)

(e) (f)

Fig. 3. Outputs of DDFB when applied to Fig. 2a. Here a) and b) shows two out of
eight directional images when DDFB is applied to Fig. 2a. c) Energy image of (a).
Higher values in energy image represents the edges. d) Energy image of (b). e) Otsu′s
thresholding of (a). f) Otsu′s thresholding of (b).

after image enhancement. To compute energy images, we have used the formula
shown in equation (2):

fs(x, y, n) = f(x, y, n) − 1
m2

m−1
2∑

c= −m+1
2

m−1
2∑

d=−m+1
2

f(x − c, y − d, n), (1)

fe(x, y, n) =

m−1
2∑

c=−m+1
2

m−1
2∑

d=−m+1
2

| fs(x − c, y − d, n) | . (2)

Here, f(x,y,n) represents a time frame sequence. x, and y represent the spatial
horizontal and vertical dimensions respectively. n represents the frame number.
In equation (2), fe(x, y, n) represents the energy image. m, the block size, is the
most critical parameter. It determines how large motions of the embryo wall that
can be handled. We are assuming that the embryo boundary is moving randomly,
but the overall embryo is not translating in any direction. Thus, using m = 30 is
a good choice. To completely detect the boundary, we pass each of the first three
time frames through DDFB, which will result in eight directional images. On each
directional image, equation (1), and (2), is applied which results in eight energy
images for each frame. On each of these energy images automated thresholding
based on Otsu′s method is applied, resulting in a total of 24 binary images. All
these images are logically or to form a template image. Then only the biggest
connected component in template image is preserved. This template is used to
mask out the embryo boundary for the subsequent analysis steps. We represent
the boundary masked time frame sequence by fm(x, y, n), where x, y, and n
represent the same dimensions as earlier.
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(a) (b) (c)

Fig. 4. Thresholding results. a) Ist frame of a time frame sequence. b) Laplacian of (a)
followed by Thresholding. c) Boundary detection by applying DDFB on (a).

3 Finding the Heart

Once the movement of the boundary is masked out, the remaining dominant
movement would be due to the heart motion, but there are still sampling and
noise problems which prevents the simple solution of taking the standard devia-
tion across the time frame sequence to find the heart location. Instead we have
used an energy based algorithm for this purpose.

Lets think of the boundary masked time frame sequence as a volume image,
with the two spatial dimensions(x, y) and one time dimension (n). Now, we slice
this volume image into two dimensional images where either one of the spatial
dimension and the time dimension will serve as the two dimensions of the sliced
image. Mathematically it can be represented as,

gx(y, n) = fm(x, :, :), (3)

where gx(y, n), represents the sliced image, along row number x, and ”:” rep-
resents the set of all possible values for the dimensions y, and n. To avoid the
effect of non-uniform illumination, we have used a butterworth filter as discussed
in [7] on each sliced image gx(y, n).

Equation (3) will be repeated for each value of x, which will result in as many
images as the number of rows in the volume image. The next step is to identify
those rows where the heart is located. To accomplish this, we take the Fourier
Transform of the sliced images. Mathematically it can be represented by,

Gx(u, v) =
c−1∑

n=0

b−1∑

y=0

fm(x, y, n)e−j2π( uy
b + vn

c ), (4)

where b denotes the total number of columns, and c denotes the total number of
frames, and u, v can take values 0, 1, 2, ..., b− 1, and 0, 1, 2, ..., c− 1 respectively.

Fig. 5a) shows a sliced image when we are out of the heart region. Fig. 5b)
shows a sliced image, when we are in the heart region. One can easily see
the periodic pattern in Fig. 5b) which represents the motion of the heart. This
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Fig. 5. Example of some image slices and their Fourier Transform, of the image shown
in Fig. 2a. a) Slice of the time frame sequence when we are out of the heart region.
Clearly, there is no sort of periodic pattern resembling the heart motion in the image.
b) Slice of the time frame sequence when we are in heart region. This periodic pattern
is produced due to the heart beat. c) Magnitude Fourier Transform of the Image shown
in (a). As there was no sort of periodic pattern in (a), the transformed image has almost
no activity. d) Magnitude Fourier Transform of the image shown in (b). All the periodic
activity in (b) is represented in its Fourier Transform by the pattern which appears
along the horizontal axis of the magnitude transform. e) The plot shows the energy of
the Fourier Transform R(x).

has motivated us to model the motion of a heart as a sinusoid. Since we have
knowledge about how fast a heart can beat, we can use this information in
the development of our method. To use this information we are assuming that
the heart will not beat more then 6 times per second. Currently, the sequence
is recorded at 25 frames per second. Which means that the highest frequency
representable is 25/2 (Shanon Sampling Theorem), which would appear on π,
and −π in the Fourier Transform of Gx(u, v) on u axis, but we cannot say
anything about v axis. So, our heart beat frequency will always reside between
−π/2 to π/2. For this reason we have computed the energy on u axis of Gx(u, v)
between this range using all possible values of v. We do not need to include
the rest of the frequency range as this is not representing the heart motion. As
we have already filtered these sliced images with a butterworth highpass filter,
which means that the DC component and certain low frequencies around DC
component of the Fourier Transform will not contribute to the energy calculation.

Now for each row number x, we have a Fourier Transform Gx(u, v). Fig. 5(c)
shows the magnitude Fourier Transform of image shown in Fig. 5(a). Here the
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magnitude Fourier Transform contain much less activity than Fig. 5(d) which is
a Fourier Transform of the sliced image shown in Fig. 5(b). The higher activity
in Fig. 5(d) represents the heart motion. This process is followed by,

R(x) =
(c∗3)/4∑

u=(c/4)+1

b−1∑

v=0

| Gx(u, v) |, (5)

where R(x) represents a one dimensional vector of energies. One can easily see
the outer summation range in equation (5) is adjusted to only include frequencies
between -π/2 to π/2 according to the current sampling rate. Fig. 5e shows the
Fourier energy plot. Here the higher energy values represent the rows where
the heart is located. The repetition of the same procedure from equation (3)
to equation (5), just replacing x with the y variable will result in R(y) which
finds the columns containing the heart. This process is followed by equation (6),
which is basically an image fimg, formed by using both the energy vectors. The
application of Otsu′a thresholding method on fimg results in a binarized image,
where the non-zero area in fimg thresholded image represents the heart location
in each frame of the time frame sequence.

fimg = R(x)′ ∗ R(y), (6)

where, R(x), R(y) are energy row vectors as discussed earlier, and ′ represents
the transpose operation. We will use the indices of non-zero values of fimg

thresholded image to crop the heart from each frame of the time frame sequence,
and named it the heart image. Fig. 6a shows the heart location outlined over
the image shown in Fig. 2a.

4 Creating a One Dimensional Signal Representing the
Heart Beat

After finding the heart position in the time frame sequence, the next step is to
extract a signal that represents the heart beat. We have used 2-D cross-correlation
between a template and the heart image sequence to generate this signal.

The template should represent either of the extremes states in the heart cy-
cle, either end-systole or end-diastole. End-systole represents that the heart is in
contracted position, driving blood out of the heart chambers, and end-diastole is
its opposite. One can think of one heart beat time as the time it takes between
two consecutive either end-systole or end-diastole. To find such a template we
create a similarity matrix from the first Z frames of the video sequence, repre-
senting video from the first 2 seconds. The dimension of the matrix is thus Z X
Z. Each entry of this matrix can be calculated as,

Sij = A(Hi, Hj), (7)

where Sij represents the entry at row i, and column j. Hi, Hj represent the heart
image from frame i, and j respectively. Here A represents the cross correlation
which can be represented by the following formula.
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A(p, q) =

a−1∑
x=0

b−1∑
y=0

(p(x, y) − p̄)(q(x, y) − q̄)
√

a−1∑
x=0

b−1∑
y=0

(p(x, y) − p̄)2
a−1∑
x=0

b−1∑
y=0

(q(x, y) − q̄)2
(8)

here a, b represent the total number of rows and columns of image p and q. p̄, q̄
represent the mean of the image p and q.

The minimum value in this matrix represents the worst cross-correlation,
which means that the heart is in opposite state in the two images whose cross-
correlation is measured. The location of the minimum value in the similarity
matrix will provide us with the frame number for the corresponding images. We
choose one of the frames corresponding to the minimum correlation entry as our
heart template image, HT .

Now we are in a position to find the one-dimensional function (which eval-
uates with time) representing the heart motion. It is created simply by taking
the cross-correlation between each heart image and the heart template image.
Mathematically it can be represented as,

Hgraph(n) = A(HT , Hn), (9)

where Hn represents the heart image, and n represents the frame number. Fig. 6b
shows a graph showing the heart beat motion as a function of time(frame num-
ber). It clearly shows a periodic pattern which represents the heart beat, and is
sinusoidal in nature, which justifies our statement in the last section.

5 Determining the Heart Frequency

From the signal representing the heart beat, we simply need to find all significant
local maxima or all significant local minima in Hgraph. The total number of local
minima or maxima will represent the total number of heart beats for a selected
time period typically 15 seconds. We can also analyze the variation in this signal
to see major deviations in the heart rhythm indicating serious arrhythmias.

6 Experimental Results

We have tested our method on a set of 30 cases. All these videos are taken from
different days during the culturing process to include the shape variations of em-
bryos, embryo boundary sharpness variations, and also the change in recording
environment. The time frame sequences are stored in AV I format with 480x640
pixels per frame. With 25 frames per second, a 25 second long time frame se-
quence will occupy around 183 Mega-Bytes when stored as unsigned 8-bit inte-
ger. Using Linux based MATLAB(7.40.287) with Intel(R) Xeon(TM) 3.6GHz
processor, It takes 120 seconds to complete the analysis, out of which half of the
time is taken for loading the video into the RAM.
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Fig. 6. Heart location and plot of heart movement. a) The heart location in Fig. 2a
found from ’fimg thresholded image’ is outlined. b) The plot show the heart movement
as a function of frame number.

Our method was able to detect the embryo boundary, heart location and
determine the heart beat automatically in all 30 cases. To verify the accuracy
we have compared our results with the results from stepping through the image
sequences frame by frame and manually determining the number of beats, thus
creating a gold standard. We have also compared our results with those obtained
with the previously used manual method where the heart beat is counted in real
time. Keeping up with one to two beats per second is difficult as seen from the
results in Table. 1. The 2nd row shows the manually counted results, while the
3rd row shows the result by applying our method and the 4th row shows the
gold standard. From the table, it is clear that our results are within ±1 of the
results shown in row 4, whereas the variations in manually counted results are
slightly higher.

Table 1. The table shows the result of 20 time frame sequences calculated over the
time of 15 Seconds. Here M , P , S, stands for Manual, Proposed, and Slow motion
respectively.

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10V11V12V13V14V15V16V17V18V19V20
M 42 45 45 43 42 41 36 33 35 40 45 38 36 39 35 41 39 43 43 42
P 41 45 47 46 41 42 35 33 36 39 46 40 36 41 35 43 43 45 47 42
S 40 44 46 47 41 42 35 33 36 39 46 40 36 42 34 43 43 46 48 42

7 Conclusion and Future Work

We have presented a fully automated approach to detect and count the heart
beat in rat embryos. We have used the DDFB in a new way, so that strong
edges can be segmented directly by skipping the enhancement stage. The method
may seem rather complex but our attempts to use simpler approaches have
resulted in significantly less robust solutions, mainly due to large variations in
shape of embryo during the culturing process, and digitization noise. There is
also movement from the liquid culture medium, which is produced due to the
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movement of the heart. The method will fail whenever there is a translation
in embryo. However, this can be solved by updating the heart template image
by using equation (3), whenever there is drop in cross-correlation value, but it
would be computationally much expensive.

In our present method the heart rate is robustly determined and significant
deviations in the inter beat intervals can be detected and reported as an indica-
tion of arrhythmia. The detection of arrhythmia is, however, a very important
aspect of this kind of analysis and we are currently exploring more sophisticated
analysis of the heart beat signal to detect unusual patterns that can be indicative
of arrhythmia.
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Abstract. Signal and imaging investigations are currently a basic step
of the diagnostic, prognostic and follow-up processes of heart diseases.
Besides, the need of a more efficient, cost-effective and personalized care
has lead nowadays to a renaissance of clinical decision support systems
(CDSS).

The purpose of this paper is to present an effective way to achieve
a high-level integration of signal and image processing methods in the
general process of care, by means of a clinical decision support system,
and to discuss the advantages of such an approach.

Among several heart diseases, we treat heart failure, that for its com-
plexity highlights best the benefits of this integration.

Architectural details of the related components of the CDSS are pro-
vided with special attention to their seamless integration in the general
IT infrastructure. In particular, significant and suitably designed image
and signal processing algorithms are introduced to objectively and reli-
ably evaluate important features that, in collaboration with the CDSS,
can facilitate decisional problems in the heart failure domain. Further-
more, additional signal and image processing tools enrich the model base
of the CDSS.

1 Introduction

Signal and imaging investigations are currently a basic step of the diagnostic,
prognostic and follow-up processes of heart diseases. Not by chance, in the last
decades, the development of Computer-Aided Diagnosis (CAD) schemes has at-
tracted a lot of interest and effort within medical imaging and diagnostic radi-
ology, becoming in some cases a practical clinical approach. The basic concept
of CAD is to provide a second opinion or a second reader that can assist clini-
cians by improving the accuracy and consistency of image based diagnoses [1].
Actually, the clinical interpretation of diagnostic data and their findings largely
depends on the reader’s subjective point of view, knowledge and experience.

P. Perner and O. Salvetti (Eds.): MDA 2008, LNAI 5108, pp. 38–51, 2008.
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Hence, computer-aided methods, able to make this interpretation reproducible
and consistent, are fundamental for reducing subjectivity while increasing the
accuracy in diagnosis. As such, they are likely to become an essential component
of applications designed to support physicians’ decision making in their clinical
routine workflow. Other important motivations rely on the limits to reader’s
ability of data interpretation caused by either the presence of structure noise or
the vast amount of data, generated by some devices, which can make the detec-
tion of potential diseases a burdensome task and may cause oversight errors.

Besides, the development of computerized applications for supporting health
care givers (an old but still alive quest, started more than 45 years ago in the
early 1960s) is experiencing a period of rapid expansion in knowledge, motivated
by a renewed interest [2]. The need of a more efficient, cost-effective and per-
sonalized care and of a more rational deployment of diagnostic resources is one
of the reasons behind this renaissance. Actually, the development and increas-
ing use of hospital or, even, cross-enterprise regional health information systems
make possible the design of ambitious integrated platforms of services in order to
guarantee the continuity of care across the various stakeholders. Clinical Decision
Support Systems (CDSSs) are a natural and key ingredient of such integrated
platforms, since they may compete with the increasing bulk of clinical data by
providing an integrated approach to their analysis. In addition, CDSSs may fos-
ter adherence to guidelines, prevent omissions and mistakes, spread up-to-date
specialistic knowledge to general practitioners and so on.

This being the general setting, the purpose of this paper is to address the
integration of signal and imaging investigations with the wide-ranging services
provided by CDSSs. Actually, signal and image processing methods may be un-
derstood and embedded as a part of the model base of the CDSS. In such a way
an effective high-level integration of signal and image processing methods in the
general process of care is achieved.

With the aim of avoiding unnecessary generality, the paper addresses the
specific yet complex and paradigmatic example of image and signal processing
for decision support in heart failure. Indeed, heart failure is a clinical syndrome,
whose management requires –from the basic diagnostic workup– the intervention
of several stakeholders and the exploitation of various imaging and non-imaging
diagnostic resources.

The paper is organized as follows. First, heart failure management is briefly
described in Section 2.1, including a description of its diagnostic workup which
is enlightening to understand the complexity of this syndrome. In Section 2.2 the
quest for a decision support system is motivated, describing relevant decisional
problems. In Section 3, signal and imaging investigations are justified, highlight-
ing the value added to the CDSS, while suitably designed algorithms for image
and signal processing are introduced in Sections 3.2 and 3.3 respectively. In Sec-
tion 4, the results of architectural design for integration are described both at
the IT infrastructure level (Section 4.1) and at the higher level represented by
the general CDSS (Section 4.2). Finally, Section 5 ends the paper with some
remarks and directions for future work.
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2 Background

2.1 Heart Failure

Heart Failure (HF) is a complex clinical syndrome resulting from any struc-
tural or functional cardiac disorder which impairs the ability of the ventricle to
fill with or eject blood. In its chronic form, HF is one of the most remarkable
health problems for prevalence and morbidity, especially in the developed west-
ern countries, with a strong impact in terms of social and economic effects. All
these aspects are typically emphasized within the elderly population, with very
frequent hospital admissions and a significant increase of medical costs.

The first, immediate and enlightening proof of HF complexity is represented
by its diagnostic workup, which we briefly describe next. Indeed, it can be con-
sidered as the first stage of HF patients’ management which necessarily requires
the acquisition and analysis of signal and imaging data.

Heart Failure Diagnostic Workup. Figure 1 shows the sequence of steps
that compose the HF diagnostic workflow [3]: after having assessed the presence
of main signs and symptoms, physicians usually require diagnostic examinations
such as ECG, chest X-ray and neuroendocrine evaluations (i.e. Brain Natriuretic
Peptides - BNP) in order to check out the diagnosis, confirmed eventually by
an echocardiography investigation. Supporting such a decision problem requires
to encode the workflow into an opportune knowledge base which formalizes, for
each step, the set of conditions evaluated by physicians. The first step regards
the presence and severity of signs and symptoms such as breathlessness, swelling,
fatigue, hepatomegaly, elevated jugular venous pressure, tachycardia, third heart
sound and pulmonary crepitations. Then, ECG signals are acquired for investi-
gating the presence of anterior Q waves and left bundle branch block, signs of
left atrial overload or left ventricular hypertrophy, atrial fibrillation or flutter
and ventricular arrhythmia. If ECG abnormalities are present, HF diagnosis is
considered carefully possible and further checked out by analyzing chest X-ray.
Such an examination is useful for detecting the presence of cardiac enlargement
(cardio-thoracic ratio > 0.50) and pulmonary congestion. In parallel, neuroen-
docrine analysis are performed to test out high levels of natriuretic peptides
which suggest the presence of a cardiac disease. Whether all these examinations
certify the presence of abnormalities, an echocardiographic investigation is per-
formed for documenting a cardiac dysfunction. The most important parameter
to be evaluated from such a diagnostic modality is the Left Ventricle Ejection
Fraction (LVEF); other relevant data are the fractional shortening, the spheric-
ity index, the atrioventricular plane displacement, the myocardial performance
index, the left ventricular wall motion index, the isovolumic relaxation time, the
early to atrial left ventricular filling ratio, the early left ventricular filling de-
celeration time, the pulmonary venous atrial flow velocity duration, the ratio of
pulmonary vein systolic and diastolic flow velocities, and the pulmonary artery
pressures. HF diagnosis is finally concluded if symptoms and signs and ECG /
X-ray / BNP level / Echocardiographic abnormalities are all present.
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Fig. 1. HF Diagnostic Workflow

2.2 Decision Support in Heart Failure

Recent studies andexperiences havedemonstrated thataccurateheart failureman-
agement programs, based on a suitable integration of inpatient and outpatient clin-
ical procedures, might prevent and reduce hospital admissions, improving clinical
status and reducing costs. Actually, HF routine practice presents several aspects
in which an automatic, computer-based support could have a favourable impact. A
careful investigation about the needs of HF practitioners and the effective benefits
assured by decision support was performed: four problems have been identified as
highly beneficial of CDSS point-of-care intervention [4]. They can be referred as
macro domain problems and listed up as: (i) HF diagnosis, (ii) prognosis, (iii) ther-
apyplanning,and (iv) follow-up. Further detaileddecisionproblemswere identified
for specifying these macro domains, focusing as much as possible on the medical
users’ needs; explicative examples are:

– severity evaluation of heart failure
– identification of suitable pathways
– planning of adequate, patient’s specific therapy
– analysis of diagnostic examinations
– early detection of patient’s decompensation

An accurate analysis highlighted that the needed corpus of knowledge mainly
consisted of domain know-how. Nevertheless, the solution of some of these prob-
lems seemed still debated in the medical community, due to the lack of validated
and assessed evidences. In such cases, computational models appeared the best
solution for modelling the decision making, extracting knowledge directly from
available data.

In this perspective, a CDSS for the management of heart failure, which com-
bines several models of reasoning, has been suitably designed. Having the overall
organization of the CDSS being reported in [5], the focus in the sections below is
on the analysis of diagnostic examinations and on their integration into the CDSS.
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3 Signal and Image Processing in Heart Failure

3.1 Significance

During the formalization of the main decisional problems that require the CDSS
intervention and, hence, listing up all the pieces of knowledge, data and informa-
tion relevant for decision making, the importance of considering and interpreting
ECG signals and echocardiography images had come forth. Indeed HF diagnos-
tic workup was a straightforward example of the importance of computer-aided
data processing in HF decision making, but other significant contributions can
be envisaged. Overall, among all the profitable applications into decision support
workflows, the following can be listed up:

– automatic or semi-automatic computation of parameters relevant in the de-
cisional problems;

– support of physicians’ case-based reasoning processes;
– discovery of novel pertinent knowledge.

While the first is typical of routine workflows in relatively simple situations,
as described in the diagnostic workup example, the other two can be considered
advanced applications that may aid physicians in facing critical cases or critical
problems.

Actually, not only the parameters extracted from signals and images exami-
nations are significant to physicians for formulating a response but also the data
themselves can be useful for having a general overlook of a patient’s situation.
This means that allowing clinicians to explore data can assure the availability
of a lot of other pieces of information hidden in the same data. Moreover, when
dealing with a difficult case, comparing the one at hand with assessed responses
for other patients’ situations can be really helpful [6]. This entails maintaining
and making available a database of cases with annotated images and signals
which can be retrieved by similarity on a set of computed features (see Section
4.1). Difficult diagnoses and, most of all, prognosis assessment are examples of
these situations. For such critical problems, data processing facilities can have
further relevance for the discovery of novel knowledge by granting the compu-
tation of a wide range of parameters which can be explored and correlated in
order to find out new relevant patterns [7].

Finally, from the opposite side, opportune knowledge formalization may repre-
sent advantages in personalization of diagnostic imaging and non-imaging investi-
gations. This means that adequate conditions could be encoded within the CDSS
in order to suggest which kind of parameters could be more usefully evaluated for
a given patient during, for instance, an echocardiography or an ECG session.

3.2 Image Processing Methods

Imaging techniques offer invaluable aid in the objective documentation of car-
diac function, allowing for the computation of parameters relative to chamber
dimensions, wall thickness, systolic and diastolic function, regurgitations and
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pulmonary blood pressure. As previously mentioned, chest X-ray and echocardio-
graphy should be included in the HF initial diagnostic workup. Further, echocar-
diography will be regularly repeated to monitor in an objective way the changes
in the clinical course of a HF patient. Additional techniques, like nuclear imaging
and cardiac magnetic resonance, may be also considered for particular patients,
since they have not been shown to be superior to echocardiography in the man-
agement of most HF population. Thus, echocardiography and in particular 2-D
TransThoracic Echocardiography (TTE) for its portability and versatility is the
key imaging technique for the practical management of HF. The most important
measurement performed by TTE is LVEF, which permits to distinguish patients
with cardiac systolic dysfunction from patients with preserved systolic function.
LVEF is given by the normalized (non-dimensional) difference between left ven-
tricle End-Diastolic Volume (EDV) and the End-Systolic volume (ESV). Among
different models for the computation of such volumes, the American Society of
Echocardiography [8] suggests the use of the so-called Simpson’s rule, by which
the left ventricle is approximated by a stack of circular (or elliptical) disks whose
centers lie in the major axis. Simpson’s method, therefore, relies on left ventri-
cle border tracing. It is well-known that manual border tracing, besides being
time-consuming, is prone to inter- and intra- observer variability, and thus is
unable to provide a satisfactory and reproducible measurement of LVEF. Image
processing techniques may reduce variability of human interventions in border
tracing, by providing automated or, at least, semiautomated methods for tracing
contours of relevant structures found in an image. However, the segmentation
problem for ultrasound images is by no means trivial, due mainly to low signal
to noise ratio, low contrast, image anisotropy and speckle noise [9]. Nevertheless,
some acquisition devices already offer the possibility of automatically computing
a set of relevant parameters but are still really expensive and this is the reason
why older devices are still very common.

From these considerations, it was early realized that the development of as-
sisted segmentation methods, able to deal with echocardiographic image se-
quences, could represent a valid support to the physicians in the process of
image report formation.

Thus a prototypical toolkit [10] –composed of three main modules– for the
analysis of apical-view sequences of the heart has been developed. Two typical
frames of such sequences are shown in Figure 2.

The first module (Region Identification), which takes in input an apical se-
quence of the heart, is able to identify the left ventricle cavity in every frame of
the sequence by means of mimetic criteria, providing a rough segmentation.

The second module (Segmentation Refinement), which takes in input an image
and a rough segmentation of it, is able to refine the segmentation exploiting a
variational formulation of level set methods, which achieves regularization of the
boundary of the left ventricle as well as better adherence to image edges [11].

The third module (Feature Extraction) is able to extract significant features
from a set of segmented left ventricles, the most important being EDV and ESV
(both computed according to Simpson’s rule) and, in turn, LVEF.
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(a) (b)

Fig. 2. Typical frames of an image sequence taken from the apical view

After the integration in a suitable graphical user interface, three possible ways
may be foreseen to employ the toolkit. These ways are described below according
to the automatism level, starting from the less automatic one.

CaseA)Manual Selectionof theEnd-Diastolic and End-Systolic Frames
and Rough Manual Contour Tracing. In this case, the toolkit provides a re-
finement of the manually traced left ventricle contour in the manually selected
frames. Instead of using the common free hand selection, the user may just quickly
select a polygonal region approximating the left ventricle cavity. The Segmenta-
tion Refinement module is then triggered. In particular, the manually drawn con-
tour is used for the initialization of the level set method. Finally, the third module
is used for feature extraction.

Case B)Manual Selection of the End-Diastolic and End-Systolic Frames
and Automatic Contour Tracing. In this case, the toolkit traces automati-
cally the contour of the left ventricle in the manually selected frames. The Region
Identification module is used to find an approximate left ventricle contour. Then
the contour is refined by the level set segmentation step as in Case A).

Case C) Automatic Selection of the End-Diastolic and End-Systolic
Frames and Automatic Contour Tracing. In this case the toolkit takes in
input the whole image sequence and applies the Region Identification module
to every frame in order to obtain a rough segmentation of the left ventricle.
Then the volume of the cavity is computed on this rough segmentation by using
the Feature Extraction. The indices of the frames corresponding to the extremal
values (i.e. maximum and minimum) of the volume are found and stored. Then,
the Segmentation Refinement is applied to the contours in the frames which are
near to those of extremal values. Computing again volumes on the basis of the
refined contours by the Feature Extraction module leads to the identification of
the end-systole and end-diastole frames and to the computation of related clinical
parameters. The final result of segmentation in the automatically identified end-
systole and end-diastole frames is shown in Figure 3.
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(a) (b)

Fig. 3. Final result of segmentation in an end-systole (a) and in an end-diastole (b) frame

The proposed image processing toolkit could be easily extended in several
ways. Besides integrating standard tools for performing graphically image mea-
surements (such as linear measurements) and producing IHE-compliant Simple
Image and Numeric Reports, the core segmentation modules may be adapted to
deal with other echocardiographic views, so as to perform a complete quantifi-
cation of heart chambers.

3.3 Signal Processing Methods

ECG is one of the very basic examinations performed in the evaluation and
assessment of HF. According to [3], the negative predictive value of normal
ECG to exclude left ventricular systolic dysfunction exceeds 90%. The most
common ECG examinations are the Resting ECG and the Holter ECG. While
the latter is more commonly used for the discovery of rhythm abnormalities
and the computation of the Heart Rate Variability (HRV), the former is more
commonly used for the evaluation of morphological abnormalities in the PQRST
shape.

Considering the crucial role of ECG signals and the various related exam-
inations, it has been immediately judged important to design and implement
some basic, robust and scalable algorithms for ECG processing that could be
immediately applied to the raw data acquired by ECG devices with different
lead numbers and different acquisition periods. After some interviews with the
clinicians, it has been identified a significant operative scenario, where the ECG
acquired with a non-interpretive electrocardiograph is transferred to the hospital
gateway and from there processed in order to:

1. Detect the QRS complexes
2. Identify the dominant beats
3. Evaluate the averaged dominant beat (for all the leads)
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In particular, the averaged dominant beat can be used by the cardiologists (with
the help of a graphical ECG viewer), for the evaluation of all the measurements
of interest for the diagnosis or the follow-up of heart failure patients, like ST de-
pression, QRS and QT durations, Sokolow-Lyon index for left ventricular hyper-
trophy, presence of left or right branch bundle block and presence of pathological
Q waves. Notice that, since the average dominant beat is cleaner from the noise
than the original signal, performing measurements on this average beat leads to
a more accurate results, thus reducing inter- and intra- observer variability. The
algorithms developed for ECG processing are briefly described below.

QRS Detection. The selected approach for QRS detection belongs to the time-
domain techniques [12]. The first step consists in a signal pre-filtering using
a moving-average linear filter in order to reduce the baseline wandering and
the high-frequency noise, and to select the typical frequencies contained in the
QRS complexes. Then a QRS enhanced Signal (QeS) is built as the sum of the
absolute derivatives of each pre-filtered channel. The filter for the generation of
the derivatives has been chosen trying to reduce the effect of the high frequency
residual noise. In practice a pass-band filter is used with a derivative behavior
in the band of interest. Then, the beginning of a QRS is detected when the QeS
overcomes a suitably defined adaptive threshold. Using only the above algorithm
the QRS detection results are good enough, especially in recordings with low or
medium content of noise. However, when the noise in one or both leads is high,
the performances of the detector are significantly reduced. Therefore, a technique
for the improvement of the detection performance when the noise is present only
in one channel has been introduced. In particular a Noise Index (NI) is associated
with every detected QRS on the basis of the T-P interval average power divided
by the QRS average power [13].

Since the NI can be used as an indicator of the noise in the two different
channels and of good QRS detection, the appearance of a number of consecutive
noisy QRSs determines the beginning of a noisy interval, which ends once a few
consecutive non-noisy QRSs appear. In this way, a procedure for best channel
selection can be obtained with significant improvement of the overall QRS de-
tection performance. The results have been evaluated on the 48 records of the
MIT-BIH Arrhythmia Database where each ECG record is composed by 2 leads
sampled at 360 Hz for a total duration of about 30 minutes. The annotated
QRSs are 109494 in total. The results have been very satisfying on all the an-
notated QRSs and, with the inclusion of an automatic criterion for ventricular
flutter detection, a sensitivity=99.76% and a positive predictive value=99.81%
have been obtained.

Construction of the Average Dominant Heart Beat. A prerequisite for
the construction of the average dominant beat is the morphological classification
of each detected QRST. In fact, it is necessary to avoid the introduction of
extrasystoles or non-dominant beat in the averaging process, since they would
alter the quality of the averaged beat. Normally the evaluation of the heart
beat type is performed considering its morphology and its occurrence compared



Biomedical Data Processing for Decision Support 47

to the previous and following beats (rhythm). If the requirement is to obtain
a complete rhythm evaluation, then it is necessary an accurate classification
of each heart beat based on both morphological and rhythm criteria. However,
significant clinical information can be obtained from the analysis of the dominant
beat morphology.

For the classification algorithm, only the basic morphological parameters were
taken into consideration, trying to limit as much as possible the complexity of
such a system. For such purpose, the development and the test of the algorithms
were made using the records of the MIT-BIH Arrhythmia Database that includes
four records acquired from patients with pacemaker. The algorithm is based
on a two-stage clustering technique; firstly a possible classification of all beats
is performed, and then all clusters but the one that has been identified with
the dominant beats of the signal are reprocessed. In particular, the clusters
containing non-dominant beats (according to the first stage) that are large in
number are split into smaller ones and reconsidered for misjudgment of being
non-dominant. Details will appear elsewhere.

Finally, the averaged dominant beat is represented by the class centroid of
the dominant class evaluated on all the QRST assigned to the dominant class
after accurate alignment with horizontal and vertical wiggling. Figure 4 shows a
graphical interface that, among other functionalities, allows for visualizing the
average dominant heart beat and performing linear measurements.

4 Architectural Design and Results

4.1 IT Infrastructure

The signal and image processing methods described in Section 3 have as a result a
bunch of clinical parameters together with a new set of annotated images and wave-
forms (e.g. the segmented echocardiographic sequences and the computed aver-
aged dominant beats). These data should be stored in a structured way in order to
trigger CDSS functionalities involving the extracted parameters; further retrieval
procedures should be devised to support physicians’ case-based reasoning.

Aiming at answering these needs, a composite repository has been prepared
and standard-compliant network services have been enabled.

Apart from a standard database for clinical parameters, a DICOM Image
Archive has been included into the composite repository. The Image Archive
is used to store the original images deriving from a TTE examination as well
as the annotated images produced by the image processing toolkit. DICOM
Secondary Capture (DICOM-SC) modality is used for the latter purpose, since
it is specifically designed to embed the results of image processing (ranging
from the application of enhancement filters to more complex image processing
procedures) into a DICOM image [14]. The header of the DICOM-SC image
may replicate the patient personal information contained in the original DICOM
image which is used as input of the image processing algorithms. Further, the
header may be used to add a reference to the original DICOM study: in this way
the original images and the processed ones are persistently linked together within
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Fig. 4. A screen of the ECG viewer displaying (in zoom mode) additional information
including the reference (average) beats. The caliper (ruler) is active and the amplitude
and intervals can be accurately measured.

one DICOM study. However, when DICOM-SC is used for storing the results of a
segmentation task, a major limitation is represented by the impossibility to edit
the segmentation after exporting to DICOM-SC. This problem will be fixed in
future releases of DICOM standard; actually some relevant DICOM supplements
are in an advanced status of preparation (such as DICOM Supplement 132 which
aims at defining the so-called Surface Segmentation Storage SOP Class).

Having obtained in this way an interoperable repository, a second step towards
integration consists in embedding network services into the developed prototyp-
ical toolkit. Up to now, the image processing toolkit is able to save its results
in DICOM-SC format with a meaningful header. The header may replicate the
personal details of the patient contained in the original images and other pieces
of information which are not altered during processing. A new series UID is asso-
ciated to the segmented images, while the study UID (if available in the original
images) is kept. Further, DICOM utilities (based on the JAVA implementation
of DICOM provided by the DCM4CHE toolkit [15]) have been integrated in
the toolkit; in particular, the segmented images are sent to the Image Archive
directly from the image processing application.

4.2 Integration in the General CDSS Architecture

The intervention of signal and image processing methods into the management
of care delivery, as detailed in the previous sections, has been carefully and
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Fig. 5. The CDSS architecture

deeply investigated while designing the CDSS, identifying its functionalities and
modeling its architecture. The CDSS has been devised for processing patients’
related information by exploiting the relevant medical knowledge which has been
opportunely elicited from medical experts and extracted from clinical guidelines.
The symbolic paradigm has been selected for formalizing such knowledge into
an ontology- and rule-based Knowledge Base [4]. During the knowledge repre-
sentation process, the integration of both signal and image processing methods
has been conceived in order to embody parameters extracted from different data
acquisition modalities into the more general process of health care management.
In particular, the integration has been focused on two main issues, i.e. (i) sup-
plying relevant parameters to the inferential processes and (ii) personalizing the
diagnostic investigations by suggesting which parameters should be extracted.
An example can be used for better explaining the implications of these two is-
sues: while processing a patient’s information for identifying the causes of his
worsening, the CDSS may need a number of routine parameters not yet avail-
able. In such a case, a suggestion will be issued by the system asking the clinician
to perform additional examinations, such as an ECG or a TTE, in order to ob-
tain the missing parameters. On the other side, it can happen that such routine
parameters are not able to completely explain patient’s status and thus the sys-
tem can require the extraction of other non standard features that can enlighten
patient’s peculiar conditions. In both cases, the inferential process pauses, wait-
ing for additional information. Reactivating the inferential process requires data
processing algorithms to be performed. The CDSS has been hence carefully and
specifically designed for incorporating this kind of functioning. Figure 5 shows
the CDSS architecture defined according to a multilevel conceptualization strat-
egy which distinguishes between the knowledge and processing components. Such
conceptualization division makes the organization of knowledge inside the sys-
tem explicit, providing an implementation-independent description of the role
that various knowledge elements play during the decision supporting process.
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The CDSS is then composed by the following components:

– the Domain Knowledge Base which maintains the domain knowledge, for-
malized from the guidelines and from the clinicians’ know-how. It consists
of a suite of ontologies and a base of rules;

– the Model Base which contains the computational decision models, signals
and images processing methods and pattern searching procedures;

– the Meta Knowledge Base which is composed by the strategy knowledge
about the organization of the CDSS tasks;

– the Brain which is the system component endowed with the reasoning capa-
bility. It is divided into (i) a meta level composed by a Strategy Controller
that manages and orchestrates the object level according to what stated into
the Meta KB; and (ii) an object level that contained both an Inference En-
gine for reasoning on the Domain KB and a Model Manager for handling
and applying computational reasoning and data processing models.

In particular, the integration of signal and image processing models are, first
of all, assured by a dedicated formalization of the relevant acquisition modalities,
diagnostic examinations and computable parameters within the ontologies of the
Domain KB. Moreover, inferential rules able to process parameters extracted
from both signals and images are encoded into the same KB. Finally, the Meta
KB contains suitable procedural rules for integrating the application of the data
processing methods into the inferential reasoning process. More precisely, when
the Inference Engine stops into a crisis status due to the missing values of specific
parameters, the Strategy Controller is able to solve the problem by requiring
the application of the opportune processing methods triggered by the Model
Manager.

5 Conclusions

In this paper we have presented a high-level integration of diagnostic signal and
image processing into the wide-ranging services provided by a CDSS for the
management of heart failure. In particular, we have motivated the choices made
in designing suitably image and signal processing algorithms and we have shown
how they can be deployed in decisional problems –and hence in the global process
of care– by the CDSS. Future activities will focus on the extension of the already
developed signal and image processing toolkit as well as on the realization of an
integrated interface for their easy usage in conjunction with the CDSS.
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Abstract. This paper presents an original experimental optical device (design 
and construction), based on the Light Scattering Spectroscopy (LSS) and 
microscopically control of the investigated field. The optical device used for 
automatic data acquisition in conjunction with a data processing module and 
fractal analysis. A light beam distributions mathematical model for experimental 
system is presented. Fractal analysis for Mie light scattering signals are used to 
extract information about cell nuclei size distributions and could be a useful tool 
to clearly discriminate between non-infected and virus infected cultures. 

Keywords: Mie scattering, optical device, signal analysis, cell nuclei, fractal 
analysis. 

1   Introduction 

Until 1998, quantitative evaluation for transformation degree could be done using 
optical invasive methods: morphometry, microscopy and flow cytometry. Histology 
and morphometry require tissue removal, processing, and microscopic examination to 
reveal morphological characteristics. In flow cytometry, cells suspended in a fluid are 
ejected from nozzle and made to flow, and are then sorted using laser light according 
to size and shape, using angular light scattering properties or fluorescence from 
attached flurophores.  

Recently, Perelman and collaborators [1] proposed a new spectroscopic method 
has been developing using the Mie theory, started from the necessity of cellular 
structures analysis, with a view to establish the amount of cellular nuclei size 
distribution. Changes in nuclei of the epithelial cells are amongst the most important 
indicators for dysplasia. Some of the major diagnostic criteria include nuclear 
enlargement, increased variation in nuclear size and shape (pleomorphism).  

Mie scattering could be used to obtain a cell nuclei size distribution and correlate 
the findings with pathological aspects of the sample [2-4] from backward Light 
Scattering Spectroscopy (LSS) data in the visible spectral range.  

One important application of the technique capable of measuring quantitative 
changes of subcellular shape and structure in situ is early diagnosis of cancer or 
precancerous lesions [2]. The LSS is a non-invasive optical technique capable of 
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providing quantitative information that need further processing in order to be used in 
discrimination between different types of cells [5]. The light beam entering the cell 
holder surface and the outgoing beam are brought close together in a fibre optic 
attachment mounted below the microscope sample holder.  

The aim of the present research was to design an improved method [1] for 
measuring, under microscope control of the investigated field, the backward Mie LSS 
energies crossing cell cultures on transparent surfaces of various cell holders, in order 
to correlate the fractal dimensions (Fd) for cell nuclei size distribution changes with  
pathological processes.  

2   Materials and Methods 

2.1   Instrumentation 

The optical device represents a system which allows the recording of the backward 
diffusion spectrum by recording the light reflectance gathered from a sample mounted 
onto the microscope stage. The recorded spectrum is analyzed on line using software 
tools with a view to obtain data about cellular nuclei size distribution observed in the 
optical field of the object lens.  

The optical device was patented [6] and the main components are: light source, 
diode array multichannel UV-VIS spectrophotometer, optical fibre guides, optical 
connectors, lens and neutral filters.  

The schematic diagram of the device is presented in figure 1. 

 

Fig. 1. Block diagram of the optical device: 1 – light source; 2, 3 – optical fibre guides; 4 – 
diffusiometric probe; 5 – sample; 6 – microscope; 7 – spectrophotometer; 8 – digital camera; 9 
– USB cable; 10 – computer spectrophotometer interface; 11 – PC. 

In particular case, the optical device includes: 

− light source comprises collimated light source with a NARVA 6V–20W halogen 
lamp, transformer (6V – 30W), biconvex lens, optical neutral filters; 

− two optical fibre guides quartz Fibroflex with terminal parts CZ No. 772610-9018 
(Zeiss – Jena), length L = 200 cm and diameter d = 1 mm; 

− two optical connectors (Zeiss – Jena) length L = 2 cm, diameter d = 2 mm; 
− optical microscope ML – 4M IOR; 
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− digital Creative PC-CAM 300 camera; 
− diffusiometric probe 2 x d = 1 mm / 1 x d = 1.42 mm (Zeiss – Jena); 
− MCS 420 Zeiss diode array multichannel UV-VIS spectrophotometer; 
− Pentium III computer with interface for MCS 420 Zeiss multichannel 

spectrophotometer. 

2.2   Light Beam Distributions Mathematical Model  

To highlight all parameters used in the experimental system it was proposed a light 
beam distribution mathematical model, which cross analyzed samples.  

 

Fig. 2. The main optical parameters of the system used to record Mie light scattering spectrum 
crossing cell cultures samples 

Using the optical device presented above they were automatically recorded Mie light 
scattering spectra corresponding to analyzed cell cultures. Automatically acquisition for 
these spectra occurs in visible range using length between λ = 350 – 619 nm.  

The main optical parameters of the system are described in figure 2 where Mie 
LSS energy outputs recorded from a cells culture monolayer in terms of the input 
light energy are used in a theoretical approach of the optical phenomena involved. 
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The method is based on light energy output φe measurements of a sample versus 
those of a reference φ o

e. In these conditions, difference spectra were computed using 
the following equation: (Δφe) = (φe) – (φ oe). 

The peculiarities of the spectra are expressed in terms of all parameters involved as 
it is presented below. 

The light energy flow coming from the light source through the first optical fibre 
guide and reaching the tip front is φ0; a fraction of the energy is reflected backwards 
from the quartz fibre in the air with a ρ01 coefficient so that the emergent energy 
fraction φ1 becomes: 

( )0100101 1 ρφφφφ −=−= . (1) 

The beam energy flow φ2 reaching the flask is reflected at the air-flask interface 
with a ρ10 coefficient, resulting in: 

( ) ( ) ( )100101012 111 ρρφρφφ −−=−= . (2) 

The light energy flow φ3 reaching the lower surface of the flask represents the 
algebraic sum of all three components φM  (represents the Mie light scattering by the 
nuclei of the N cells occupying an Ns surface fraction of the beam), φR (represents the 
Rayleigh scattering component of the cell biopolymers not collected by the signal 
output optical guide and φD (is the sum of diffuse reflections due to the rough surface 
of the cell membranes in contact with the air): 

( )( ) ( )[ ] ( ){ }δμρρρφφφφφ −+−+−−=++= NskNsDRM 01100103 1111 , (3) 

The next reflection at the flask-air interface diminishes by reflection with a (1– ρ01) 
coefficient the φ3 outgoing beam, so that φ4 becomes: 

( ) ( ) ( ) ( )[ ] ( ){ }δμρρρφρφφ ++−+−−=−= NskNs 0110
2

0100134 11111 . (4) 

In an analogous way, φ5 – the light transmitted through the fibre guide to the MCS 
420 spectrophotometer - becomes: 

( )( )[ ] ( ) ( )[ ]{ }0101
2

100105 111 ρδμρρρφφ −+++−−= kNs . (5) 

The measured light energy φe needs also a correction factor C, due to other losses 
along the quartz fibres and the reflections at the end adapted at the spectrophotometer 
entrance. The corrected equation is then: 

( )( )[ ] ( ) ( )[ ]{ }{ }CkNse +−+−+−−= 0101
2

10010 111 ρδμρρρφφ . (6) 

For the cell free reference, when Ns = 0, the above equation becomes: 

( )( )[ ]{ }'2
1001010 11 Ce

o +−−= ρρρφφ  (7) 

and the difference spectrum Δφe = φe – φo
e of the sample in terms of the reference and  

the term φ0ΔC = C – C' represents an apparatus constant, easy to eliminate from the 
energy values recorded for each spectrum at 350 nm, the equation becomes: 
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( )( )[ ] ( )[ ]{ }δρμρρφφΔ +−−−−= 01
2

10010 111 kNse . (8) 

There are at least three comments to be made on the result obtained: 1) it is 
obvious from the last equation that the scattering is proportional to the area fraction 
Ns of the measuring beam section occupied by all cells and become nil for cell free 
samples; 2) Mie scattering patterns are recorded as positive peaks of the [(1–k)ρ01+δ] 
diffuse reflection and  Rayleigh scattering spectra, which are diminishing 
continuously the energy levels of the recorded spectrum; 3) the φ 0ΔC correction term 
could be avoided using technical methods during processing phase. 

When measurements were performed with a transparent immersion liquid, e.g. 
silicon oil, between the light guide tip and the cell holder so that φ0  = φ1 = φ2, and φ3 = 
φ4 = φ5, corresponding equations are resulting in: 

( ) ( )[ ]{ }[ ]{ }CkNsime ++−−+= δρμρφφ 01010 1 , (9) 

and respectively, and the corresponding value for the reference: 

( ) ( )'010 Cime
o += ρφφ , (10) 

so that, after corrections, the finally measured light energy difference becomes: 

( ) ( ) ( ) ( )[ ]{ }δρμφφφφΔ +−−=−= 010 1 kNsime
o

imeime . (11) 

By comparing equations (8) and (11) it is obvious that Δφe is decreased relative to 

(Δφe)im by a coefficient ( )( )[ ] 111 2
1001 <−− ρρ . 

It must be emphasized that there must also be another distinction between the 
results obtained with and without immersion liquid, shown by a shift of the Mie 
scattering peaks in the difference spectra calculated. That is due to the fact that this 
backward scattered light is not perpendicular to the flask surface, but specifically 
disposed in axial symmetric cones corresponding to different solid angles. The 
backward coming photons reaching the output light guide are more deviated at the 
two interfaces separating the flask from the fibre guide tip when air is between them, 
than when refraction indexes are equalized by an immersion liquid. 

From the experimental data obtained on hand of both measurement methods the 
value of [(1 – ρ01)(1 – ρ10)]2 could be appraised, expressing the overall signal to noise 
ratio increase when no immersion liquid between the light guide tip and the sample  
is used. 

( ) ( )( )[ ]2
1001imee 11 ρρφΔφΔ −−=  (12) 

Considering that the reflection coefficients ρ01 and ρ10  are, in a first 
approximation, equal ρ, their value could be appraised from the fourth root of the 
Δφe /(Δφe)im ratio: 

( )[ ] 4
1

imee φΔφΔρ = . (13) 
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2.3   Cell Cultures 

To estimate changes in cell nuclei size distribution using fractal analysis method, an 
experimental model for in vitro infection with Herpes Simplex Virus (HSV) in human 
cervix epithelial carcinoma cell line was implemented (HeLa CLL No. 2). It was 
using LOV strain for type two HSV. This line is used currently in virology studies 
owing to its susceptibility in HSV virus infection. The reference used was represented 
by non-infected HeLa culture. The culture conditions have been described in [7]. 

2.4   Automatic Data Acquisition and Processing 

In figure 3, it was presented the data acquisition and processing diagram. This 
consists of two modules.  

The left hand module presents the optical device, which recorded the Mie 
scattering spectra. Here, it was presented analysis of complexity of spectra collected 
with the optical device. The outgoing beam spectrum was recorded with a personal 
computer system Intel, Pentium III assisted diode array MCS 420 (C. Zeiss – Jena) 
simultaneous spectrophotometer, and the corresponding commercially available 
ASPECT software.  

 

Fig. 3. Data acquisition and processing diagram 

On the right hand, it was represented the data processing module, which 
accomplishes three functions: 

1. process spectra to compute their fractal dimensions, using our own software 
package; 

2. store spectra to create a file database, which allow permanent access to any already 
processed spectrum; 

3. print or view any processed spectrum. 

To verify that only in the presence of cells, the Mie LSS spectra recorded in the 
visible domain show the characteristic pattern of several equidistant peaks [1], a non-
infected HeLa cell monolayer on a culture flask and a HSV-infected HeLa cell 
monolayer on a culture flask were used as samples, and a cell free part of the flask 
tissue as reference. The cells were cultivated in 25 cm2 flask (Falcon, Becton 
Dickinson). As immersion liquid between the optical fibre attachment tip and the cell 
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holder wall, Merck Silicon oil 7742 was used. The method is based on light energy 
output measurements of a sample vs. those of a reference. 

For non-infected HeLa cells, it was registered spectra from ten different areas from 
culture flask, microscopic chosen. But, for HSV-infected HeLa cells, the culture flask 
was scanned each 5 mm length and each 4 mm width, so spectra from the whole flask 
area was collected. In this way, they were automatically obtained spectra for 60 
different areas from the flask’s HSV-infected HeLa cells because of a high level of 
heterogeneity owing to cellular nuclei diameter variation, function of infection degree. 

Ten individual spectral curves were recorded for each reference and ten individual 
spectral curves were recorded for each sample, for each investigated area. Mie 
scattering spectra were registered in the same experimental conditions.  

In many applications based on spectral tools, data are registered using a 
conventional way and then processed using a transformation algorithm. So, Mie 
scattering spectra registered using optical device needed extra processing to remove 
unexpected effects (noises, perturbations). 

An optimized spectral data processing algorithm consists of the following steps: 

1. Compute averaged Mie diffusion spectra; 
2. Bring all ordinates at the origin and make needed corrections; 
3. Smooth spectra; 
4. Subtract sample spectra from the reference ones; 
5. Normalize spectra; 
6. Subtract normalized spectra from mathematically simulated smoothed spectra. 

Signal complexity can be analyzed either directly in time domain, or in frequency 
domain. Analysis in the frequency domain requires Fourier or wavelet transform of 
the signal. But fractal analysis may be done directly in time domain. In time domain 
calculation of fractal dimension, is much quicker and so easier to be done in real time.    
Regarded signal analyses, a variety of methods are available to compute the fractal 
dimension, Fd representing the measure of the shape irregularity. To determine the 
fractal dimension, below denote Fd value, data were treated using Hurst method [8]. 
We have to stress that fractal dimension in this case is always between 1 and 2, since 
it characterizes complexity of the curve representing the signal under consideration on 
a two-dimensional plane.  

3   Experimental Results 

Figure 4 shows two Mie light scattering spectra examples in visible range, after 
completing the processing algorithm: (a) investigated aria 1 spectrum of non-infected 
HeLa cells flask and (b) investigated aria 1 spectrum of HSV-infected HeLa cells flask. 

Mie light scattering spectra data obtained from HSV-infected and non-infected HeLa 
cells were stored in separate files. Using fractal dimension algorithm and corresponded 
software package, all spectra data files for each area involved were processed. The 
algorithm used to compute the fractal dimension have been proposed and applied to 
experimental data derived from cells light scattering spectrum. Fractal dimension values 
were calculated in the spectral range between λ = 400 and 600 nm, using a 201-points 
window. The algorithm was implemented in Microsoft Visual C++ 6.0 software. 
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Fig. 4. Processed Mie light scattering spectra: a) aria 1 spectrum of non-infected HeLa cells 
flask; b) aria 1 spectrum of infected HeLa cells flask 

Mie light scattering spectra data obtained from HSV-infected and non-infected 
HeLa cells were stored in separate files. Using fractal dimension algorithm and 
corresponded software package, all spectra data files for each area involved were 
processed. The algorithm used to compute the fractal dimension have been proposed 
and applied to experimental data derived from cells light scattering spectrum. Fractal 
dimension values were calculated in the spectral range between λ = 400 and 600 nm, 
using a 201-points window. The algorithm was implemented in Microsoft Visual C++ 
6.0 software. 
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Fractal dimension, the aim of signal analysis data processing program, is a 
parameter, which characterizes investigated cell nuclei size distribution complexity. 

Based on experimental data were computed average and standard deviation for 
fractal dimensions related to non-infected HeLa cellular nuclei size distribution, for a 
group of ten investigated areas using Hurst method. The result computed using Hurst 
method is: Fd = 1.357 ± 0.02. 

So, fractal dimensions for HSV-infected HeLa cellular nuclei size distribution 
computing using Hurst method needed first of all an ascendant average for values, 
followed by five value groups dividing. After that they were computing the average 
and standard deviation for each group. It was obtained 12 groups. 

Based on computed averages for fractal dimension groups, a graphic for non-
infected and HSV-infected cells was plotted using Hurst method (fig. 5) to identify 
the distribution way of obtained values. 
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Fig. 5. Representation by groups for fractal analysis averages computed using Hurst method 

It comes out that fractal dimension averages for HSV-infected cells have a type of 
the following equation:  

( )cxxke1

a
y

−−+
= , (14) 

where a, xc and k are real parameters.  
Using software product MicroCalc Origin 5.0, there was represented a graphic for 

fractal dimension averages distributions by groups for above equation. Parameters of 
the logistic equation are: a = 13.384 ± 0.578; xc = 1.47 ± 0.002; k = 45.627 ± 3.238 and  
χ2 = 0.113. 
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In Hurst method case comes out that all non-infected HeLa cells have fractal 
dimensions average equal to 1.357. All HeLa cells groups having fractal dimensions 
averages higher then 1.422 were HSV-infected. Value 1.422 represent a threshold in 
Hurst method, which separates virus infected and non-infected cells.  

4   Conclusions 

The created optical device allowed to evidence cellular changes for in vitro cultures 
analyzed using Mie spectra. Resulted spectra are according to Mie theory.  

It was founded that the fractal dimension of cell nuclei size distribution increased 
as the degree of HSV-infected HeLa cells increased. It comes out that fractal 
dimensions values present much higher variations in case of infected cultures, which 
is contrary to non-infected ones that have constant, reduced size nuclei.  

The study has demonstrated a useful, practical tool based on fractal dimension to 
discriminate between virus infected and non-infected biological samples.  
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Abstract. In this paper we propose a novel method in detecting colorectal polyps
on colonoscopic images. Texture features are applied in polyps and normal tis-
sues training and classification. Support vector machine is used as a classifier to
identify the position of polyps. Seventy-four colonoscopic images are collected
to test the system. Half of them are used as training images and half are used
as testing. The experimental result shows the system can identify all polyps if
the colonoscopic images contain single polyp. The sensitivity is 86.2% and the
false-positive rate is 1.26 mark per-image.

1 Introduction

Colorectal cancer is the third leading cause of caner-related deaths in the United States
in 2003 [1]. In this report, an estimated 105,500 colon and 42,000 rectal cancer cases
are expected to occur and about 57,100 deaths are expected to occur in 2003. The death
due to colon cancer can be prevented and cured through early detection. Therefore,
early diagnosis is critically important for patient’s survival.

Nowadays, two kinds of screening are common for early polyps detection: CT and
colonoscopy. The examination using CT has certain advantages. However, the disad-
vantages are:

1. once some polyps are detected, the patient has to be re-examined via colonoscopy
to remove the polyps.

2. some small and tiny polyps are difficult to be detected. If such polyps remain in the
colon, they can possibly grow into malignant lesions.

Colonoscopy is an accurate screening technique for detecting polyps of all size, which
also allows for biopsy of lesion and removal of most polyps [2].

P. Perner and O. Salvetti (Eds.): MDA 2008, LNAI 5108, pp. 62–72, 2008.
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The eventual goal of our study is to develop an automatic system which is able to
detect the colonic polyps on colonoscopic images in real-time. This system would be
available in helping physicians to notice some polyps which are of small or tiny size.
Normally, polyps of large and middle size can be easily found by physicians. However,
during the surgery the physicians have less time to notice those polyps of small or tiny
size. Therefore, a CAD (Computer Aided Detection) system would be useful in polyps
detection. To achieve this goal, a fast polyps detection algorithm should be developed
and connected to the video capture system.

The goal of this paper is to explore a method which is able to detect polyps in static
images. In this stage, the speed of polyps detection is not the key point. Instead, the
accuracy of detecting polyps is our intended achievement.

The previous related studies on polyps detections can be categorized into two kinds:
1) CT based and 2) colonoscopy based method. Generally, the CT-based method [3,4]
uses morphology such as the curvature (2D or 3D) as feature to recognize polyps. This is
because in CT images there are no texture information. The colonoscopy-based method
uses in general two kinds of features: 1) shape (or morphology) and 2) texture informa-
tion. In general, using texture is an advantage in analyzing colonoscopic images. The
reason is [5]: The colonic mucosal surface is granular and demarcated into small areas.
Changes in the cellular pattern (pit pattern) of the colon lining might be the earliest sign
of polyps [6]. These texture alterations of the colonic mucosa surface can also be used
for the automatic detection of colorectal lesions.

Texture features are very common in computer vision to classify textures or recog-
nize different object via objects’ surface texture analysis. Haralick [7] and Cohen [8]
have proposed some texture features which are very popular to image processing, pat-
tern recognition, and computer vision. In particular, co-occurrence matrices approach
is very common and useful in texture feature extraction, texture analysis, and texture
classification.

The most related study to ours is using color wavelet features in detecting colorectal
polyps [5]. They used wavelet transform because of its advantage on multi-resolution
analysis. This multi-resolution analysis is on spatial as well as on frequency domain.
Two filters were used to extract the information: low-pass and band-pass filters. Both
filters were applied to all levels of different resolutions. Afterwards, the co-occurrence
matrices approach was used to extract texture features. Four features were derived from
the co-occurrence matrices: angular second moment, correlation, inverse difference mo-
ment, entropy, contrast [9], and dissimilarity [10]. The classification is performed via
linear discriminant analysis (LDA). They claimed that using more complex classifier
would increase the number of parameters associated with the evaluation of the proposed
feature set.

Another similar work [11] used texture features as well and compared many tools
of analyzing features. These tools included Backpropagation Neural Network (BPNN),
resilient propagation (RPROP), scaled conjugate gradient (SCG), and Marquardt algo-
rithms. They combined PCA and BPNN together as a classification tool in discriminat-
ing normal and abnormal colon status.

Another study is similar to colorectal polyps analysis but on gastric polyps in en-
doscopic video [12]. In this study, they compared four texture features to find their
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performance in gastric polyps detection. The features they have compared are tex-
ture spectrum histogram, texture spectrum and color histogram statistics, local binary
pattern histogram, and color wavelet covariance (CWC). Their finding was that the
CWC feature is the best feature among all which reaches 88.6±2.3%.

The proposed detection scheme involves a) a novel feature extraction technique
based on co-occurrence matrices with a simple difference of texture features of dif-
ferent color channels. b) the support vector machine is applied as a classification tool in
our polyps detection scheme.

The rest of the paper is organized as follows. In Section 2 we describe the method
and equipments how the colorectal images are acquired. The texture features are pro-
posed in Section 3. In Section 4 the training and classification processes are issued. The
experimental results are shown in Section 5 and the conclusion is given afterwards.

2 Colonoscopic Image Acquisition

The endoscopic video system (Fujinon EPX-402 & EC-410) is used for whole colon
examination. Before examinations, patients are asked to receive colon preparation in 2
days with laxative in order to clean the residua. The colonoscopy is intruded into the
cecum via anus and air is inflated via colonoscope tube into colon lumen to achieve
a full view of the colon mucosa. During examination videos are shown on the monitor
and are recorded. The polyp images are digitally captured into a computerized reporting
system and are saved in BMP or JPG format.

The image’s spatial resolution is 378 × 254 pixels in three colors (R, G, and B). We
have collected a total of seventy-four colonoscopic images to test our system. Among
them thirty-seven images are used as training images and thirty-seven images are used
as testing.

3 Textural Feature Extraction

3.1 Co-occurrence Matrix

The gray level co-occurrence matrix (GLCM) is a well-known and popular technique
for extracting texture information from images. Conner and Harlow [13] have shown
that GLCM is a more powerful technique than gray level difference matrix (GLDM),
gray level run length method (GLRLM), and the power spectral method (PSM). Oha-
nian and Dubes [14] showed results that GLCM features perform better than fractal,
Markov Random Field, and Gabor filter features for classification of texture.

Over twenty features appear in the literature which can be used to extract informa-
tion from co-occurrence matrices [15]. Most of them work on gray level image. The
color co-occurrence matrix (CCM) is seldom applied because of its lower efficiency
in computation time. However, colonoscopic images are color images where color is
a very important feature in polyps detection tasks. Omitting the color information will
cause difficulties in discriminating colonic polyps and normal tissues. In this paper, we
propose a method which can apply color texture information.
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3.2 Color Texture Feature

Our colonoscopic images have three color channels: R,G, and B. Based on the calcu-
lation, it is found that the green and blue channel images are good in discriminating
normal and abnormal mucosal surface (p < 0.0001 using F1 on each channel image).
On the contrary, the red channel image has some strong light reflection (p = 0.0310).
Moreover, the cross-correlation coefficient between green and blue channel is larger
than 0.8. Therefore, the smoothness feature can be applied either on green or blue chan-
nel. Here we chosed green channel. Let I denote a colonoscopic image and let Is denote
an arbitrary sub-image sampled from I . All features (F1 - F8) as follows are calculated
based on the sub-image Is:

F1 = 1 − 1
1 + σg

where σg denotes the standard deviation of the green channel image.
It is found that the colonoscopic images have different colors. The average inten-

sity is then a useful feature. The second texture feature is simply a combination of the
average intensity of all three channel images:

F2 =
r̄2

ḡb̄

where r̄, ḡ and b̄ are the mean intensity of the red, green, and blue channel images,
respectively. However, the ratio of the mean intensity cannot represent the difference
very well. Two measurements are added as features:

F3 =
r̄ − ḡ

256
, and F4 =

r̄ − b̄

256

Let the co-occurrence matrix (CM) of a certain sub-image Is with an offset (0, 1) be
denoted as p(i, j). The CM made from green and red channel images are represented as
pg(i, j) and pr(i, j), respectively. The contrast and energy features are utilized. How-
ever, a small modification is proposed as follows.

F5 =
∑

i,j

|i − j|2pg(i, j) −
∑

i,j

|i − j|2pr(i, j)

F6 =
∑

i,j

pg(i, j)2 −
∑

i,j

pr(i, j)2

The difference of contrast is used as a feature instead of the original one.
Another co-occurrence matrix with different offset (−2, 0) is utilized and denoted as

q(i, j). This matrix is made from Is as well. Similar features are defined:

F7 =
∑

i,j

|i − j|2qg(i, j) −
∑

i,j

|i − j|2qr(i, j)

F8 =
∑

i,j

qg(i, j)2 −
∑

i,j

qr(i, j)2

All features F1, F2, · · · , F8 form a feature vector to describe a certain sub-image Is.
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3.3 Feature Normalization

Let N1 and N2 denote the number of sub-images of normal and abnormal tissues in the
database for training. Each sub-image has a feature vector v = [F1F2 · · · F8] ∈ IR8×1.
All feature vectors form a feature matrix [vn,1 vn,2 · · · vn,N1 va,1 va,2 · · · va,N2 ] ∈
IR8×(N1+N2), where vn and va denote the feature vector of normal and abnormal sub-
image, respectively.

It is very common to normalize features before using them in computer vision. In
this study, we simply choose the maximum value in the matrix and the feature matrix
is divided by this maximum to keep all elements less or equal to one. This normalized
feature matrix is used to train the classifier stated in section 4.2.

4 Polyps Training and Classification

4.1 Training Patterns

The training patterns contain polyps and normal tissue sub-images. All sub-images are
selected via a GUI (Graphic User Interface) on Matlab platform [16] by a well-trained
expert. The size of all sub-images are the same in 33 × 33 pixels with R,G, and B
channels. The size is determined due to following three reasons: 1) There are different
sizes of polyps in our colonoscopic images. Some polyps are very large and some are
smaller than 33×33. If the window size is too large, it is possible to include the normal
tissue in the window and the abnormal to normal ratio might be less than 50%. Under
this situation, the feature of polyps might cause ambiguities in discrimination. On the
contrary, if the window is too small, it is hard to represent the texture changes in a
certain area. The larger the population of pixels in the sub-image, the more informative
the features are expected to be. 2) In [12], they chosed 32×32 as a window size. In their
study, they selected the abnormal tissues with exclusion of the region with strong light
reflections. Based on this criterion, the window size cannot be too large. In our images,
we have also strong light reflections on polyps. Although we have no such criterion, it
is not good to include a large area of strong light reflections. Under this consideration,
the window size cannot be too large. 3) Partial inclusion of strong light reflections in
the sub-image is allowed in our scheme because the reflection is also a good feature
in representing a polyp. It is found that most polyps contain more or less strong light
reflections.

Our database contains sub-images with normal tissues and abnormal tissues (polyps).
The pattern number of normal tissues is larger than the abnormal ones. This is because
most images contain only one or two polyps and most regions are normal tissues in
an image. Therefore, it is necessary to select more sub-images as training patterns for
normal tissues.

Some criteria of selecting training patterns are considered. The selected sub-images
from a polyp image are in general not overlapping. This criterion works also in selecting
polyp sub-images. Figure 1 shows one typical colonoscopic image.

The selection of polyps’ sub-images is in general not overlapping. The strong light
reflection is considered as a feature so that it can be included in sub-images. However,
the region of the light reflection should not be too large. It is suggested to separate
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Fig. 1. A typical colonoscopic image with a polyp. There are some strong light reflections on the
mucosal surface.

Fig. 2. Polyps sub-image selection is in general not overlapping. The strong light reflection cannot
occupy too large region in a sub-image.

Fig. 3. The number of sub-images of normal tissue is in tendency more than the abnormal tissues

them into different sub-images as shown in Fig. 2 Moreover, if the polyp is large, it is
suggested to select as much sub-images as possible to cover the whole polyp.

The selection of sub-images of normal tissues included the dark regions, the reflec-
tions and so on. We suggest selecting partial reflections in a sub-image as well. This is
because there are also reflection on normal mucosal surfaces; see Fig. 3.
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4.2 Classification: Support Vector Machine (SVM)

Support Vector Machine (SVM) [17] is a kernel-based classifier. It is very popular in
pattern recognition and computer vision. Many applications are based on SVM to have
a nonlinear classification. In this study, we utilize this tool to be a two-class classifier.
The radial basis function is selected as the kernel function.

A rectangle active region is defined in every test image. This rectangle area is of the
same size and the same position in each image and it includes most colonic mucosal sur-
faces in images. This definition reduces the redundant calculation on the image border
without useful information.

Every test image is automatically divided into several overlapping sub-images. The
sub-image is of the same size to the one in the training process, i.e., 33× 33 pixels with
three channels (R, G, and B). The occlusion ratio is 50% in both x- and y-direction,
respectively, i.e. the sliding window has 17 pixels translation in both directions. Under
this construction, smaller polyps might not be divided into two sub-images.

All sub-images are fed into our well-trained SVM-classifier to test if it contains
polyps or not. If one sub-image is labeled as a polyp image, a rectangle will be marked
on that position for observation.

5 Results and Discussions

A total of 74 images are carefully selected and saved in our database. They are repre-
sentative containing different types of polyps, different colors and so on. Half of them
are used as training patterns (images) and half of them are used as test images.

Sixty-one sub-images are manually selected by an expert as polyps sub-images and
283 sub-images are selected as normal tissues from the 37 training images. Figure 4
are some examples of training sub-images of polyps. There are less or more strong
light reflection spots on polyps surfaces. Figure 5 shows some example sub-images
of normal tissue in the training patterns. Most polyps sub-images have strong light
reflection spots. Some sub-images of normal tissue have vessels and this is a good
feature to be distinguished from polyps.

The normalized cross-correlation coefficient is a measurement if two signals are
similar to each other or not. If the value between two signals is small then it is less

Fig. 4. Twelve from sixty-one polyps sub-images in the training patterns
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Fig. 5. Twelve from 283 sub-images of normal tissue in the training patterns

Fig. 6. The multiple polyps in the image are not well detected

Table 1. The normalized cross-correlation coefficients of all features

1 2 3 4 5 6 7 8 9

1.0 -0.2441 -0.0490 0.1008 0.1890 0.3410 -0.1878 0.3534 -0.1562 1
1.0 0.4542 0.5738 0.4368 -0.1034 0.3621 -0.0976 0.3258 2

1.0 0.7374 0.1987 0.0378 0.0061 0.0270 -0.0164 3
1.0 0.8085 0.1556 0.0908 0.1166 0.0630 4

1.0 0.1929 0.1264 0.1457 0.1056 5
1.0 -0.1298 0.8676 -0.0741 6

1.0 -0.0822 0.9819 7
1.0 -0.0240 8

1.0 9

correlated. This can be treated as a tool to see if two features are correlated to each
other. The results are shown in Table 1.

Thirty-seven images are tested. Some contain one single polyp in an image and some
contain multiple polyps. All polyps in single-polyp images are detected. However, some
small polyps are not detected in the multiple-polyps images. One example is shown in
Fig. 6. This might be due to that we did not choose tiny polyps in the training patterns.
The sensitivity is 86.2% and the the false-positive rate per-image is 1.26.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Fig. 7. Polyps detection results. (a)-(i) have correct marks and false-positive. (j)-(o) have correct
marks without false-positive.

Figure 7 shows some detection results, in which (a)-(i) have correct marks and false-
positive and (j)-(o) have correct marks without false-positives. Two rectangles have
correctly marked the polyp and one false-positive in Fig. 7(a). This might due to that
the color is similar to polyp’s color. Although two rectangles marked as false-positive,
we calculate only one false-positive since they are overlapping.

Figure 7(b) shows another detection result. A small polyp (right-bottom) is detected.
Figure 7(c-d) and (f) detect the polyps. The false-positive might be because of the
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smooth mucosal surface which is like a polyp. In Fig. 7(f) and (i), the false-positive
have small strong light reflection spots and the mucosal surface is smooth. Both fea-
tures are similar to polyps.

In Fig. 7(k), a large polyp is detected without false-negative. In this image, the colon
is not well cleaned so that the image color is very different from the other most images.
Two marks are correct on the same polyp.

In Section 3.3, the feature normalization is done across all features. This is choosed
because the observation that this type of normalization can slightly reduce the false-
positive rate.

The program is written on Matlab 2007b platform. It takes about 13 seconds in pro-
cessing one colorectal image of the size 378×254 at a PC with a 1.83GHz Intel Centrino
Duo CPU and 2GB RAM.

6 Conclusion

In this study, we have proposed a new feature set in detecting colorectal polyps on
colonoscopic images. Seventy-four colonoscopic images are carefully selected contain-
ing a wide range of polyps types, polyps sizes, and different colors. Half of them are
used as training images and half of them are used as test images. The support vector
machine is utilized as a classifier. The result shows that the sensitivity reaches 86.2%
and the false-positive rate is 1.26 per-image.

The result is promising and our future work is to combine the morphologic informa-
tion with the texture information to get a more accurate detection result.
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Abstract. We present a software package for the analysis of MALDI-
TOF mass spectrometry data. The software is designed to facilitate a
complete exploratory workflow: pre-processing of raw spectral data, spec-
ification of study groups for comparison, statistical differential analysis,
visualization of peptide peaks, and classification. The software supports
various external tools for these tasks. We also pay special attention to the
iterative nature of a typical analysis. Finally, we present two proteomics
studies where the software has been used for data analysis.

Keywords: data analysis, differential analysis, bio-marker discovery,
MALDI-TOF, mass spectrometry, OplAnalyzer, proteomics.

1 Introduction

Mass spectrometry is an attractive method in proteomics research because of its
ability to identify and quantify a large number of proteins in complex biological
samples [1]. However, the pre-processing and analysis of mass spectrometry data
are fast becoming a bottle neck in the discovery process. This paper describes
a software platform developed in our laboratory called OplAnalyzer, which sup-
ports proteomics mass spectrometry data pre-preprocessing and analysis. Specifi-
cally, we deal with MALDI-TOF mass spectrometry, a standard high throughput
platform that can potentially be used for various diagnostic purposes.

There are a number of tasks involved in a typical analysis: pre-processing
of raw spectral data, specification of study groups for comparison, statistical
differential analysis, visualization of peptide peaks, and classification [2]. Instead
of integrating all these components into a single tool for a complete analysis, we
develop a flexible platform where various existing tools for different tasks are
accommodated. Our design also supports the interactive nature of the analysis
process.

Currently, the software supports the analysis of MALDI-TOF MS-1 data only.
Tools for the analysis of MS/MS data with protein identification as well as data
from another mass spectrometry platform namely LC-FTMS are under active
development.

P. Perner and O. Salvetti (Eds.): MDA 2008, LNAI 5108, pp. 73–81, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Classification

a. Data pre−processing

b. Sample grouping

c. Exploratory analysis

Differential analysis

Visualization

d. Batch processing

Fig. 1. An analysis workflow

The analysis workflow and the system are described in Section 2. In section 3
we present two proteomics studies where the software has been employed for
data analysis.

2 The System

Fig. 1 shows a typical workflow in proteomics mass spectrometry data analy-
sis. The four main steps are: data pre-processing, sample grouping, exploratory
analysis, and batch processing.

2.1 Data Pre-processing

The data pre-processing step includes the preparation of metadata and the pro-
cessing of raw mass spectrometry signals which consists of peak detection, align-
ment, normalization, and deisotoping. To facilitate the use of existing tools we
define a common data format between this step and the subsequent steps, which
is simply based on tab-separated texts.

For our instrument, a 4800 MALDI-TOF/TOF mass spectrometer (Applied
Biosystems, Foster City, USA), we found that the MarkerView software (Applied
Biosystems) works well for data produced in the reflectron mode.

For data produced in the linear mode we have implemented a new method.
To detect peaks in an individual spectrum, we search for locations of maximal
value within a local m/z window. The size of the window is 11 discrete sampling
points. This method is similar to the peak detection method employed in [4].
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Fig. 2. Peak alignment. For each common peak pM in the mean spectrum, the closest
peak pI in each individual spectrum is located. If the distance d between the two peaks
is less than

√
5, the value at point A is registered for the common peak pM in this

particular spectrum. Otherwise, the value at B is registered.

To find peaks that are common in all spectra, we apply peak detection to
the mean spectra, analogously to [5]. Subsequently, peaks in an individual spec-
trum are aligned to this set of common peaks as follows. For each common peak,
its value in an individual spectrum is that of the closest detected peak in that
spectrum if the distance between the common peak and the closest peak (in
the m/z axis) is less than

√
5 Da. (A better choice is likely to be based on the

actual mass accuracy of the measurement and on the m/z value.) If there is
no such peak, the value is simply assigned to the value of the spectrum at the
m/z location of the common peak. Figure 2 illustrates the procedure. By visual
inspection, we found that the quality of our alignment method is comparable to
that of the more computationally expensive clustering method in [4] (data not
shown).

2.2 Sample Grouping

Typically, researchers are interested in several comparisons in each experiment,
for examples, comparisons based on gender, age, and clinical outcomes. Also,
in an interactive analysis the user might want to modify the sample groups for
instance to include or exclude certain samples. To enable an efficient sample
grouping, we define a text-based sample selection based on metadata. The strat-
egy is easy to use and particularly suited for batch processing. For example,
to specify two groups “Healthy” consisting of samples from healthy individuals
and “Cancer” consisting of samples from cancer patients before treatment, the
selection is as follows.

Healthy:Cancer-type=Healthy;Cancer:Cancer-type=NSCLC,Time=PreTx
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Fig. 3. A screenshot of the output of the statistical testing module

2.3 Exploratory Analysis

For data analysis we exploit existing tools in Matlab (The MathWorks, Inc).
A typical first step is unsupervised analysis with principle component analysis
(PCA) using all peptide intensities. Here all data points are projected onto a
two or three-dimensional space for visualization. The projection does not use
any information of group labels. The purpose is two-fold. First, one can observe
if the data are clustered in a low dimensional space according to group labels.
Second, one can detect possible outliers or unusual pattern in the data by visual
inspection.

For differential analysis, we provide interfaces for the t-test, Mann-Whitney U
test, Kruskal-Wallis test. The p-values can be adjusted for multiple testing. The
peptides are further subjected to intensity filtering, requiring that the median
intensity of at least one group must be greater than 80 units and the fold change
of the median intensities of the two groups must be greater than 1.5. (The
numbers can be tuned for each study). Fig. 3 depicts a screenshot of the result
of a comparative study.

The candidate peaks are examined visually by spectra overlay. Again, we use
the visualization capability of Matlab for this purpose.

Finally, we provide classification model selection with support vector machine
[3]. A grid search method is used to find the optimal parameter values. For each
value in the grid, the generalization error is estimated by either leave-one-out
cross validation or repeatedly splitting the data into two partitions randomly,
one for training and one for testing. The grid point with lowest estimated gen-
eralization error is selected as our model for classification.
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2.4 Batch Processing

We consider batch processing an important step in data analysis, especially with
regard to reproducibility of figures and other results. In addition, batch process-
ing helps produce a large number of figures of peptide peaks in a convenient
format for visual examination. Again, we make use of the scripting capability of
Matlab for this purpose.

3 Examples

In the following, we describe two studies where the current software has been
employed for data analysis.

3.1 Time-Course MALDI-TOF-MS Serum Peptide Profiling of
Non-small Cell Lung Cancer Patients Treated with Bortezomib,
Cisplatin and Gemcitabine

This study performs serum peptide profiling of non-small cell lung cancer
(NSCLC) patients treated with gemcitabine, cisplatin and bortezomib combi-
nations before, during, and at end of treatment to discover peptide patterns
associated with treatment-related effects and clinical outcomes [7].

Fig. 4 shows a three-dimensional PCA plot of serum peptide spectra of 13
healthy individuals and the pre-treatment serum spectra of 27 NSCLC patients.

Fig. 4. Principle component analysis (PCA) of healthy versus NSCLC comparison
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(a) (b)

Fig. 5. (a) Spectra overlay of the eight most differential peaks in the healthy (red)
versus NSCLC (blue) comparison according to p-values of the Mann-Whitney U test.
All peaks have a p-value less than 0.0001. (b) Heatmap of the 47 differential peaks in
the healthy versus NSCLC comparison shown in the natural log scale. The peaks are
ordered by median fold change between the two groups.

Here, the MarkerView software was used for preprocessing, resulting in 682 pep-
tide peaks per raw spectrum.

The Mann-Whitney U test is carried out on each of the 682 peptides, resulting
in 47 differential peptides. Fig. 5(a) shows the spectra overlay of the eight most
differential peaks in the healthy versus NSCLC comparison. Fig. 5(b) shows a
heatmap of the 47 differential peaks.

We carried out classification analysis using support vector machine. A grid
search for parameters was employed to find the best model according to leave-
one-out cross validation (LOOCV). Using all 682 peptides, a LOOCV accuracy
of 93% was achieved. When the 47 peptides selected by the Mann-Whitney U
test were used, the LOOCV accuracy was 98% with 100% sensitivity and 96%
specificity.

The software has also been used for a large number of other comparisons such
as gender, age, short and long progression free survival, and clinical treatment
responses.



OplAnalyzer: A Toolbox for MALDI-TOF Mass Spectrometry Data Analysis 79

4000 4100 4200 4300 4400 4500 4600 4700 4800 4900 5000
0.6

0.62

0.64

0.66

0.68

0.7

0.72

0.74

0.76

0.78

0.8

m/z

in
te

ns
ity

 (
tr

an
fo

rm
ed

 v
al

ue
)

Fig. 6. Mean spectrum and detected peaks in the 4000-5000 Da range

3.2 Breast Cancer Study with Maldi-TOF Mass Spectrometry Data
of Serum Samples

This study is part of the international competition on mass spectrometry pro-
teomic diagnosis [8][9]. The dataset consists of 153 mass spectra of blood samples
drawn from control individuals and patients with breast cancers. The aim is to
construct a classification rule separating the two groups with a low generalization
error.

For this dataset, the baseline correction had been performed by the competi-
tion organizer. We used the software to perform further pre-processing: peak de-
tection and alignment. Fig. 6 shows an example of the result of the pre-procesing
algorithm.

Again, a Mann-Whitney U test was performed to select features discrimi-
nating the two classes significantly. Furthermore, the Benjamini-Hochberg false
discovery rate correction [6] was employed to correct for multiple testing. This
results in on average 117 peaks with a false discovery rate less than 1%. Fig. 7
shows the distribution of the values of the 16 most discriminative peaks.

We employed grid search with exponential spacing to find the optimal values
for support vector machine model selection. The generalization error is estimated
by averaging over 200 runs of randomly splitting the given data into two parti-
tions, where the size of the test set is roughly a tenth of size of the whole dataset.
The feature selection was performed for each random splitting procedure, so that
fair estimates of classification accuracy were obtained. The final accuracy on a
separate validation set of 78 samples is 83%.
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Fig. 7. Top 16 differential peaks
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4 Summary

The paper has introduced a software toolbox for the pre-processing and statisti-
cal analysis of MALDI-TOF mass spectrometry data. Our current development
focuses on the support for the analysis of MS/MS data with protein identification
and data from another mass spectrometry platform namely LC-FTMS.
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Abstract. Discovery of biomarkers using serum proteomic patterns is
currently one of the most attractive interdisciplinary research areas in
computational life science. This new proteomic approach has the clin-
ical significance in being able to detect disease in its early stages and
to develop new drugs for disease treatment and prevention. This paper
introduces a novel pattern classification strategy for identifying protein
biomarkers using mass spectrometry data of blood samples collected from
patients in emergency department monitored for major adverse cardiac
events within six months. We applied the theory of geostatistics and a
kriging error matching scheme for identifying protein biomarkers that are
able to provide an average classification rate superior to other current
methods. The proposed strategy is very promising as a general com-
putational bioinformatic model for proteomic-pattern based biomarker
discovery.

Keywords: Bioinformatics; Pattern classification; Biomarker discovery;
Proteomics; Mass spectrometry data; Geostatistics.

1 Introduction

A biomarker can be defined as an objectively measurable feature that indicates
the current biochemical state of an individual [1]. These distinguishable states
reveal the presence, absence or progress of a particular disease and therefore they
can give insight into pharmacologic responses for therapeutic intervention [2].
Being used as diagnostic tools, biomarkers have the potential to personalize and
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improve medical treatment of patients on an individual basis. However, due to
the molecular complexity of many diseases, paired with multiple phases through
which they progress, discovery of the aforementioned biochemical features is still
encountered with various types of challenges in both laboratory and analytical
aspects. Therefore, the demand for highly specific and sensitive biomarkers has
been continously increasing [2].

Despite the rapid progress in the field, there is no certain consensus about the
best biomarker discovery strategy. Recent developments in biotechnology have
provided the use of mass spectrometry (MS) as a very promising platform for the
study of biomarker discovery. A particular advantage of MS over other protein
profiling methods such as 2D gel electrophoresis is its high accuracy and resolu-
tion for even small molecular masses. Typical MS approach involves the analysis
of samples collected from biofluids (for example, either serum or urine) or tis-
sue of healthy and diseased patients. The molecules of these samples are first
ionized (and hence charged), then separated after their molecular masses (m/z
measured in Daltons), and finally the ion count is detected. This information is
then translated into a typical MS spectrum. Regarding the large number of pro-
teins in samples, an MS approach is generally coupled with a chromatographic
step, which allows for the fractioning of the ions after molecular masses before
they are processed via the MS. This process ensures a set of complexity reduced
spectra. Recent MS studies have focused on the use of the Surface-enhanced
laser desorption ionization (SELDI) method. For this method, samples are first
added to a protein chip that incorporates some sort of affinity separation be-
tween noninformative and informative proteins [3]. Molecules with low affinity
to the chip are washed away and immobilized proteins are ionized via the Matrix
Assisted Laser Desorption Ionization (MALDI) method. Typically MALDI ions
are then further studied by a time-of-flight (TOF) analyzer. The broad accep-
tance of SELDI MS for biomarker discovery comes mainly from its separation
ability, which ensures comparable and complexity reduced spectra.

Once the mass spectra are generated, pattern classification methods can be
utilized to identify the most discriminating peaks between diseased and control
samples, which are considered as protein marker candidates. In regards to recent
applications of proteomic technology, proteomic patterns have recently been uti-
lized for early detection of cancer progressions [4,5,6], and computer methods
for classification of normal and cancerous states using mass spectrometry data
developed accordingly. Petricoin et al. [5] applied cluster analysis and genetic
algorithms to detect early stage ovarian cancer using proteomic spectra. Ball et
al. [7] applied integrated approach based on neural networks to study SELDI-MS
data for classification of human tumors and identification of biomarkers. Lilien
et al. [8] applied principal component analysis and a linear discriminant function
to classify ovarian and prostate cancers. Sorace and Zhan [9] used mass spec-
trometry serum profiles to detect early ovarian cancer. Wu et al. [10] compared
the performance of several methods for the classification of mass spectrometry
data. Tibshirani et al. [11] proposed a probabilistic approach for sample classi-
fication from protein mass spectrometry data. Morris et al. [12] applied wavelet
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transforms and peak detection for feature extraction of MS data. Yu et al. [13]
developed a method for dimensionality reduction for high-throughput MS data.
Levner [14] used feature selection methods and then applied the nearest centroid
technique to classify MS-based ovarian and prostate cancer datasets.

Given the promising integration of several machine-learning methods and
mass spectrometry data in high-throughput proteomics [15], this new biotech-
nology still encounters several challenges in order to become a mature platform
for clinical diagnostics and protein-based biomarker profiling. Some of major
challenges include noise filtering of MS data, selection of computational meth-
ods for MS-based classification, feature extraction and feature reduction of MS
datasets [16,17].

We have utilizied mass spectrometry data in the functional study of proteins
for the prediction of the risk of major adverse cardiac events where advanced
computational models play a critical role in the ability to analyze mass spectral
data for risk prediction [18]-[22]. Our study was based the original work by Bren-
nan et al. [23]. The authors of this paper studied 604 patients who presented in
emergency room with chest pain. The blood samples were collected at the pre-
sentation of the emergency room and the protein level of MPO (myloperoxidase)
and other known cardiovascular biomarkers were measured. The patient’s out-
come (any cardiovascular event) was monitored for 6 months. The study showed
the MPO to be a new biomarker for the prediction of MACE (major adverse
cardiac events) risk in 30 days after the presentation of chest pain in emer-
gency room with accuracy about 60%. Recently, the FDA (U.S. Food and Drug
Administration) approved the CardioMPO kit for measurement of MPO level
(http://www.fda.gov/cdrh/reviews/K050029.pdf). As another study, we have
recently applied the concept of distortion measures for classification of control
and MACE samples [24]. However, this work did not address the identification
of biomarkers for disease prediction. Another novel aspect of the current work is
the introduction of the method of block kriging estimation error that serves as a
basis for matching MS peaks, and hence identifying most informative biochem-
ical features of MS data for early prediction of patient’s risk of major adverse
cardiac events.

The rest of this paper is organized as follows. Section 2 presents the kriging
model and its error variance in the estimation of mass spectrometry data. Section
3 describes a classification scheme based on the concept of signal error match-
ing. Experimental demonstrations and comparisons of the performances of the
proposed and other methods are presented and discussed in Section 4. Section 5
concludes the findings and suggests potential issues for further investigation.

2 Error Estimation by Kriging

Geostatistics has been developed to describe the relationship of spatially dis-
tributed variables [25]. This type of statistical approach is embedded by the
concept of regionalized variables. A regionized variable is defined as a ran-
dom variable that is distributed in space. However, unlike random variables,
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regionalized variables have continuity from point to point but their changing
behaviors are too complex to be expressed by any deterministic function. There-
fore the spatial variability of the regionalized variables are considered to be both
random and structured. This abstract notion is applicable to the modeling of
mass spectrometry data where the samples can be thought as being both random
and spatially related.

The computation of geostatistics involves the estimation of a regionalized
variable in space. This estimation procedure is called kriging which is considered
as a family of generalized linear regression methods [26,27]. Kriging estimates
the value of a regionalized variable at a particular unsampled location by the
weighted combination of the values of the neighboring locations. The kriging
weights are derived using the information of the spatial covariance or the semi-
variogram, where the latter function will be discussed in the next section. As a
regionalized variable differs from a random variable, kriging differs from classical
linear regression in that it neither assumes the variates are independent nor the
observations are a random sample.

Let s(nk) be an MS peak at location nk. Kriging can estimate the unknown
MS value at a particular location n0 as the linear combination of the known MS
values at nearby locations as

ŝ(n0) =
p∑

k=1

aks(nk) (1)

where ak, k = 1, . . . , p are called the predictor coefficients or the kriging weights,
and s(nk), k = 1, . . . , p, are the known data values at locations nk. The kriging
weights are subject to

p∑

k=1

ak = 1 (2)

The error variance of the kriging estimator can be defined as

p∑

j=1

ajCkj + β = Ck0, ∀k = 1, . . . , p. (3)

where Ckj is the spatial covariance of s(nk) and s(nj), and β is a Lagrange
multiplier.

The kriging system can be expressed in matrix notation as

C a = b (4)

where C is the square and symmetrical matrix that represents the spatial co-
variances between the known MS peaks, and b is the vector that represents the
spatial covariances between the unknown and known MS peaks:
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C =

⎡

⎢⎢⎢⎢⎢⎢⎣

C11 · · · C1p 1
· · · · · ·
· · · · · ·
· · · · · ·

Cp1 · · · Cpp 1
1 · · · 1 0

⎤

⎥⎥⎥⎥⎥⎥⎦

a =
[
a1 · · · ap β

]T

b =
[
C10 · · · Cp0 1

]T

Thus the vector of the spatial predictor coefficients can be obtained by solving

a = C−1 b (5)

The sample spatial covariance used for the kriging estimator can be calculated
as [26]

Cij =
1

N(h)

∑

(i,j)|hij=h

s(nj) − (
1
n

n∑

k=1

s(nk))2 (6)

in which the sample spatial covariance is a function of the lag distance h, N(h)
is the number of pairs that s(ni) and s(nj) are separated by h, and n is the total
number of data.

Alternatively, the spatial covariances expressed in (4) can be replaced with the
semi-variogram, denoted as γ(h), for the determination of the spatial predictor
coefficients. The experimental semi-variogram for lag distance h is defined as the
average squared difference of values separated by h:

γ(h) =
1

2N(h)

∑

(i,j)|hij=h

[s(ni) − s(nj)]2 (7)

The properties of the semi-variogram can be explored by again letting h be the
distance between two variables s(ni) and s(nj), and by an assumption that the
random variables in the random function model has the same mean μ and vari-
ance σ2. These two properties show the relationship between the semi-variogram
and the covariance by the following derivation [26]:

γ(h) =
1
2
E{[s(ni) − s(nj)]2}

=
1
2
E{s(ni)2} +

1
2
E{s(nj)2} − E{s(ni)s(nj)}

= E{s2} − E{s(ni)s(nj)} (8)
= [E{s2} − μ2] − [E{s(ni)s(nj)} − μ2]
= σ2 − Cij
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Using the semi-variogram function for solving the kriging system of equa-
tions, the error variance of estimation of the point or ordinary kriging can be
determined as

σ2
OK = aT b (9)

What has been discussed is known as the point kriging procedure for point
estimation. However, it is often required an estimate of the average value of a
variable within a prescribed local area or volume. Block kriging has the capability
of computing such an estimate in an effective way that can avoid the expense
of computational effort in the averaging of point-by-point computing [26]. Being
similar to point kriging, the block kriging system is expressed the same as that
of the point kriging given in (4), but the b component, which is now denoted by
bBK to stand for block kriging:

C a = bBK (10)

where bBK is defined as the vector that represents the average spatial covariances
between a particular sample location and all the points within a domain A:

bBK =
[
C1A · · · CnA 1

]T

where the average spatial covariances between a sample location and all the
points within A is defined as

CiA =
1
N

N∑

j|j∈A

Cij (11)

The block kriging estimation error variance is given by

σ2
BK = CAA − aT bBK (12)

where

CAA =
1

NM

M∑

i|i∈A

N∑

j|j∈A

Cij (13)

In terms of the semi-variogram, where all the spatial covariances in C and
a are replaced with the semi-variogram values, the block kriging error variance
can be determined by

σ2
BK = aT bBK (14)

3 Classification by Kriging Error Matching

Let x, y, and z be the vectors defined on a vector space V . A metric or distance
d on V is defined as a real-valued function on the Cartesian product V × V if it
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has the properties of positive definiteness, symmetry, and triangle inequality. If
a measure of dissimilarity satisfies only the property of positive definiteness, it
is referred to as a distortion measure which is considered very common for the
vectorized representations of signal spectra [28].

In general, to calculate a distortion measure between two vectors x and y,
denoted as D(x,y), is to calculate a cost of reproducing any input vector x as a
reproduction of vector y. Given such a distortion measure, the mismatch between
two signals can be quantified by an average distortion between the input and the
final reproduction. Intuitively, a match of the two patterns is good if the average
distortion is small. A very useful distortion measure, derived from the theory
of linear predictive coding (LPC), is the likelihood ratio distortion between the
two templates presented in the form of two vectors of predictor coefficients a,
and a′ which are used to model signal s. The likelihood-ratio distortion measure,
denoted by DLR, is defined as [28]

DLR(a, a′) =
a′T Rs a′

aT Rs a
− 1 (15)

where Rs is the autocorrelation matrix of sequence s associated with its LPC
coefficient vector a, and a′ is the LPC coefficient vector of signal s′. For a perfect
match between the two templates, the errors are identical and (15) yields a zero
distortion. For a mismatch, the residual resulting from the LPC analysis is large
and the distortion defined in (15) therefore becomes large.

Based on the same principle derived for the likelihood ratio distortion, the
block-kriging distortion measures, denoted as DBK , can be defined as

DBK(a, a′) =
a′TbBK

aT bBK
− 1 (16)

where a is defined in (4) which is the predictor vector of signal s, bBK is the vector
defined in (10) associated with s , and a′ is the predictor vector of signal s′.

If the input (unknown) MS signal sm is analyzed by the block kriging which
results in a set of block kriging coefficients. The distortion measures between an
MS peak of unknown class sm and labeled samples can be determined. Using
the best-match decision, the unknown signal sm is assigned to class i∗ if the
distortion measure of its predictor vector xm and the corresponding predictor
vectors ci is minimum, that is

sm → i∗, i∗ = arg min
i

Dmin(xm, ci) (17)

where

Dmin(xm, ci) = min
j

D(xm, ci
j) (18)

where D is a distortion measure, xm is the predictor vector of sm, ci
j is the

predictor vector of the j sample that belongs to class i.
Another simple approach for classifying the unknown MS peak to either nor-

mal or diseased population is by using the majority vote; that is if the unknown
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Fig. 1. SELDI-MS control sample

sample is labeled to one class more than the other, then sample is assigned to
the class that has the major labeling:

Assign sm to class i∗ if V (i∗) > V (i), i∗ �= i, ∀i (19)

where V (i) is the number of votes for class i assigned by labeled samples based
on the minimum distortion measure of the unknown sample with respect to the
normal and diseased classes using (18).

4 Experimental Results

We used high-throughput, low-resolution SELDI MS (www.ciphergen.com) to
acquire the protein profiles from patients and controls. Figures 1 and 2 show
the typical SELDI mass spectra of the control and MACE samples respectively,
where the m/z values are converted to time indices [18]. The protein profiles
were acquired from 2 kDa to 200 kDa. The design of the experiment originally
described in [18], which involves the datasets for the control and MACE group.
Figures 3 is the box plotting of MS peak values at some typical time indices for
both control and MACE samples. From the descriptive statistics of the box plot
that graphically shows the summary of the smallest observation, lower quartile,
median, upper quartile, and largest observation of each peak; it can be appreci-
ated that the detemination of distinct peaks is a difficult task as the statistics
of the two groups (control and MACE) is quite similar to one another.

For the control group, the dataset consists of sixty patients who presented
in emergency room with chest pain and the patients’ troponin T test was con-
sistently negative. These patients lived in the next 5 years without any major
cardiac events or death. The total 166 plasma samples, 24 reference samples and
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Fig. 2. SELDI-MS MACE sample

6 blanks were fractionated into 6 fractions using two 96-well plates containing
anion exchange resin (Ciphergen, CA).

For the MACE group, the dataset was designed to comprise 60 patients who
presented in emergency room with chest pain but the patients’ troponin T test
was negative. However, the patients in this group had either a heart attack, died
or needed revascularization in the subsequent 6 months. The blood samples used
in this study were same as those used in [23]. Most new MPO data measured
with FDA approved CardioMPO kit for these two groups are available – MPO
levels for 56 (out of 60) patients in control group and 55 (out of 60) patients
in MACE group are available. Statistical analysis shows that MPO alone can
distinguish MACE from control with an accuracy better than 60%.

For the SELDI mass spectra, the coverage of proteins in SELDI protein pro-
files was increased by that the blood samples were fractionated with HyperD
Q (strong ion exchange) into 6 fractions. The protein profiles of fractions were
acquired with two SELDI Chips: IMAC and CM10. There are a few different
SELDI chips with different protein binding properties. Generally speaking, the
more types of the SELDI chips are used, the more proteins are likely to be de-
tected. However, due to the high concentration dynamic range of the proteins in
human blood, the total number of proteins to be detected by the protocol we are
using is very limited. We estimate that the number of the proteins we are able
to detect is about one-thousand, while the total protein number in human blood
is estimated to be tens of thousands. For example, MPO can be accurately mea-
sured with immunoassay (CardioMPO) but could not be detected with SELDI
MS. The MS data for each sample in each fraction was acquired in duplicate, so
120 samples (60 controls and 60 MACEs) in each fraction in one type of SELDI
chip have 240 spectra. There are two types of SELDI chips: IMAC and CM10.

We applied the block-kriging method for extracting the predictor coefficients
and classifying control and MACE peaks. The variances of block-kriging estima-
tion errors were determined by both left and right neighbors of the peaks where
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Fig. 3. Box plotting of some MS peaks of control and MACE at typical time indices

Table 1. Average classification rates by different methods

Method Average accuracy (%)

MPO value 55.25
T -test 62.23
Standard genetic algorithm 69.05
Sequential forward floating search 71.92
Improved genetic algorithm 75.16
Block-kriging based best-match rule 67.95
Block-kriging based majority vote 93.15

the range of p was from 3 to 20 on each side. For the majority vote, we used
an odd number of 3 peaks that have the minimum distortion with the unlabeled
peak, to avoid a tie in assigning the class to the test samples. Performing the
leave-one-out validation for different values of p, we obtained average classifica-
tion rates of 67.95% and 93.15% using the best-match decision rule and majority
vote, respectively.

In previous work [18], we used the MPO value, five selected biomarkers by
T -test, five selected biomarkers by the sequential forward floating search, five
selected biomarkers by standard genetic algorithm, and five selected biomark-
ers by an improved genetic algorithm to carry out the prediction. The average
validation results of different methods are presented in Table 1 which shows
the superior performance of the block-kriging based majority vote. The block-
kriging based best-match scheme was found to be better than the use of the MPO
and T -test; however, outperformed by the genetic algorithms and the searching
technqiue.
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5 Conclusion

We have presented a novel geostatistical strategy for identifying MS-based pro-
tein biomarkers. The proposed method is computationally feasible, mathemati-
cally tractable, and effective. It has the potential for applications to many other
similar modern time-series biochemical or biological data, and hence would be
very useful for new drug discovery. The classification rules we have addressed are
simple methods in pattern recognition and classification. Our current intent is to
demonstrate the advantage of the block-kriging method and its error matching
scheme for distinguishing MS peaks from control and MACE samples. Improve-
ments on the current results would be expected if other sophisticated classifiers
can be explored for implementation using the same extracted features. These
will be our future study.

It has been predicted that the advancement of proteomics pattern diagnos-
tics might represent a revolution in the field of molecular medicine, because
this technology has the potential of developing a new model for early disease
detection [6,19,20,30]. Given that the research into clinical proteomic pattern
diagnostics is still in its infancy because the results have not been validated in
large trials, and effective computational methods have not been well-explored;
recent research outcomes have illustrated the role of MS-based proteomics as an
indispensable tool for molecular and cellular biology and for the emerging field
of systems biology [29]. Neverheless, research into MS-based disease detection
has recently attracted the attention of researchers from various disciplines. In
particular, it offers tremendous potentials for the development of personalized
medicine [31] – a new concept that major diseases have a genetic component;
therefore the understanding of cellular processes at the molecular level will en-
able scientists and physicians to predict the relative risk and potential therapy
for such conditions on a person-to-person basis.

Furthermore, the challenge for the post-genomic era is to understand how
genetic regulatory network interact as a system and how this system function
creates an organism. This area of research is called systems biology [32]. Systems
biology is still in the stage of infancy and therefore needs different tools from a
variety of different perspectives. The novel applications of various computational
methods for high-throughput data such as mass spectrometry and microarray
gene expression data are important tools of systems biology and have proven
invaluable for identifying and characterizing the components of biological sys-
tems on a comprehensive scale [32]. It is hoped that the method we developed
herein would become one of such effective feature extraction and classification
approaches of systems biology for both time-course and imaging data.
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Abstract. Due to the absolute value involved, the first absolute central moment 
can be divided into two complementary filters: a positive deviation ep and a 
negative deviation en. Both ep and en can be used separately to highlight edges, 
lines, line endings, corners and junctions in images. Furthermore, the recovered 
edge information can be usefully combined to obtain additional information that 
would not be obtained by varying the parameters of the original filter. The mass 
center of the first absolute central moment can be also defined and an iterative 
localization procedure can be developed by exploiting its properties. 
Mathematical operators derived from the first absolute central moment were 
used on a video processing device based on a DSP board and they proved to be 
robust and suitable for real-time implementations. 

Keywords: edge detection, contour tracking, ultrasound image sequences. 

1   Introduction 

The first absolute central moment belongs to the wide class of moments of n order, 
which includes variance, skewness and kurtosis [1-5]. However, the first absolute 
central moment has not been analyzed in depth in the past [6] and, in particular, its 
properties have never been exploited in image processing. It is common opinion that 
the first absolute central moment has not been investigated because of the 
mathematical difficulties introduced by the presence of the absolute value which 
makes theorem proving difficult [2][4]. Statistical measures such as median, mean, 
variance, skewness and kurtosis are often used in literature to describe the spatial 
features of a region of an image [3][5]. Mean and median are used as a measure of the 
luminance, variance is a measure of the width of the gray-level distribution, the 
skewness characterizes the degree of asymmetry of the distribution while the kurtosis 
is a measure of the peakedness or flatness of the distribution. Mean and median are 
also used to reduce noise which affects images [7]. The mean filter is used when the 
noise distribution well approximates a normal distribution. The median is used when 
the normal model would be a bad approximation of the noise distribution since the 
mean is not a robust estimator of the signal if pixels (outliers), with a gray level which 
is significantly different from the gray level of the surrounding pixels, are present [4]. 
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Unlike the above statistical measures which are largely used in image processing 
systems, the first absolute central moment is only used in robust statistics. Here the 
median and the first absolute central moment are used to estimate the central value 
and the width, respectively, of the distribution since both these measures are robust 
against outliers [4] [6]. 

However, the first absolute central moment supplies features of the utmost 
importance in image processing. Due to the absolute value involved, the first absolute 
central moment can be separated into two components: a positive deviation ep and a 
negative deviation en. Once ep and en are computed they can be combined. Derivative 
filters of both the first order and the second order can be obtained as well as 
mechanisms which are able to compensate the noise effects. Edges can be located and 
image key points such as corners, lines, line-endings and intersections between different 
discontinuities can be highlighted [8][9]. The architectures of ep and en and their 
responses to luminous stimuli recall the separation of the ganglion cells of a biological 
vision system into on-center off-surround and off-center on-surround cells [10]. 

When en and ep are computed separately, the difference ep-en is the first absolute 
central moment and the sum ep+en represents the first central moment. That is, the 
central moment and the absolute central moment, can be obtained as combinations of  
ep and en. While the first central moment is equivalent to a filter difference of 
Gaussians (DoG) [11][12], the first absolute central moment provides a result which 
is analogous to that provided by a filter gradient of Gaussian (GoG) [12][13]. 
Therefore, both a first derivative operator such as a GoG and a second derivative 
operator such as a DoG can be obtained with the same filtering stage. Moreover, 
unlike the GoG, the first absolute central moment provides ridges both at edges and at 
lines and highlights the image key points like corners, line-endings and junctions with 
local maxima. Notwithstanding, ep and en represent something more than a simple 
trick to compute the two central and absolute central moments simultaneously: ep and 
en are themselves two mathematical operators which reveal interesting properties. ep 
and en also highlight edges and lines with a ridge and provide local maxima at the 
image key points. While en provides a ridge with the peak at the dark border of a gray-
level discontinuity, ep provides a ridge with the peak at the bright border. Moreover, 
the ridges provided by ep and en at a discontinuity partially overlap, the profile of the 
overlapping area is that of a thin ridge and the peak of the ridge locates the 
discontinuity; the greater the discontinuity, the higher the peak. Consequently, a 
simple algebraic method can provide both the edge map and an estimate of the image 
luminance variation. The function Min(positive deviation, |negative deviation|) 
provides both a map Mpn, similar to the zero-crossing map of an equivalent DoG filter 
[14], and the strength of each zero-crossing point. In addition to the Mpn map a local 
thresholding procedure can be achieved by combining two ridge maps obtained when 
two different sets of low-pass filters are used.  

Furthermore, other properties emerge from the analysis of the mass center of the 
first absolute central moment (vector b) [15]. If vector b is computed at a starting 
point p near an edge then vector b joins a point p’ which is closer to the edge than p, 
independently of the distance between p and the edge. Therefore, an iterative 
localization procedure can be developed by exploiting this property. When given an 
approximate starting contour the final contour of the structure in interest can be 
located by computing iteratively vector b at the points of the starting contour. The 
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procedure is simple and converges in just a few iterations. In this case also, due to the 
absolute value involved, vector b can be separated into two components: a positive 
component bp and a negative component bn. Once bp and bn are computed they can 
be combined: the sum bp + bn is the mass center of the first absolute central moment 
(that is, vector b) while the difference bp - bn represents the normalized gradient of 
the gray-level image map. 

Mathematical operators derived from the first absolute central moment were used 
on a stand-alone video processing device based on a DSP board where the main 
component is the Texas Instruments’ TMS320C6415. The TMS320C6415 is a high 
performance digital signal processor particularly suited for computationally intensive 
video processing applications. The device was successfully used for the development 
of ultrasound image-processing applications. It acquires the analog video signal from 
any ultrasound system and shows the results on a Graphical User Interface (GUI). For 
example, the diameter of an artery can be estimated in real-time: for every image, that 
is, at a rate of 25 frames/sec, the DSP automatically locates the two borders of the 
vessel and subsequently computes the diameter. The method is based on a contour 
tracking procedure which exploits the properties of vector b and it is applied to B-
mode images of a longitudinal section of the vessel. Long image sequences can be 
thus processed and complex exams like the analysis of the endothelial function can be 
performed in real time.  

2   The First Absolute Central Moment 

Let f(n,m) be the gray-level map of an image and let Θ1 and Θ2 be two concentric 
circular neighborhoods of a point p with coordinates (n,m). Let r1 and r2, where r1 <r2, 
be the radii of Θ1 and Θ2, respectively. The first absolute central moment can be 
computed as follows:  

∑∑Θ
−−−=

2
2 ),(),(),(),( lkglmknfmnmne μ  

(1) 

where the mean value μ(n,m) is computed as 
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and g1(k,l) and g2(k,l) are two Gaussian weight functions with apertures σ1 and σ2. 
Even if simpler weight functions like box functions could be used, we prefer Gaussian 
functions since Gaussian has many qualities which make this function a unique 
operator in early image processing [16-19]. In order to normalize the operator, the 
discrete Gaussian functions g1(k,l) and g2(k,l) are normalized over the circular 
neighborhoods Θi with radius ri=3σi. Eq.(1) measures the variability of the gray 
levels of the pixels which belong to the circular neighborhood Θ2 of the image with 
respect to the local mean computed on the smaller circular neighborhood Θ1. The first 
absolute central moment e(n,m) can be divided into two complementary filters: a 
positive deviation ep(n,m) and a negative deviation en(n,m). 
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so that the first absolute central moment can be obtained as e(n,m)=ep(n,m)-en(n,m). 
Given the local mean μ(n,m) computed on the smaller circular neighborhood Θ1 
eqs.(3) measure the variability of the gray levels of the pixels, which belong to the 
circular neighborhood Θ2 and which are greater or less than μ(n,m), respectively, with 
respect to μ(n,m) itself.  

3   The Positive and Negative Deviations  

Fig.1 panel a) shows the response of both ep(n,m) and en(n,m) given a test image with 
an ideal straight step discontinuity. At gray-level discontinuities ep(n,m) and en(n,m) 
provide two ridges which overlap partially. The overlapping area is a thin ridge with a 
base equal to 2r1 where r1 is the radius of Θ1. While en(n,m) provides a ridge with the 
peak at the dark border of the gray-level discontinuity, ep(n,m) provides a ridge with 
the peak at the bright border. 

In general, the negative deviation highlights dark structures on bright backgrounds 
and vice versa, the positive deviation highlights bright structures on dark 
backgrounds. According to this property, ep(n,m) and en(n,m) can be used to highlight 
the outer and inner border of structures in interest separately as well as both the 
borders and the center lines of bars. Fig.1 then shows how the outputs of ep(n,m) and 
en(n,m) can be combined to obtain different results at discontinuities. 

 

Fig. 1. The figure shows how the outputs of ep(n,m) and en(n,m) can be combined to obtain 
different results at gray-level discontinuities 
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3.1   A Filter Analogous to a GoG Filter 

When we subtract the output of en(n,m) from ep(n,m) the output of the first absolute 
central moment e(n,m) is obtained. While e(n,m) is equal to zero over homogeneous 
regions, at discontinuities e(n,m) provides a ridge and the ridge peaks locate the points 
of the discontinuity. The first absolute central moment is a dispersion index which 
provides a ridge map similar to the ridge map provided by the magnitude of a 
standard GoG operator.  

 

 

Fig. 2. Panels a) shows two test images. The relative ridge maps provided both by the first 
absolute central moment and by an equivalent GoG filter are shown in panels c) and b), 
respectively. Unlike the magnitude of the GoG, the first absolute central moment provides 
ridges at edges and lines and gives rise to local extrema of the ridges at line endings, corners, 
spots and junctions. 

Fig.1 panel b) shows how the linear combination ep(n,m) - en(n,m) provides a ridge 
at discontinuities. However, unlike the magnitude of the GoG, the first absolute 
central moment provides ridges at edges and lines and gives rise to local extrema of 
the ridges at key points such as line endings, corners, spots and junctions [8]. Fig.2 
shows two test images in panels a) and the relative ridge maps provided both by the 
first absolute central moment (panels c)) and by an equivalent GoG filter (panels b)). 
However, it is worth noting that the first absolute central moment cannot highlight 
particular junctions with a local maximum. Local maxima at all the junctions can be 
ensured only if the two positive and negative components (ep and en) of the first 
absolute central moment are kept separated [9]. 
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3.2   The Same Output of a Standard DoG Filter 

The first central moment can be obtained by adding the negative deviation to the 
positive deviation. It is worth noting, however, that in our case the radius of Θ1 is 
smaller than the radius of Θ2 and the obtained operator c(n,m) is a generalized first 
central moment rather than a real first central moment.  

( )∑∑Θ
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Since c(n,m) is obtained by eliminating the absolute value brackets in eq.(1), then by 
developing eq.(5) we obtain: 
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where ⊗ is the convolution operator. Eq.(6) shows how adding ep(n,m) to en(n,m) is 
equivalent to filtering the image f(n,m) with a standard DoG filter. Fig.1 panel c) 
shows how the linear combination ep(n,m)+en(n,m) provides a zero-crossing at 
discontinuities. 

3.3   A Simple Zero-Crossing Map 

In section 3.2 we have seen how adding ep(n,m) to en(n,m) is equivalent to filtering the 
image f(n,m) with a standard DoG filter independently of the apertures σ1 and σ2. 
However, where the two positive and negative DoG components cross the zero (that 
is, at the zero-crossing points), the two ridges provided by the positive and negative 
central deviations overlap partially. The profile of the overlapping area is that of a 
thin ridge and the peak of the ridge locates the discontinuity; the greater the 
discontinuity, the higher the peak. Consequently, the function Min(positive 
deviation,⏐negative deviation⏐) provides both the zero-crossing map and an estimate 
of the image luminance variation (the zero-crossing strength). Fig.1 panel d) shows 
how the function Mpn provides a thin ridge at discontinuities. A similar procedure has 
been used in the past in [20] to reduce the noise effects on edge detection and 
localization. 

3.4   A Local Thresholding Procedure 

A local thresholding procedure can be achieved by combining two ridge maps 
obtained when two different sets of low-pass filters are used. The difference in noise 
compensation given by the two following filtering processes has been analyzed in [9]: 
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Provided that σ1=σ3, eq.(7) provides a lower noise level than eq.(8). The opposite 
result, however, is obtained at the discontinuities. While in eq.(8) the height of the 
ridges at the discontinuities obviously decreases by filtering the central deviation 
e(n,m) with the Gaussian g3(n,m), in eq.(7) the height of the ridges at the 
discontinuities does not decrease when the Gaussian g1(n,m) is used.  

 

 

Fig. 3. Four test images and the result of a thresholding process is shown. Since eq.(7) produces 
both higher ridges and a lower noise level than eq.(8), then the map obtained by the filtering 
process (8) can be used as a threshold map of the ridge map obtained by the filtering process (7). 

Therefore, as eq.(7) produces both higher ridges and a lower noise level than 
eq.(8), the map obtained by the filtering process (8) can be used as a threshold map of 
the ridge map obtained by the filtering process (7). Fig.3 shows four test images and 
the result of the thresholding process. In particular, the first panel shows the 
robustness of the thresholding process to additive Gaussian noise. The ridge map of 
the synthetic image was obtained with σ1=1 ; σ2=4 ; σ3=0. Smaller values of σ2 were 
used to compute the ridge maps of the outdoor images and the apertures σ1=1.3 ; 
σ2=1.3 ; σ3=0 were used. The threshold map of the synthetic image was obtained 
with σ1=0 ; σ2=4 ; σ3=4. The threshold maps of the outdoor images were obtained 
with the apertures σ1=0 ; σ2=1.3 ; σ3=1.3. 

4   The Mass Center of the Gray-Level Variability 

The first absolute central moment is a statistical filter which measures the variability 
of  the gray  levels of the  image with  respect to  the local mean. The function h(p,k,l) 

),(),()(),,( 2 lkglmknflkh −−−= pp μ  (9) 

which can be found in the integral (1) describes the spatial distribution of the 
variability of the gray levels with respect to the local mean computed at point p=(n,m). 
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The function h(p,k,l) can be seen as a mass function which associates a mass value to 
every pixel surrounding p and the first absolute central moment e(p) can be seen as the 
total mass of the variability of the gray levels at point p. Therefore, the center of mass 
of the gray-level variability at point p is computed with the vector b(p): 
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where Γ is a vector which has -k,-l components. 

4.1   An Edge Localization Procedure 

Let us consider a gray-level discontinuity and a point p0 close to the discontinuity. 
Vector b always indicates the discontinuity. Moreover, when particular configurations 
of eq.(10) are chosen, vector b locates a point p1 which is closer to the discontinuity 
than p0 independently of the distance between p0 and the discontinuity. Hence, given 
a starting point the closest point of a discontinuity can be located by iteratively 
computing vector b. Let ⏐ε⏐ be the distance of p from a straight discontinuity, vector 
b(p) was computed and the following relationship was obtained  
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The symbolic computation system Maple V [21] was used in [22] to compute and 
analyze eq.(11). Vector b always indicates the discontinuity and its magnitude is 
symmetric with respect to the discontinuity. Fig.4 shows how the magnitude of the 
vector b(ε) varies for positive values of ε when σ2=4π pixels. The mass center 
computed at p approaches the discontinuity independently of the distance between p 
and the discontinuity if ⏐b(ε)⏐<2⏐ε⏐ for every value of ε. From eq.(11) it is easy to  

 

 

Fig. 4. The figure shows how the magnitude of the vector b(ε) varies for positive values of ε 
when σ2=4π pixels. The condition σ1>σ2/π is a necessary condition to satisfy the inequality 
⏐b(ε)⏐<2ε for every positive value of ε. 
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show that the magnitude of vector b decreases when σ1 increases, independently of 
the values of ε and σ2, and that the condition σ1>σ2/π is a necessary condition to 
satisfy the inequality ⏐b(ε)⏐<2ε for every positive value of ε. Therefore, when the 
first absolute central moment is used, the mass center of the gray-level variability 
always approaches the discontinuity if the relationship σ1>σ2/π is satisfied. 

4.2   An Operator Analogous to a Normalized Gradient 

Here again the two positive and negative components of vector b can be introduced 
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where the domains  Θ2p and Θ2n are defined in eqs.(4). Vector b is obviously obtained 
by adding the negative component bn to the positive component bp 
(b(p)=bp(p)+bn(p)). However, a different operator bg is obtained by subtracting bn 
from bp: that is, by eliminating the absolute value brackets in eq.(9). 
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The summation in eq.(13) represents the convolution of the function f(n,m) with 
the gradient of the Gaussian function g2(n,m) since, except for a constant factor, the 
term Γg2(k,l) is exactly the gradient of the function g2(k,l). On the other hand, as we 
have seen in section 3.1, the normalizing factor e(p) is very similar to the magnitude 
of the gradient of Gaussian. Therefore, given a gray-level image map f(n,m), vector bg 
provides the same information of a normalized gradient of Gaussian. A normalized 
gradient is needed, for example, to derive the velocity vector from the optical-flow 
equation. 

5   The Real-Time Image Processing System 

The video processing system we used to implement real-time measurements is a stand-
alone video processing board. The main component is the Texas Instruments’ 
TMS32C6415, a high performance DSP which is particularly  suited for video 
processing applications. Its CPU, which has a Very-Long-Instruction-Word (VLIW) 
architecture, can carry out eight 32-bit instructions/cycle at 600MHz clock rate, that is 
4.8 billion instructions/second. Moreover, special instructions can perform two 
arithmetic operations in parallel with 16-bit operands or four arithmetic operations with 
8-bit operands, reaching a total of twenty-eight operations/cycle. The capability of 
performing multiple operations is of particular relevance in video processing 
applications since the gray-levels of the image are usually represented by 8-bit or 16-
bit data. The board is equipped with an analog video decoder which can acquire the 
most common video standards, a multi-channel analog I/O module, a USB interface, 
an RS232 serial interface and a considerable amount of memory: 512 Kbytes flash 
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memory; 4 Mbytes synchronous SRAM and 512 Mbytes DRAM. Unlike most 
common DSP video processing boards, which have a standard video output, our 
system is provided with a powerful VGA output generated by the Asiliant’s B69000 
graphics controller. This device integrates 2 Mbytes SDRAM, a 2D graphics 
accelerator and other hardware resources commonly available in PCs, such as a pop-up 
window and two cursors on the same chip. Moreover, high-quality video playback, 
which supports both a RGB and Y/C video format and implements a double buffering 
to eliminate video tearing, is obtained by using the B69000. Since the application 
requires advanced user interaction, a graphical user interface (GUI), which is operated 
by a mouse and a keyboard, has been developed. Although less complex, the GUI is 
similar to those we commonly use in standard workstations and can contain a number 
of objects such as buttons, numerical displays, texts, graphs etc. A more detailed 
description of the hardware and software architecture of the board can be found in [23]. 

6   Ultrasound Image Processing Examples 

The system was used to develop novel ultrasound image processing applications. In 
these cases, the DSP board acquires the analog video signal from an ultrasound 
system and shows the results on a graphical user interface. A mouse and a keyboard 
are available to operate the device. 

6.1   The Flow-Mediated Vasodilation  

The endothelium is the tissue that lines the lumen of all blood vessels but overall it is 
an organ that synthesizes and releases vasoactive substances which regulate vascular 
functions. A dysfunction of this organ is an early step in the development of 
atherosclerosis and is a useful indicator for the prediction of cardiac events. For these 
reasons, the characterization of the endothelial function is one of the most attractive 
research topics in modern vascular medicine. The evaluation of the flow-mediated 
vasodilation (FMD) of the brachial artery is a widely used measurement technique. 
The examination consists in the application of a mechanical stimulus which results in 
the endothelium releasing nitric oxide, a vasodilator. Ultrasound equipment is used to 
measure the increasing of the artery diameter during the exam and, consequently, the 
response of the endothelium to the stimulus [24]. 

The system we developed can measure the diameter of the artery in real-time: for 
every image, that is, at a rate of 25 frames/sec, the DSP automatically locates the two 
borders of the vessel and subsequently computes the diameter. The method is based 
on a contour tracking technique applied to B-mode images of a longitudinal section of 
the vessel. Detecting the borders of the vessel may prove to be difficult because of the 
limited quality of the images and because of the presence of speckle noise. We 
approached the problem by exploiting the properties of vector b which proved to be 
robust and suitable for real-time implementations. 

The procedure must be initialized by manually tracing two approximated starting 
borders, an operation that also defines the region of interest (ROI) where the diameter 
will be computed. This operation is carried out in a GUI window where the ultrasound 
images are displayed in real-time. The elaboration starts immediately afterwards. The 
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value of the diameter is shown by a numerical display and is plotted on two graphs: 
the first graph shows the instantaneous measure over a time scale of 5 seconds; the 
second graph shows the mean value of the diameter computed over 2 seconds and 
displayed over a time scale of 9 minutes. The hardware device can be easily 
connected to any ultrasound equipment provided with an analog video output. At 
present 20 European research centers are successfully using the method with different 
ultrasound systems.  

6.2   Carotid Intima-Media Thickness  

Increased Carotid Intima-Media Thickness (CIMT) is a non-invasive marker of early 
arterial walls alteration which is associated with an increased risk for cardiovascular 
diseases. It can be easily assessed by a B-mode ultrasound technique and represents a 
safe and inexpensive measure which is well suited for use in large-scale population 
studies [25]. In particular, CIMT measurements are currently used as a cardiovascular 
(surrogate) end-point in randomized controlled trials with the advantage of reducing 
the sample size and the duration of follow-up [26].  

CIMT is defined as the distance between the leading edge of the lumen-intima 
interface and the leading edge of the media-adventitia interface. To locate such edges, 
a manual approach is usually adopted. However, such a method is time consuming and 
rather unreliable, since results may depend on the experience, training and subjective 
judgment of the operator, thus involving a great inter- and intra-operator variability. 

An automatic technique for the CIMT measurement, based on the first absolute 
central moment and a pattern recognition approach, have been developed. The 
mathematical operator exhibits an improved signal noise ratio in presence of speckle 
noise with respect to traditional edge detectors like Laplacian of Gaussian and 
Gradient of Gaussian, thus obtaining a greater precision in the CIMT assessment. 
Moreover, real-time visualization of the measure brings other benefits. Firstly, the 
time required for examination is very low. Secondly, physicians can take advantage of 
the visual feedback to adjust the quality of ultrasound images so to increase the global 
robustness of the measure. 

7   Conclusion 

The most interesting feature of the first absolute central moment is that the 
generalization of this simple dispersion index gives rise to a class of filters, the 
outputs of which can be in turn usefully combined. The first central moment, which is 
obtained by adding the negative deviation to the positive deviation, provides a map 
which is equal to the one provided by a standard DoG filter. The simple algebraic 
function Min(positive deviation, |negative deviation|) can also provide both the zero-
crossing map and an estimate of the image luminance variation. Moreover, a simple 
thresholding procedure can be obtained by combining two maps provided by two 
different filtering processes. The first absolute central moment, which is obtained by 
subtracting the negative deviation from the positive deviation, provides a ridge map 
which is similar to the one provided by the GoG filter. However, unlike the GoG, the 
absolute moment provides ridges at edges and lines and gives rise to local extrema of 
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the ridges at line endings, corners and junctions. In the presence of noise, due to the 
weak ridge produced at the two-dimensional discontinuities, the GoG may ensure a 
ridge at straight discontinuities yet may not ensure a ridge at corners, at junctions or 
in the proximity of borders with high curvature, thus making the localization of these 
points unreliable [27][28]. However, it is worth noting that even though the first 
absolute central moment at junctions always ensures a ridge comparable to the ones 
generated at the straight discontinuities belonging to the junction, it does not provide 
local maxima at all the junctions. Local maxima at junctions are ensured only if the 
two positive and negative deviations are kept separated. In addition, given a starting 
point, the closest point of a discontinuity can be located with just a couple of jumps 
by iteratively computing the mass center of the first absolute central moment (vector 
b). Finally, an operator very similar to a normalized gradient of the gray-level image 
map is obtained when subtracting the negative component of vector b from its 
positive component. 

Both the first absolute central moment and its mass center were used on a video 
processing device based on a DSP board and they proved to be robust and suitable for 
real-time implementations.  

To conclude, we wish to point out that all the possible combinations of the edge 
information, recovered by the class of filters generated by the generalization of the 
first absolute central moment, have not been analyzed. Since three different low-pass 
filters can be introduced into two nonlinear filters (positive and negative deviations) a 
large class of filters is obtained and possible combinations of the recovered edge 
information still remain to be investigated. The edge detection properties of the two 
negative and positive deviations when used separately also remain to be investigated 
in depth. These two operators should be analyzed separately and their analysis should 
be compared with the knowledge achieved on the low level stages of the biological 
vision systems since their architectures and their responses to luminous stimuli recall 
the separation of the ganglion cells into on-center off-surround and off-center on-
surround cells. 
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Abstract. In this paper we study some optimization problems resulting
from image processing tasks in medical applications. These problems
are solved using a coordinate-free approach which not only reduces the
computational effort in finding the solutions and enhances conceptual
clarity, but also leads to closed-form solutions.
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1 Introduction

The increasing availability of pictures in digital form and improved storage and
processing capabilities allow the application of more and more sophisticated
mathematical methods in pattern recognition and pattern matching and the use
of computer vision methods in navigation and control; see [3,4,6,7,9,10] for an
overview of the field. Increased mathematical sophistication is not only required
to refine algorithms to cope with the growing amounts of data to be processed,
but also to generalize the conceptual framework through which application prob-
lems are approached.

In this paper we investigate some optimization problems which emerged from
the application of image processing techniques to the area of medical diagnostics
and computer-aided surgery. It is shown that by using a higher level of math-
ematical abstraction and working in a coordinate-free manner, it is possible to
both enhance conceptual clarity and reduce the required computational effort.
Since the emphasis is on conveying an idea rather than tackling a full-scale ap-
plication in detail, we chose simple and well-known examples, but the approach
has the potential of being generalized to highly nontrivial problems which are
best formulated as optimization problems on manifolds.

2 Four Sample Problems

The first problem we want to consider stems from attempts to improve diag-
nostical techniques to detect cervical cancer. The goal is to localize, as precisely
� This work was partially supported by the German Federal Ministry of Education
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as possible, regions in a patient’s cervix with tissue anomalies which can be
detected in tomographic pictures of the cervical region. To do so, a standard
three-dimensional model of a woman’s cervical region was developed to which
the cervical region of an individual patient is to be matched, allowing for indi-
vidual variations in body build. This is accomplished by matching some easily
identifiable and localizable body features with the corresponding features of
the standard model and by then transforming the whole cervical region corre-
spondingly in such a way that collinearity and proportions are preserved. In
other words, one looks for an affine transformation which matches given points
P1, . . . , PN in space (the patient’s body features) with points Q1, . . . , QN (the
corresponding body features of the standard model) as closely as possible. (Sim-
ilar approaches are used in brain surgery where features of the brain of a specific
patient are matched with those listed in a brain atlas such as [12]; cf. [8].) In
mathematical terms, this problem can be formulated as follows (cf. [1], [14]).

Fig. 1. Cross-section of a woman’s cervical region with specified landmarks

(2.1) Affine Pattern Matching Problem. Given N points Pi = (xi, yi, zi)
∈ R

3 and N points Qi = (ui, vi, wi) ∈ R
3, find an affine transformation T :

R
3 → R

3 which minimizes the expression f(T ) :=
∑N

i=1 ‖T (Pi) − Qi‖2.

The second problem has its origin in interstitial brachytherapy, which is a
medical treatment whereby several biopsy needles supplied with a radioactive
source are placed inside a tumor to enable fighting the tumor by radiation from
within the body. Apart from the geometrical distribution of the needles inside
the tumor tissue, accuracy of positioning of the needles is a critical factor for
the success of the therapy. In the setting described here (see [11]), the biopsy
needles were equipped with diodes emitting infrared light which was received by a
system of four CCD video cameras mounted atop the surgery table; on the other
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hand, the biopsy needles held markers detectable on tomographic images which
were continuously taken for constant supervision. The task of navigation in the
positioning of the needles required continuous alignment of the coordinate frames
used by the cameras and by the tomographic scanner via a rigid transformation
and hence the real-time solution of the following problem (which also occurs
in camera calibration; cf. [13]) which sounds similar to (2.1), but requires a
completely different solution.

(2.2) Rigid Pattern Matching Problem. Given N points Pi = (xi, yi, zi) ∈
R

3 and N points Qi = (ui, vi, wi) ∈ R
3, find a rigid transformation T : R

3 → R
3

which minimizes the expression f(T ) :=
∑N

i=1 ‖T (Pi) − Qi‖2.
The next problem we want to consider stems from the task of developing a

three-dimensional model of a patient’s cranium showing features detected on a
series of two-dimensional cross-section scans of the cranium obtained by com-
puter tomography. The difficulty arises that errors in locating feature points
between different pictures cannot be avoided and must be averaged out during
the subsequent image processing. This is done in a two-step approach: first, one
tries to determine (using a regression in the total least-squares sense) for each
individual cross-section the symmetry line through the detected feature points;
second, by superposition of the various cross-sections while matching the axes of
symmetry and by then using another regression, one determines the symmetry
plane for a three-dimensional model of the cranium.

Thus the image processing requires a two-fold solution of the following prob-
lem (one for d = 2, one for d = 3).

(2.3) Symmetry Hyperplane Problem. Given N points Pi ∈ R
d and N

points P̂i ∈ R
d, find a hyperplane reflection σ : R

d → R
d such that f(σ) :=∑N

i=1 ‖σ(Pi) − P̂i‖2 becomes minimal.

Fig. 2. Image obtained by computer tomography of a patient’s head
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Remark. Since the reflection at a hyperplane through a point Q with unit
normal vector n is given by σ(x) = x−2〈x−q, n〉n, we may write the cost function
in the form f(q, n) =

∑N
i=1 ‖pi− p̂i−2〈pi−q, n〉n‖2 =

∑N
i=1 ‖pi− p̂i‖2+4·Φ(q, n)

where Φ(q, n) :=
∑N

i=1

(
〈pi − p̂i, n〉〈q − pi, n〉 + 〈q − pi, n〉2

)
. (Here we use the

convention of identifying a point A with the vector a = −→
OA where O denotes

the origin of the chosen coordinate system.)
A similar problem (which can be solved with the same methods) arises when

one seeks a hyperplane which fits a given cloud of points as well as possible,
where the goodness of fit is measured in the total least-squares sense. (See [15]
for a good introduction to total least-squares estimation.) A different approach
to symmetry axis detection, using cellular neural networks, is outlined in [2].

(2.4) Regression Hyperplane Problem. Given N points Pi ∈ R
d, find a

hyperplane H ⊆ R
d such that f(H) :=

∑N
i=1 dist(Pi, H)2 becomes minimal, where

dist(P, H) denotes the distance from a point P to a hyperplane H.

Remark. Since dist(P, H) = |〈p − q, n〉| where Q is any point in H and where
n is a unit normal vector of H, we may write the cost function in the form
f(q, n) :=

∑N
i=1〈pi − q, n〉2 where q, n ∈ R

d with ‖n‖ = 1.
The functions to be optimized in the above examples have as their domain the

set of all affine transformations of R
3, the set of all rigid transformations of R

3,
the set of all hyperplane reflections in R

d and the set of all hyperplanes in R
d

where d = 2 or d = 3, respectively. A typical approach would be to parametrize
these sets by introducing some sort of coordinates and then expressing the func-
tion to be minimized as a function of these coordinates. For example, in problem
(2.1) we may write an arbitrary affine transformation in the form

T (x, y, z) =

⎡

⎣
a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤

⎦

⎡

⎣
x
y
z

⎤

⎦+

⎡

⎣
b1

b2

b3

⎤

⎦

and then express the cost functional as a function in the twelve unknowns aij and
bk where 1 ≤ i, j, k ≤ 3, seeking the minimum by equating the partial derivatives
with respect to these variables with zero. In problem (2.2) one would either solve
the same minimization problem as before, but now under the constraints

a1ia1j + a2ia2j + a3ia3j = δij (1 ≤ i ≤ j ≤ 3)

which express the fact that A = (aij) is required to be an orthogonal matrix,
and then apply the method of Lagrange multipliers; or one would parametrize
the matrix A, for example by writing A as
⎡

⎣
cosα cosβ − sin α sin β cos γ sin α cosβ + cosα sinβ cos γ sinβ sinγ

− cosα sinβ − sin α cosβ cos γ − sinα sin β + cosα cosβ cos γ cosβ sin γ
sin α sin γ − cosα sin γ cos γ

⎤

⎦

in terms of Euler angles, and then treat the problem as an ordinary optimization
problem without constraints in the parametrizing variables, treating separately



112 K. Spindler

those matrices which are not covered by the Euler angle parametrization and
the matrices of determinant −1 (if transformations which do not preserve orien-
tation are allowed in the problem). In problems (2.3) and (2.4) one would write
a hyperplane in the form a1x1 + · · ·+adxd = 1 or a1x1 + · · ·+adxd = 0, depend-
ing on whether or not it passes through the origin, and then treat the function
to be minimized as a function in the variables a1, . . . , ad under the constraint
a2
1 + · · · + a2

d = 1.
Following such a straightforward approach would, in all cases with the excep-

tion of (2.1) which is an unconstrained optimization problem, lead to a morass
of calculations and is not likely to provide a closed-form solution. On the other
hand, by taking a more abstract point of view and working in an essentially
coordinate-free way, one not only gains conceptual clarity, but, in fact, arrives
at closed-form solutions. (The approach chosen is beneficial in a more general
setting; cf. [5].) There is also no need to restrict the investigation to dimensions
two and three; all four problems can, without any extra effort, be solved in ar-
bitrary dimensions. The next section gives the concepts and results which are
needed for the proposed approach.

3 Notation

We consider a finite-dimensional real vector space equipped with an inner prod-
uct 〈·, ·〉 and the associated norm ‖v‖ :=

√
〈v, v〉. We do not distinguish in our

notation between V as a vector space and V as an affine space; hence given an
origin O, a point P in V (i.e., an element of the affine space V ) will be identified
with the vector p = −−→

OP (i.e., an element of the vector space V ). The barycenter
of a finite set {P1, . . . , PN} of points in V is the unique point P̂ with the property
that p̂ = (

∑N
i=1 pi)/N . An affine transformation on V is a mapping T : V → V

of the form Tv = Av + b where A : V → V is a linear mapping and where b ∈ V
is a fixed vector.

The endomorphism algebra of V , consisting of all linear mappings (“opera-
tors”) A : V → V , will be denoted by End(V ). The symbols 0 und 1 will be used
to denote the zero operator and the identity operator, respectively. The adjoint
of an endomorphism A : V → V is the unique endomorphism A� : V → V
satisfying 〈A�u, v〉 = 〈u, Av〉 for all u, v ∈ V ; if we identify A with a matrix with
respect to some orthonormal basis of V , then A� = AT becomes the transpose of
A. An operator A is called self-adjoint if A� = A and orthogonal if A� = A−1. We
make the important observation that End(V ) becomes itself an inner product
space via the Frobenius product

〈〈A, B〉〉 := tr(AB�) = tr(A�B) = tr(BA�) = tr(B�A)

where tr denotes the trace of an operator. If we identify A and B with real
(n × n)-matrices with respect to an orthonormal basis of V , then 〈〈A, B〉〉 =∑n

i,j=1 AijBij ; i.e., 〈〈·, ·〉〉 becomes the canonical inner product if we identify the

vector space R
n×n of all real (n × n)-matrices with the vector space R

n2
by

writing the entries of an (n × n)-matrix as a column vector of length n2.
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With any two vectors u, v ∈ V we associate the tensor product u⊗v ∈ End(V )
which is the linear map u ⊗ v : V → V defined by (u ⊗ v)(x) := 〈x, v〉u for all
x ∈ V ; if we identify u and v with elements of R

n with respect to some orthonor-
mal basis of V then u⊗ v = uvT . The following properties of the tensor product
are readily verified:

(1) u ⊗ v depends bilinearly on (u, v);
(2) if v �= 0 then the image of u ⊗ v is Ru;
(3) (u ⊗ v)� = v ⊗ u;
(4) A ◦ (u ⊗ v) = (Au) ⊗ v and (u ⊗ v) ◦ A = u ⊗ (A�v) for all A ∈ End(V );
(5) (a ⊗ b) ◦ (c ⊗ d) = 〈b, c〉 a ⊗ d;
(6) tr(u ⊗ v) = 〈u, v〉;
(7) 〈〈a ⊗ b, c ⊗ d〉〉 = 〈a, c〉〈b, d〉;
(8) 〈u, Av〉 = 〈〈u ⊗ v, A〉〉 for all A ∈ End(V ).

We note that (8) implies that every bilinear form on V can be uniquely repre-
sented as a linear form on End(V ), which is the universal property of abstractly
defined tensor products. Thus End(V ) with the operation ⊗ can be seen as a
concrete realization of the abstract tensor product V ⊗ V , but this is irrelevant
for our purposes.

A function f : V → R is called differentiable at a point p ∈ V if there
is a linear form (necessarily unique) f ′(p) : V → R such that f(p + h) =
f(p) + f ′(p)h + o(‖h‖). If this is the case then there is a unique vector (∇f)(p)
called the gradient of f at p such that f ′(p)v = 〈v, (∇f)(p)〉 for all v ∈ V . If f
is differentiable then, by the Chain Rule, f ′(p) can be evaluated by calculating
directional derivatives, viz.

f ′(p)v =
d
dt

∣∣∣∣
t=0

f(p + tv)

(or more generally f ′(p)v = (d/dt)|t=0f
(
α(t)

)
for any curve α : (−ε, ε) → V with

α(0) = p which is differentiable at t = 0 and satisfies α̇(0) = v). Of course, the
gradient of a function at some point depends not just on the vector space V but
also on the choice of the inner product. In our setting, the gradient of a differen-
tiable function f : V → R at an element p ∈ V is the unique element (∇f)(p) ∈ V
satisfying (d/dt)t=0f(p + tv) = 〈(∇f)(p), v〉 for all v ∈ V , and the gradient of
a differentiable function Φ : End(V ) → R at A ∈ End(V ) is the unique ele-
ment (∇Φ)(A) of End(V ) satisfying (d/dt)|t=0Φ(A + tB) = 〈〈(∇Φ)(A), B〉〉 for
all B ∈ End(V ). If differentiability is clear beforehand, the gradient of a func-
tion Φ : End(V ) → R can be practically computed by evaluating the expression
(d/dt)|t=0Φ(A+tB) and bringing it into the form 〈〈X, B〉〉 for some X ∈ End(V );
this X is then (∇Φ)(A). For a function f : X ×Y → R defined on a direct prod-
uct of two inner-product spaces we denote by (∇xf)(x0, y0) the gradient of the
function x �→ f(x, y0) at x0, representing the partial derivative of f with respect
to x at (x0, y0). We give some examples for the computation of gradients (almost
all of which will be used later in solving the problems from section 2).
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(3.1) Example. Define f : V → R by f(x) := 〈x − x0, y〉2 where x0, y ∈ V
are fixed vectors. In coordinates, f is a quadratic polynomial in the entries of x;
hence it is clear that f is everywhere differentiable. Then

f ′(x)v =
d
dt

∣∣∣∣
t=0

f(x + tv) =
d
dt

∣∣∣∣
t=0

〈x − x0 + tv, y〉2

=
d
dt

∣∣∣∣
t=0

(
〈x − x0, y〉2 + 2t〈x − x0, y〉〈v, y〉 + t2〈v, y〉2

)

= 2〈x − x0, y〉〈v, y〉 =
〈
2〈x − x0, y〉y, v

〉

and hence (∇f)(x) = 2〈x − x0, y〉y = 2 (y ⊗ y)(x − x0) for all x ∈ V .

(3.2) Example. Define f : V → R by f(x) := 〈x, a〉〈x, b〉 where a, b ∈ V are
fixed vectors. In coordinates, f is a quadratic polynomial in the entries of x;
hence it is clear that f is everywhere differentiable. Then

f ′(x)v =
d
dt

∣∣∣∣
t=0

f(x + tv) =
d
dt

∣∣∣∣
t=0

〈x + tv, a〉〈x + tv, b〉

=
d
dt

∣∣∣∣
t=0

(
〈x, a〉〈x, b〉 + t〈x, a〉〈v, b〉 + t〈v, a〉〈x, b〉 + t2〈v, a〉〈v, b〉

)

= 〈x, a〉〈v, b〉 + 〈v, a〉〈x, b〉 =
〈
〈b, x〉a + 〈a, x〉b, v

〉

and hence (∇f)(x) = 〈b, x〉a + 〈a, x〉b = (a ⊗ b + b ⊗ a)(x) for all x ∈ V .

(3.3) Example. Define Φ : End(V ) → R by Φ(A) := 〈Ap, q〉 where p, q ∈ V
are fixed. Since Φ(A) depends linearly on the entries of A it is clear that Φ is
everywhere differentiable. Then, evaluating derivatives via directional derivatives
as explained before, we get

Φ′(A)B =
d
dt

∣∣∣∣
t=0

Φ(A + tB) =
d
dt

∣∣∣∣
t=0

〈Ap + tBp, q〉

=
d
dt

∣∣∣∣
t=0

(
〈Ap, q〉 + t〈Bp, q〉

)
= 〈Bp, q〉 = 〈q, Bp〉 = 〈〈q ⊗ p, B〉〉

where we used property (8) in the last step. Thus (∇Φ)(A) = q⊗p (independently
of A).

(3.4) Example. Define Φ : End(V ) → R by Φ(A) := 1
2‖Ap−q‖2 where p, q ∈ V

are fixed. Being a quadratic polynomial in the entries of A, the function Φ is
clearly everywhere differentiable. We compute

Φ′(A)(B) =
d
dt

∣∣∣∣
t=0

Φ(A + tB) =
d
dt

∣∣∣∣
t=0

1
2
‖Ap − q + tBp‖2

=
d
dt

∣∣∣∣
t=0

(
1
2
‖Ap − q‖2 + t〈Ap − q, Bp〉 +

t2

2
〈Bq, Bq〉

)
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= 〈Ap − q, Bp〉 = 〈〈(Ap − q) ⊗ p, B〉〉

where again property (8) was used in the last step; hence (∇Φ)(A) = (Ap−q)⊗p.

(3.5) Example. Define Φ : End(V ) → R by Φ(A) := tr(A) where tr(A) denotes
the trace of an endomorphism A. This is a linear functional on End(V ) and as
such, of course, differentiable. Since

Φ′(A)B =
d
dt

∣∣∣∣
t=0

tr(A + tB) =
d
dt

∣∣∣∣
t=0

(tr(A) + t tr(B)) = tr(B) = 〈〈1, B〉〉

for all B, we have (∇Φ)(A) = 1 (independently of A).

(3.6) Example. Define Φ : End(V ) → R by Φ(A) := det(A). In coordinates,
det(A) is a polynomial in the entries of A; hence Φ is everywhere differentiable.
Identifying A with a matrix and denoting by Ai the matrix which is obtained
from A by replacing the i-th column by the corresponding column of B, we
find, using the linearity of the determinant in each column, that det(A + tB) =
det(A) + t ·

∑n
j=1 det(Aj)+ higher-order terms in t (with two or more columns

of A replaced). Therefore, expanding Aj by the j-th column, we find that

det ′(A)B =
d
dt

∣∣∣∣
t=0

det(A + tB) =
n∑

j=1

det(Aj) =
n∑

j=1

n∑

i=1

(−1)i+jbij det(Aij)

where Aij is obtained from A by striking out the i-th row and the j-th column.
Now using the adjunct (also called classical adjoint) Θ := adj(A) of A with
entries θij = (−1)i+j det(Aji) for 1 ≤ i ≤ n this reads

det ′(A)B =
n∑

j=1

n∑

i=1

bijθji = 〈〈B, ΘT 〉〉 = 〈〈adj(A)T , B〉〉

which shows that (∇ det)(A) = adj(A)T . (This observation, in fact, provides
a coordinate-free interpretation of the classical adjoint of an operator, namely
as the unique operator adj(A) satisfying 〈(∇ det)(A)u, v〉 = 〈u, adj(A)v〉 for all
u, v ∈ V .)

4 Solutions to the Sample Optimization Problems

We now show how the problems in Section 2 can be solved using the concepts
introduced in Section 3. In all cases it is assumed that V be a finite-dimensional
real vector space with an inner product 〈·, ·〉; the notation of Section 3 will be
used throughout. We derive necessary conditions for a minimum, but in all cases
the existence of a minimum can be easily established by reducing the problem to
a situation in which the minimum of a continuous function with compact domain
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is sought. We start by treating the affine pattern matching problem, which is
completely solved by the following result.

(4.1) Theorem. Let (P1, . . . , PN ) and (Q1, . . . , QN) be two ordered families of
points in V . We denote by P̂ and Q̂ the barycenters of the sets {P1, . . . , PN}
and {Q1, . . . , QN}, respectively. If T : V → V is an affine transformation which
minimizes the function

∑N
i=1 ‖T (Pi)−Qi‖2, then T is given by Tv = A(v− p̂)+ q̂

with a linear map A : V → V satisfying

A
( N∑

i=1

(pi − p̂) ⊗ (pi − p̂)
)

=
N∑

i=1

(qi − q̂) ⊗ (pi − p̂) .

Remark. Let d := dim(V ). If amongst the N points Pi there are d + 1 in
general position (so that {P1, . . . , PN} is not contained in a lower-dimensional
affine subspace of V ) then d of the vectors pi − p̂ are linearly independent, which
implies that

∑N
i=1(pi − p̂) ⊗ (pi − p̂) is invertible; hence in this case there is a

unique solution given by

A =

(
N∑

i=1

(qi − q̂) ⊗ (pi − p̂)

)(
N∑

i=1

(pi − p̂) ⊗ (pi − p̂)

)−1

.

Proof. Write Tv = Av + b with a linear mapping A : V → V and a translation
vector b. Since A und b are such that

f(A, b) :=
N∑

i=1

‖Api + b − qi‖2 =
N∑

i=1

(
‖Api − qi‖2 + 2〈Api − qi, b〉 + ‖b‖2

)

becomes minimal, the partial derivative with respect to b must vanish, which im-
plies that 0 = (∇bf)(A, b) = 2

∑N
i=1(Api −qi)+2Nb and thus b = −

∑N
i=1(Api−

qi)/N . Consequently, T is given by

Tv = Av − 1
N

N∑

i=1

(Api − qi) = A

(
v − 1

N

N∑

i=1

pi

)
+

1
N

N∑

i=1

qi = A(v − p̂) + q̂

which yields the (intuitively plausible) result that T must map the barycenter P̂

of the first point set to the barycentre Q̂ of the second point set. By translating
the coordinate systems used in both the domain and the range of T , we may
assume that each point set has its barycenter in the origin; hence we may assume
that p̂ = q̂ = 0 and thus have to only consider the cost functional

f(A) :=
1
2

N∑

i=1

‖Api − qi‖2 .

According to Example (3.4) the gradient of f is given by (∇f)(A) =
∑N

i=1(Api−
qi) ⊗ pi. Since A is optimal, we have 0 = (∇f)(A) =

∑N
i=1(Api − qi) ⊗ pi =
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∑N
i=1(Api) ⊗ pi −

∑N
i=1 qi ⊗ pi = A(

∑N
i=1 pi ⊗ pi) −

∑N
i=1 qi ⊗ pi. This is the

claim. �
The following theorem finds the optimal matching transformation under the
condition that only rigid transformations are permitted. Again, a solution can
be found which is essentially in closed form.

(4.2) Theorem. Let (P1, . . . , PN ) and (Q1, . . . , QN) be two ordered families of
points in V . We denote by P̂ and Q̂ the barycenters of the sets {P1, . . . , PN}
and {Q1, . . . , QN}, respectively. If T : V → V is a rigid motion which minimizes∑N

i=1 ‖T (Pi) − Qi‖2, then T is given by Tv = A(v − p̂) + q̂ where A�A = 1 and
ΘA is self-adjoint with

Θ :=
N∑

i=1

(pi − p̂) ⊗ (qi − q̂).

Remark. In matrix terms the optimality condition means that ΘA is a sym-
metric matrix. This condition can be expressed as a set of (n2 − n)/2 equations
(linear in the entries of A) for the off-diagonal elements of ΘA from which A
(which is an element of the (n2 − n)/2-dimensional orthogonal group of V ) can
be determined.

Proof. We can show as in (4.1) that any optimal T must map P̂ to Q̂. Thus
we can assume that p̂ = 0 and q̂ = 0 and are thus asked to find an orthogonal
transformation A such that

∑N
i=1 ‖Api − qi‖2 becomes minimal. Since ‖Api −

qi‖2 = ‖Api‖2−2〈Api, qi〉+‖qi‖2 = ‖pi‖2−2〈Api, qi〉+‖qi‖2, this is tantamount
to maximizing the function Φ : End(V ) → R given by

Φ(A) :=
N∑

i=1

〈Api, qi〉

under the constraint A�A = 1; note that (∇Φ)(A) =
∑N

i=1 qi ⊗ pi according
to example (3.3). Now the operator-valued constraint A�A = 1 is equivalent
to the family of all scalar-valued constraints Φu,v(A) = 0 where Φu,v(A) :=
〈u, A�Av〉 − 〈u, v〉 = 〈Au, Av〉 − 〈u, v〉 for u, v ∈ V . We compute

Φ′
u,v(A)B =

d
dt

∣∣∣∣
t=0

Φu,v(A + tB) =
d
dt

∣∣∣∣
t=0

(
〈Au + tBu, Av + tBv〉 − 〈u, v〉

)

=
d
dt

∣∣∣∣
t=0

(
〈Au, Av〉 − 〈u, v〉 + t

(
〈Bu, Av〉 + 〈Au, Bv〉

)
+ t2〈Bu, Bv〉

)

and hence

Φ′
u,v(A)(B) = 〈Bu, Av〉 + 〈Au, Bv〉 = 〈Av, Bu〉 + 〈Au, Bv〉

= 〈〈(Av) ⊗ u, B〉〉 + 〈〈(Au) ⊗ v, B〉〉 = 〈〈A ◦ (v ⊗ u), B〉〉 + 〈〈A ◦ (u ⊗ v), B〉〉
= 〈〈A ◦ (v ⊗ u) + A ◦ (u ⊗ v), B〉〉 = 〈〈A ◦ (u ⊗ v + v ⊗ u), B〉〉.
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This shows that (∇Φu,v)(A) = A(u ⊗ v + v ⊗ u). If A is optimal then, by the
method of Lagrange multipliers, we can write (∇Φ)(A) =

∑N
i=1 qi ⊗ pi = Θ�

as a linear combination of the gradients (∇Φu,v)(A) = A(u ⊗ v + v ⊗ u) where
u, v ∈ V are arbitrary. Since the linear combinations of endomorphisms of the
form u ⊗ v + v ⊗ u are exactly the self-adjoint endomorphisms, this means that
Θ� = AS with a self-adjoint operator S, i.e., that A−1Θ� = A�Θ� = (ΘA)� is
self-adjoint, i.e., that ΘA is self-adjoint. �
To determine A explicitly we observe that Θ� = AS implies that ΘΘ� =
S�A�AS = S�S = S2 so that S is a square root of ΘΘ�. Now A maximizes

Φ(A) =
N∑

i=1

〈Api, qi〉 =
N∑

i=1

tr
(
(Api) ⊗ qi

)
=

N∑

i=1

tr
(
A(pi ⊗ qi)

)

= tr
( N∑

i=1

A(pi ⊗ qi)
)

= tr
(
A(

N∑

i=1

pi ⊗ qi)
)

= tr(AΘ)

amongst all A such that A�A = 1 (or, depending on the problem formulation, all
A such that A�A = 1 and det(A) = 1). Writing C = Θ�, the task is to maximize
tr(C�A). The solution to this task is given by the following result.

(4.3) Theorem. Let C be an endomorphism of a finite-dimensional real vector
space V with singular values σ1 ≥ · · · ≥ σn ≥ 0, and let A ∈ SO(V ) or A ∈ O(V )
be such that Φ(A) := tr(C�A) becomes maximal.

(a) If C has full rank and if the optimization is performed over the full orthogonal
group O(V ) then this problem has a unique solution, namely, A = CS−1 where
S :=

√
C�C is the unique positive definite square root of C�C. If (e1, . . . , en) is

any orthonormal basis of eigenvectors for the eigenvalues σ1, . . . , σn of S, we have
S =

∑n
i=1 σi ei ⊗ ei, yielding the maximum value Φ(A) =

∑n
i=1 σi.

(b) If C has full rank and if the optimization is performed over the special orthog-
onal group SO(V ), then, given any orthonormal basis (e1, . . . , en) of eigenvectors
of S, a solution (unique if and only if the singular value σn has multiplicity one) is
A = CS−1 where S :=

∑n−1
i=1 σi ei ⊗ei +(detC)σn en ⊗en, yielding the maximum

value Φ(A) =
∑n−1

i=1 σi + (det C)σn.
(c) If C does not have full rank, then an element A ∈ SO(V ) or A ∈ O(V )

yields the maximum value Φ(A) =
∑n

i=1 σi =
∑r

i=1 σi (where r is the rank of
C) if and only if A has the form

A = W �

[
1r 0
0 B̂

]
V

where C = W �DV is a singular value decomposition of C and where B̂ is an
orthogonal operator in dimension dim(V ) − r.

Proof. The compactness of SO(V ) and O(V ) guarantees the existence of a max-
imum, and we know already that if A is optimal then C = AS for some square
root of C�C, i.e., some S such that S� = S and S2 = C�C. Now if C has full
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rank then any such S is invertible, and A = CS−1 is orthogonal for any such S,
whence Φ(A) = tr(C�A) = tr(C�CS−1) = tr(S2S−1) = tr(S) =

∑n
i=1 λi where

λ1, . . . , λn are the eigenvalues of S. Since S2 = C�C, we may assume that the
λi are ordered in such a way that λi = ±σi. Now tr(S) =

∑n
i=1 λi becomes

maximal if and only if λi = +σi for all i, so that S =
∑n

i=1 σi ei ⊗ ei =
√

C�C
where (e1, . . . , en) is any orthonormal basis of associated eigenvectors. This yields
the sought maximum if the domain of maximization is all of O(V ). If the op-
timization is performed over all A ∈ SO(V ) only and if the above maximum
is attained in O(V ) \ SO(V ), then the signs of an odd number of eigenval-
ues must be changed while keeping the sum of these eigenvectors as large as
possible. This means changing only the sign of the smallest singular value of
C. Thus if the optimization is performed over SO(V ), the solution is given by
S =

∑n−1
i=1 σi ei ⊗ ei + sign(detC)σn en ⊗ en.

If C does not have full rank, we can use a singular value decomposition
C = W �DV and see that Φ(A) = tr(C�A) = tr(V �D�WA) = tr(D�WAV �) is
maximized by A if and only if ψ(B) := tr(D�B) is maximized by B := WAV �.
From the above, any optimal B is such that D = BT where T � = T and
T 2 = D�D = D2. Now the equation D = BT takes the block form

[
D1 0
0 0

]
=
[

B1 B2

B3 B4

] [
T1 0
0 0

]
=
[

B1T1 0
B3T1 0

]

where D1 = diag(σ1, . . . , σr) with the nonzero singular values σ1 ≥ · · · ≥ σr > 0
of C. This immediately implies B3 = 0 and then, since B is orthogonal, also
B2 = 0. But then tr(D�B) = tr(D�

1B1) becomes maximal if and only if B1 =
D1S

−1
1 = 1 where S1 = D1 is the unique positive definite square root of D2

1 and
where B4 is arbitrary. Since B4 =: B̂ can always be chosen in such a way that
det(A) = 1, this yields the solution. �

Remark. The decision which of the possible square-roots of C�C yields the
sought maximum can also be made by invoking the second-derivative criterion.
Namely, if A maximizes Φ(A) := tr(C�A), then, for any given skew-symmetric
U , the function ϕ(t) := tr

(
C�A exp(tU)

)
= tr

(
S�A�A exp

(
tU)
)

= tr
(
S exp(tU)

)

takes a maximum at t = 0, which implies that 0 ≥ ϕ̈(0) = tr(SU2). If a, b ∈ V
are any given vectors, we can apply this condition with U := a ⊗ b − b ⊗ a and
hence U2 = 〈a, b〉(a ⊗ b + b ⊗ a) − ‖a‖2(b ⊗ b) − ‖b‖2(a ⊗ a). Choosing a spectral
decomposition S =

∑n
i=1 λiei ⊗ ei where (e1, . . . , en) is an orthonormal basis

of V such that ei is an eigenvector of S associated with the eigenvalue λi and
writing a =

∑n
i=1 aiei and b =

∑n
i=1 biei, we find that (ei ⊗ ei)U2 equals

〈a, b〉
(
〈a, ei〉ei ⊗ b + 〈b, ei〉ei ⊗ a

)
− ‖a‖2〈b, ei〉(ei ⊗ b) − ‖b‖2〈a, ei〉(ei ⊗ a)

and hence that 0 ≥ tr(SU2) =
∑n

i=1 λi tr
(
(ei ⊗ ei)U2

)
=
∑n

i=1 λi

(
2〈a, b〉aibi −

‖a‖2b2
i − ‖b‖2a2

i

)
= −

∑n
i=1 λi‖bia − aib‖2. Letting a := ek and b := e�, this

becomes

0 ≤
n∑

i=1

λi‖biek − aie�‖2 =
n∑

i=1

λi(δ2
ik + δ2

i�) = λk + λ�.
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Hence λk + λ� ≥ 0 whenever k �= �. This leaves only two possibilities: either
λi ≥ 0 for 1 ≤ i ≤ n (in which case S is positive semidefinite), or else n − 1
of the eigenvalues of S are strictly positive and one is strictly negative, with
absolute value smaller than any of the others (in which case S is automatically
invertible). Now we can apply the same kind of reasoning as in the proof given
before. �
We conclude by solving the two remaining regression problems described in
Section 2. The symmetry hyperplane problem is completely solved by Theorem
(4.4), the regression hyperplane problem by Theorem (4.5).

(4.4) Theorem. Given N points Pi and N points P̂i in V , let H be the hy-
perplane such that the reflection σ at H miminizes the expression

∑N
i=1 ‖P̂i −

σ(Pi)‖2. Then H passes through the barycenter S of the point set {P1, . . . , PN ,

P̂1, . . . , P̂N}, and each of its normal vectors is an eigenvector (with respect to
the smallest eigenvalue) of

N∑

i=1

(
(pi − s) ⊗ (p̂i − s) + (p̂i − s) ⊗ (pi − s)

)
.

Proof. Writing the hyperplane in the form {x ∈ V | 〈x − q, n〉 = 0} with
‖n‖ = 1, it is clear from the problem formulation in (2.3) that the goal is
to minimize the function Φ(q, n) :=

∑N
i=1

(
〈pi − p̂i, n〉〈q − pi, n〉 + 〈q − pi, n〉2

)
.

The gradient with respect to q is

(∇qΦ)(q, n) =
N∑

i=1

(〈pi − p̂i, n〉n + 2〈q − pi, n〉n) =
N∑

i=1

〈2q − pi − p̂i, n〉n;

thus the condition (∇qΦ)(q, n) = 0, necessary for optimality, yields 〈q−s, n〉 = 0
where s :=

∑N
i=1(pi + p̂i)/(2N); this shows that the barycenter S of the set of all

points Pi and P̂i where 1 ≤ i ≤ N lies in the optimal hyperplane we are looking
for. Thus, after selecting this barycenter as origin, we may assume that q = 0 so
that the cost function takes the form

Φ(n) :=
N∑

i=1

(
〈pi − p̂i, n〉〈−pi, n〉 + 〈pi, n〉2

)
=

N∑

i=1

〈pi, n〉〈p̂i, n〉 .

This function has to be minimized under the constraint G(n) = 0 where G(n) :=
‖n‖2 − 1; thus there is a Lagrange multiplier λ such that (∇Φ)(n) = λ · (∇G)(n)
which, using Example (3.2), means that

N∑

i=1

(pi ⊗ p̂i + p̂i ⊗ pi)n = 2λn (1)

which shows that n is an eigenvector of
∑N

i=1(pi ⊗ p̂i + p̂i ⊗ pi). Moreover, (1)
implies that 2λ = 〈2λn, n〉 = 2

∑N
i=1〈pi, n〉〈p̂i, n〉 = Φ(n) is just the value of
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the cost function; hence the smallest eigenvalue must be chosen to obtain the
minimal cost. �

(4.5) Theorem. Given N points Pi in V , let H be an affine hyperplane in
V which miminizes the expression

∑N
i=1 dist(Pi, H)2. Then H passes through

the barycenter P̂ of the set {P1, . . . , PN}, and each of its normal vectors is an
eigenvector of

N∑

i=1

(pi − p̂) ⊗ (pi − p̂)

with respect to the smallest eigenvalue. (Note that
∑N

i=1(pi − p̂) ⊗ (pi − p̂) is
positive semi-definite so that all the eigenvalues are nonnegative.)

Proof. Assume that Q is an arbitrary point in H and that n is a unit normal
vector of H; then dist(Pi, H) = |〈pi − q, n〉| for 1 ≤ i ≤ N . Hence the cost
function is F (q, n) :=

∑N
i=1〈q−pi, n〉2, which is to be minimized on V ×S where

S is the unit sphere in V . Optimality requires 0 = (∇qF )(q, n) =
∑N

i=1 2〈pi −
q, n〉n where we used (3.1) in the last equation; consequently, 0 =

∑N
i=1〈pi −

q, n〉 =
∑N

i=1〈pi, n〉 − N · 〈q, n〉 = 〈
∑N

i=1 pi, n〉 − N · 〈q, n〉 = N · 〈p̂, n〉 − N ·
〈q, n〉 so that 〈p̂ − q, n〉 = 0, which implies that P̂ ∈ H. Thus we arrive at the
(intuitively plausible) result that any optimizing hyperplane must pass through
the barycenter of the point cloud considered. Translating any coordinate system
through this barycenter, we may thus assume that p̂ = 0; then H takes the form
H = {x ∈ V | 〈x, n〉 = 0} (where n still needs to be determined). Thus we
have to minimize the cost functional F (n) :=

∑N
i=1〈pi, n〉2 under the constraint

G(n) = 0 where G(n) := ‖n‖2 − 1. If n is optimal in this situation then there
is a Lagrange multiplier λ such that (∇F )(n) = λ · (∇G)(n) which, according
to (3.1), means (

∑N
i=1(pi ⊗ pi))n = λn. This shows that n is an eigenvector of∑N

i=1 pi ⊗ pi. Moreover, from
∑N

i=1(pi ⊗ pi)n = λn we find that λ = 〈λn, n〉 =
〈
∑N

i=1(pi ⊗pi)n, n〉 =
∑N

i=1〈pi, n〉2 = F (n) is just the value of the cost function;
hence the smallest eigenvalue must be chosen to obtain the minimal cost. �

(4.6) Special Case. If in the situation of (4.5) all points Pi lie on a line g then
there is a unique optimizing hyperplane, namely the plane passing through the
barycenter of the point set {P1, . . . , PN} which is perpendicular to g.

Proof. Let v be a vector spanning g; then each point Pi can be written as
pi = p̂ + λiv with suitable coefficients λi ∈ R. Then, as shown in (4.5), every
normal vector n of an optimizing hyperplane is an eigenvector of

∑N
i=1(pi −

p̂) ⊗ (pi − p̂) = (
∑N

i=1 λ2
i ) v ⊗ v and hence an eigenvector of v ⊗ v. But the only

eigenvector (up to a scalar factor) of v ⊗ v is v; whence the claim. �
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Abstract. Extraction, organization and exploitation of topological features are
emerging topics in computer vision and graphics. However, such kind of features
often exhibits weak robustness with respect to small perturbations and it is of-
ten unclear how to distinguish truly topological features from topological noise.
In this paper, we present an introduction to persistence theory, which aims at
analyzing multi-scale representations from a topological point of view. Besides,
we extend the ideas of persistency to a more general setting by defining a set of
discrete invariants.

1 Introduction

Extraction, organization and exploitation of topological features are emerging topics in
computer vision and graphics. However, such kind of features is often very sensitive to
small perturbations in the object to be studied. For this reason, in classical approaches,
ad hoc cleaning of the datasets has been used to achieve stability in the computation
of topological features. However, topological noise is not always easily distinguishable
from non-spurious topological features; thus analyzing datasets via a multiscale proce-
dure is tempting.

Persistency theory is a quite recent theory (see e.g. [1]) which offers the possibility to
build multi-scale hierarchical representations for objects related to computer vision, and
to analyze and track their topological features. In particular, persistency may describe
at which scale a topological feature (e.g. a hole) is created and when it is annihilated
(e.g. when the hole has been filled) in a multi-scale representation. Topological features
having long lives are more robust and, likely, more salient. In addition, persistency anal-
ysis may be applied not only to the original objects, but also to derived spaces in which
geometrical properties are coded in a more explicit way. For example in [2] the original
object is replaced by its tangent complex; a multi-scale representation of the tangent
complex is then obtained by considering a filtration based on the curvature. Thus, a
blending of geometric information and topology is achievable by persistency analysis.
The synergy between the description power of geometry and the discriminative power
of algebraic topology invariants is appealing for shape characterization and retrieval ap-
plications. In [3], persistency is applied to point cloud data curves in order to extract the
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barcode invariant. A similarity measures for barcodes is then used for shape classifica-
tion. In [4,5], persistency of 0-dimensional homology (under the original name of size
theory [6]) is applied to the skeletal graph of 3D models. The freedom in the choice of
the function driving skeletal extraction coupled with the filtrations arising from a wide-
ranging collection of shape descriptors allows the construction of suitable similarity
measures for 3D models.

Further, persistence has found applications also in biochemistry, in the 3D modeling
of proteins and their contact interactions (see e.g. [7,8]).

In Section 2, we motivate and provide an introduction to persistency theory. With
respect to [1], which is mainly intended for for computational geometers and combina-
torialists, this survey section should be readable with a minimum of background.

In the second part of this paper (Section 3), which is of research nature, we treat
multi-dimensional persistency. In particular, after introducing a new filtration of the
medial axis -which can capture geometrical features like sharp corner or the presence
of parallel segments in the boundary of an object- we attempt to fuse, in the framework
of multidimensional persistence, the information extracted from this filtration with an
already-known filtration of the medial axis [9].

Our work on multidimensional persistency, although being similar in spirit to [10],
has the merit to be more general, in the sense that we are able to treat filtrations orga-
nized over an arbitrary partially ordered set. In this more general setting, we are still
able to detect the time of creation of topological features and to encode it in a discrete
invariant. The lifetime of a topological feature is also rigourously defined.

2 Persistency

2.1 The Basic Idea

To illustrate the basic idea underlying the theory of persistency, we consider a toy exam-
ple related to digital terrain elevation, namely the analysis of the one-dimensional relief
shown in Figure 1, to which we will refer throughout this discussion. The relief may
be represented formally as the graph of the function h : R → R where h is the height
of the relief. From a heuristic point of view, we would like to assign less importance
to the small bump on the left side of the graph with respect to the strong and isolated
peak on the right side. To single out these properties, consider for λ ∈ R the sublevel
set Γλ = h−1(−∞,λ]. It is convenient to analyze how the topology of Γλ changes as we
increase λ. For λ less than the minimum height λ1 of the relief, Γλ is empty. When λ
exceeds λ1, the sublevel set Γλ consists in a single connected component P1. A second
new connected component P2 is created when λ exceeds λ2 and a third one P3 when λ
exceeds λ3. The two youngest connected components are merged when λ exceeds the
local maximum λ4. Finally, for λ > λ5 all the connected components are merged. In
particular, notice that shape transitions occur at local maxima and minima of the height
function; namely exceeding a minimum creates a new connected component, while ex-
ceeding a maximum merges two connected components. Using λ as a time parameter,
it is possible to keep track of the “life” of a connected component in a way that is com-
patible with the previous heuristic criterion. First of all, we may say that the connected
component P1 has birth time λ1 and similarly for P2 and P3. When a local maximum
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λMax is exceeded, we may define as a rule that the youngest connected component (be-
tween the two connected components that are merged there) dies. By definition, it’s
death time is λMax. Thus P1 is created at λ1 and never dies. P2 is created at λ2 and dies
at λ5. By contrast P3 is created at λ3 and dies immediately after at λ4. In particular,
the small bump on the left side is identified as a scarcely persistent feature, quantified
by the short lifetime λ4 − λ3. An outlook table for persistency is obtained by mapping
each connected component to a point in the 2−dimensional space whose coordinates
correspond respectively to the birth and death time. Then the vertical distance from the
diagonal represents the lifetime of the topological features (see Figure 1, right side).

To recap, we have analyzed and discovered the interdependency and persistency of
topological features of the relief by introducing a family (parameterized by λ) of nested
topological spaces (the sublevel sets Γλ) and tracking topological features among the
members of the family. Basically, this is the philosophy underlying persistency; we will
show in the section below that nested families of topological spaces arise naturally in
the study of objects related to computer vision and graphics, while in Section 2.3 we
will see that more refined and general algebraic topology tools are available for “feature
tracking”.

Fig. 1. On the left side a relief considered as the graph of a single variable function; on the right
side persistence diagram of the relief: the coordinates are respectively the birth and death time,
circles correspond to topological changes that have been matched during the persistency analysis.
The vertical distance from the diagonal represents lifetime.

2.2 Examples of 1-Parameter Filtrations

Point Cloud Data and α-Shapes. Often the raw data to be analyzed by pattern recog-
nition methods –or to be explored by visualization techniques– consist in point cloud
data, i.e. a finite collection C of points in the n-dimensional real space R

n without any
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further geometrical and topological structure. This is also the case of the raw data pro-
vided by some 3D-scanner, commonly used for three-dimensional object reconstruction
(see e.g. [11]). The concept of α-shapes ([12]; see also [13,14]) provides a method to
study at various scales topological properties of point cloud data. The underlying geo-
metric construction can be briefly described as follows. For a point x ∈ R

n, let B̄x,α be
the closed ball of radius α centered in x. The point cloud data C may be α-thickened by
replacing it with a collection of closed balls:

Cα := {B̄x,α |x ∈ C}

We may then partition the union of the balls in Cα into Voronoi regions: for a ball B̄x,α,
its Voronoi region Vx,α consists in the points which are closer to B̄x,α with respect to
the other balls in the collection Cα. The intersections among the various Voronoi re-
gions give rise to a rich combinatorics that we may study by defining the so-called dual
complex Dα. This is a simplicial complex (that is roughly speaking a union of points,
vertices, triangles and so on satisfying some precise mathematical properties) defined
as follows (see Figure 2). If the regions Vx1,α and Vx2,α intersect, we join x1 and x2 with
a segment. If three regions Vx1,α, Vx2,α, Vx3,α have non-empty intersection, we add to
Dα a triangle having x1, x2, x3 as vertices. If four regions have non-empty intersection,
we add a tetrahedron, and so on. The simplicial complex Dα captures the topological
properties of Cα; indeed, it is not difficult to show that Dα is a deformation retract of
the union of the balls in Cα and thus the two spaces have equivalent topological descrip-
tion. Notice that we have converted a collection of points into a one-parameter family
of simplicial complexes, a more rich combinatorial and geometric object. Neverthe-
less, the members of the family come with an additional important feature that make
possible to study them wholesome. Indeed it is easy to see that increasing α results
possibly only in the addition of faces to Dα. In particular, no faces are annihilated, nor
the geometric realization of them is changed. In summary, we have Dα ⊂ Dβ for α ≤ β.
In the extreme case α = 0, we have D0 = C, while for α = +∞, D+∞ is the classical
Delaunay triangulation of C [15]. In particular, we have decomposed Delaunay triangu-
lation by providing an increasing family of spaces that approximate it; in mathematical
terminology, α-shapes define a filtration of the Delaunay triangulation.

The λ-Medial Axis. The classical medial axis M of a bounded subset Ω ⊂ R
n is

the set of points x ∈ Ω having at least two closest point in the boundary ∂Ω. The me-
dial axis captures all the topological properties of Ω as described in [16]. Nevertheless
the classical medial axis, although popular in pattern recognition applications (see e.g.
[17,18,19]), is extremely sensitive to oscillations in the boundary of Ω. For example, the
effect of small bumps in the contour may be readily evinced from Figure 3. To achieve
stability in the computation of the medial axis, in [9] a decreasing filtration of the me-
dial axis has been presented. More precisely, for any positive number λ, one defines
the λ-medial axis Mλ as a subset of M . Roughly speaking, Mλ is obtained considering
two points on the boundary of Ω indistinguishable if their distance does not exceed λ.
Thus, λ may be considered as the optical resolution of the lens used by the observer,
thus giving rise to a multi-scale representation of the medial axis.
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x2x1 x4

x3

x0

Fig. 2. The dual complex Dα for a collection of 5 points. The balls are depicted in light blue and
subdivided into Voronoi regions; the dual complex consists in the 5-vertices, 4 1-simplices and 1
2-simplex depicted in dark blue.

Fig. 3. Example of a 2-dimensional domain and its medial axis

More precisely, for x ∈ R
n define T (x) to be the set of points in ∂Ω at which the

distance from x achieves its minimum:

T (x) := {y ∈ ∂Ω |d(x,y) = min
z∈∂Ω

d(x,z)}

Being Ω bounded, the boundary ∂Ω is compact; therefore the function d(x, ·) achieves
its minimum in ∂Ω at least in one point, i.e. the cardinality #T (x) is ≥ 1.

The medial axis M of Ω is precisely the set of points x ∈ Ω having at least two
closest points:

M := {x ∈ Ω |#T (x) ≥ 2}
Let R : Ω → R

+ be the distance from the boundary function (see Figure 4):

R(x) := min
z∈∂Ω

d(x,z)

Notice that the function is strictly positive since Ω is open; actually it is easy to show
that R is a short map, i.e. it is 1-Lipschitz.

We may also encode how much the points in T (x) are far apart. A good estimate is
the radius of the smallest ball containing them; let thus for x ∈ Ω:

Λ(x) = inf{r | ∃c ∈ R
n s.t. B̄c,r ⊇ T (x)}

We keep also track of the center c(x) of the minimal ball containing T (x). When x /∈ M
and therefore, by definition, T (x) = {z} reduces to a single point, we have then Λ(x) = 0
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Θ(x)

Λ(x)

R(x)

Fig. 4. Pictorial definition of R(x), Λ(x), and Θ(x)

and c(x) = z. The converse also holds, that is if x ∈ M then Λ(x) > 0. After these
notations we may formally define the λ−medial axis Mλ as:

Mλ := {x ∈ R
n |Λ(x) > λ}

Clearly Mλ ⊃ Mµ for λ < µ and, in particular, we have Mλ ⊂ M0 = M for λ > 0.
Roughly speaking Mλ is obtained from the classical medial axis by removing points
which have closest points on the boundary not sufficiently far (see Figure 5). In this
sense, λ-medial axis may be understood as a cleaning method for the classical medial
axis. Nevertheless, persistency may be used again to consider the one-parameter family
(Mλ)λ∈R+ at once and thus to analyze the birth and death of topological attributes at
various scales.

General Morse Functions. A fundamental source of one-parameter filtrations for appli-
cations in shape description and analysis is represented by Morse functions, which gen-
eralize our previous example about digital terrain elevation. Let X be a n−dimensional
manifold (for example a curve or a surface) and let f : X ∈ R be a differentiable function.
A critical point x ∈ X is a point at which ∇ f vanishes; f (x) is then called a critical value.
A value is called regular if it is not critical. A critical point is called non-degenerate if
the Hessian (i.e. the matrix of second derivatives) is non-singular. Suppose for simplic-
ity that f has a finite number of critical points which are all non-degenerate, and that the
critical values are all distinct.

Consider the filtration of X according to the sublevel sets Xt := f −1(−∞,t]. The first
result of Morse theory (see e.g. [20]) states that the topology of Xt changes only when
t is a critical value of f . Thus, letting c1 < c2 < .. . < ck be the critical values of f
and considering a sequence of regular values t0 < .. . < tk satisfying ti−1 < ci < ti, the
topological changes in the family (Xt)t∈R are summarized by the finite sequence of
nested spaces:

Xt0 ⊂ Xt1 ⊂ . . . ⊂ Xtk
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(a) (b)

(c) (d)

Fig. 5. Effects of the λ−filtration on the medial axis depicted in Figure 3. From (a) to (d) increas-
ing values of λ are used.

Further, the changes in the topology at a critical point are prescribed by the index of the
Hessian, i.e. the number of its negative eigenvalues. Namely, if the index of the Hessian
at Ci is p, the space Xti is obtained from Xti−1 attaching a disk of dimension p.

Referring again to Figure 1, notice that in our new terminology a minimum corre-
spond to a critical value having index 0 (since the second derivative is positive) while
a maximum has index 1. Thus Morse theory tell us that when we meet a minimum, a
0-disk (i.e. a point) should be added, determining the birth of a new connected com-
ponent.When we meet a maximum, a 1-disk (i.e. an arc) should be attached; the arc
is inserted so as to join two connected components. For real digital terrain analysis in
dimension 2, the height function may be used as a Morse function; this time, saddles
are identified as critical points having index 1 and maxima as critical points with in-
dex 2. Of course, to become fully applicable, these results in the “continuous” setting
should be translated in the discrete case. Luckily, the results can be transferred to sim-
plicial complexes, that show up in computer and vision as a particular kind of meshes.
The category of differentiable functions is then substituted with that of piecewise linear
functions. A function of such kind is specified by the values assumed at the vertices of
the mesh. Critical points, their degeneracy and indices are formalized through the con-
cepts of lower and upper stars [21]. Moreover, in the discrete setting it is quite easy to
extend Morse theory to a more general class of functions. In this way, many interesting
functions may be used for shape description purposes via Morse theory; for example
the distance from the centroid function may be employed to analyze cavities and protu-
berances of 3D meshes. See e.g. [22] for further examples.

2.3 Algebraic Topology Tools

Up to now we have illustrated some examples that give rise to filtrations of objects
related to computer vision and graphics. In this section, we introduce some algebraic
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topology tools that allows for analyzing such a family at once, by extracting topological
features and identifying their persistency.

Recall that in Section 2.1, we analyzed the filtration of the relief by studying the
behavior of the simplest topological invariant, namely the number of connected compo-
nents. Homology theory generalize this invariant to cover and formalize higher dimen-
sional features. We briefly define homology for simplicial complex below, referring to
[23] for an introduction.

Simplicial Complexes. Given a set V = {vi}i=1,2,...,p+1 consisting in p + 1 linearly
independent points of R

n, the convex hull σV of V is called a p-simplex. For every
proper subset T ⊂ V , the simplex σT is a face of σV . We then say that σT < σV . A
simplicial complex K is a finite collection of simplices, satisfying:

– If σ ∈ K, then all its faces belong to K
– If σ, τ ∈ K, then their intersection is a face of both σ and τ; this means that every

pair of simplices in K can share at most one face and, if they share a point internal
to a face, they should share the whole face.

Simplicial Homology. The vectorial space of p−dimensional chains Cp(K) of K over
Z2 is defined as the space of linear combinations of p-simplices with coefficients in
Z2 = Z/2Z. The boundary ∂(σ) of a p−simplex σ is defined as the sum of its proper
faces of maximal dimension:

∂(σ) := ∑
τ<σ;dimτ=p−1

τ ∈ Cp−1(K)

Extending by linearity, we have a linear map ∂ : Cp(K) →Cp−1(K). Its kernel Zp(K)is a
subspace of Cp(K) known as the p−cycles. Roughly speaking, it consists in the chains
whose simplices join together to enclose a cavity. For example, consider the simpli-
cial complex with three 1-simplices given by (v1,v2),(v2,v3),(v1,v3) and consider the
1-chain c = (v1,v2) + (v2,v3) + (v1,v3). Geometrically c represents the boundary of
a triangle. Under the boundary map ∂c = 0, since every vertex appears twice in the
expansion.

The image Bp−1(K) = ∂(CpK) is called the space of (p + 1)-boundaries. It is easy
to see that ∂2 = ∂◦∂ = 0. For example, let c′ = (v1,v2,v3) be the 2-simplex (a triangle)
having vertices v1, v2, v3. Then:

∂2(c′) = ∂(c) = 0

We may say in this case that the 2-chain c′ “fills” the hole individuated by the 1-cycle
c. In general we have thus Bp(K) ⊂ Zp(K). The p-th homology group Hp(K) measures
the p-cycles that are not already filled by a (p + 1)-chain. More formally, it is defined
as the quotient vector space:

Hp(K) = Zp(K)/Bp(K)

It is now easy to see the relation of H0 with the number of connected components. No-
tice that Z0(K) = C0(K) since the boundary map is null in dimension zero (for there are
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no faces in dimension −1). So, we have to study when two vertices v,w are equivalent
up to B0(K). Notice that if there is a sequence of 1-simplices σ1, . . .σs connecting v to
w than v = w + ∂(∑s

i=1 σi) and thus they define the same class in H0(K). Viceversa if
v and w are not connected by a sequence of 1-simplices, no relation links them inside
H0(K). Thus, a set of generators for H0(K) is obtained picking up one vertex for each
connected component of K. The group H1(K) is related to the tunnels inside K, while
H2(K) is related to the voids enclosed by simplices in K; higher homology groups may
be similarly interpreted as higher dimensional holes.

Induced Maps. Let be given two simplicial complexes K, K′ and a simplicial map
f : K → K′, i.e. a map sending simplices in K to simplices in K′ and preserving the
face relations. We have an induced map f# : Cp(K) → Cp(K′) at the chain level, which
is simply obtained by extending by linearity the map K � σ �→ f (σ) ∈ K′ . It is easy
to show that ∂ ◦ f# = f# ◦ ∂. Thus we have f#Zp(K) ⊂ Zp(K′) and f#Bp(K) ⊂ Bp(K′),
so that we have an induced map of vector spaces at the homology level f∗ : Hp(K) →
Hp(K′). Notice that by definition the kernel of f∗ are the cycles in K that become trivial
in K′, while the cokernel Hp(K′)/ f∗Hp(K) is generated by the cycles in K′ that are
not reached by the cycles in K via f∗. Let K ⊂ K′ and i : K ↪→ K′ be the inclusion
map. Then, ker i∗ corresponds to the topological features of K that are annihilated when
considered in the bigger space K′. Viceversa, cokeri∗ corresponds to new topological
features which do not show up inside K.

Homology and Filtrations. In Section 2.2 we have shown that, in many practical
situations, an object X related to computer vision and graphics may be conveniently
approximated via a sequence of nested spaces (Xt)t∈R. Our issue now is to show how
such kind of decomposition may lead to a better understanding of the genesis and life-
time of topological features. Recall that topological changes in (Xt)t∈R occur only at
finitely many values of t = c1, . . . ,ck with c1 < .. . < ck; choosing t0 < .. . < tk such
that ti−1 < ci < ti, topological changes in the family are summarized by the sequence of
inclusions:

Xt0

i0
↪−→ Xt1

i1
↪−→ . . .

ik−2
↪−→ Xtk−1

ik−1
↪−→ Xtk (1)

Using the concept of induced maps, we may pass to the homology level in dimension p
(p = 0,1, . . .):

Hp(Xt0)
i0,∗−→ Hp(Xt1)

i1,∗−→ . . .
ik−2,∗−→ Hp(Xtk−1)

ik−1,∗−→ Hp(Xtk ) (2)

This sequence of linear maps encodes the genesis and lifetime of topological features,
basically by the analysis of kernel and cokernel of the various maps. For example, let
z ∈ Hp(Xt1) whose class in cokeri0,∗ is not zero. Then, we may say that z is created
going from Xt0 to Xt1 , since it does not exists in Xt0 . Then, we may track z along the
filtrations, by considering the sequence of its images i0,∗(z), i1,∗ ◦ i0,∗(z), . . .

If at some point in the sequence the image of z is zero, this means that the topological
feature individuated by z dies there. This is good, but it is not sufficient for our purposes.
Indeed recall that in the basic example described in Section 2.1 we had to treat the
merging of two connected components. Actually if z1, z2 are representative cycles for
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two connected components in Xts which are merged to a single connected component in
Xts+1 having w as representative cycle, we have clearly is,∗(z1) = is,∗(z2) = w. Thus no
one of the topological features is annihilated, though they are identified at time s + 1,
since indeed is,∗(z1 − z2) = 0. Notice that if we choose (z1,z2 − z1) instead of (z1,z2)
as generators of H0(Xts), we would discover that one generator dies at time s+ 1 while
the other is left untouched. This discussion shows that it is important to find out a
suitable global sets of generators for homology groups, in order to analyze persistency
in a meaningful manner. Actually, in the basic example (Section 1) we were able to
define a simple rule for choosing which connected components should be annihilated.
Such rule could be easily restated as a way of choosing a suitable basis for the zeroth
homology group. However, in more complex situations and in higher dimensions, it
is less clear how to select a suitable basis for homology groups. Nevertheless, rather
surprisingly, an algebraic classification result provides a clear answer to this problem
[24,25]. We introduce first some notations. Consider the auxiliary vector space obtained
by performing the direct sum of the homology group shown in Equation 2:

M :=
k⊕

s=0

Hp(Xts)⊕
+∞⊕

s=k+1

Hp(Xtk) (3)

M may be considered as a graded vector space, in which for 0 ≤ s ≤ k the part M(s)

in degree s is given by Hp(Xts), while for s > k it is given by a copy of Hp(Xtk). Thus
M ends with an infinite tail corresponding to the stationarity of the filtration after the
k-th step. The induced maps (is,∗)s=0,1,..., in homology may be summarized in a map T :
M → M of graded vector spaces that increases the degree by 1. Namely for m ∈ M(s), we
define T (m) := is,∗(m) ∈ M(s+1), where it is understood that is,∗ is the identity map for
s ≥ k. Since T maps M to itself, iterations (T 2, T 3, . . .) and linear combinations thereof
do make sense. In particular, any polynomial p(T ) ∈ Z2[T ] defines a map M → M or,
in other words, we have defined a Z2[T ]-module structure on M. From a mathematical
point of view Z2[T ] is a principal ideal domain; further, in non-pathological situation, M
is finitely generated as a Z2[T ]-module. Under these hypotheses, a theorem of algebra
(actually a sort of generalization of the existence of the Jordan form for matrices [26])
guarantees that:

M ∼= Z2[T ]α ⊕
⊕

j=1,...,r

(
Σγ j Z2[T ]

T β j

)
(4)

where Σγ j denotes degree shifting by the integer γ j . In other words, the first summand
on the right hand side of Equation 4 says that we have α homology classes having
infinite life; indeed if m is one generator of Z2[T ]α, we have that m,T m,T 2m, . . . are
all non zero. The second summand describes homology classes with finite life-time.
For example the summand

(
(Σγ j Z2[T ])/T β j

)
has no components in degree < γ j. This

means that it describes a class which is born at time tγ j . Further the summand has
components until degree β j − 1, i.e. the class is alive at time tβ j−1 and dies at time
tβ j

. Notice that Equation 4 says that we can choose a consistent bases for homology
groups across the whole filtrations is such a way to meaningful describe persistency of
topological attributes.
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The decomposition in Equation 4 may be used to represent pictorially persistency
via barcode diagrams; see e.g. [3].

3 Multidimensional Persistency

Up to now we have considered persistency in 1-parameters families of spaces, where a
complete answer was given by Equation 4. It is tempting to extend these ideas to more
general situations, where the object to be analyzed may be parameterized along multiple
geometric dimensions.

Multiple Morse Functions. A general source of such kind of multi-filtrations is rep-
resented by manifolds equipped with several Morse functions. For example, let X be
a manifold and let f1, f2 : X → R be two Morse functions. For (t1,t2) ∈ R

2, we may
consider the space:

M(t1,t2) := f −1
1 (−∞, t1] ∩ f −1

2 (−∞, t2] (5)

i.e. the intersection of the sublevel sets relative to f1 and f2. Consider the following
partial order on R

2: for (t1,t2), (t ′1,t
′
2) ∈ R

2, we define (t1, t2) � (t ′1,t
′
2) iff t1 ≤ t ′1 and

t2 ≤ t ′2. Notice that for (t1,t2) � (t ′1, t
′
2) we have an inclusion X(t1,t2) ↪→ X(t′1,t′2). Thus the

multi-filtration is organized over R
2 with the order �.

The (λ,θ)-Medial Axis. In Section 2.1 we have defined the λ-filtration of the medial
axis which is useful to remove noise and achieve stability in its computation. We now
define a second filtration which can capture geometrical features instead, like sharp cor-
ner or the presence of parallel segments in the boundary of a domain Ω. The filtrations
behave thus in different manner and both are therefore of interest. We may attempt to
fuse the information extracted from both filtrations in the framework of multidimen-
sional persistence. To define the θ−filtration, let’s consider, with the previous notation,
the function Θ defined for x ∈ Ω:

Θ(x) =

{
2arcsin

(
Λ(x)
R(x)

)
if #T (x) = 2

0 otherwise

where arcsin takes values into (−π/2,π/2]. Note that, when #T (x) = 2, the value Θ(x)
is the angle by which the points in T (x) are seen from the point x (see Figure 4 for a
pictorial explanation of the function Θ). We may now filter the medial axis M with the
upper level sets of the function Θ. The effect of the θ−filtration may be appreciated in
Figure 6. The λ− and θ− filtrations may be now coupled as in the case of several Morse
functions above.

3.1 Algebraic Topology Tools

In [10] an attempt to the study of multidimensional persistence has been presented;
the authors use multi-parameter filtrations organized over a grid of points in R

n with
a suitable partial order. Then, they are able to define an action of the polynomial ring
Z2[T1, . . . ,Tn] in several variables on a module M that generalizes the module defined
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(a) (b)

(c) (d)

(e) (f)

Fig. 6. Effects of the θ−filtration on the medial axis depicted in Figure 3. From (a) to (f) increas-
ing values of θ are used.

in Equation 3. However, since Z2[T1, . . . ,Tn] is not a principal ideal domain, the de-
composition result into elementary pieces (Equation 4) is no more available. Actually,
their analysis identifies some continuous invariant for multidimensional persistency,
thus showing that general persistency cannot be described solely in terms of discrete
invariants (i.e. birth/death times). In [27], the authors address the same kind of multi-
filtrations and present a reduction to the one-dimensional case, by defining a suitable
foliation of R

n.
In the subsections below, we extend this analysis to more general situations, in which

the multi-parameters filtration is organized over an arbitrary poset. The module M in
Equation 3 is replaced by a sheaf over the poset. Also in this general setting, we are
able to define discrete invariants corresponding to the instant of creation and lifetime.

Posets. Let (P,�) be a partially ordered set –a poset for short– i.e. a set P endowed
with a binary relation �:

x � y

which is reflexive, antisymmetric and transitive.
For example, consider the space R

n. For x = (x1, . . . ,xn) and y = (y1, . . . ,yn) ∈ R
n

we define:
x � y ⇔ xi ≤ yi ∀i = 1, . . . ,n
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Clearly � is reflexive, antisymmetric and transitive and, thus, (Rn,�) is a poset.
Notice that any subset T of a poset P inherits a structure of poset. For x,y ∈ P, we

say that is covered by y if for any z ∈ P, z �= y such that x � z � y we have z = x; we then
write x � y. An ideal I of P is a subset of P such that x ∈ I, y ∈ P, y � x ⇒ y ∈ I, i.e. if
I contains an element x, it also contains all the elements less than x. For x ∈ P, the set
Ix = {y ∈ P |y � x} is the ideal generated by x. Notice that Ix has x as unique maximum
element. A filter is the dual notion of an ideal; in particular we define Ix = {y ∈ P |y � x}
as the filter generated by x.

Recall that a category is a collection of objects and arrows (or morphisms) connect-
ing them. A poset (P,�) is equivalent to the small category CP having as objects

Ob(CP) = P

i.e. the points in the poset, and having as arrows connecting them:

Hom(x,y) = {(x,y)} if x � y
= /0 otherwise

i.e. two object x,y ∈ P are connected by an arrow iff x � y; in that case, the arrow points
from x to y and it is unique.

Diagrams of Spaces. We may use a poset to organize both a collection of topological
spaces and the maps among them, by using the notion of diagram of spaces. A diagram
of spaces D over (P,�) is a collection of topological spaces together with a collection
of continuous maps:

{Ax |x ∈ P}; { fx,y : Ax → Ay | x � y}

satisfying:

fx,x = idAx ; x � y � z ⇒ fx,z = fy,z ◦ fx,y.

In particular, the above conditions say that the maps in the diagram fit together accord-
ing to the order in the poset. Formally, a diagram of spaces is a functor from CP to the
category of topological spaces.

We will only consider the case when all the maps fx,y are inclusion maps of topolog-
ical spaces. Let Qk be the poset of the integers i : 0 ≤ i ≤ k with the natural order. Then
a diagram of spaces over Qk is equivalent to a one-parameter filtration of a topological
space (see Eq. 1). If Qk1,k2 is the poset of pairs of integers placed on a k1 × k2-grid we
obtain a multi-filtration suitable for the analysis of multiple Morse functions (see Eq.
5) or the (λ,θ)−medial axis.

Sheaves Over Posets. We may formalize the interdependencies among the topological
features of the spaces in a diagram of spaces by the concept of sheaf over a poset
[28,29]. A sheaf F over (P,�) is a collection of vector spaces {Fx} together with a
collection of linear maps among them:

{Fx |x ∈ P}; {Tx,y : Fx → Fy | x � y}
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satisfying:

Tx,x = idFx ; x � y � z ⇒ Tx,z = Ty,z ◦ Tx,y.

Formally, a sheaf is a functor from CP to the category of vector spaces.
Sheaves over posets arise in the analysis of persistency from diagram of spaces

through the use of homology theory. Actually given a diagram of spaces D passing
to the homology level in dimension p, we get the sheaf Hp(D):

{Hp(Ax) |x ∈ P}; { fx,y;∗ : Hp(Ax) → Hp(Ay) | x � y}

This construction generalizes the sequence in Eq. 2, which is obtained by considering
the poset Qk.

3.2 Discrete Invariants

Let D be a diagram of spaces over P and F = Hp(D) be the sheaf obtained by consid-
ering the homology in dimension p.

Instant of Creation. For an element x ∈ P, we may study which topological features
are born at Ax; let Ix be the ideal generated by x. The sheaf restricted to the subposet
Ix contains all the “past” of x for what regards topological features. Actually, no other
element outside Ix has an arrow with target x. For y ∈ P, the topological features of Ay

-seen inside Ax- are given by the image of the homology map fy,x;∗(Hp(Ay)). Thus new
topological features are described by the cokernel:

H̄p(Ax) = Hp(Ax)/( +
y∈Ix

fy,x;∗(Hp(Ay)))

Since all the involved maps factor through elements covered by x, it is easy to show
that:

H̄p(Ax) = Hp(Ax)/( +
y�x

fy,x;∗(Hp(Ay))),

thus simplifying the computation of H̄p(Ax). A discrete invariant for the new topological
features is represented by the rank, i.e. we may define

µx = rank(H̄p(Ax))

as the extent of new topological features created at time x.

Lifetime. The lifetime of a topological feature may be tracked in a similar manner.
Notice that given x ∈ P the “future” of x is represented by the sheaf restricted to the
filter Ix generated by x. Further, we may factor out the past of x, considering a new
sheaf F (x) on Ix. For y ∈ Ix, the vector space F (x)y is defined as:

F (x)y = Hp(Ay)/( +
z∈Ix

fz,y;∗(Hp(Az)))

The maps connecting the vector spaces in the sheaf F (x) are, by definition, the induced
ones.
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The persistency of features born at time x until time y ∈ Ix is then described by the rank
ρx,y of the following linear map:

f̄x,y;∗ : F (x)x → F (x)y

Notice that the creation invariant µx is a special case of ρx,y; indeed µx = ρx,x. Fur-
ther, notice that these definitions are compatible with the heuristic rule described in
Section 2.1.

4 Conclusions

In this paper, after motivating the use of persistency for robust shape description, we in-
troduced the basic results of persistency theory for one-parameter filtrations and, then,
we described algebraic topology tools for the analysis of more general filtrations. Fur-
ther work will focus on methods for the hierarchical organization and exploitation of
such features.
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Abstract. In the rapidly expanding fields of cellular and molecular biology, 
fluorescence illumination and observation is becoming one of the techniques of 
choice to study the localization and dynamics of proteins, organelles, and other 
cellular compartments, as well as a tracer of intracellular protein trafficking. 
The automatic analysis of these images and signals in medicine, biotechnology, 
and chemistry is a challenging and demanding field. Signal-producing 
procedures by microscopes, spectrometers and other sensors have found their 
way into wide fields of medicine, biotechnology, industrial and environmental 
analysis. With this arises the problem of the automatic mass analysis of signal 
information. Signal-interpreting systems which automatically generate the 
desired target statements from the signals are therefore of compelling necessity. 
The continuation of mass analysis on the basis of the classical procedures leads 
to investments of proportions that are not feasible. New procedures and system 
architectures are therefore required. We will present, based on our flexible 
image analysis and interpretation system Cell_Interpret, new intelligent and 
automatic image analysis and interpretation procedures. We will demonstrate it 
in the application of the HEp-2 cell pattern analysis. 

Keywords: Image Analysis and Interpretation, High-Content Analysis of Images 
HCA, Automation and Standardization of Visual Inspection Tasks, Image-
Mining, Systems for Knowledge Discovery and Interpretation, Microscopic Cell 
Image Analysis. 

1   Introduction 

In the rapidly expanding fields of cellular and molecular biology, fluorescence 
illumination and observation is becoming one of the techniques of choice to study the 
localization and dynamics of proteins, organelles, and other cellular compartments, as 
well as a tracer of intracellular protein trafficking.  

Quantitative imaging of fluorescent proteins and patterns is accomplished with a 
variety of techniques, including wide-field, confocal and multiphoton microscopy, 
ultrafast low-light level digital cameras and multitracking laser control systems. These 
microscopic images can be of 2-dimensional or 3-dimensional nature, or even videos 
recording the life cycle of a cell. 
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Currently the interpretation of the resulting pattern in these digital images is usually 
done manually. However the huge amount of data created and the growing use of these 
techniques in industry for pharmacological aspects or diagnostic purposes in medicine 
require automatic image interpretation procedures. These image interpretation 
procedures should allow to interpret these images automatically, and also to detect 
automatically new knowledge to study the cellular and molecular processes. 

The continuation of mass image analyses on the basis of the classical procedures 
leads to investments of proportions that are not feasible. New procedures based on 
image mining and case-based reasoning are therefore required.  

We are developing methods that allow the automatic analysis of these images for 
the discovery of patterns, new knowledge and relations. The present work is applied 
to 2-dimensional microscopic fluorescent images, but will be continued with 3-d-
image and video analysis. The aim of our work is to provide the system with image-
analysis, feature-extraction and knowledge-discovery functions that are suited for 
mining a set of microscopic cell images for the automatic detection of image-
interpretation knowledge and then applying this knowledge within the same system 
for automatic image interpretation of the HEp-2 cell images. At the end the system 
can work on-line in a pharmaceutical drug discovery process or in a medical 
laboratory process and automatically interpret the patterns on the cells in the image 
and calculate quantitative information about the cell pattern. 

The developed processing functions should make the system flexible enough to 
deal with different kinds of cell-images and different image qualities and require a 
minimal number of interactions with the user for knowledge mining. The image-
interpretation process is running fully automatically, based on the image-analysis and 
feature-extraction procedures developed for this kind of image analysis and the 
learned interpretation knowledge by the developed knowledge-mining procedures. 

2   Challenges and Requirements to the Systems 

Application-oriented systems that can only solve one specific task are very costly and 
it takes time to develop them. The success of automatic image-interpretation systems 
can only be guaranteed when the development effort is as low as possible and when 
they can be adapted quickly to different needs and tasks. 

It is preferable that the automatic system not only calculates image features from 
the images but also maps the measurements to the desired information the user wants 
to obtain with his experiment. This views High-Content Image Analysis as a pattern 
recognition and image interpretation problem rather than as an image measurement 
problem where all possible image features are extracted from the images for further 
analysis. The pattern or the final information, such as e.g. “do the bacteria co-localize 
with the lysosomes”, is the central focus of the image analysis and the system should 
provide all functions that are necessary to achieve this result. 

That requires developing systems that can run on a class of applications such as 
microscopic fluorescent images. Such systems should have functions that are able to: 

 automatically detect single cells in the image regardless of the image quality 
with high accuracy, robustness, the ability for reproduction, and flexibility, 
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 automatically describe the properties of the cell nucleus and the cytoplasm by 
image features (numerical and symbolical), 

 automatically interpret the images into cell patterns or other decisions 
(prediction),  

 automatically detect new knowledge from image data and apply it to automatic 
interpretation. 

The challenges are: 

 New strategies are necessary that are able to adapt the system to changing 
environmental conditions during image capture, user needs and process 
requirements.  

 Introduction of Case-Based-Reasoning (CBR) strategies and Data-Mining 
strategies [1] into image-interpretation systems on both the low-level and high-
level to satisfy these requirements. 

3   The Architecture 

Our answer to this problem is a system architecture [2] named Cell_Interpret (see 
Figure 1 ) that is comprised of two main parts:  

 the on-line part that is comprised of the image analysis and the image 
interpretation part.  

 the off-line part that is comprised of the database and the data mining and 
knowledge discovery part. 

These two units communicate over a database of image descriptions, which is created 
in the frame of the image-processing unit. This database is the basis for the image-
mining unit. 

The on-line part can automatically detect objects, extract image features from the 
objects and classify the recognized objects into the respective classes based on the 
prior stored decision rules. The interface between the off-line and the on-line part is 
the database where images and calculated image features are stored. The off-line part 
can mine the images for a prediction model or discover new groups of objects, 
features or relations. These similar groups can be used for learning the classification 
model or just for understanding the domain. In the later case the discovered 
information is displayed on the terminal of the system to the user. Once a new 
prediction model has been learnt the rules are inputted into the image interpretation 
part for further automatic interpretation after approval of the user. 

Besides that there is an archiving and management part that controls the whole 
system and stores information for long-term archiving.  

Images can be processed automatically or semi-automatically. In the first case, a set 
of images specified by the expert is automatically segmented into background and 
objects of interest and the feature extraction procedures installed in the image analysis 
system are used for each object to automatically calculate all features. All features are 
extracted regardless of their applicability for the specific application. This requires 
executing feature subset selection methods later on. For semi-automatic processing, an 
image from the image archive is selected by the expert and then is it displayed on the 
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monitor. To perform image processing an expert communicates with a computer. In 
this mode he has the option to calculate features based on the feature extraction 
procedures and/or record symbolic features based on his expert knowledge. This 
procedure ensures that also complicated image features, which are difficult to name, 
articulate or develop automatic feature extraction procedures, can also be taken into 
account and further evaluated by image mining. After the feature has been established 
by evaluating the acquired data base, the proper automatic feature extraction procedure 
can be developed and included into the system and made available for High-Content 
Analysis. The intelligence of the system will therefore incrementally improve. 

p
On-line Part

 prediction_1

Off-line Part  

Fig. 1. Architecture of Cell_Interpret 

4   Case-Based Image Segmentation 

Image segmentation is a process of dividing an image into a number of different 
regions such that each region is homogeneous with respect to a given property, but the 
union of any two adjacent regions is not.  

Image thresholding is a well-known technique for image segmentation. Because of 
its wide applicability to many areas of digital image processing, a large number of 
thresholding methods have been proposed over the years (see, e.g., [3-5]). Image 
thresholding has low computational complexity, which makes it an attractive method, 
but does not take into account spatial information and is mostly suitable for images 
where the gray-levels constitute well defined peaks, separated by not too broad and 
flat valleys.  
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Another common approach to image segmentation is based on feature space 
clustering, which has sometimes been regarded as the multidimensional extension of 
the concept of thresholding. Clustering schemes using different kinds of features 
(multi-spectral information, mean/variation of gray-level, texture, color) have been 
suggested (see, e.g., [6-8]). This approach can be successfully used if each perceived 
region of the image constitutes an individual cluster in the feature space. This requires 
a careful selection of the proper features, which depends on image domain. 

Segmentation can also be accomplished by using region-based methods, or edge-
detection-based methods, or methods based on a combination of those two approaches 
(see, e.g., [9-11]). Region-based methods imply the selection of suitable seeds from 
which to perform a growing process. In general, region merging and region splitting 
are accomplished to obtain a meaningful number of homogeneous regions. Seed 
selection and homogeneity criterion play a critical role for the quality of the obtained 
results. Edge-detection-based methods follow the way in which human observers 
perceive objects, as they take into account the difference in contrast between adjacent 
regions. Edge detection does not work well if the image is not well contrasted, or in 
the presence of ill-defined or too many edges. 

Watershed-based segmentation (see, e.g., [12]) exploits both region-based and 
edge-detection-based methods. The basic idea of watershed-based segmentation is to 
identify in the gray-level image a suitable set of seeds from which to perform a 
growing process. If the main feature taken into account is gray-level distribution, the 
seeds are mostly detected as the sets of pixels with locally minimal gray-level (called 
regional minima). The growing process groups each seed with all pixels that are 
closer to that seed than to any other seed, provided that a certain homogeneity in gray-
level is satisfied. Thus, watershed-based segmentation limits the drawbacks of region-
based and edge-detection-based methods.  

To overcome the drawbacks of the algorithms mentioned above, learning methods 
are applied to image segmentation. These learning methods are applied to learn the 
mapping between image features and semantically meaningful parts, to learn the 
parameters of the segmentation algorithm or to learn the mapping between rank 
performance of the segmentation algorithm and the image features. 

There are statistical learning methods, machine learning methods, neural-net-based 
learning methods, and learning methods using a combination of different techniques. 
The main drawbacks of these methods are: 1) the need of a sufficiently large training 
set, and 2) the need of training again the whole model, when new data come in. 
Therefore, it seems to be useful to use Case-based Reasoning (CBR) for a flexible 
image segmentation system, since CBR can be used as a reasoning approach as well 
as an incremental knowledge-acquisition approach.  

We propose a novel image-segmentation scheme based on case-based reasoning. 
We use CBR for meta-learning of the segmentation parameters (see Section 4.1) and 
for case-based object recognition (see Section 4.2). 

4.1   CBR Meta Learning for Image Segmentation 

The case-based reasoning unit for meta learning of image segmentation parameters 
[13] consists of a case base in which formerly processed cases are stored. A case is 
comprised of image information, non-image information (e.g. image-acquisition 
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parameters, object characteristics and so on), and image-segmentation parameters. 
The task is now to find the best segmentation for the current image by looking up the 
case base for similar cases. Similarity determination is done based on non-image 
information and image information. The evaluation unit will take the case with the 
highest similarity score for further processing. In case there are two or more cases 
with the same similarity score, the case appearing first will be taken. After the closest 
case has been chosen, the image-segmentation parameters associated with the selected 
case will be given to the image-segmentation unit and the current image will be 
segmented (see Figure 2). It is assumed that images having similar image 
characteristics will show similar good segmentation results when the same 
segmentation parameters are applied to these images. The image segmentation 
algorithm is in our case a histogram-based image-segmentation algorithm [13] and a 
watershed-based image-segmentation algorithm [14]. 

Image 
Features

Case 
Selection

Image
Segmentation

Evaluation of
Segmentation

Result

Case Base 
Management

Image

Case Base

Case EvaluationIndexing

Case Retrieval

Segmented Image

 

Fig. 2. CBR Image Segmentation Unit 

The result of the segmentation process can be observed by the user or an automatic 
evaluation procedure. When the evaluation is done by the user, he compares the 
original image with the labeled image on display. If he detects deviations of the 
marked areas in the segmented image from the object area in the original image, 
which should be labeled, then he will evaluate the result as incorrect and case-base 
management will start. This will also be done if no similar case is available in the 
case-base. The proposed method is close to the critique-modify framework described 
by Grimnes et al. [15]. 

The evaluation procedure can also be done automatically. However, the drawback 
is that there is no general procedure available. It can only be done in a domain-
dependent fashion.  

Once the chosen evaluation procedure observes a bad result, the respective case is 
tagged as bad case. The tag describes the critique in more detail.  

In an off-line phase, the best segmentation parameters for the image are determined 
by an optimization procedure and the attributes/features, which are necessary for 
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similarity determination, are calculated from the image. Both, the segmentation 
parameters and the attributes calculated from the image, are stored into the case-base 
as a new case. In addition to that the non-image information is extracted from the file 
header and stored together with the other information in the case-base. During 
storage, case generalization will be done to ensure that the case base will not become 
too large. 

4.2   Case-Based Object Recognition 

We propose our case-based object recognition method to recognize objects by their 
shape. In contrast to traditional object recognition methods [16] our method is 
comprised of a case mining part and the object recognition part [17]. The case mining 
part can learn the desired contour of the object and the number of contours necessary 
for recognizing a particular class of objects. The learnt contours make up the case 
base and are the basis for the case-based object-recognition method. 

The objects in the image may be occluded, touching, or overlapping. It can also 
happen that only part of the object appears in the image.  

A case-based object-recognition method uses cases that generalize the original 
objects and matches them against the objects in the image, see Fig. 3. During this 
procedure a score is calculated that describes the quality of the fit between the object 
and the case. The case can be an object model which describes the inner appearance of 
the object as well as its contour. In our case the appearance of the whole object can be 
very diverse. The shape seems to be the feature that generalizes the objects. Therefore, 
we decided to use contour models. We do not use the gray values of the model, but 
instead use the object’s edges. For the score of the match between the contour of the 
object and the case we use a similarity measure based on the scalar product. It 
measures the average angle between the vectors of the template and the object. 
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Fig. 3. Principle of case-based object-recognition architecture 
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The acquisition of the case is done semi-automatically. Prototypical images are 
shown to an expert. The expert manually traces the contour of the object with the help 
of the cursor of the computer. Afterwards the number of contour points is reduced for 
data-reduction purposes by interpolating the marked contour by a first-order polynom. 
The marked object shapes are then aligned by the Procrustes Algorithm [18]. From the 
sample points the direction vector is calculated. From a set of shapes general groups of 
shapes are learnt by conceptual clustering which is a hierarchical incremental 
clustering method [19]. The prototype of each cluster is calculated by estimating the 
mean shape [19] of the set of shapes in the cluster and is taken as a case model. 

5   Automatic and Symbolic Feature Extraction 

The system can now, based on the feature-extraction procedure installed in the 
system, calculate image features for the labeled objects. These features are composed 
of statistical gray-level features, the object contour, square, diameter, shape, [20] and 
a novel texture feature  based on random sets [21] that is flexible enough to describe 
different textures of cells. The system evaluates or calculates image features and 
stores their values in a database of image features. Each entry in the database presents 
features of the object of interest. These features can be numerical (calculated on the 
image) and symbolical (determined by the expert as a result of image reading by the 
expert). In the latter case the expert evaluates object features according to the attribute 
list, which has to be specified in advance for object description, or is based on a visual 
ontology available for visual content description. Then the user feeds these values into 
the database. When the expert has evaluated a sufficient number of images, the 
resulting database can be used for the image-mining process.  

6   Image Mining and Knowledge Discovery 

The image mining part should allow extracting knowledge or making observations 
from different perspectives. Therefore, we have included methods for predictions and 
methods for knowledge discovery [1]. Knowledge discovery methods allow us to 
summarize data into groups and patterns or observe relations among groups. Usually 
they are prior to prediction. We prefer conceptual clustering [1] for this task since the 
discovery process is incremental and therefore fits perfectly to case-based reasoning 
and decision tree induction as prediction methods. 

6.1   Decision Tree Induction 

Decision tree induction allows one to learn from a set of data samples a set of rules 
and basic features necessary for decision-making in a specified diagnostic task, see 
Figure 4. The induction process does not only act as a knowledge discovery process, 
it also works as a feature selector, discovering a subset of features that is the most 
relevant to the problem solution. 

Decision trees partition decision space recursively into sub-regions based on the 
sample set. 
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In this way the decision trees recursively break down the complexity of the 
decision space. The outcome has a format which naturally presents a cognitive 
strategy that can be used for the human decision-making process. The rules contained 
in the tree can be understood by human. Therefore a decision tree is a representation 
form that has explanation capability.  

For any tree all paths lead to a terminal node, corresponding to a decision rule that 
is a conjunction (AND) of various tests. If there are multiple paths for a given class, 
then the paths represent disjunctions (ORs). 

The developed tool allows choosing different kinds of methods for feature 
selection, feature discretization, pruning of the decision tree and evaluation of the 
error rate. It provides an entropy-based measure, a gini-index, gain-ratio and chi 
square method for feature selection [1]. 

The following methods for feature discretization are provided: cut-point strategy, 
chi-merge discretization, minimum description length, principal based discretization 
method and lvq-based method [1]. These methods allow one to make discretization of 
the feature values into two and more intervals during the process of decision-tree 
building. Depending on the chosen method for attribute discretization, the result will 
be a binary or n-ary tree. The later will lead to more accurate and compact trees.  

The tool allows one to chose between cost-complexity pruning, error-reduction-
based methods and pruning by confidence-interval prediction. The tool also provides 
functions for outlier detections. 

To evaluate the obtained error rate one can choose test-and-train and n-fold cross 
validation. Missed values can be handled by different strategies [1]. 

The user selects the preferred method for each step of the decision tree induction 
process. After that the induction experiment can start on the acquired database. A 
resulting decision tree will be displayed to the user. He/she can evaluate the tree by 
checking the features used in each node of the tree and comparing them with his/her 
domain knowledge.  

Class SepalLeng SepalWi PetalLen PetalWi

Setosa 5,1 3,5 1,4 0,2

Setosa 4,9 3,0 1,4 0,2

Setosa 4,7 3,2 1,3 0,2

Setosa 4,6 3,1 1,5 0,2

Setosa 5,0 3,6 1,4 0,2

Versicolor 7,0 3,2 4,7 1,4

Versicolor 6,4 3,2 4,5 1,5

Versicolor 6,9 3,1 4,9 1,5

Versicolor 5,5 2,3 4,0 1,3

... ... ... ... ...
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Fig. 4. Basic Principle of Decision Tree Induction 
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Once the diagnosis knowledge has been learnt, the rules are provided either in txt-
format or XML format for further use in the image interpretation part or the expert 
can use the diagnosis component of the tool for interactive work. It has a user-friendly 
interface and is set up in such a way that non-computer specialists can handle it very 
easily. 

6.2   Case-Based Reasoning for Image Interpretation 

It is difficult to apply decision trees in domains where generalized knowledge is 
lacking. But often there is a need for a prediction system, even though there is not 
enough generalized knowledge. Such a system should a) solve problems using the 
already stored knowledge and b) capture new knowledge, making it immediately 
available to solve the next problem. To accomplish these tasks case-based reasoning 
is useful. Case-based reasoning explicitly uses past cases from the domain expert´s 
successful or failing experience.  

Therefore, case-based reasoning can be seen as a method for problem-solving as 
well as a method to capture new experience in an incremental fashion and make it 
immediately available for problem-solving. It can be seen as a learning and 
knowledge-discovery approach, since it can capture from new experience some 
general knowledge such as case classes, prototypes and some higher-level concepts. 
We find these methods especially applicable for inspection and diagnosis tasks. In the 
case of these applications people store prototypical images into a digital image 
catalogue rather than a large set of different images [22]. 

We have developed a unit for Cell_Interpret that can perform similarity 
determination between cases, as well as prototype selection [23] and feature 

weighting [24]. We call { }nn xxxx ,...,, 21
` ∈ a nearest-neighbor to x  if 

( ) ( )xxdxxd ni ´,,min = , where .,...,2,1 ni =  The instance x  is classified into 

category nC , if nx is the nearest neighbor to x  and nx belongs to class nC . 

In the case of the k-nearest neighbor we require k-samples of the same class to 
fulfill the decision rule. As a distance measure we use the Euclidean distance. 
Prototype Selection from a set of samples is done by Chang`s Algorithm [23]. 
Suppose a training set T  is given as { }mttT ,...,1= . The idea of the algorithm is as 

follows: We start with every point in T as a prototype. We then successively merge 
any two closest prototypes 1p and 2p of the same class by a new prototype p , if the 

merging will not downgrade the classification of its patterns in T . The new prototype 

p  may simply be the average vector of 1p and 2p . We continue the merging process 

until the number of incorrect classifications of the patterns in T starts to increase.  
The wrapper approach is used for selecting a feature subset from the whole set of 

features. This approach conducts a search for a good feature subset by using the k-NN 
classifier itself as an evaluation function. The 1-fold cross-validation method is used 
for estimating the classification accuracy and the best-first search strategy is used for 
the search over the state space of possible feature combination.  The algorithm 
terminates if we have not found an improved accuracy over the last k search states. 
The feature combination that gave the best classification accuracy is the remaining 
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feature subset. After we have found the best feature subset for our problem, we try to 
further improve our classifier by applying a feature-weighting technique. 

The weights of each feature iw  are changed by a constant value δ : :i iw w δ= ± . 

If the new weight causes an improvement of the classification accuracy, the weight 
will be updated accordingly; if not, the weight will remain as it is. After the last 
weight has been tested the constantδ will be divided into half and the procedure 

repeats. The procedure terminates if the difference between the classification accuracy 

of two iterations is less than a predefined threshold.  

6.3   Conceptual Clustering 

The intention of clustering as another image mining function is to find groups of 
similar cases among the data according to the observation. This can be done based on 
one feature or a feature combination. The resulting groups give an idea how data fit 
together and how they can be classified into interesting categories. 

Classical clustering methods only create clusters but do not explain why a cluster 
has been established. Conceptual clustering methods build clusters and explain why a 
set of objects confirm a cluster. Thus, conceptual clustering is a type of learning by 
observation and it is a way of summarizing data in an understandable manner [1]. In 
contrast to hierarchical clustering methods, conceptual clustering methods build the 
classification hierarchy not only based on merging two groups. The algorithmic 
properties are flexible enough to dynamically fit the hierarchy to the data. This allows 
incremental incorporation of new instances into the existing hierarchy and updating 
this hierarchy according to the new instance. 

A concept hierarchy is a directed graph in which the root node represents the set of 
all input instances and the terminal nodes represent individual instances. Internal 
nodes stand for sets of instances attached to the nodes and represent a super-concept. 
The super-concept can be represented by a generalized representation of this set of 
instances such as the prototype, the mediod or a user selected instance. Therefore a 
concept C, called a class, in the concept hierarchy is represented by an abstract 
concept description and a list of pointers to each child concept M(C)={C1, C2, ..., Ci, 
..., Cn}, where Ci is the child concept, called subclass of concept C. 

Our conceptual clustering algorithm presented here is based on similarities, 
because we do not consider logical but numerical concepts [19].  

The output of our algorithm for applying eight exemplary shape cases of fungal 
strain Ulocladium Botrytis is shown in Figure 5. On top level the root node is shown 
which comprises the set of all input cases. Successively the tree is partitioned into 
nodes until each input case forms its own cluster. 

The main advantage of our conceptual clustering algorithm is that it brings along a 
concept description. Thus, in comparison to agglomerative clustering methods, it is 
easy to understand why a set of cases forms a cluster. During the clustering process 
the representative case, and also the variances and maximum distances in relation to 
this representative case, are calculated, since they are part of the concept description. 
The algorithm is of incremental fashion, because it is possible to incorporate new 
cases into the existing learnt hierarchy. 
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Fig. 5. Output of the Conceptual Clustering Algorithm for 2-D Shapes obtained from Fungal 
Spores 

7   Results 

The kinds of cells that are considered in this application are HEp-2 cells, which are 
used for the identification of antinuclear autoantibodies (ANA). ANA testing for the 
assessment of systemic and organ-specific autoimmune diseases has increased 
progressively since immunofluorescence techniques were first used to demonstrate 
antinuclear antibodies in 1957. HEp-2 cells allow for recognition of over 30 different 
nuclear and cytoplasmic patterns, which are given by upwards of 100 different 
autoantibodies.  

The identification of the patterns has up to now been done manually by a human 
inspecting the slides with the help of a microscope. The lacking automation of this 
technique has resulted in the development of alternative techniques based on chemical 
reactions, which do not have the discrimination power of the ANA testing. An 
automatic system would pave the way for a wider use of ANA testing. 

Prototypical images of HEp-2 cell patterns for six different classes are shown in 
Figure 6. The images were taken by an image-acquisition unit consisting of a 
microscope AXIOSKOP from Carl Zeiss Jena, coupled with a video camera. 

In a knowledge-acquisition process [25] with a human operator, using an interview 
technique and a repertory grid method, we acquired the knowledge of this operator, 
while classifying the different cell types. Some of this knowledge is shown in table 1. 
The symbolic terms show that a mixture of different image information is necessary 
for classification. The operator uses the intensity as well as some texture information. 
In addition, the appearances of the cell parts within the cells are of importance, like 
“dark nucleoi”, which also requires spatial information.  
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Class 1 Class 2 Class 3

Class 4 Class 5 Class 6  

Fig. 6. Prototypical Images of Six Classes 

Each image is processed by the image-analysis procedure described in the previous 
section. The color image is transformed into a gray-level image. The image is 
normalized to the mean and standard gray level calculated from all images to avoid 
invariance caused by the inter-slice staining variations. Automatic thresholding has 
been performed by the algorithm described in Section 4.1. For the objects in each slice, 
features based on the texture descriptor described in Section 5 are calculated for 
classification [26]. The first one is a simple Boolean feature which expresses the 
occurrence or non-occurrence of objects in the slice image. Then the number of objects 
in the slice image is calculated. From the objects, the area, a shape factor, and the 
length of the contour are calculated. The mean value for each feature is calculated over 
all the objects in the slice image. This is done in order to reduce the dimension of the 
feature vector. Since the quantization of the gray level was done in equal steps and 
without considering the real nature, we also calculated for each class the mean value of 
the gray level and the variance of the gray level. A total of 192 features were calculated 
that make up a very intelligent structure and texture descriptor for cells [26]. The data 
base created from 7-10 images per class which made up 200 cells per class is given to 
our decision tree unit. This unit learns the classification knowledge based on decision 
tree induction. Finally, the system was evaluated based on cross validation. The final 
result is shown in table 2. The overall classification accuracy is 92.73%. The class 
specific classification accuracy [1] is shown for each class in table 2 on the right side 
of the table and the classification quality for each class in the bottom line of the table. 
In most of the classes we achieved good classification accuracy. There are only few 
classes where the classification accuracy is not as good as the other ones. It is 
interesting to note that in case of class_5 four cases got misclassified as class_14 “U1-
RNP” but when checking with the expert it tended out that the classifier put these 
samples in the right class. The case was that the expert mislabeled the cases as class_5  
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Table 1. Some knowledge about the class description given by a human operator 

Class ClassName Description 
Homogeneous 
nuclei 
fluorescence 

Class_1 Smooth and uniform fluorescence of the 
nuclei. 
Nuclei appear sometimes dark. 
The chromosome fluorescence is from weak  
to very intense  

Fine speckled 
nuclei 
fluorescence 

Class_2 Dense fine speckled fluorescence 

... ... ... 
Nuclei 
fluorescence 

Class_9 Nuclei are weakly homogenous or fine-
grained and can hardly be discerned from the 
background 

 
while the automatic system recognized that these samples belong not to class_5 but to 
class_14. This example shows nicely that an automatic system can lead to 
standardization of cell image classification. It provides objective results, it works 
constantly without getting tired and the results are reproducible. 

The computation time of an image for the Hep-2 application is 10 seconds by an 
image size of 1600x1200. This computation time is fast enough for the considered 
application and for most other applications. Users who like to have a faster 
computation time can easily speed up the computation time by parallelization. 
Parallelization can be done in the simplest case by using more than one computer. In 
the hardest case, the whole algorithm can be programmed in parallel fashion. 

The methods developed within the framework Cell_Interpret have been applied to 
many different applications of microscopic cell images including Hep-2 cell, Hela-
cells and Malaria diagnosis. They showed to be flexible enough for different kind of 
cell images diagnosis tasks and they efficiently enabled the mining of the relevant 
knowledge for the development of an automatic image interpretation system. 

The Hep-PAD version developed based on Cell_Interpret has been licensed to 
qualified industries and is meanwhile a commercial application in usage at different 
medical laboratories. 

We are currently further developing the framework of Cell_Interpret to video 
microscopy and developing more feature extraction and image mining procedure that 
can further support the image mining process. 

8   Expert Opinion 

Recent developments are highly application oriented. Often the system works only in 
a semi-automatic modus [27][28] that puts a lot of work to the user using the system. 
Standard image processing methods are applied to specific tasks combined with a lot 
of heuristics [31] to make the methods more or less automatically work on the 
specific images.  
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One such method is the Watershed-Transformation (WT) for image segmentation 
[27-31]. We have developed a flexible and automatic Case-Based Watershed 
Transformation method where the WT can be adapted to the image characteristics of 
the image under consideration. 

Standard texture feature extraction procedures are used as well [32] but the random 
set approach as described here does have the flexibility to describe the different 
particles appearing in a cell and their randomness.  

Application-oriented systems that can only solve one specific task are very costly 
and it takes time to develop them. The success of automatic image-interpretation 
systems can only be guaranteed when the development effort is as low as possible and 
when they can be adapted quickly to different needs and tasks. The proposed 
architecture of Cell_Interpret will help to overcome this problem. 

There are commercial High-Content Analysis developments where data mining 
capabilities are included in the system. However, a better understanding of when and 
how to apply these methods and how to interpret the results are necessary for the user. 
Therefore we are constantly working on a methodology of data mining that is 
presented in our data mining tutorial (www.data-mining-tutorial.de) and copied in our 
data mining tools included in Cell_Interpret. 

Another interesting observation in high-content analysis is that of images are 
created by using different staining to make specific cell details/objects visible 
[33][34]. It is obvious that in the resulting images the specific object details/parts are 
most visible and the analysis of these images can be simply made. However for a 
computer vision expert arises the question if this approach is really necessary in all 
case studies or would it be better to consider the whole task as a pattern recognition 
problem as has been done in the HEp-2 cell application and study the different 
patterns that appear when treating the cells in different ways. This statement might be 
a bit provocative and we have to admit that we do not know all applications in HCA 
but we would be happy to further discuss this with experts from the domain. 

We also think that a better categorization of the different image analysis tasks is 
necessary to ensure a standardization of the image analysis procedures in HCA. A 
first study in that direction has been given in [35] [36]. Biologists, computer scientists 
and all other people involved in this field need to further discuss this and find a 
common basis of understanding.  

The case-based reasoning approach in our system architecture Cell_Interpret we 
are recently been further developing for cell-tracking and 3D image analysis. 

9   Conclusion 

In this paper we have presented our architecture, Cell_Interpret, for High-Content 
Image Analysis and the methods used for the different tasks such as image 
segmentation, feature extraction, image mining and classification and interpretation. 
Most of the methods are based on case-based reasoning.  CBR solves problems using 
already stored knowledge, and captures new knowledge, making it immediately 
available for solving the next problem. Therefore, case-based reasoning can be seen 
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as a method for problem solving, and also as a method to capture new experience and 
make it immediately available for problem solving. It can be seen as a learning and 
knowledge-discovery approach, since it can capture from new experience some 
general knowledge, such as case classes, prototypes and some higher-level concepts.  

The idea of case-based reasoning originally came from the cognitive science 
community which discovered that people are reasoning on formerly successfully 
solved cases rather than on general rules. Our interest is to build intelligent flexible 
and robust data-interpreting systems [37][38][39] that are inspired by the human case-
based reasoning process and by doing so to model the human reasoning process when 
interpreting the cell images. 
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Abstract. The automatic subcellular localisation of proteins in living
cells is a critical step in determining their function. The evaluation of
fluorescence images constitutes a common method of localising these
proteins. For this, additional knowledge about the position of the con-
sidered cells within an image is required. In an automated system, it is
advantageous to recognise these cells in bright-field microscope images
taken in parallel with the regarded fluorescence micrographs. Unfortu-
nately, currently available cell recognition methods are only of limited
use within the context of protein localisation, since they frequently re-
quire microscopy techniques that enable images of higher contrast (e.g.
phase contrast microscopy or additional dyes) or can only be employed
with too low magnifications. Therefore, this article introduces a novel
approach to the robust automatic recognition of unstained living cells
in bright-field microscope images. Here, the focus is on the automatic
segmentation of cells.

1 Introduction

The complete nucleotide sequences of the genomes of a variety of species have
been determined in recent years. But although we have read the genetic message
of these organisms, we still do not know its meaning. Based on hereditary infor-
mation, macromolecules are formed, the majority of which consists of proteins.
These proteins are responsible for performing numerous functions such as assem-
bling biological structures and controlling chemical reactions. Knowledge about
their functions could enable new insights into cellular processes or facilitate the
development of efficient drugs.

A common approach to determining the function of proteins is the analysis of
subcellular location patterns in fluorescence microscope images [1,2,3,4,5]. Based
on its location within a considered cell, conclusions about a protein’s function
can be drawn.

P. Perner and O. Salvetti (Eds.): MDA 2008, LNAI 5108, pp. 158–172, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Fluorescence micrograph showing
Sf9 cells with stained lysosomes

Fig. 2. Bright-field image taken simul-
taneously with the micrograph of Fig. 1

In order to localise them, the considered proteins are tagged with a fluores-
cence dye, for instance with the green fluorescent protein (GFP) or one of its
spectral variants [6]. Unfortunately, the surrounding cells themselves are almost
invisible in these fluorescence images (see Fig. 1). Thus, additional information
is required in order to associate fluorescent spots with specific cells. Commonly
applied methods for the acquisition of this information are based on a manual
segmentation [1,4] or the usage of stained cells [2,4].

In contrast, our approach enables an automatic segmentation of Spodoptera
frugiperda cells (Sf9) without employing additional dyes. A bright-field micro-
scope image, taken in parallel with each fluorescence image, is used for the
identification of cells (see Fig. 2), which constitute the basis for the analysis of
the corresponding fluorescence image.

The bright-field images are segmented by means of an active contour approach
briefly outlined in [7]. After a discussion of relevant literature (see Section 2), this
technique as well as required methods for the automatic determination of initial
segments are described in Section 3. Section 4 proposes various enhancements
that are relevant for a practical application of our approach. These methods
are evaluated in Section 5. Eventually, the complete cell recognition approach is
analysed and a short outlook is given in Section 6.

2 Related Work

In order to account for the limitations, which have to be considered within the
context of automatic protein localisation in living cells, Section 2.1 introduces
and evaluates basic microscopy techniques frequently used in conjunction with
cell recognition approaches. As the choice for a recognition method strongly
depends on the utilised microscopy technique, the application of several well-
known approaches, which are discussed in Section 2.2, is partly impeded.

2.1 Applied Microscopy Techniques

A large number of cell recognition approaches such as [8,9,10] employ phase
contrast microscopy to increase the contrast of acquired images. It visualises the
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phase shift induced by the interaction of rays of light with objects varying in
thickness or refractive index. Since this microscopy technique requires special
objectives that reduce the amplitude of incident light, the light from fluorescent
objects would be attenuated as well. An alternation of the objective between the
acquisition of the images used for protein localisation and cell recognition causes
further problems, since it modifies the optical path. Consequently, an association
of corresponding pixels of these images would be hampered.

Besides phase contrast microscopy, numerous approaches resort to additional
dyes [2,11,12,13]. If such dyes were used within the context of protein localisation,
they might interfere with the examined proteins or influence the cell state.

Bright-field microscopy, i.e. the direct observation of illuminated objects, is
a widely used method for cell observation. It is usually available without any
special devices. But the resulting contrast is rather low, which necessitates more
complex recognition techniques [14,15,16,17]. On the other hand, bright-field mi-
croscopy is compatible with fluorescence microscopy and is probably the most
frequently applied microscopy technique. Therefore, we have decided to use
bright-field images as the basis of our cell recognition method.

2.2 Known Approaches to Cell Recognition
The most common approach to cell recognition consists in thresholding [18,19].
But it is often applied to nuclei rather than whole cells [20,21]. As each cell
usually has a single nucleus, which covers the major fraction of its volume, these
tasks are roughly equivalent.

Thresholding requires a uniform and unambiguous distribution of pixel inten-
sities, which does not occur in bright-field images that show a great variety of
cell appearances. Even if fluorescence images of stained nuclei are to be ana-
lysed, fuzzy transitions between objects and the image background may result
in difficulties in selecting a proper threshold. In addition, thresholding causes
problems in separating adjoining objects, which have to be dealt with separ-
ately. Here for example, the distance transform and the watershed transform
can be applied [20]. Nevertheless, the prior binarisation of the image leads to a
loss of information, which might be crucial for the determination of the objects’
exact boundaries.

As an alternative to thresholding, there are approaches that determine and
link the edges of stained nuclei using geometrical constraints [12]. Unfortunately,
these constraints do not necessarily reflect the shape of visible objects – especially
if these objects partially overlap.

Since subcellular structures are to be analysed after cell recognition, a high
magnification (60×) is required. So, the considered cells comprise about 10,000–
80,000 pixels. Therefore, methods utilising small rectangular patches in order to
detect whole cells (cf. [11,13,14,15]) cannot be employed, as the computational
costs would be too high. So, for example, the approach proposed in [14] takes
1 to 8 minutes to recognise cells in relatively small images (640×480) using a
patch size of 625 pixels on an Intel Pentium 4 processor operating at 1.6GHz.

However, Petra Perner and her co-researchers proposed a technique for recog-
nising fungal spores using bright-field microscopy [22], which resorts to image



Automatic Segmentation of Unstained Living Cells 161

pyramids in order to decrease the processing time. The suggested technique it-
eratively compares small image regions with a set of examples for the objects
under consideration, referred to as cases. Since these cases constitute images
themselves, the translation, rotation and scaling of the cells have to be dealt
with explicitly. A more abstract representation, for instance by means of rep-
resentative features, could circumvent these problems. Furthermore, it might
allow for a better generalisation, since irrelevant information can be neglected.
Nevertheless, the given recognition rates appear very promising.

Cells in bright-field microscope images are separated from other cells and
the surrounding by their membrane. Consequently, it is beneficial to include
information about it in the segmentation procedure. This can be accomplished
by determining cell membrane pixels and linking them [23,24]. But, in the case
of images containing numerous cells of varying shape or size, it is difficult to
obtain unambiguous solutions.

As an alternative to edge-linking methods, snakes have proven advantageous
[9,10]. Besides exploiting gradient and image information, they allow for the
incorporation of prior knowledge on cell features such as curvature and size
without assuming a rigid model. Therefore, we decided to develop a snake-based
algorithm for the recognition of Sf9 cells in bright-field images [7,16]. The com-
ponent of our recognition system that performs an automatic segmentation of
the images is detailed in the present article.

3 Cell Segmentation in Bright-Field Images

In order to find cells in microscope images in an automated way, several tasks
are fulfilled (cf. Fig. 3). First, possible cells must be localised, i.e. the positions of
candidate cells are to be determined. This enables the analysis of specific image
regions instead of iteratively moving a region of interest over the complete micro-
graph. Here, several intermediate images are computed: one image depicting the
image background (see Section 3.1) and another one showing possible cell mem-
branes (see Section 3.2). Based on these two images, small regions within the
possible cells are determined – the cell markers (see Section 3.3). They reflect
the positions of the surrounding cells. Unfortunately, at this step no differenti-
ation between real cells and other image objects is possible, since not enough
information about the corresponding image objects is available.

After the localisation of candidate cells, they are segmented; that is, all pixels
showing a specific cell are associated with it (see Section 3.4). Then representative
features describing a cell are computed and non-cell objects can be rejected. This
is achieved by means of a classifier. The classification process is introduced in [16].

3.1 Separation of Image Foreground and Background

Kenong Wu and his colleagues have shown that the local intensity variation is
a valuable feature for the separation of the foreground and the background in
bright-field images [17]. Instead of computing the local variation defined by the
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(iv) cell markers

(vi) classification(i) bright−field image (iii) membrane pixels (v) segmentation

(ii) image background

Fig. 3. Outline of the proposed cell recognition approach. On the basis of an acquired
bright-field image (i) three further images which contain background pixels (ii), prob-
able cell membrane pixels (iii) and cell markers (iv) are generated. They constitute the
foundation of the proposed segmentation procedure. The segmentation (v) is followed
by a classification step (vi) rejecting non-cell segments.

variance within a square neighbourhood, we take advantage of a morphological
operator: the self-complementary top-hat �S(I) [25].

�S(I) = φS(I) − γS(I) (1)

It constitutes the difference between a closing φS(I) and an opening γS(I),
which have been applied to an image I. The required structuring element is
denoted by S. This operator preserves bright as well as dark image structures
that cannot include S.

Figure 4 depicts the result of the application of the self-complementary top-
hat to an exemplary bright-field image as well as the corresponding variance
map using a square structuring element and neighbourhood of 41×41 pixels,
respectively (suggested by Wu et al.).

The bimodal distribution of the local intensity variations resulting from the
application of the self-complementary top-hat is considerably more distinctive
than the one computed by analysing the variance. Hence, the automatic separ-
ation of image foreground and background is alleviated. Here, minimum error
thresholding [26] is utilised, as it yields excellent results for the emerging grey-
level distributions [17].

In order to increase the computational efficiency, structuring elements com-
prising 25×25 pixels have been employed. Despite their reduced size, they still
perform better than the variance map using a neighbourhood of 41×41 pixels.

In principle, the application of structuring elements that do not have a rectan-
gular shape would be possible, as well; but, since rectangular structuring elements
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Fig. 4. Local intensity variations in a bright-field image (left). The result of the self-
complementary top-hat (right) allows a noticeably better recognition of the image
foreground than the variance map (centre).

can be decomposed into two linear elements, they are more computationally effi-
cient [25]. Furthermore, other shapes do not yield considerably improved results.

3.2 Detection of Probable Cell Membrane Pixels

Probable cell membrane pixels are determined by utilising morphological oper-
ators, as well, since they enable the inclusion of knowledge concerning the shape
of the image structures in question. As the cell membrane possesses a linear
shape that is less curved than other cell compartments, linear structuring elem-
ents are applied. The membrane is further characterised by a substantial change
of intensities between neighbouring pixels. Therefore, the gradient magnitude
image is utilised instead of the original image. All image structures that cannot
contain the linear structuring element – e.g. dirt, noise and intracellular objects
– are removed by a morphological opening. In order to get closed contours, this
operation is repeated for seven additional orientations. The resulting images are
fused by computing the point-wise maximum (see Fig. 5). The whole operation
constitutes an algebraic opening [25].

The length l of the linear structuring elements is crucial to the result of
the algebraic opening. If it is chosen too small, irrelevant image structures will

gradient magnitude image

openings
morphological

algebraic
opening

cell membrane image

∨

Fig. 5. Detection of pixels probably representing cell membranes. Morphological open-
ings with linear structuring elements having eight different orientations are performed
to suppress image structures that do not represent cell membranes. The resulting im-
ages are fused by a point-wise maximum operation denoted by ’∨’.
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remain; if the value is too high, cell membrane pixels will disappear. Hence,
a procedure for the automatic determination of an optimal value had to be
developed (see Section 4.1).

In order to decrease the computational effort, an optimised technique enabling
the computation of morphological openings using line elements at arbitrary an-
gles was implemented. It is based on methods proposed by Pierre Soille and his
colleagues [27] who generalised an algorithm originally introduced by Marcel van
Herk which solely allowed for the usage of horizontal, vertical and diagonal lines
[28]. Soille’s algorithm performs morphological operations independently of the
length of the linear structuring elements used. In particular, images of a specific
size can be processed in constant time with respect to the structuring elements’
lengths.

3.3 Determination of Cell Markers

On the basis of the computed image background and cell membrane pixels, small
regions within probable cells are identified – the cell markers (see Fig. 6). It is
assumed that points possessing a great distance to the image background and
membrane pixels lie inside cells. These points are determined by computing the
local maxima of the distance transform [25].

Fig. 6. Computation of cell markers. The cell markers (right) are determined in such
a way that they maximise the distance to the image background (left) and membrane
pixels (centre).

In order to obtain an appropriate initialisation for the segmentation step,
these regions are dilated by a small circular structuring element (diameter: 5%
of the maximal cell radius, 9 pixels). Afterwards, the contours are traced so as
to obtain a polygonal representation that comprises only the start and the end
point of adjoining lines.

3.4 Cell Segmentation by Active Contours

Active contours have several advantages with respect to the segmentation of
cells. Firstly, they always yield closed contours even if the corresponding cell
membrane is barely visible. Secondly, they enable the inclusion of context-specific
knowledge such as membrane curvature and cell size. So, the robustness can be
improved.
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Several approaches have been proposed for the computation of active con-
tours, e.g. variational calculus, dynamic programming and greedy methods. We
have decided to apply a greedy approach [29] due to its efficient computability,
stability and flexibility. Since our approach aims at complete independence from
user interactions while processing images, special requirements have to be ful-
filled. In particular, the determined cell markers instead of close approximations
of the resulting contour should be applied as initialisations.

Cohen [30] proposed a method to realise the growth of snakes by introducing
an inflation force. This technique resorts to normal vectors of the contour in order
to determine the direction of extension. As a result, the contour might overlap
with itself if it is initialised with a concave cell marker. Hence, we have decided to
utilise an alternative basis for the growth of the contours – the minimal distance
to the respective initial contour. Equation (2) shows the corresponding energy
functional E∗

snake of a parametric curve v
(
x(s), y(s)

)
with arc length s.

E∗
snake =

∫ 1

0

[
αEcont + βEcurv + γ(Edist)Eao + δ(Edist)Edist

]
ds (2)

Econt and Ecurv control the continuity and curvature, respectively. Moreover,
Econt fosters equal spacing between points [29]. Eao represents the resulting
image of the algebraic opening (see Section 3.2) and Edist the distance from the
initial contour. As the energies are minimised, the image as well as the distance
have to be inverted. Thus, a maximal considered distance Δmax is required. We
have set it to the maximal cell radius increased by a tolerance interval of 20%
(198 pixels in total).

The parameters α, β, γ and δ control the influence of the respective energy
terms. Here, γ and δ are modified dependent on Edist.

γ(Edist) = γ0 · Δmax − Edist

Δmax
(3)

δ(Edist) = δ0 + γ0 − γ(Edist) (4)

According to Equation (3), γ(Edist) yields high values if Edist is small, i.e.
if the snake has a great distance to its initialisation. By this, high pixel values
near the cell markers, within the cells are suppressed. Equation (4) ensures that
the sum of γ(Edist) and δ(Edist) equals the sum of its base values γ0 and δ0, re-
spectively. So, the extending force is reduced if the snake reaches a distance from
its cell marker where the probability of membrane pixels is high. Additionally,
background pixels receive a high value of Edist in order to avoid an extension of
the snake in this region.

This method allows for the snakes to be initialised by means of the cell mark-
ers, which are determined automatically and do barely resemble the final snakes.
User interactions are not necessary.

4 Enhancements

In the introduction of our segmentation approach in Section 3 several questions
were left open although they are crucial for the correct function. They are topics
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of current research and are answered in the following. Section 4.1 outlines a
method that enables the automatic determination of the optimal length l for
the linear structuring elements which are applied during the algebraic opening.
A further problem consists in the parametrisation of the snakes. As they are
growing, new points have to be inserted (see Section 4.2).

4.1 Optimal Length of the Linear Structuring Elements

The basis for the automatic determination of the length l of the linear structuring
elements consists in n cell masks, which were manually extracted by biological
experts. Besides the mask of a cell i itself, the points of a tube with a diameter of
5% of the mean cell radius that is centred at the mask’s boundary are considered
in order to detect the intensities of membrane pixels. The sets of the correspond-
ing points p are denoted by Mi (mask) and Ti (tube), respectively. According
to Equation (7), an optimal value lopt for the length of the line elements is then
computed by iterating over all possible values up to Δmax.

ITl =
n∑

i=1

∑

∀p∈Ti

Il

(
xp, yp

)2 (5)

IMl =
n∑

i=1

∑

∀p∈Mi

Il

(
xp, yp

)2
Δ
(
xp, yp

)
(6)

lopt = arg max
∀l

⎛

⎝ ITl
max
∀l

ITl
− IMl

max
∀l

IMl

⎞

⎠ (7)

Il

(
xp, yp

)
constitutes the image generated by an algebraic opening with a

structuring element of length l. The consideration of squared pixel values re-
sults in a reduced influence of small intensities that have less negative effects on
the segmentation than high ones. Moreover, the points of the mask image are
weighted by their minimal distance Δ

(
xp, yp

)
to the boundary. lopt is optimal

in a sense that it maximises the difference of the intensities (scaled to fit into
the interval [0, 1]) within both examined image regions in order to enhance the
contrast.

4.2 Insertion of New Points

The segmentation consists in extending the snakes starting from small regions
within probable cells. So, the distances between adjoining points are increased
and a resampling of the snake, i.e. the insertion of new points is necessary. On the
other hand, too high a number of points results in an increased computational
effort. Thus, some kind of compromise has to be reached. Since Sf9 cells are
almost elliptically shaped, an ellipse approximation of the current snake is per-
formed [31]. This yields the lengths of the semiminor axis b and of the semimajor
axis a as well as the centre C. On the basis of these values, the approximation
error ε occurring if the ellipse is approximated by a line segment of length λ is
computed (see Fig. 7).
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C

P ′

P

αa

b λ
2

λ
2

εa − ε

Fig. 7. Approximation of an ellipse by line segments. A line segment of length λ con-
necting the points P and P ′ causes an approximation error ε if it is divided equally by
the major axis. As the distance between the ellipse and its centre C is maximal there,
ε is maximal, as well. Thus, ε constitutes the worst case value.

An ellipse can be described by x = a · cosα and y = b · sin α. Inserting the
coordinates xP = a − ε and yP = λ

2 of point P and fusing the results leads to
Equation (8) which enables the determination of λ.

λ = 2b · sin
(

arccos
a − ε

a

)
(8)

Instead of computing the ellipse approximation after every iteration step of the
snake algorithm (variable split length, VSL), it canbe applied to the determination
of a constant split length λ∗ (CSL). For this purpose, all manually extracted cells
are approximated by an ellipse and λ∗ is set to the minimal value of λ. So, a correct
approximation of all cells with an error less than ε can be guaranteed, as well.

5 Results

We evaluated our methods on a dataset containing 499 cells manually extracted
from 45 images by biological experts. In order to enable investigations regard-
ing different foci, the dataset comprises images of the same specimens at three
manually adjusted focal planes (A, B and C) showing the cell characteristics
depicted in Fig. 8.

All 499 manually extracted cells were automatically marked during the pre-
processing step (see Section 3.3) and each cell mask was associated with the
marker closest to its centre. Furthermore, the length of the linear structuring
elements for the algebraic opening was automatically set to lopt = 31 according
to Section 4.1.

In order to assess the segmentation, the manually extracted cell masks were
compared with the corresponding automatically segmented cells by performing
15-fold cross-validation. The energy weights were chosen in such a way as to
minimise the error term d̄err for all except one of the images of a focal plane

(
see

Equation (9)
)
.

d̄err =
1
n

n∑

i=1

dmax
i

2bi
(9)

dmax
i denotes the maximal distance of corresponding manually and automatically

determined contours of a cell i. These values are normed to the current manually
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A B C

Fig. 8. Cells at different focal planes. The appearance of the examined cells varies if
the focus is modified.

determined cell size represented by the length of the semiminor axis bi of the
cell’s approximation by an ellipse.

After computing the energy weights, the remaining image was segmented in
order to measure the test errors. d̄test

A , d̄test
B and d̄test

C denote the mean of these
test errors over all images (see Tab. 1). Additionally, the mean point number per
snake p̄ and the average processing time1 per image t̄ using an AMD Athlon 64
processor (2GHz) were determined.

Table 1. Comparison of the segmentation if variable split length (VSL), constant split
length (CSL) and no resampling are applied. The dash denotes parameters that were
not available.

method ε λ∗ d̄test
A d̄test

B d̄test
C p̄ t̄

VSL 0.5 – 0.104 0.118 0.142 33.9 1.038s
0.125 – 0.088 0.109 0.139 59.2 1.200s

CSL 0.5 18 0.094 0.130 0.143 45.2 0.802s
0.125 9 0.102 0.116 0.141 89.6 0.980s

no resampling – – 0.109 0.123 0.146 23.4 0.708s

The results of all methods show that the choice of the focal plane has a
considerable effect on the quality of the segmentation. The errors rise from plane
A to plane C. These results originate in less distinctive cell membranes (B) and
stronger intracellular intensity variations (C), respectively (cf. Fig. 8)

Both reparametrisationmethods attained smaller segmentation errors than the
original approach which does not perform resampling. Since CSL utilises a mini-
mal value of the split length λ that is sufficient for all cells, it requires additional
points in comparison to VSL. These unnecessary additional points seem to dete-
riorate the segmentation compared to VSL (e.g. for ε = 0.125). The lowest errors
were reached by VSL with ε = 0.125, which required significantly more processing
time than the other methods because of the determination of λ during the actual
segmentation. So, if enough time is available VSL should be employed. Otherwise,
the original approach and CSL, especially with ε = 0.5, are beneficial.
1 Excluding the time for the computation of the cell markers.
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Fig. 9. Segmentation of a bright-field image (left). The final snakes are depicted as
dark contours. The central image only shows segments that could be associated with
manually extracted cell masks, whereas the right picture comprises all snakes.

Fig. 10. Cells recognised in an independent test image (left). After the classification
(right) only segments enclosing individual cells remain. Other regions yielded by the
segmentation procedure (centre) are dropped.

In order to assess our results, the manually extracted segments of 363 cells
determined by five people were compared pairwisely. The corresponding contours
possess a mean maximal distance of 5% of the cell size with a standard deviation
of 2.5%, as the cell membranes cannot always be determined unambiguously.
Thus, we conclude that our methods are very accurate.

6 Conclusion

We have presented an approach to the automatic segmentation of cells in bright-
field microscope images. Furthermore, several enhancements with respect to the
quality of the preprocessing as well as the segmentation have been introduced.
The result of our segmentation procedure is depicted by Fig. 9. Here, VSL with
ε = 0.125 was applied.

The evaluation of our segmentation method occurred based on images at three
different focal planes in order to enable the choice of an optimal one. At this
focal plane, all methods yielded excellent results insofar as the segmentation
error is only slightly higher (difference < 10%) than the deviations of segments
manually determined by different persons.

As several cells receive multiple cell markers and other image objects – for
instance dead cells and dirt – are marked as well, the number of segments is
higher than the number of cells. But since the snakes are grown independently,
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overlapping segments do not influence one another. Furthermore, if the cell
marker is situated in the centre of a real cell, the respective cell is usually
segmented properly. In principle, this even enables a correct segmentation of
overlapping cells. But as Sf9 cells grow adherently and the cell density is kept
relatively low, the cells usually do not overlap in our images. If a cell marker
does not lie close to a cell’s centre, arbitrarily shaped segments might result.
These segments have to be sorted out. Hence, a classification of the final snakes
is performed [16]. The result of the application of our complete cell recognition
approach to an independent test image is shown in Fig. 10.

Assuming a cell has been segmented by multiple snakes, the one best repre-
senting the cell should be chosen. Therefore, a value is computed, which reflects
the confidence in the classification result [32]. Afterwards, segments that rep-
resent cells and strongly overlap are analysed and the one yielding the highest
confidence value is selected.

Based on a test set comprising 302 cell masks extracted from 19 bright-field
micrographs (focal planes A and B), recognition rates up to 90.1% were reached.
The corresponding mean segmentation error of the recognised cells amounts
to d̄rec=0.11, which confirms the results summarised by Tab. 1. The complete
processing of a bright-field image (1344×1024 pixels) takes approximately 15s
using an AMD Athlon 64 CPU operating at 2GHz. Although this is comparably
fast, techniques such as image pyramids could probably be applied to realise
a reduction of the computational load. But even without such an acceleration,
this approach is suitable to be applied in conjunction with a high-throughput
protein localisation technique. The first experiments regarding the usage of our
cell recognition approach in conjunction with a protein localisation method have
led to very promising results [5].

Recently, we have conducted experiments using an alternative cell line origin-
ating from the fruit fly Drosophila melanogaster [32]. Although these cells are
considerably more difficult to recognise, our cell recognition method – after it
had been adapted to them – performed very well.
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16. Tscherepanow, M., Zöllner, F., Kummert, F.: Classification of segmented regions
in brightfield microscope images. In: Proceedings of the International Conference
on Pattern Recognition (ICPR), vol. 3, pp. 972–975. IEEE, Los Alamitos (2006)

17. Wu, K., Gauthier, D., Levine, M.: Live cell image segmentation. IEEE Transactions
on Biomedical Engineering 42, 1–12 (1995)

18. Chen, X., Yu, C.: Application of some valid methods in cell segmentation. In:
Proceedings of SPIE, vol. 4550, pp. 340–344 (2001)

19. Grobe, M., Volk, H., Münzenmayer, C., Wittenberg, T.: Segmentierung von
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