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Abstract. In this paper, we examine the performance of the two policies for 
keyword selection over standard document corpora of varying properties. While 
in corpus-based policy a single set of keywords is selected for all classes 
globally, in class-based policy a distinct set of keywords is selected for each 
class locally. We use SVM as the learning method and perform experiments 
with boolean and tf-idf weighting. In contrast to the common belief, we show 
that using keywords instead of all words generally yields better performance 
and tf-idf weighting does not always outperform boolean weighting. Our results 
reveal that corpus-based approach performs better for large number of 
keywords while class-based approach performs better for small number of 
keywords. In skewed datasets, class-based keyword selection performs 
consistently better than corpus-based approach in terms of macro-averaged F-
measure. In homogenous datasets, performances of class-based and corpus-
based approaches are similar except for small number of keywords. 

1   Introduction 

The amount of electronic text information available such as Web pages, digital 
libraries, and email messages is increasing rapidly. As a result, the challenge of 
extracting relevant knowledge increases as well. The need for tools that enable people 
find, filter, and manage these resources has grown. Thus, automatic categorization of 
text document collections has become an important research issue. 

SVM is one of the most successful text categorization methods [1, 2, 3]. It was 
designed for solving two-class pattern recognition problems [4]. The problem is to 
find the decision surface that separates the positive and negative training examples of 
a category with maximum margin. SVM can be used to learn linear or non-linear 
decision functions. Pilot experiments to compare the performance of various 
classification algorithms including linear SVM, SVM with polynomial kernel of 
various degrees, SVM with RBF kernel with different variances, k-nearest neighbor 
algorithm and Naive Bayes technique have been performed [5]. In these experiments, 
SVM with linear kernel was consistently the best performer. These results confirm the 
results of previous studies [1, 2, 3]. Thus, in this study we use SVM with linear kernel 
as the classification technique. For our experiments, we use the SVMlight system [6], 
which has been commonly used in previous studies [1, 2, 3]. 
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Keyword selection can be implemented in two alternative ways. In the first one, 
which we name as corpus-based keyword selection, a common keyword set for all 
classes that reflects the most important words in all documents is selected. In the 
alternative approach, named as class-based keyword selection, the keyword selection 
process is performed separately for each class. In this way, the most important words 
specific to each class are determined and a different set of keywords is used for each 
class. 

Most previous studies focus on keyword selection metrics such as chi-square, 
information gain, odds ratio, probability ratio, document frequency, and binormal 
separation [3, 7, 8]. They use either the class-based or the corpus-based approach. In 
SVM-based text categorization, generally all available words in the document set are 
used instead of limiting to a set of keywords [1, 2, 5, 9]. In some studies, it was stated 
that using all the words leads to the best performance and using keywords is 
unsuccessful with SVM [3, 9, 10]. An interesting study by Forman covers the 
keyword selection metrics for text classification using SVM [3]. While this study 
makes extensive use of class-based keywords, it naturally does not cover some of the 
important points. The main focus of the study is on the keyword selection metrics; 
and there does not exist a comparison of the class-based and corpus-based keyword 
selection approaches. In [9], Debole and Sebastiani focus on supervised term 
weighting approaches and report their results both for class-based keyword selection, 
which they name as local policy and corpus-based keyword selection, which they call 
global policy. They use Reuters-21578 in their study, which is a highly skewed 
corpus. Different from our findings, they report that global keyword selection 
performs better than local keyword selection and SVM performs best when all the 
words are used. In [11], Özgür et al., compare class-based and corpus-based keyword 
selection. However, they use a single dataset, Reuters-21578, and do not study the 
effect of these keyword selection approaches for document corpora of varying class 
distributions. 

The aim of this paper is to evaluate the use of keywords for SVM-based text 
categorization and examine how class-based and corpus-based keyword selection 
approaches perform for datasets with varying class distribution properties. We use six 
standard document corpora in our study. Classic3 is a homogenous corpus, where all 
the classes are nearly equally well represented in the training set. Reuters-21578 and 
Wap corpora are highly skewed. A few of the classes are prevalent in the training set, 
while some classes are represented with very few documents. Hitech, LA1, and 
Reviews are neither homogenous nor highly skewed. Our results reveal that using 
keywords in SVM-based text categorization instead of using all the available words 
generally leads to better performance. We show that when corpus-based keyword 
selection is used for highly skewed datasets, less prevalent classes are represented 
poorly and macro-averaged F-measure performance drops down. In this case, class-
based keyword selection is preferable. In homogenous datasets, although class-based 
approach performs better for small number of keywords, corpus-based approach 
performs slightly better or similar for large number of keywords. We perform our 
experiments with the two most commonly used term weighting approaches, boolean 
and tf-idf weighting. Surprisingly, we find that tf-idf weighting does not always 
outperform boolean weighting. As the keyword selection metric, we use total tf-idf 
scores of each term. In this way, keyword selection and term weighting phases are 
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reduced to a single phase since tf-idf is also used for term weighting. This reduces the 
overall time of term weighting and keyword selection. 

The paper is organized as follows: Section 2 discusses the document representation 
and Section 3 gives an overview of the keyword selection approaches. In Section 4, 
we describe the six standard datasets we used in the experiments, our experimental 
methodology, and the results we have obtained. We conclude in Section 5. 

2   Document Representation 

In our study, documents are represented by the vector-space model. In this model, 
each document is represented as a vector d, where each dimension stands for a 
distinct term in the term space of the document collection. We use the bag-of-words 
representation. To obtain the document vectors, each document is parsed, non-
alphabetic characters and mark-up tags are discarded, case-folding is performed, and 
stop words are eliminated. We use the list of 571 stop words used in the Smart system 
[12]. We stem the words by using Porter’s Stemming Algorithm [13], which is 
commonly used for word stemming in English. Each document is represented as 
d=(w1,w2,…,wn), where, wi is the weight of ith  term of document d. 

We use boolean and tf-idf weighting schemes which are most commonly used in 
the literature. In boolean weighting, the weight of a term is considered to be 1 if the 
term appears in the document and it is considered to be 0 if the term does not appear 
in the document. tf-idf weighting scheme is defined as follows: 
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where tfi is the raw frequency of term i in document d, n is the total number of 
documents in the corpus and ni is the number of documents in the corpus where term i 
appears. Tf-idf weighting approach weights the frequency of a term in a document 
with a factor that discounts its importance if it appears in most of the documents, as in 
this case the term is assumed to have little discriminating power. Also, in order to 
account for documents of different lengths we normalize each document vector so 
that it is of unit length. Previous studies report that tf-idf weighting performs better 
than boolean weighting [14]. On the other hand, boolean weighting has the 
advantages of being very simple and requiring less memory. This is especially 
important in the high dimensional text domain. In the case of scarce memory 
resources, less memory requirement also leads to less classification time. 
Interestingly, we found that boolean approach does not always perform worse than tf-
idf approach. 

3   Keyword Selection 

Most previous studies that apply SVM to text categorization use all the words in the 
document collection without any attempt to identify the important keywords [1, 2, 9]. 
On the other hand, there are various remarkable studies on keyword selection for text 
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categorization in the literature [3, 7, 8]. As stated above, these studies mainly focus on 
keyword selection metrics and employ either the corpus-based or the class-based 
keyword selection approach, and do not use standard datasets. In addition, most 
studies do not use SVM as the classification algorithm. For instance, in [7] kNN and 
LLSF are used, and in [8] Naive Bayes is used. Later studies reveal that SVM 
performs consistently better than these classification algorithms [1, 2, 3]. 

In this study, rather than focusing on keyword selection metrics, we focus on the 
two keyword selection approaches, corpus-based keyword selection and class-based 
keyword selection. These two approaches have not been studied extensively together 
in the literature. In [9], Debole and Sebastiani perform experiments for both of the 
approaches. However their study is not extensive in this aspect since their main focus 
is on supervised term weighting methods and they use only the Reuters-21578 dataset. 
In contrast to our findings, they report that corpus-based keyword selection performs 
better than class-based keyword selection and SVM performs best when all the words 
are used. In [11], Özgür et al., compare class-based and corpus-based keyword 
selection. However, they use a single dataset, Reuters-21578, and do not study the 
effect of these keyword selection approaches for document corpora of varying class 
distributions. In this study, we compare these keyword selection approaches with the 
alternative method of using all words without any keyword selection. We evaluate the 
performance of these approaches over datasets with varying class size distributions, 
i.e. homogenous, skewed, and highly skewed. 

We use total tf-idf scores of terms as the keyword selection metric. Although it has 
not been used as a keyword selection metric in the literature, it has the advantage of 
leading to the reduction of keyword selection and term weighting phases into a single 
phase, when tf-idf is also used for term weighting. Our results show that it performs 
well, since in contrast to the previous studies we could obtain performances better 
than the approach where all the available words are used with SVM-based text 
categorization. In corpus-based keyword selection approach, terms that achieve the 
highest total tf-idf score in the overall corpus are selected as the keywords. To obtain 
the total tf-idf score of a term, the tf-idf weights of that term in each document are 
summed. This approach favors the prevailing classes and gives penalty to classes with 
small number of training documents in document corpora where there is high skew. In 
the class-based keyword selection approach, on the other hand, distinct keywords are 
selected for each class. The total tf-idf score of a term is calculated separately for each 
class. To obtain the total tf-idf score of a term for a specific class, the tf-idf weights of 
that term in only the documents that belong to that class are summed. This approach 
gives equal weight to each class in the keyword selection phase. So, less prevailing 
classes are not penalized. 

4   Experiment Results 

4.1   Document Data Sets 

In our experiments we used six standard document corpora, widely used in automatic 
text organization research. The contents of these document sets, after preprocessing as 
described in Section 2, is summarized in Table 1. Classic3 data set contains 1,398 
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CRANFIELD documents from aeronautical system papers, 1,033 MEDLINE 
documents from medical journals, and 1,460 CISI documents from information 
retrieval papers. This dataset is homogenous since all the classes are represented 
equally well in the training set. This data set is relatively easy, because the classes are 
disjoint from each other. 

Table 1. Summary description of document sets 

 

The Hitech, LA1, and Reviews [15] datasets are neither highly skewed nor 
homogenous. They are very high dimensional compared to the number of documents 
in the training sets. The Hitech data set was derived from the San Jose Mercury 
newspaper articles, which are delivered as part of the TREC collection [16]. The 
classes of this document corpora are computers, electronics, health, medical, research, 
and technology. LA1 data set consists of documents from Los Angeles Times 
newspaper, used in TREC-5 [16]. The categories correspond to the desk of the paper 
that each article appeared. The data set consists of documents from entertainment, 
financial, foreign, metro, national, and sports desks. Reviews data set contains articles 
from San Jose Mercury Newspaper, that are distributed as part of the TREC collection 
TIPSTER vol. 3 [16]. The classes of this document corpora are food, movie, music, 
radio, and restaurant. 

The documents in Reuters-21578 v1.0 document collection [17], which is 
considered as the standard benchmark for automatic document organization systems, 
have been collected from Reuters newswire in 1987. This corpus consists of 21,578 
documents. 135 different categories have been assigned to the documents. The 
maximum number of categories assigned to a document is 14 and the mean is 1.24. 
This dataset is highly skewed. For instance, the “earnings” category is assigned to 
2,709 training documents, but 75 categories are assigned to less than 10 training 
documents. 21 categories are not assigned to any training documents. 7 categories 
contain only one training document and many categories overlap with each other such 
as grain, wheat, and corn. 

Wap data set consists of 1,560 web pages from Yahoo! subject hierarchy collected 
and classified into 20 different classes for the WebACE project [18]. This dataset is 
also highly skewed. Minimum class size is 5, maximum class size is 341, and average 
class size is 78. Many categories of Wap are close to each other. 

In order to divide the Reuters-21578 corpus into training and test sets, mostly the 
modified Apte (ModApte) split has been used [17]. With this split the training set 
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consists of 9,603 documents and the test set consists of 3,299 documents. For our 
results to be comparable with the results of other studies, we also used this splitting 
method. We also removed the classes that do not exist both in the training set and in 
the test set, remaining with 90 classes out of 135. For the other data sets, we used the 
initial 2/3 of the documents as the training set and the remaining 1/3 as the test set. 
Below we report the results for the test sets of the corpora. 

4.2   Results and Discussion 

Tables 2 and 3 display, respectively, the micro-averaged and macro-averaged F-
measure results, for boolean and tf-idf document representations using all words and 
using keywords ranging in number from 10 to 2000. Bool (cl), tf-idf (cl), and tf-idf 
(co) stand for class-based approach with boolean weighting, class-based approach 
with tf-idf weighting, and corpus-based approach with tf-idf weighting, respectively. 
Micro-averaged F-measure gives equal weight to each document and therefore it 
tends to be dominated by the classifier’s performance on common categories. Macro-
averaged F-measure gives equal weight to each category regardless of its frequency 
and thus it is influenced more by the classifier’s performance on rare categories. 

In the following discussion, it is assumed that tf-idf weighting is used unless it is 
stated otherwise. When we examine Classic3 dataset, whose class distribution is 
homogenous, we observe that micro-averaged and macro-averaged F-measure results 
are similar. Also, there is not much performance difference among class-based 
keyword selection and corpus-based keyword selection. For instance, in the case of 30 
keywords, both achieve 90% success in terms of micro-averaged F-measure and  

 
Table 2. Micro-averaged F-measure Results 
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Table 3. Macro-averaged F-measure Results 

 

88.6% success in terms of macro-averaged F-measure. However, class-based 
approach converges faster than corpus-based approach and thus performs better for 
small number of keywords (200 keywords and less). As number of keywords 
increases performance tends to increase. Although all words approach (10930 words) 
achieves the highest performance of 99.4%, tf-idf corpus-based approach achieves a 
very close performance of 99.2% with 1500 keywords. Boolean class-based approach 
does not perform much worse than the tf-idf class-based approach and it performs 
generally better than tf-idf corpus-based approach for 100 and less keywords. 

Hitech, LA1, and Reviews datasets have neither homogenous nor highly skewed 
class distributions. Micro-averaged and macro-averaged F-measure results of Reviews 
dataset are similar to each other. However, macro-averaged F-measure results are 
considerably less than micro-averaged F-measure results for Hitech and LA1 datasets. 
When we examine the results on the Hitech dataset, we observe that for  300  and  less 
keywords class-based approach achieves better micro-averaged F-measure 
performance than corpus-based approach and for 1000 and less keywords it achieves 
better macro-averaged F-measure performance. On the other hand, corpus-based 
approach achieves the highest performance for 2000 keywords, i.e. 65.9% micro-
averaged and 59.8% macro-averaged F-measure performance. These results are 
higher than the all words approach (18867 words), which achieves 64.9% and 55.8% 
micro-averaged and macro-averaged F-measure results, respectively. In terms of 
macro-averaged F-measure performance, class-based approach with 50 and more 
keywords and corpus-based approach with 1500 and 2000 keywords achieve better 
results than the all words approach. Boolean class-based approach with 200 keywords 
achieves higher F-measure performance than boolean all words approach. Although 
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boolean class-based approach performs worse than tf-idf class-based approach, it 
performs better than tf-idf corpus-based approach for 10 and 30 keywords. 

Over LA1 dataset, class-based approach performs better than corpus-based 
approach for 100 and less keywords in terms of micro-averaged F-measure. Macro-
averaged F-measure results of class-based approach are generally higher than that of 
the corpus-based approach. Only for 2000 keywords, corpus-based approach achieves 
slightly better macro-averaged F-measure performance than class-based approach 
(76.5% versus 76.4%). All words approach achieves the best performance of 84.1% 
micro-averaged and 77.7% macro-averaged F-measure. The closest performance to 
these results is achieved by the corpus-based approach with 2000 keywords, 83.3% 
micro-averaged and 76.5% macro-averaged F-measure. Boolean class-based approach 
performs worse than tf-idf class-based approach, but it performs better than tf-idf 
corpus-based approach for 10 and 30 keywords. 

Over Reviews dataset, tf-idf corpus-based approach achieves the highest micro-
averaged (94.4%) and macro-averaged (93.9%) F-measure performance with 500 
keywords. These results are even higher than the all words approach (31325 words), 
which achieves 94.1% micro-averaged and 92.8% macro-averaged F-measure 
performance. For 100 and less keywords class-based approach achieves higher 
performance than corpus-based approach both in terms of micro-averaged and macro-
averaged F-measure. There is a gap between macro-averaged F-measure results. For 
instance, while class-based approach achieves 90.3% macro-averaged performance 
for 70 keywords, corpus-based approach achieves only 71.0% performance. Even 
boolean class-based approach performs better than tf-idf corpus-based approach in 
terms of macro-averaged F-measure for 100 and less keywords. 

Reuters-21578 and Wap datasets have highly skewed class distributions. Thus, 
there is a large gap between micro-averaged and macro-averaged F-measure results. 
For both datasets, we can conclude that class-based keyword selection achieves 
consistently higher macro-averaged F-measure performance than corpus-based 
approach. The high skew in the distribution of the classes in the datasets affects the 
macro-averaged F-measure values in a negative way because macro-average gives 
equal weight to each class instead of each document and documents of rare classes 
tend to be more misclassified. By this way, the average of correct classifications of 
classes drops dramatically for datasets having many rare classes. Class-based 
keyword selection is observed to be very useful for this skewness. For instance, in 
Reuters-21578 dataset, with even a small portion of words (50-100-200), class-based 
tf-idf method reaches 50% success which is far better than the 43.9% success of tf-idf 
with all words. In Wap dataset, class-based approach with 30 keywords achieves the 
highest performance in terms of macro-averaged F-measure (59.3%), which is 
considerably higher than the macro-averaged F-measure performance of all words 
approach (45.0%). Also, tf-idf class based approach for small number of keywords 
(100 keywords and less) achieves better or similar performance compared to the case 
where all words are used. Rare classes are characterized in a successful way with 
class-based keyword selection, because every class has its own keywords for the 
categorization problem. Corpus-based approach shows worse results because most of 
the keywords are selected from prevailing classes, which prevents rare classes to be 
represented fairly by their keywords. In text categorization, most of the learning takes 
place with a small but crucial portion of keywords for a class [19]. Class-based 
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keyword selection, by definition, focuses on this small portion; on the other hand, 
corpus-based approach finds general keywords concerning all classes. So, with few 
keywords, class-based approach achieves much more success by finding more crucial 
class keywords. Corpus-based approach is not successful with that small portion, but 
has a steeper learning curve. For instance, for the Reuters-21578 dataset, it leads to 
the peak micro-averaged F-measure value of our study (86.1%) with 2000 corpus-
based keywords, which exceeds the success scores of recent studies with standard 
usage of Reuters-21578 [1, 20]. 

Boolean class-based approach generally performs worse than tf-idf class-based 
approach for all number of keywords. This is an expected result, since it does not take 
into account term frequencies and inverse document frequencies. However, 
surprisingly, for Wap dataset, for 300 and more keywords, boolean approach achieves 
higher micro-averaged F-measure performance than tf-idf class-based and corpus-
based approaches. Also, boolean all words approach performs better than tf-idf all 
words approach in terms of micro-averaged F-measure and performs similar in terms 
of macro-averaged F-measure. In addition, boolean approach achieves the highest 
micro-averaged F-measure performance in the overall for 2000 keywords (76.2%). 
Thus, in this case boolean approach may be preferred to tf-idf approach since it is 
simpler and needs less memory and time. 

5   Conclusion 

In this paper, we investigated the use of keywords in text categorization with SVM. 
Unlike previous studies that focus on keyword selection metrics, we studied the 
performance of the two approaches for keyword selection, corpus-based approach and 
class-based approach, over datasets of varying class distribution properties. We used 
six standard document corpora and both boolean and tf-idf weighting schemes. 

In text categorization literature, generally all of the words in the documents were 
used for categorization with SVM. Keyword selection was not performed in most of 
the studies; even in some studies, keyword selection was stated to be unsuccessful 
with SVM [3, 9, 10]. In contrast to these studies, we observed that keyword selection 
generally improves the performance of SVM. This is quite important since there is 
considerable gain in terms of classification time and memory when small number of 
keywords is used. 

For all datasets (homogenous, skewed, and highly skewed) class-based approach 
performs better than corpus-based approach for small number of keywords (generally 
100 and less keywords) in terms of micro-averaged F-measure. Corpus-based 
approach generally achieves higher micro-averaged F-measure performance for larger 
number of keywords. There is not much difference between micro-averaged and 
macro-averaged F-measure values and between class-based and corpus-based 
approaches in homogenous datasets. On the other hand, for skewed and highly 
skewed datasets, there is a gap between micro-averaged and macro-averaged F-
measure results. In highly skewed datasets, class-based keyword selection approach 
performs consistently better than corpus-based approach and the approach where all 
words are used, in terms of macro-averaged F-measure. In the corpus-based approach, 
the keywords tend to be selected from the prevailing classes. Rare classes are not 
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represented well by these keywords. However, in the class-based approach, rare 
classes are represented equally well as the prevailing classes because each class is 
represented with its own keywords for the categorization problem. Therefore, class-
based keyword selection approach should be preferred to corpus-based approach for 
highly skewed datasets. It should also be preferred when small number of keywords 
will be used due to space and time limitations. 

When we compare the tf-idf and boolean weighting approaches, surprisingly we 
see that boolean approach is not always worse than tf-idf approach although it is 
simpler. It can be preferred to tf-idf approach especially in cases where there are 
limited space resources. 
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