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Abstract. This paper presents a new algorithm for hypertext graph
crawling. Using an ant as an agent in a hypertext graph significantly lim-
its amount of irrelevant hypertext documents which must be downloaded
in order to download a given number of relevant documents. Moreover,
during all time of the crawling, artificial ants do not need a queue to cen-
tral control crawling process. The proposed algorithm, called the Focused
Ant Crawling Algorithm, for hypertext graph crawling, is better than the
Shark-Search crawling algorithm and the algorithm with best-first search
strategy utilizing a queue for the central control of the crawling process.

1 Introduction

Enormous growth of the Internet and easy access to the network enable huge
amount of users to access WWW resources through search engines. Changeabil-
ity and large amount of WWW pages is a big challenge for modern crawlers and
search engines. They should reflect WWW resources as accurately as possible
and also hold information about the resources as fresh as possible. Complete
crawling entire Web is impossible in reasonable time, no matter which technol-
ogy is available at the site where the search engines operate. An ideal crawler
should be able to recognize relevance and importance of Web pages. The crawlers
can order new links extracted from downloaded WWW pages by use of different
methods. Some of them are measurements of similarity between pages and a
current query, amount of links to point out WWW pages or the most popular
Page Rank.

Most crawler algorithms use a queue that globally control the process of
crawling. The first crawler algorithm was the Simple-Crawler method mentioned
in [Il2]. In the Simple-Crawler algorithm, a crawler extracts URL addresses from
documents and includes them at the end of the queue without ordering. An-
other type of the crawlers is called selective crawlers [I]. The selective crawlers
select a next download page with respect to some criterions (relevance or im-
portance of the page). Relevance of the documents can be calculated using a
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classifier. In order to classify WWW documents, different methods can be em-
ployed, such as: k-nearest neighbors algorithm, Naive Bayes, support vector ma-
chines, decision trees, neural networks, fuzzy rules or neuro-fuzzy systems; see
e.g. [1L3ALE6, 7810, 0, T1L12]

If a crawler inserts a new URL in the queue, in the order depending on the
relevance, we obtain the best-first search strategy [I3,[04,[15]. In many cases,
crawling on entire web is not required. Instead, it can perform crawling only
a relevant part of the web. In this way, the focused crawling algorithm [16][17]
has been obtained. Relevant areas of the web are small enough for the focused
crawler to operate on such areas in finite time. Locality of the subject in the
web are studied by Davison [I8]. Rungsawang et al. [I9] proposed the consec-
utive crawling to take advantage of experience from earlier crawling processes.
They built a knowledge-base employed to produce better results for the next
crawling. The first crawling algorithm inspired by the nature — behavior of some
animals or insects — is the Fish-Search algorithm [20]. There is one of the first
dynamic search heuristics based on intuition that relevant documents often have
relevant neighbors [I8]. The best version of the Fish-Search algorithm is the
Shark-Search algorithm introduced in [2I]. The Shark-Search algorithm bases
on the same intuition but introduces a real measure of relevance of anchors ex-
tracted from new documents. The relevance of the anchors is based on relevance
of a current document, content and context of the anchor. However in this case,
the proposed Shark-Search algorithm exploits a queue for central control of the
crawling process.

How we could dispose the queue for the central control of crawling is a ques-
tion for which the answer we get from the nature — from real ants that solved this
problem long time ago. There is a lot of algorithms developed based on behavior
of real ants. Most of them are known as ant colony optimization (ACO). The
ACO has been applied to the Traveling Salesman Problem (TSP) [22]23][24],
graph coloring [25126], dynamic shortest path problems arising in telecommuni-
cation networks, dynamic cleaning problem [27]. Wagner I. A. et al. [28] adopt
artificial ants to consider the problem of deciding whether graph G(V, E), V- set
of vertices, E — set of edges, is Hamiltonian. This problem is a special case of the
TSP. Moving rules of the artificial ants were employed to control robots in multi
agent systems to solve the distributed covering problem [28]. In [29], artificial
ants are used to network covering in the Vertex Ant Walk (VAW) algorithm.

The goal of this article is to introduce the Ant Focused Crawling Algorithm
which does not require the queue and decreases the number of downloaded irrel-
evant documents. Artificial ants leave pheromone trails on the ground in order
to mark some favorable paths that should be followed by other members of
the colony. The ants, using the pheromone trails, share information about the
problem to be solved. In this way, all members of the colony have access to the
information about relevance of the vertices that can be visited in next steps in
the hypertext graph while progressing the crawling process. This crawling pro-
cess performed by artificial ants can be running simultaneously by many artificial
ants (crawling robots) without central control by the queue.



1020 P. Dziwinski and D. Rutkowska

Section 1 provides background information on the selective crawling, focused
crawling, ant colony optimization, and the proposed algorithm. Section 2 surveys
the Ant Focused Crawling Algorithm. Section 3 highlights experimental results
for the first crawling process compared with the Shark-Search algorithm and
the best-first search strategy. Moreover, the crawling process performed by the
proposed algorithm is analyzed with regard to the number of repetitions. Section
4 concludes the article.

2 Ant Focused Crawling Algorithm

Effective crawling the Internet by crawlers is a main issue concerning search
engines. There are two types of crawling: passive crawling and active crawling.
In the active crawling, crawlers are controlled by utilize a queue to central control
of the crawling process. The passive crawling consists of crawling without any
central control. In this article, new Ant Focused Crawling Algorithm which does
not use the central control in the form of the queue, is proposed. This algorithm
saves system and memory resources of the hardware.

The ant colony optimization (ACQO) takes inspiration from the foraging behav-
ior of some ant species. Ants moves from their nests to food and leave pheromone
trails on the ground, in order to mark favorable path that should be followed by
other members of the colony. In this way, individual ants discover the shortest
path between the nest and the source of food using undirected communication
in the form of the pheromone trail. In the similar way, we adopt the ant be-
havior with regard to the focused crawling hypertext graph G. Hypertext graph
G(V,E) is a directed graph in which vertice v € V and edge e € E correspond
to WWW documents and links in documents, respectively. Artificial ants move
in the hypertext graph. The pheromone in vertices contain information about
relevance, number of visits, time of visits. Artificial ants selects next vertice v
according to the rule as follows [30]

_ {argmanEJ(u) {F)* W)’} if g<q (1)
Pu—v if q > qo

where )
[7()]*[n(v)] :
e mons if v € J(u)
Pusse = MEZJZ(“)[ (@)]*:[n(w)] 2)
0 if vé¢ J(u)

J(u) — set of vertices connected with vertice u by use of edges e € E in the
hypertext graph G,

qo — parameter, go € [0,1],

g — random number belonging to [0, 1],

Pu—v — probability of the movement from vertex u to vertex v,

« — importance of the pheromone trail,

[ — importance of the heuristic information,

7(u) — value of the pheromone smell perceived by artificial ants.
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Equations () and (@) are similar to the rule used in the ant colony system
[22.23,31].

Artificial ants move in the hypertext graph G from vertice u to vertice v,
where u,v € G, using the set of edges F, and leave pheromone trails 7(v),
7 (v), TAL (V).

Pheromone 7;(v) guarantees that the searching process is similar to the Hamil-
tonian cycle in a graph [32]. Pheromone 7,.(v) directs the ants to move in the
relevant area of the hypertext graph. Pheromone 74;(v) causes refreshment of
the visited vertices after specific time which depends on the frequency change of
the documents in the hypertext graph or the WWW network.

It is proposed that values of pheromone smell perceived by artificial ants are
calculated as follows

1

1+ n(u))} [rac(v)] " (3)

o) =l |
where:
ar, ap, aar — parameters which weight the relative importance of the pheromones
7 (v), T1(v), Tat(v), respectively.
Pheromone 7, (v) is refreshed by all ants in each step from vertice u to vertice
v in the hypertext graph G, similarly as in the ant system presented in [23],
according to the equation

Tr(u) — (1 =) - 7 (u) + @ - ATrk(u) (4)

where:

¢, — evaporation rate of pheromone 7,.(v),

A7F(u) — quality of the pheromone 7,(v), dependent on the relevance of the
vertices available from vertice v and the next ones — ch[v] (children of v) through
ant k.

Every ant has a small memory that contains a specified number of visited
vertices. This memory is used for local control of the crawling process (but is
functioning differently as the queue), and avoids cycles that occur frequently
in the hypertext graph. Quality of the pheromone A7F(u) is calculated based
on memory of the ants. It is dependent on relevance at further vertices. This
is done with a specified delay and is associated with reinforcement learning. In
this way, each ant contains small path Q* which includes relevance of the visited
vertices. Each ant uses path QF, and leaves pheromone A7F(u) calculated by
the equation

L
Ark(u) =Y ' (5)
=1

where:

6 — coefficient reducing influence of the relevance of the following vertices; § €
[0,1],

q¥ — relevance of vertice i remembered for ant k; ¢F € QF,

L — length of path QF.
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Equation (@) is effective only in the first crawling process performed by the
Ant Focused Crawling Algorithm. We develop another equation for successive
crawling process, in the form:

(6)

Pheromone 7(v) is increased by all ants during visiting each vertice. This
strategy warrants convergence of the algorithm to the path approximate to the
Hamiltonian path, like in the VAW algorithm [29].

Pheromone 7 (u) is calculated as follows

to(u) — t(u)

TAt(U) = tod(u)

where:

to(u) — current time in vertice u,

t(u) — visit time in vertice u by an artificial ant,

toq(u) — reference time (referenced to speed of the change in vertice ).

During the crawling process performed by artificial ants, members of the
colony select the next vertice according to the value of the pheromone in the
vertice and heuristic information 7(u), see Equations (I),(2). The heuristic in-
formation in ant algorithms evaluates a local solution of the problem. In the case
of the TSP, the heuristic information is calculated as follows:

1

w0 = g ®)

where d(u,v) — distance measure between cites.
In the hypertext graph, the heuristic information should be related to poten-
tial relevance r,(v) of the following vertices or relevance R(v) of the document

with the context. It is proposed that the heuristic information is calculated as
follows:

R(v) it d(v)# @
nv) = {rp(v) it d(v) = o ©

where:
rp(v) — potential relevance of the next vertice [20]; see Equation (),
d(v) — document for vertice v.

The relevance of a downloaded document with a context of the hypertext
graph depends on the relevance of the document for vertice v and the arithmetic
average of the heuristic information about the descendant vertices ch[v], and is
calculated as follows:

R() = rd@) + | 3 ) (10)

wéech[v]



Ant Focused Crawling Algorithm 1023

where:
chlv] — set of descendant vertices of vertice v (children of v),
|ch[v]| — number of descendant vertices of vertice v.

Equation (I0) is similar to that presented by Mark et al. [I,[33]; this involves
the context of the graph.

The potential relevance of vertice v depends on the inherited relevance of the
document r4(v) for vertice v, relevance of the content of the anchor rq(u, v) and
relevance of the neighborhood of the anchor r,.(u, v). Potential relevance r,(v)
is calculated as follows [20]:

rp(v) =7 -ra(v) + (1 =7) - ra(v) (11)
where:
~ — coefficient of the inherited relevance of the document r4(v) for vertice v; see
Equation (I3)),

rn(v) — anchor relevance, given by Equation (IH]).
Inherited relevance rq(v) for vertice v depends on relevance of vertice u, which
contains document d(u), u € pa[v], is calculated as follows:

_frd(w) -6 i r(d(w) > € u € palv]
ra(v) = {rd(u) 6 it r(d(u)) <€ u € palv] (12)

where:
€ — threshold relevance value, like that in the Shark-Search algorithm [21],
6 — coefficient of reduction of the relevance for the inherited relevance of parent
documents pafu].
If we have more than one vertice u € pa[v], the inherited relevance is given

by:
1 Z {T(d(u)) <6 it r(d(u)) > e (13)

rae) = lpalv]] ra(u) -6 if r(d(u)) <e

uEpalv]
where |pa[v]| — number of parent vertices of vertice v.

The relevance of the anchor in vertice v consists of relevance of the anchor
text 74 (u, v) of document in vertice u and relevance of the context of the anchor
Tac(u,v) of document in vertice u, and is calculated similarly as in [20]:

ra(v) = 0 7a(u,v) + (1= B) - rac(u, ) (14)

where (3 — coefficient of the influence of the content relevance of the anchor
rq(u,v) and the context of the anchor r4.(u,v).

If we have more than one parent vertice u € pa[v], the relevance of the anchor
is given by:

1 1
rn(v) =8- Z ra(u,v) + (1 =) - Z Tac(U, v) (15)
\pa[v]\ u€palv] \pa[v]\ u€palv]

The relevance of the anchor text r,(u,v) is defined as [20]:

rq(u, v) = sim(q, anchor(u, v)) (16)
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The relevance of the anchor context is calculated by [20]:

(17)

(u,0) = sim(q, ConAn(u,v)) if rq(u,v) <0
Facl®: ¥ =11 it re(u,v) >0

where:

anchor(u,v) — anchor text for edge u — v,

ConAn(u,v) — text in the specified neighborhood of the anchor, for the edge
u— .

3 Experiments and Results

The experiments were performed for JAVA documentation [34], initially parsed,
and indexed. The parsed documentation was saved as a compressed XML file,
which after reading and decompressing becomes the indexed hypertext graph G.
All experiments were performed for the same simple query ¢ and for the same
starting address. The experiments for a specified parameter are repeated some
number of times.

In the experiments, we obtained satisfied results which overcome comparable
algorithms. Figure [Th shows the number of relevant documents as a function of
the number of all downloaded documents during entire crawling process. Fig-
ure [Ib illustrates total amount of relevant information as a function of the num-
ber of all downloaded documents. The total amount of relevant information is
calculated as follows [20}21]:

Sum_Inf(D Z d(d (18)

d(u)eDr

where D" — set of downloaded relevant documents.

The proposed new Ant Focused Crawling Algorithm, for hypertext graph
crawling, overcomes compared algorithm — achieves results 33% better those ob-
tained from the Schark-Search algorithm. Moreover, it skip an irrelevant area
of the graph G and is focused only on relevant areas. In addition better stabi-
lization over period of the crawling process is observed. The proposed algorithm
does not use the queue to central control of the crawling process. Effectiveness
of the algorithm [I] is calculated as follows:

Tt
e= (19)
where:
t — number of downloaded documents in specific period of time;
r; — number of relevant downloaded documents for which the relevance is better
than e, where € — threshold of the relevance.

An ideal crawling algorithm should obtain effectiveness equal to 1. The pro-
posed algorithm achieves effectiveness better than two compared algorithms.
The efficiency of co-operation of the artificial ants in the process of crawling
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Fig. 1. Compared crawling algorithm with respect to (a) — number of relevant doc-
uments as a function of the number of all downloaded documents; (b) — amount of
relevant information as a function of the number of all downloaded documents; Algl
— focused crawling algorithm with the best-first search strategy; Alg2 — Shark-Search
crawling algorithm; AntAlg — Ant Focused Crawling Algorithm
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Fig. 2. Compared crawling algorithm with respect to effectiveness (a) — for number
of relevant documents; (b) — for first 200 relevant documents; Algl — focused crawling
algorithm with the best-first search strategy; Alg2 — Shark-Search crawling algorithm;
AntAlg — Ant Focused Crawling Algorithm

is shown in Fig. [8l For more ants, the proposed algorithm obtains the same or
better results. This feature of the proposed algorithm can be useful for crawling
the web by many agents without using the queue for central control.

For successive crawling, an ant colony possesses experience about location of
relevant information in the hypertext graph, saved in the form of pheromone.
In successive crawling process, individual ants use information from earlier pro-
cesses, and the Ant Focused Crawling Algorithm obtains better results, what is
shown in Fig. [l The proposed algorithm is useful in order to maintain freshness
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ants: 1,3,5; (b) — for the number of ants: 10,20,40
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Fig. 4. Evaluation of the Ant Focused Crawling Algorithm depending on the number of
repetitions: Ip = 1,4, 15 of the crawling process ; (a) — number of relevant documents
as a function of the number of all downloaded documents ; (b) — effectiveness as a
function of the number of all downloaded documents

of information in a local database about a part of the web. Moreover, the use
of pheromone 74¢(v) makes possible focusing the ants in the changeable area of
the hypertext graph.

4 Conclusion

The proposed new Ant Focused Crawling Algorithm, by applying indirected
communication similar to that observed in some ant species, enables a crawling
process performed by many agents (artificial ants) without any central control.
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In this way, the proposed algorithm saves memory and hardware requirements.
Moreover, it produces better results than two other compared algorithms.
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