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Advancing Science Through Computation

I knock at the stone’s front door.
“It’s only me, let me come in.
I’ve come out of pure curiosity.
Only life can quench it.
I mean to stroll through your palace,
then go calling on a leaf, a drop of water.
I don’t have much time.
My mortality should touch you.”

Wis�lawa Szymborska,
Conversation with a Stone, in Nothing Twice, 1997

The International Conference on Computational Science (ICCS 2008) held in
Kraków, Poland, June 23–25, 2008, was the eighth in the series of highly suc-
cessful conferences: ICCS 2007 in Beijing, China; ICCS 2006 in Reading, UK;
ICCS 2005 in Atlanta; ICCS 2004 in Krakow, Poland; ICCS 2003 held simul-
taneously in Melbourne, Australia and St. Petersburg, Russia; ICCS 2002 in
Amsterdam, The Netherlands; and ICCS 2001 in San Francisco, USA.

The theme for ICCS 2008 was “Advancing Science Through Computation,”
to mark several decades of progress in computational science theory and prac-
tice, leading to greatly improved applications in science. This conference was a
unique event focusing on recent developments in novel methods and modeling of
complex systems for diverse areas of science, scalable scientific algorithms, ad-
vanced software tools, computational grids, advanced numerical methods, and
novel application areas where the above novel models, algorithms, and tools can
be efficiently applied, such as physical systems, computational and systems biol-
ogy, environment, finance, and others. ICCS 2008 was also meant as a forum for
scientists working in mathematics and computer science as the basic computing
disciplines and application areas, who are interested in advanced computational
methods for physics, chemistry, life sciences, and engineering. The main objective
of this conference was to discuss problems and solutions in all areas, to iden-
tify new issues, to shape future directions of research, and to help users apply
various advanced computational techniques. During previous editions of ICCS,
the goal was to build a computational science community; the main challenge in
this edition was ensuring very high quality of scientific results presented at the
meeting and published in the proceedings.

Keynote lectures were delivered by:

– Maria E. Or�lowska: Intrinsic Limitations in Context Modeling
– Jesus Villasante: EU Research in Software and Services: Activities and Pri-

orities in FP7
– Stefan Blügel: Computational Materials Science at the Cutting Edge
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– Martin Walker: New Paradigms for Computational Science
– Yong Shi: Multiple Criteria Mathematical Programming and Data Mining
– Hank Childs: Why Petascale Visualization and Analysis Will Change the

Rules
– Fabrizio Gagliardi: HPC Opportunities and Challenges in e-Science
– Pawel Gepner: Intel’s Technology Vision and Products for HPC
– Jarek Nieplocha: Integrated Data and Task Management for Scientific Ap-

plications
– Neil F. Johnson: What Do Financial Markets, World of Warcraft, and the

War in Iraq, all Have in Common? Computational Insights into Human
Crowd Dynamics

We would like to thank all keynote speakers for their interesting and inspiring
talks and for submitting the abstracts and papers for these proceedings.

Fig. 1. Number of papers in the general track by topic

The main track of ICSS 2008 was divided into approximately 20 parallel
sessions (see Fig. 1) addressing the following topics:

1. e-Science Applications and Systems
2. Scheduling and Load Balancing
3. Software Services and Tools
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4. New Hardware and Its Applications
5. Computer Networks
6. Simulation of Complex Systems
7. Image Processing and Visualization
8. Optimization Techniques
9. Numerical Linear Algebra

10. Numerical Algorithms
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Fig. 2. Number of papers in workshops

The conference included the following workshops (Fig. 2):

1. 7th Workshop on Computer Graphics and Geometric Modeling
2. 5th Workshop on Simulation of Multiphysics Multiscale Systems
3. 3rd Workshop on Computational Chemistry and Its Applications
4. Workshop on Computational Finance and Business Intelligence
5. Workshop on Physical, Biological and Social Networks
6. Workshop on GeoComputation
7. 2nd Workshop on Teaching Computational Science
8. Workshop on Dynamic Data-Driven Application Systems
9. Workshop on Bioinformatics’ Challenges to Computer Science

10. Workshop on Tools for Program Development and Analysis in Computa-
tional Science
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11. Workshop on Software Engineering for Large-Scale Computing
12. Workshop on Collaborative and Cooperative Environments
13. Workshop on Applications of Workflows in Computational Science
14. Workshop on Intelligent Agents and Evolvable Systems
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Fig. 3. Number of accepted papers by country

Selection of papers for the conference was possible thanks to the hard work of
the Program Committee members and about 510 reviewers; each paper submit-
ted to ICCS 2008 received at least 3 reviews. The distribution of papers accepted
for the conference is presented in Fig. 3. ICCS 2008 participants represented all
continents; their geographical distribution is presented in Fig. 4.

The ICCS 2008 proceedings consist of three volumes; the first one, LNCS
5101, contains the contributions presented in the general track, while volumes
5102 and 5103 contain papers accepted for workshops. Volume LNCS 5102 is
related to various computational research areas and contains papers from Work-
shops 1–7, while volume LNCS 5103, which contains papers from Workshops
8–14, is mostly related to computer science topics. We hope that the ICCS 2008
proceedings will serve as an important intellectual resource for computational
and computer science researchers, pushing forward the boundaries of these two
fields and enabling better collaboration and exchange of ideas. We would like to
thank Springer for fruitful collaboration during the preparation of the proceed-
ings. At the conference, the best papers from the general track and workshops
were nominated and presented on the ICCS 2008 website; awards were funded
by Elsevier and Springer. A number of papers will also be published as special
issues of selected journals.
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Fig. 4. Number of participants by country

We owe thanks to all workshop organizers and members of the Program
Committee for their diligent work, which ensured the very high quality of ICCS
2008. We would like to express our gratitude to the Kazimierz Wiatr, Director
of ACC CYFRONET AGH, and to Krzysztof Zieliński, Director of the Insti-
tute of Computer Science AGH, for their personal involvement. We are indebted
to all the members of the Local Organizing Committee for their enthusiastic
work towards the success of ICCS 2008, and to numerous colleagues from ACC
CYFRONET AGH and the Institute of Computer Science for their help in edit-
ing the proceedings and organizing the event. We very much appreciate the help
of the computer science students during the conference. We own thanks to the
ICCS 2008 sponsors: Hewlett-Packard, Intel, Qumak-Secom, IBM, Microsoft,
ATM, Elsevier (Journal Future Generation Computer Systems), Springer, ACC
CYFRONET AGH, and the Institute of Computer Science AGH for their gen-
erous support.

We wholeheartedly invite you to once again visit the ICCS 2008 website
(http://www.iccs-meeting.org/iccs2008/), to recall the atmosphere of those
June days in Kraków.

June 2008 Marian Bubak
G. Dick van Albada

Peter M.A. Sloot
Jack J. Dongarra
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A. Knüpfer (University of Technology, Dresden, Germany), J. Tao (Forschungszen-
trum Karlsruhe, Germany), D. Kranzlmüller (Johannes Kepler University Linz,
Austria), A. Bode (University of Technology, München, Germany) and J. Volkert
(Johannes Kepler University Linz, Austria)

Workshop on Software Engineering for Large-Scale Computing
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Task Hibernation in a Formal Model of Agent-Oriented Computing
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 535

Maciej Smo�lka

Synthesis of the Supervising Agent in MAS . . . . . . . . . . . . . . . . . . . . . . . . . . 545
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Abstract. This workshop is centered about the recently emerged para-
digm of Dynamic Data Driven Applications Systems (DDDAS). The
DDDAS concept has already been established as a revolutionary new
approach of a symbiotic relation between application and measurement
systems, where applications can accept and respond dynamically to new
data injected into the executing application, and reversely, the ability of
such application systems to dynamically control the measurement pro-
cesses. The synergistic feedback control-loop between application simu-
lations and measurements can open new domains in the capabilities of
simulations with high potential pay-off: create applications with new and
enhanced analysis and prediction capabilities and enable a new method-
ology for more efficient and effective measurement processes. This new
paradigm has the potential to transform the way science and engineering
are done, with major impact in the way many functions in our society
are conducted, such as manufacturing, commerce, transportation, haz-
ard prediction/management, and medicine. The workshop will present
such new opportunities, as well as the challenges and approaches in the
applications’, algorithms’ and systems’ software technologies needed to
enable such capabilities, and will showcase ongoing research in these as-
pects with examples from several important application areas.

1 Overview

More and more applications are migrating to a data-driven paradigm includ-
ing contaminant tracking, chemical process plants, petroleum refineries, well
bores, and nuclear power plants. In each case sensors produce large quantities
of telemetry that are fed into simulations that model key quantities of interest.
As data are processed, computational models are adjusted to best agree with
known measurements. If properly done, this increases the predictive capability
of the simulation system. This allows what-if scenarios to be modeled, disas-
ters to be predicted and avoided with human initiated or automatic responses,
and the operation of the plants to be optimized. As this area of computational
science grows, a broad spectrum of application areas will reap benefits. Exam-
ples include enhanced oil recovery, optimized placement of desalination plants
and other water intakes, optimized food production, monitoring the integrity of
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engineered structures and thus avoiding failures, and real time traffic advice for
drivers. These are but a few of countless examples.

Visualization is used at all stages of DDDAS: setting up data and initial and/or
boundary conditions, seeing and analyzing results, and steering computations.

DDDAS is ripe for multidisciplinary research to build applications, algorithms,
measurement processes, and software components from which tools can be de-
veloped to solve diverse problems of regional and international interest. The
advances that will result, including enhanced repositories of re-usable software
components and high quality real time applications, support of separation of
concerns, and reduced development time, will be of great value to industry and
governments, and will set the stage for further valuable research and development
and new education paradigms for students. A comprehensive list of ongoing state
of the art projects is kept up to date on http://www.dddas.org in the projects
area.

Several research thrusts in which advances should significantly enhance the
abil ity of data-driven computational science to bring its tremendous benefits to
a w ide array of applications. These research thrusts are,

– Effective assimilation of streams of data into ongoing simulations.
– Interpretation, analysis, and adaptation to assist the analyst and to ensure

the most accurate simulation.
– Cyberinfrastructure to support data-driven simulations.

These three areas interact with two other research fields symbiotically: (1) for-
ward multiscale modeling and simulation, and (2) deterministic and statistical
methods in inverse problems.

Research areas (1) and (2) combined with (3) DDDAS must work within the
context of uncertainty and will benefit from the development of statistically
sound, unified treatments of uncertainties. For example, in forward multiscale
modeling and simulation, input data are uncertain and these uncertainties should
be propagated to uncertainties in output quantities of interest. In an inverse
problem, proper treatment of measurement uncertainties and errors must be
integrated with treatment of uncertainties associated with bforwardb models.
be treated systematically. In a data-driven application, all of these uncertainties
are present and must

Data management in a DDDASis typically supported by tools for data ac-
quisition, data access, and data dissemination. Data acquisition tools retrieve
the real time or near real time data, processing and storing them. Data access
tools provide common data manipulation support, e.g., querying, storing, and
searching, to upper level models. Data dissemination tools read data from the
data store, format them based on requests from data consumers, and deliver
formatted data to data consumers.

DDDAS is the paradigm of the data rich information age that we live in.
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Abstract. The Dynamic Data Driven Applications Systems (DDDAS),
paradigm entails the ability to dynamically incorporate data into an ex-
ecuting application simulation, and in reverse, the ability of applications
to dynamically steer measurement processes. The ability to augment
the traditional application modeling with such dynamic data inputs,
acquired in real time, online, or existing as archival data, creates the
possibility of entirely new capabilities through improved applications
modeling, improved instrumentation methods, and systems management
methods, enhancing the analysis and prediction capabilities of applica-
tion simulations, improving the efficiency of simulations and the effective-
ness of measurement systems, including providing powerful methodology
of management of heterogeneous sensor networks. The dynamic inte-
gration of the computational and measurement aspects in DDDAS en-
vironments entail a unified of the computational and instrumentation
application platform. In this presentation we will discuss the ensuing
DDDAS computational model in the context of examples of novel capa-
bilities enabled through its implementation in many application areas.

An overview of the state of the art will be presented. A discussion of
how to connect U.S. and European or Asian DDDAS-like projects will
be initiated for all present at the DDDAS workshop.
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Abstract. This paper presents a study evaluating the applicability of
several different measures to the validation of Agent-Based Modeling sim-
ulations against streaming data. We evaluate the various measurements
and validation techniques using pedestrian movement simulations used
in the WIPER system. The Wireless Integrated Phone-based Emergency
Response (WIPER) system is a Dynamic Data-Driven Application Sys-
tem (DDDAS) that uses a stream of cellular network activity to detect,
classify and predict crisis events. The WIPER simulation is essential to
classification and prediction tasks, as the simulations model human ac-
tivity, both in movement and cell phone activity, in an attempt to better
understand crisis events.1

1 Introduction

Crisis events occur without warning on short time scales relative to
normal human activities. Simulations designed to model human behavior under
crisis scenarios faces several challenges when attempting to model behavior in
real time. The DDDAS approach seeks to address that challenge by incorporat-
ing real time sensor data into running simulations[1][2]. Dynamic, Data-Driven
Application Systems is an approach to developing systems incorporating sensors
and simulations where the simulations receive streaming data from the sensors
and the sensors receive control information from the simulations.

The WIPER system uses streaming cell phone activity data to detect, track
and predict crisis events [3]. The Agent-Based Modeling simulations in the
WIPER system are intended to model the movement and cell phone activity
of pedestrians. These simulations model crisis events and are intended to be
validated in a online fashion against streaming data.

In the WIPER system, ensembles of simulations are created, with each sim-
ulation parameterized with a particular crisis scenario and initialized from the
streaming data. When the all of the simulations in the ensemble have finished

1 The research on WIPER is supported by an NSF Grant, CISE/CNS-DDDAS, Award
#0540348.
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running, the results are validated against streaming data from the cell phone
network.

Thus the validation technique must provide a method of discriminating be-
tween various simulations. In the context of the WIPER project, this means
determining which crisis model is the best fit for the phenomenon detected in
the streaming data. In this paper we will demonstrate a validation technique
and evaluate the technique with several measures.

2 Background

Validation is described as the process of determining whether a given model is an
appropriate choice for the phenomenon being modeled. In the model development
cycle, validation is normally considered in the context of simulation creation and
development, and is done nearly exclusively in an offline fashion. However, the
process of selecting an appropriate model for a given phenomenon is precisely
what is needed in the dynamic context of the WIPER system.

There exists a large body of work on the topic of simulation validation. A
survey of techniques and approaches to offline validation of discrete event simu-
lations can be found in Balci [4]. This work is an essential reference for validation,
but many of the techniques are suited to offline validation only, as the interpre-
tation requires human judgement.

This section is divided into three subsections related to the provenance of
the techniques we intend to evaluate. The first section deals with canonical
offline validation techniques from simulation, the second section presents distance
measures and the third section presents work that has been done with online
simulations.

2.1 Offline Simulation Validation

Balci presents a thorough evaluation of techniques for validation of models in the
context of model and simulation development [4]. The intent for these techniques
was to aid in the validation and verification of simulations prior to deployment.
Some techniques mentioned by Balci that are useful to our current discussion are
predictive validation (also called input-output correlation) and blackbox testing.

Kennedy and Xiang describe the application of several techniques to the val-
idation of Agent-Based Models [5,6]. The authors separate techniques into two
categories: subjective, which require human interpretation, and objective, for
which success criteria can be determined a priori. We focus on objective tech-
niques, as the requirements of a DDDAS system make it impossible to place
human decision makers “in the loop”.

2.2 Online Simulations

Researchers in the area of discrete event simulations recognize the challenges
posed to updating simulations online from streaming data [7]. The need for
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human interpretation is a serious limitation of traditional validation approaches
and limits their usefulness in the context of online validation. Simulation re-
searchers have defined a need for online validation but recognize the challenges
to the approach. Davis claims that online validation may be unobtainable due
to the difficulty in implementing changes to a model in an online scenario. We
present a limited solution to this problem by offering multiple models simulta-
neously and using validation to select among the best, rather than using online
validation to drive a search through model space.

It is important to distinguish between the model, the conceptual understand-
ing of factors driving the phenomenon, and the parameters used to initialize the
model. Optimization via simulation is a technique that is similar to canonical
optimization and seeks to make optimal choices on selecting input parameters
while keeping the underlying model the same and uses a simulation in place of
the objective function. These techniques are usually grouped by whether they are
appropriate for discrete or continuous input spaces [8]. For simulations with con-
tinuous input parameters, the author suggests the use of gradient-based methods.
For simulations with discrete input parameters, the author presents approaches
using random search on the input space.

3 Measures

We evaluate the following measures in the context of ranking simulations:

– Euclidean distance
– Manhattan distance
– Chebyshev distance
– Canberra distance

The distance measures are used to evaluate the output of the WIPER sim-
ulations in the context of agent movement. Agents move on a GIS space and
agent locations are generalized to the cell tower that they communicate with.
The space is tiled with Voronoi cells [9] that represent the coverage area of each
cell tower. Empirical data from the cellular service provider aggregates user lo-
cations to the cell tower and the WIPER simulations do the same. Thus we can
evaluate the distance measures using a well-defined vector of cell towers where
the value for each position in the vector is the number of agents at that tower
at each time step.

3.1 Distance Measures

Euclidean distance is the well-known distance metric from Euclidean geometry.
The distance measure can be generalized to n dimensions from the common 2
dimensional case. The formula for Euclidean distance in n dimensions is given
in Equation 1
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d(p, q) =

√
√
√
√

n∑

i=1

(pi − qi)2 (1)

where

p = (p1, p2, · · · pn) (2)
q = (q1, q2, · · · qn) (3)

Manhattan distance, also known as the taxicab metric, is another metric for
measuring distance, similar to Euclidean distance. The difference is that Man-
hattan distance is computed by summing the absolute value of the difference
of the individual terms, unlike Euclidean distance which squares the difference,
sums over all the differences and takes the square root. From a computational
perspective Manhattan distance is significantly less costly to calculate than Eu-
clidean distance, as it does not require taking a square root. The formula for
Manhattan distance in n dimensions is given in Equation 4.

d(p, q) =
n∑

i=1

|pi − qi| (4)

Chebyshev distance, also called the L∞ metric, is a distance metric related
to Euclidean and Manhattan distances [10]. The formula for the Chebyshev
distance is given in Equation 5. The Chebyshev distance returns the maximum
distance between elements in the position vectors. For this reason the metric
seems appropriate to try on the WIPER simulations, as certain models may
produce an output vector with one cell having a large variation from the norm.

d(p, q) = max
i

(|pi − qi|) = lim
k→∞

( n∑

i=1

|pi − qi|k
)1/k

(5)

The Canberra distance metric is used in situations where elements in the
vector are always non-negative. In the case of the WIPER simulations, the output
vector is composed of the number of agents in each Voronoi cell, which is always
non-negative. The formula for Canberra distance is given in Equation 6. As
defined, individual elements in the distance calculation could have zero for the
numerator or denominator. Thus in cases where |pi| = |qi|, the element is omitted
from the result.

d(p, q) =
n∑

i=1

|pi − qi|
|pi + qi|

(6)

4 Experimental Setup

In order to evaluate the feasibility of our approach, we present three experiments
that demonstrate the effectiveness of the measures on validating agent movement
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models. The first experiment uses output from a particular run of the WIPER sim-
ulation as the synthetic data that will be tested against. This output is considered
a “target” simulation. For the second movement model experiment we want to ex-
amine the effectiveness of measures in ranking models over all model types.

The purpose of these tests are not to demonstrate the effectiveness of the
simulation to match the synthetic data but to demonstrate the ability of the
measure to differentiate between simulation movement and activity model types.
In a DDDAS system models of human behavior will be created and, according
to the traditional model development approach, be validated offline. From this
set of pre-validated models the system must be able to select, while the system
is running, the model that best matches the data.

For the initial movement model experiment, we examine the effectiveness of
the various statistical tests and measures in their ability to rank simulations
in their closeness to the baseline simulation. The baseline simulation models a
crisis scenario where people are fleeing a disaster. All simulations, including the
baseline, are started with 900 agents distributed among 20 Voronoi cells. The
distribution of agents to Voronoi cells is fixed over all of the simulations. For
each of the 5 movement models, 100 replications of the simulation using different
random seeds are run. Our evaluation approach is to examine the effectiveness
of each measure in ranking output against the baseline. In this experiment, the
desired results will show that instances of the Flee model are closer to the target
simulation than other model types.

The second movement model experiment considers all of the movement models
simultaneously. We use the data from the 500 simulation runs and create a
matrix of distance values between every pair of values. Each position mij in the
500x500 matrix is the value of the distance metric between row i and column
j. For consistency we present both the upper and lower halves of the matrix, as
well as the diagonal, which is always equal to 0. We create this distance matrix
for each of the distance metrics we consider. The outcome of the experiment
is determined by examining the matrix and determining if the distance metric
used shows low distance for simulation runs of the same model and high distance
between simulation runs with differing models.

5 Results

Results of using the Euclidean distance metric to measure the differences in agent
locations between movement models is shown in Figure 1(a). At the first time
interval the Euclidean metric does an excellent job of ranking the Flee model
instances as being the best match to the baseline. All of the Flee model instances
have low distance to the baseline and are all lower than any instance of the other
models. Interestingly, as the simulations progress, the Euclidean distance of each
simulation’s output from the Flee model baseline seems to yield good results for
classifying the models, as they demonstrate low inter-class distance and high
intra-class distance. The exception is the Null and Bounded Flee models. This
result is discussed below in the analysis.
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(a) Comparing agent movement in
various movement models to flee
movement using euclidean distance
as the measure.

(b) Comparing agent movement in
various movement models to flee
movement using manhattan distance
as the measure.

(c) Comparing agent movement in
various movement models to flee
movement using Chebyshev distance
as the measure.

(d) Comparing agent movement in
various movement models to flee
movement using Canberra distance
as the measure.

Fig. 1. Movement models compared periodically over the run of the simulations

Results of using the Manhattan distance metric to measure the differences in
agent locations between movement models is shown in Figure 1(b). The Manhat-
tan metric produces similar results to the Euclidean metric, with good results
beginning at the first time interval.

Results of using the Chebyshev distance metric to measure the differences in
agent locations between movement models is shown in Figure 1(c). As with the
other measures in the L family, the Chebyshev distance metric does a good job
of differentiating between model types in the early stages of the simulation run
and in the late stages.
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(a) Plot of the euclidean distance
between simulation output. Simula-
tions are grouped along x- and y-
axis according to movement model in
the order Flee movement, Random
movement, Null movement, Bounded
Flee movement and Move and Return
movement.

Comparison of Models on First Iteration of 
Simulation Output, Manhattan Metric
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(b) Plot of the manhattan distance
between simulation output. Simula-
tions are grouped along x- and y-
axis according to movement model
in the order Flee movement, Random
movement, Null movement, Bounded
Flee movement and Move and Re-
turn movement.

Comparison of Models on First Iteration of 
Simulation Output, Chebyshev Metric
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(c) Plot of the Chebyshev distance
between simulation output. Simula-
tions are grouped along x- and y-
axis according to movement model in
the order Flee movement, Random
movement, Null movement, Bounded
Flee movement and Move and Return
movement.

Comparison of Models on First Iteration of 
Simulation Output, Canberra Metric
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(d) Plot of the canberra distance
between simulation output. Simula-
tions are grouped along x- and y-
axis according to movement model in
the order Flee movement, Random
movement, Null movement, Bounded
Flee movement and Move and Return
movement.

Fig. 2. Distance plots for the simulation outputs
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Results of using the Canberra distance metric to measure the differences in
agent locations between movement models is shown in Figure 1(d). The Canberra
metric appropriately ranks the Flee model simulations as closest, but as the
simulations progress the results appear to be unstable and beyond the 11th
sampling interval the Canberra metric fails to return valid values for Flee model
simulations. Also, unlike the Euclidean and Manhattan metrics, the Canberra
metric displays some overlap in the distance results for different model types.

Results of plotting the distance of the output from 500 simulations, 100 runs
of each of the 5 movement models, is shown in Figures 2(a), 2(b), 2(c) and 2(d).
These results provide a more thorough analysis of the usefulness of the metrics
than simply comparing to one run of a simulation. In the ideal scenario the
matrix will display low distance between simulations of the same model type
(in the figures this would be a bright green square on the diagonal) and high
distance when measured against simulations of a different model type (orange
or red squares in the remainder of the matrix).

The figures measure the distance in the respective metric of the first time inter-
val of the simulation. The simulations are grouped according to model type in the
order, left to right (and top to bottom), Flee Movement, Random Movement, Null
Movement, Bounded Flee Movement and Move and Return Movement. Each fig-
ure is colored from green to red, with green representing low distance and red high,
with the colors scaled to the range of the distance values for the respective metrics.

Figures 2(a), 2(b) and 2(c) present the results for the Euclidean, Manhat-
tan and Chebyshev metrics, respectively. Each of these metrics presents fairly
good results in giving simulations of the same model type low distances and
simulations with different model types high distance.

The results of the Canberra metric is less clear. The Canberra metric, Figure
2(d) appears to produce high distance values for Flee model simulations against
other Flee model simulations and likewise for the Bounded Flee model.

6 Conclusions

Using a distance metric for model selection has several advantages. An experi-
mental study, like that presented in this paper, allows users to calibrate the selec-
tion threshold, which makes it possible for the DDDAS to classify a phenomenon
based on the distance from the validated model to the event. Alternately, should
no model meet the threshold, the system can determine that none of the models
are appropriate. In that case the measure may give a suggestion for the “closest
fit” model and provides a scenario for new model creation.

In this paper we have presented an evaluation of various tests and measure-
ments for online validation of Agent-Based Models. We have shown that the
Euclidean and Manhattan distance metrics work well for validating movement
models, however the Canberra distance are significantly less useful.

The Manhattan, Euclidean and Chebyshev metrics produce favorable results
when used for measuring the similarity of simulations. Under the conditions
we have tested, they produce low inter-model distances with high intra-model
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distance. Any of these metrics is adequate for an application such as the WIPER
project.

The Canberra metric is useful under certain circumstances, but the poor per-
formance measuring Flee model simulations against other Flee model simulations
make it less than desirable for use in the WIPER project.

Figures 1(a), 1(b) and 2(b) show the distance metrics failing to differentiate
between the Bounded Flee model and the Null Movement model. This result
is an artifact of the way movement is measured in the simulations. Since agent
locations are aggregated to the level of the Voronoi cell, agent movements below
this resolution do not appear in the output. In the Bounded Flee model, agents
move 1000 meters from the crisis and then stop moving. Thus, if the crisis is
centered in a Voronoi cell that is approximately 2000 meters across, agents in
the crisis cell will not appear to have moved at all.

A caveat concerning the use of simple thresholds for model selection in online
validation: In the WIPER project, where mislabeling a crisis event as benign
could have dire consequences, it is important to factor into the system the cost of
false negatives. Crisis event models should be weighted so that when confronted
with a crisis event, the chance of labeling it as normal behavior is minimized.

7 Future Work

The work in this paper has focused on measurements for online validation of
agent movement models, where validation is selection from among a set of alter-
natives. Agent behavior in the WIPER simulation is composed of both movement
and activity models. It is important for the online validation procedure to treat
both movement and activity. In the future we would like to examine measure-
ments for online validation of agent activity models, perhaps in conjunction with
work being done to characterize crisis behavior as seen in cell phone activity data
[11]. In keeping with our framework, we will need to create not only different
input parameters for the activity models, but new models that describe agent
behavior under different scenarios (normal activity, crisis, etc). Such work on
generating additional agent activity models is currently under way.
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Abstract. In this paper we show how the performance of the basic algorithm of 
the Group Method of Data Handling (GMDH) can be improved using Genetic 
Algorithms (GA) and Particle Swarm Optimization (PSO). The new improved 
GMDH is then used to predict currency exchange rates: the US Dollar to the 
Euros. The performance of the hybrid GMDHs are compared with that of the 
conventional GMDH. Two performance measures, the root mean squared error 
and the mean absolute percentage errors show that the hybrid GMDH algorithm 
gives more accurate predictions than the conventional GMDH algorithm. 

Keywords: GMDH, GA, PSO, time series, prediction, finance. 

1   Introduction 

Forecasting future trends of many observable phenomena remains of great interest to 
a wide circle of people. This requirement has maintained a high rate of activity in 
various research fields dedicated to temporal prediction methodologies. Two such 
important application domains are financial markets and environmental systems.  
Predicting such systems has been attempted for decades but it remains such a chal-
lenging task for a wide array of modeling paradigms. 

The foreign exchange market is a large business with a large turnover in which 
trading takes place round the clock and all over the world. Consequently, financial 
time series prediction has become a very popular and ever growing business. It can be 
classified as a real world system characterized by the presence of non-linear relations.  
Modeling real world systems is a demanding task where many factors must be taken 
into account.  The quantity and quality of the data points, the presence of external 
circumstances such as political issues and inflation rate make the modeling procedure 
a very difficult task.  A survey of the different methods available for modeling non-
linear systems is given in Billings [1]. 

Some researchers tried auto-regressive methods to predict foreign currency ex-
change rates [2]. Episcopos and Davis [6] used the GARCH and ARIMA statistical 
methods to identify the model. These methods have not always produced good results 
which have urged scientists to explore other more effective methods. 



 Using Intelligent Optimization Methods to Improve the GMDH 17 

During the last two decades adaptive modeling techniques, like neural networks 
and genetic algorithms, have been extensively used in the field of economics. A list of 
examples using such methods is given in Deboeck [4] and Chen [3]. An extension to 
the genetic algorithm paradigm [9] is the versatile genetic programming method in-
troduced by Koza [11]. Scientists were quick to use this method in many aspects of 
mathematical modeling. 

An alternative non-linear modeling method, which was introduced in the late six-
ties, is the Group Method of Data Handling [11]. Since its introduction researchers 
from all over the world who used the GMDH in modeling were astonished by its 
prediction accuracy.  Many of these applications were in the field of time series pre-
diction. Parks et al [14] used the GMDH to find a model for the British economy. 
Ikeda et al [10] used a sequential GMDH algorithm in river flow prediction. Hayashi 
and Tanaka [8] used a fuzzy GMDH algorithm to predict the production of computers 
in Japan.  Robinson and Mort [15] used an optimized GMDH algorithm for predicting 
foreign currency exchange rate. 

In this paper we describe how the GMDH can be used in conjunction with Genetic 
Algorithms (GA) and with Particle Swarm Optimization (PSO) to improve the predic-
tion accuracy of the standard GMDH algorithm when it is applied to time series in the 
form of financial data. 

2   The Data 

In this paper both the hybrid GMDHs and the conventional GMDH algorithms were 
used to make one step ahead prediction of the exchange rate from US Dollars to Euros 
(USD2EURO). Values from 29 September, 2004 to 5 October 2007 were obtained 
from the website www.oanda.com, a total of 1102 points (Fig. 1). The first 1000 
points were used in the training and checking of the GMDH algorithm. The last 102 
points were unseen by the algorithm throughout its computation. The performance of 
the algorithm was evaluated on the last 102 points of the data. 
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Fig. 1. USD2EURO from 29 Sept, 2004 to 5 Oct, 2007 
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3   The Group Method of Data Handling (GMDH) 

GMDH method was developed by Ivakhnenko [11] as a rival to the method of sto-
chastic approximation. The proposed algorithm is based on a multilayer structure 
using, for each pair of variables, a second order polynomial of the form: 

Y = AO + A1XI + A2XJ + A3XIXJ + A4XI
2 + A5XJ

2  (1) 

where xi and xj are input variables and y is the corresponding output value. The data 
points are divided into training and checking sets. The coefficients of the polynomial 
are found by regression on the training set and its output is then evaluated and tested 
for suitability using the data points in the checking set. An external criterion, usually 
the mean squared error (mse), is then used to select the polynomials that are allowed 
to proceed to the next layer. The output of the selected polynomials becomes the new 
input values at the next layer. The whole procedure is repeated until the lowest mse is 
no longer smaller than that of the previous layer. The model of the data can be com-
puted by tracing back the path of the polynomials that corresponded to the lowest mse 
in each layer. 

4   Intelligent Systems Optimization 

4.1   Genetic Algorithms 

GAs are exploratory search and optimization methods that were devised on the prin-
ciples of natural evolution and population genetics [9]. Unlike other optimization 
techniques, a GA does not require mathematical descriptions of the optimization 
problem, but instead relies on a cost-function, in order to assess the fitness of a par-
ticular solution to the problem in question. Possible solution candidates are repre-
sented by a population of individuals (generation) and each individual is encoded as 
a binary string, referred to as a chromosome containing a well-defined number of 
alleles (1's and 0's). Initially, a population of individuals is generated and the fittest 
individuals are chosen by ranking them according to a priori-defined fitness-
function, which is evaluated for each member of this population. In order to create 
another better population from the initial one, a mating process is carried out among 
the fittest individuals in the previous generation, since the relative fitness of each 
individual is used as a criterion for choice. Hence, the selected individuals are ran-
domly combined in pairs to produce two off-springs by crossing over parts of their 
chromosomes at a randomly chosen position of the string. These new off-springs 
represent a better solution to the problem. In order to provide extra excitation to the 
process of generation, randomly chosen bits in the strings are inverted (0's to 1's and 
1's to 0's). This mechanism is known as mutation and helps to speed up convergence 
and prevents the population from being predominated by the same individuals. All in 
all, it ensures that the solution set is never naught. A compromise, however, should  
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be reached between too much or too little excitation by choosing a small probability 
of mutation.  

4.2   Practical Swarm Optimization 

Particle Swarm Optimization is a global minimization technique for dealing with 
problems in which a best solution can be represented using position and velocity 
components. All particles remember the best position they have seen, and communi-
cate this position to the other members of the swarm. The particles will adjust their 
own positions and velocity based on this information. The communication can be 
common to the whole swarm, or be divided into local neighborhoods of particles [12]. 

5   Results and Discussions 

The GMDH network, as mentioned earlier, uses a quadratic polynomial as the transfer 
function in each layer. A question arises: what if the relationship between the input 
and the output is not best described by a quadratic polynomial? This leads to another 
question: Could a better global optimization method replace the regression technique 
to fit the quadratic polynomial and generate a function that described the input-output 
relationship more accurately, leading to an improvement in the prediction accuracy of 
the GMDH algorithm? 

The GA- and PSO-GMDH algorithm is similar to the conventional GMDH algo-
rithm except that the transfer function polynomials are fitted using better optimization 
algorithms, namely PSO and GA. The optimization algorithm is applied to the data 
while the GMDH iterates through in order to find the best function that maps the input 
to the output. It is important to note that the GA and PSO are applied separately in 
order to find an exact mapping between the input and the output at different iteration 
stages. 

Two performance measures were used in assessing the accuracy of the conventional 
GMDH and the hybrid GMDH: the mean absolute percentage error, denoted MAPE, 
(equation 2) and the widely used root mean squared error, RMSE, (equation 3). 

MAPE = ( )1
100%

1

n abs Y Zi i
n Yii

−
×

=
∑  (2) 

RMSE = 1 2( )

1

n
Y Zi in

i

−
=
∑                                             

(3) 

where n is the number of variables, Y is the actual output and Z is the predicted output. 
The PSO algorithm was set to a population size of 100, while the inertial cognitive 

and social constants are as follows [5]: w = 0.7298; c1 = 1.49618; c2 = 1.49618 
The GA algorithm was set as a binary code of 12 bits for each of the parameters of 

the polynomial. The polynomial has 6 parameters so that makes the chromosome  
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12×6=72 bits long. The 12 bit binary number maps to a search space of -2 to +2 units 
in decimals. The 12 bits settings allows 4096 steps for a search space of 4 units which 
is a step size of 4/4096= 0.0000976. The GA was set with a mutation rate of 0.1 and a 
single point crossover at a rate of 0.9. 

The results are classified into two types, the training phase and the testing phase. 
The former phase involves 1000 data points which are used to fit the polynomials at 
different GMDH iterations. The later stage is to test the GMDH system to data that 
the system has never experienced before, in this case 102 data points were used. 
Figs. 2a and 2b shows the predicted against the actual data for a standard GMDH for 
training and testing respectively. While Figs. 3a and 3b show the same figures but 
for the PSO-GMDH, and finally Figs. 4a and 4b shows the results of the GA-GMDH 
version. 
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(a) Training data    (b) Testing data 

Fig. 2. Graphs of GMDH predicted against actual USD2EURO 

The GA-GMDH algorithm usually produces better results due to its global search 
features. This comes at a price of being slow and computationally intensive. For 
accurate results, large generation and wide searching space are required. This can be 
accommodated by creating large chromosomes with bigger constraints for increasing 
the search accuracy. In contrast, PSO is fast and has no constraints on the search 
space. But it produces less accurate results globally, but more accurate locally. Com-
bining both algorithms with GMDH provides better accuracy and speed. By starting 
with a low accuracy GA (fast calculations) for finding the rough global minima,  
then switching to PSO for finding a more accurate minima in the global GA minima 
area.  

The GA was set to 8 bit settings for each variable, and then preceded by PSO with 
the same previous settings. Figs. 5a and 5b show the predicted against the actual data 
for the GA-PSO-GMDH for training and testing respectively  
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                            (a) Training data                                                  (b) Testing data 

Fig. 3. Graphs of PSO-GMDH predicted against actual USD2EURO 
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                           (a) Training data                                                  (b) Testing data 

Fig. 4. Graphs of GA-GMDH predicted against actual USD2EURO 
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Fig. 5. Graphs of GA-PSO-GMDH predicted against actual USD2EURO 
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The results for both networks when applied to the entire training and testing data 
are given in Tables 1 and 2 respectively. 

Table 1. Results for USD2EURO training data 

 MAPE RMSE 

Linear regression 0.2904 0.003993 

GMDH 0.2772 0.003101 

PSO-GMDH 0.2604 0.003085 

GA-GMDH 0.2602 0.002993 

GA-PSO-GMDH 0.2546 0.002989 

Table 2. Results for USD2ERO testing data 

 MAPE RMSE 

Linear regression 0.1986 0.001841 

GMDH 0.1985 0.001831 

PSO-GMDH 0.1860 0.001611 

GA-GMDH 0.1653 0.001312 

GA-PSO-GMDH 0.1416 0.001302 

 

It is evident from the values of both measures that the GA-and PSO-GMDH performs 
better than the conventional GMDH. Values of the percentage improvement in both 
performance measures for all the data are given in Table 3. 

Table 3. GMDH percentage improvement to the testing data performance 

 MAPE 
Percentage 

improvement 

RMSE 
Percentage im-

provement 

PSO-GMDH 6.3 12.0 
GA-GMDH 16.7 28.3 

GA-PSO-GMDH 28.6 28.9 

 
Graphs of the actual against predicted by the conventional GMDH algorithm and 

predicted by PSO-GMDH algorithm for the USD2EURO exchange rates are shown in 
Fig. 6. While Fig. 7 shows the predictions of GA-GMDH algorithm and the combina-
tions of GA, PSO and GMDH (GA-PSO-GMDH). The prediction performance of the 
GMDH network depends on the number of generations over which the algorithm is 
allowed to evolve.  The results given in this paper were produced after only 4 itera-
tions (ambiguous – generations in terms of GA). 
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Several GMDH runs, using both networks, were carried out each with a different 
number of generations. It was found that as the individuals were allowed to evolve 
over a higher number of generations, the value of the minimum of the selection crite-
rion in each generation was decreased. On the other hand, it was found that the per-
formance measures became progressively worse. This was due to the fact that the 
algorithms became overspecialized for the data they were trained on to the detriment 
of their ability to predict the unseen data. 
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Fig. 6. Graphs of actual testing data, GMDH and PSO-GMDH predictions 
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Fig. 7. Graphs of actual testing data, GA-GMDH and GA-PSO-GMDH predictions 

6   Conclusions 

It was shown in this paper that the performance of the conventional GMDH algorithm 
can be improved significantly if some information about the type of the relationship 
between the input and output was available and used in the GMDH run.   
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The fitness of the best individual in each generation improved while the individuals 
were allowed to evolve over more generations.  This had the reverse effect on the 
overall performance of the network for the unseen data points.  This is an area that is 
in need of further investigation in order to find a suitable point for terminating the 
building of the polynomial process. 

When the same procedure carried out in this paper was repeated a few times using 
a different size of training and checking sets, it was noticed that the performance of 
both GMDH networks, particularly the conventional one, was greatly affected. This 
leads to the following hypothesis: there might exist a rule for dividing the sample of 
data that when applied the accuracy of the GMDH algorithm reaches its optimum.  
Work needs to be carried out to investigate the validity of this hypothesis.  

The work carried out in this paper has provided an insight into the way the GMDH 
deals with time series prediction.  While it was shown that it is possible to improve its 
prediction performance, the GMDH remains a robust and popular method of mathe-
matical modeling. 
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Abstract. Semiconductor manufacturing is a highly complex and asset
intensive process. Solutions are needed to automate control of equipment
and improve efficiency. We describe a symbiotic simulation control sys-
tem which uses reactive what-if analysis to find a stable configuration of
a wet bench tool set. This control system is based on a generic framework
for symbiotic simulation. We show that symbiotic simulation can be used
to make control decisions in near real-time. Furthermore, we show that
our approach yields a notable performance improvement over common
practise.

1 Introduction

Semiconductor manufacturing is a complex process which turns pure silicon
wafers into integrated circuits with thousands of components. The whole process
may require up to several hundred processing steps and up to three months for
production [1]. One crucial factor for competitiveness in semiconductor manu-
facturing is ongoing improvement of the manufacturing process [1]. Automation
is a critical factor in this context and the semiconductor industry invests sev-
eral million US dollars for solutions. According to [2], investments for integrated
automation solutions can range between US$ 130 million and US$ 180 million.
These integrated solutions also include systems for real-time control of equip-
ment. In addition to high complexity, the semiconductor manufacturing process
is also an asset intensive process. A variety of tools are used in semiconductor
manufacturing to process wafers and a single tool can cost up to US$ 2 million
[3]. Improvement of tool efficiency is therefore important in order to reduce cost
for additional tools.

Several performance metrics are considered in semiconductor manufacturing,
of which throughput, cycle time, and on-time delivery are considered the most
important ones [4]. The performance of most tools depends on their operation
mode, further referred to as configuration, and the distribution of different prod-
ucts, further referred to as product mix. If the product mix is changing, it might

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 26–35, 2008.
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be necessary to reconfigure various tools in order to maintain performance tar-
gets. Decisions regarding this are currently made by engineers who estimate
the required capacity for each product mix. Decisions are then implemented by
workers who manually change the configuration of a tool. However, workers do
not always strictly follow their instructions. This, and the fact that decision
making relies mostly on the experience of engineers, causes the demand for an
automated control solution.

Simulations have already been used for offline analysis and optimisation of
parameters in the manufacturing process. However, on-line solutions which use
simulation for real-time control are still in their infancy. Symbiotic simulation,
which is driven by sensor data and capable of making control decisions in real-
time, seems to be a promising solution for automation and to improve equipment
efficiency. In this paper, we show how a dynamic data driven application can
be used for operational decision making regarding the configuration of a wet
bench toolset (WBTS), which is used for one of the many critical operations
in semiconductor manufacturing. We describe a symbiotic simulation control
system (SSCS ) which is based on a generic framework for symbiotic simulation
being developed by us. The application of symbiotic simulation in semiconductor
manufacturing also represents the first show-case for the generic framework. The
need for such a generic symbiotic framework has been articulated in [5].

The paper is structured as follows: Before presenting our own solution, we give
an overview of related work in Sect. 2. This is followed by an introduction to the
SSCS and a brief overview of the generic framework in Sect. 3. A more detailed
description of the WBTS is given in Sect. 4. We compare common practise with
our approach of controlling the WBTS. Therefore, we explain both approaches
in Sect. 5 before presenting our experimental results in Sect. 6. Our conclusions
are given in Sect. 7.

2 Related Work

The term symbiotic simulation was coined at the Dagstuhl Seminar on Grand
Challenges for Modeling and Simulation in 2002 [6]. Symbiotic simulation is
closely related to dynamic data-driven application systems (DDDAS). While
DDDAS emphasises the symbiotic relationship between an application and a
measurement process, symbiotic simulation rather focuses on the symbiotic re-
lationship between a simulation and a physical system. However, symbiotic sim-
ulation is also dynamic data-driven and may use sensor steering to improve
the accuracy of simulations. Several applications which use symbiotic simulation
have been developed since 2002. These include the application of symbiotic sim-
ulation for UAV path planning [7], social sciences [8],[9], and business process
re-engineering [10]. In the context of semiconductor manufacturing, symbiotic
simulation has already been used in [11] to optimise backend operations.

Simulations have been used in several ways to improve the performance of
a semiconductor manufacturing process. Efforts in this context mainly aim to
improve the cycle time. For example, in [3] a two day reduction of total cycle
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time could be achieved by investigating a real wafer factory based on simula-
tions. Other work which is concerned with improving cycle times can be found
in [12],[13],[14]. Wet bench tools have been the subject of various works. Lee
et al. [15] examine the scheduling problem of a wet station for wafer cleaning
using Petri net modelling and Gan et al. [16] evaluate the effect of upgrading a
bottleneck furnace to the wet bench performance with increasing wafer demand.

3 Symbiotic Simulation Control System (SSCS)

An SSCS is a specific class of symbiotic simulation system. It makes decisions
based on the simulation and evaluation of what-if scenarios, each representing an
alternative decision, and implements them by means of actuators which are avail-
able to the system. A reactive what-if analysis aims to find immediate solutions
to sudden, and potentially critical, conditions. For example, the performance of
a manufacturing system is observed and a reactive what-if analysis is carried out
once the performance drops below a predefined value, i.e., once the performance
becomes critical. Various what-if scenarios, each representing alternative deci-
sion options (e.g., tool configurations), are simulated and analysed. The decision
option of the scenario which performs best in simulation is implemented.

The SSCS is realised using an implementation of our generic framework for
symbiotic simulation systems. This framework is based on Jadex1, a BDI agent
system, and represents a library of functional components which are typically
required in a symbiotic simulation system. For example, creating and simulating
alternative what-if scenarios is an essential concept in symbiotic simulation. Each
of these functionalities, among several others, is realised as functional component
and provided by the framework.

We use capabilities [17],[18] to implement the various functional components
of the framework. The concept of capabilities is used in BDI agent systems to
facilitate modularisation of functionality. Agents can be equipped with an arbi-
trary number of capabilities. This allows flexible design of application-specific
symbiotic simulation systems. For example, the design of inherently distributed
applications may involve several agents, of which each of them is equipped with
only one capability. On the other hand, it is possible to design a symbiotic sim-
ulation system which is represented by a single agent only. In this case, the
agent is equipped with all required capabilities. The use of capabilities also al-
lows the design of tailor-made symbiotic simulation systems by using only those
capabilities which are required in the context of the application.

There are a number of distinct capabilities which are required to realise a
symbiotic simulation system. The following description of the SSCS includes
only those which are used in the context of the WBTS application. An overview
of the WBTS-SSCS capabilities is illustrated in Fig. 1.

The architecture of a symbiotic simulation system consists of three layers
for perception, processing, and actuation. The perception layer is responsible for
providing measured data to the processing layer where what-if analysis is carried
1 http://vsis-www.informatik.uni-hamburg.de/projects/jadex/

http://vsis-www.informatik.uni-hamburg.de/projects/jadex/
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Fig. 1. Overview of various capabilities in the WTBS-SSCS

out. Once a decision is made, the actuation layer is responsible for implementing
it. Each layer is associated with a number of specific capabilities.

The workflow control capability WORC-C is the heart of the SSCS. It is
responsible for interpreting performance measurements provided by sensor ca-
pability S-C1, triggering the what-if analysis process if the performance becomes
critical, and making control decisions regarding the configuration of wet bench
tools. If a what-if analysis is triggered, the WORC-C requests a set of scenarios
from the scenario management capability SCEM-C, invokes simulations using
the simulation management capability SIMM-C, and interprets analysis results
provided by the simulation analysis capability SIMA-C. Based on these results,
the best decision option is determined by the WORC-C and implemented by
using the decision management capability DECM-C.

An SSCS can only implement decision options which are supported by actua-
tors that are available to the SSCS. A decision model is used to reflect possible
control options, depending on the available actuators and their abilities to control
different aspects of the physical system. In the context of the WBTS application,
the decision model reflects the possible operation modes for each wet bench tool.
The DECM-C keeps track of available actuators and updates the decision model
accordingly.

When requested by the WORC-C, the SCEM-C creates a number of scenarios
based on the decision model. Each scenario reflects a different decision option,
i.e., a different wet bench configuration. A scenario also consists of an initial
state for the simulation run. This initial state is the current state of the physical
system, provided by S-C2. The state of the system represents a snapshot of the
WBTS including all wafer lots which are currently being processed. In addition
to the decision option and the initial state, a scenario also consists of a given
product mix which is used to drive the simulation. The current product mix is
provided by S-C1.

Sensors, actuators, and simulators are inherently application specific. There-
fore, the framework cannot provide generic solutions for their corresponding
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capabilities. Instead, application specific implementations have to be provided by
the application developer. The framework provides generic solutions for all other
capabilities. However, this does not rule out the possibility of using application
specific implementations instead of generic standard solutions.

4 Wet Bench Tool Set (WBTS)

In semiconductor manufacturing, a wet bench is used to clean wafers after certain
fabrication steps to yield higher wafer reliability [15],[19]. A wet bench tool
consists of a number of baths which contain chemical liquids and process wafer
lots according to recipes. Typically, a wafer fab operates a number of wet benches
with different bath setups to support a variety of recipes. A recipe specifies
constraints regarding the sequence and timing for the cleaning process. Each
lot is associated with a recipe and has to be processed strictly according to it.
Neither the sequence of chemical liquids in which a lot is processed, nor the time
each wafer spends in a particular chemical liquid must be changed. Violation of
these requirements would lead to significantly reduced yield.

Particles of contaminants are introduced into the baths during the cleaning
process. Therefore, the chemical liquids have to be changed after a certain time.
Some recipes introduce particles faster than others. We therefore distinguish
between ‘dirty’ and ‘clean’ recipes [16]. In order not to compromise the quality
of wafers associated with clean recipes, wafers associated with dirty recipes are
processed by separate wet benches. Thus, a wet bench operates either in ‘clean’
mode or ‘dirty’ mode. By operation mode we mean that a wet bench is dedicated
to either one of the two recipe types. Switching the operation mode from ‘clean’
to ‘dirty’ does not require any particular activity. However, switching from ‘dirty’
to ‘clean’ requires a complete change of liquids. This activity takes up to several
hours [16].

5 Control Approaches

5.1 Common Practise Approach

The common practise approach involves engineers who decide upon reconfigura-
tion of wet bench tools. Decision making depends mostly on experience and is
therefore difficult to capture. With information from the semiconductor indus-
try we developed the following heuristic: 1) If the number of pending wafer lots
exceeds 40, the critical recipe (the most frequent recipe) is determined. 2) In
the next step, the set of wet benches is identified which is capable of processing
the critical recipe but is not configured to do so yet. 3) One of the wet benches
is selected and reconfigured accordingly. This is due to the fact that engineers
tend to be careful and change only one wet bench at a time. 4) After changing
the operation mode, the system is allowed some time to settle. 5) If, after the
settling-in time, the situation did not improve the process is repeated.



Symbiotic Simulation Control in Semiconductor Manufacturing 31

We assume a settling-in time of one hour when the operation mode is switched
from ‘clean’ to ‘dirty’ and four hours otherwise. The latter takes account for a
three hour maintenance process where chemicals are changed.

5.2 SSCS Approach

Similar to the common practise approach, the WORC-C of the SSCS observes
the number of pending wafer lots. If this number exceeds 40, a reactive what-
if analysis is triggered. Each what-if scenario reflects the current state of the
physical system with an alternative wet bench configuration. In this particular
application, we use eight wet bench tools, of which each can operate either in
‘clean’ or ‘dirty’ mode. This results in a total of 256 different possible scenarios,
created by the SCEM-C. The performance for the next 24 hours is simulated by
the SIMM-C for each scenario. The SIMA-C analyses the simulation results and
determines the average performance of each scenario in terms of throughput.
The best configuration is determined by the WORC-C and implemented by the
DECM-C. To implement a decision, the DECM-C sends corresponding control
signals to the A-C, which is capable of changing the operation modes of wet
benches in the physical system. Once a decision is implemented, the SSCS is
inactive for a fixed settling-in period of four hours.

6 Experiments

For practical reasons, experiments were not performed with a real physical sys-
tem. Instead, we used a simulation of the WBTS to emulate the physical system.
The emulator was paced at a speed 3600 times faster than real-time. This en-
abled us to perform experiments, reflecting a period of several months, within
a few hours. We also used a mechanism to create snapshots of the emulator at
any time. Such a snapshot can then be used as initial state for the simulation of
a what-if scenario.

The simulation model is deterministic with the only exception being the lot
generating process. This process generates arrival events of wafer lots with a dis-
tribution according to a given product mix. The SSCS has to consider this when
performing a what-if analysis. Therefore, each what-if scenario is simulated using
five replications. A whole what-if analysis step, including scenario creation, sim-
ulation, analysis, and decision propagation, takes approximately 50-60 seconds
on a cluster with 60 processors.

Each experiment was repeated ten times and the mean values over all results
are presented here. All results show the performance of the WBTS in terms
of cycle time. The cycle time is determined by the ratio of the overall time a
wafer lot spent at the toolset to the processing time according to the associated
recipe. The overall time includes the time a wafer lot has to wait before being
processed.
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6.1 Alternating Product Mixes

With the first experiment, we aim to show how well both approaches can main-
tain performance with an alternating product mix. We use two product mixes
with a constant load of 900 lots per day. In this experiment, a period of 20
weeks is considered. Within this period, the product mix is changed every two
weeks. We choose the product mixes so that there exists no configuration which
is stable for both. This means, a configuration which is stable assuming one
of the product mixes, is unstable when assuming the other product mix. An
unstable configuration results in a throughput which is below the load. As a
consequence, queues of pending lots will build up and an increasing cycle time
can be observed. To avoid this, the wet bench configuration has to be changed
eventually. Figure 2 illustrates the performance of the SSCS approach and the
common practise approach.
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Fig. 2. Cycle time of the WBTS over a period of 20 weeks using the SSCS (left) and
the common practise approach (right)

In general, the SSCS approach produces a more homogeneous performance
with less variability and lower mean cycle time (SSSCS = 0.30, XSSCS = 1.89)
than the common practise approach (SCP = 0.76, XCP = 2.26). One major
disadvantage of the common practise approach is the fact that it is a trial and
error approach which changes only one tool configuration at a time. Therefore,
it takes longer to find a stable configuration, if at all. On the contrary the SSCS
is capable of finding a stable solution, if there is one, and making all necessary
changes in one step. If no stable solution exists, the solution which performed
best in simulations is applied.

6.2 High Workload

At increasing load, it is necessary to oscillate between configurations. This is due
to the fact that only two of the eight wet benches used in this application have a
bath setup which allows them to process a large variety of recipes. All other wet
benches have setups which are limited to a smaller group of recipes. Therefore,
these two wet benches represent a bottleneck at high loads. To overcome this,
it is necessary to switch the configurations of these wet benches back and forth.
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As a consequence, the performance is stabilised. However, above a certain load,
the performance cannot be stabilised anymore.

The second experiment aims to determine the critical load of both approaches.
The SSCS approach, which is more sophisticated, is capable of stabilising the
performance at higher loads than the common practise approach. Figure 3 and
4 illustrate the performance of both approaches over a period of one month with
loads of 1000/1200 and 1500/1700 lots per day, respectively.
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Fig. 3. Cycle time of the WBTS over a period of one month using a load of 1000 (left)
and 1200 (right) lots per day

Both approaches are capable of handling a load of 1000 lots per day. At a load
of 1200 lots per day, the performance becomes unstable when using the common
practise approach, i.e., the cycle time is constantly increasing. In contrast, the
SSCS is still capable of maintaining a stable mean cycle time.

 1

 10

 100

 0  5  10  15  20  25  30

C
yc

le
 T

im
e

Time (Days)

Common Practise Approach
SSCS Approach

 1

 10

 100

 0  5  10  15  20  25  30

C
yc

le
 T

im
e

Time (Days)

Common Practise Approach
SSCS Approach

Fig. 4. Cycle time of the WBTS over a period of one month using a load of 1500 (left)
and 1700 (right) lots per day. A logarithmic scale was used for cycle time values.

The mean cycle time is elevated at a load of 1500 lots per day but the SSCS
approach is still able to handle it. However, at a load of 1700 lots per day the
performance finally becomes unstable.

The critical load for the common practise approach and the SSCS approach
is at approximately 1000-1200 and 1500-1700 lots per day, respectively. This
indicates that the SSCS allows the use of loads which are 25-70% higher as
compared to the common practise approach.
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7 Conclusions

In this paper, we have described how a DDDAS, in particular symbiotic sim-
ulation, can be used for real-time control of semiconductor equipment and to
improve performance. Our experimental results show that using the SSCS yields
a notable performance improvement over common practise. This is important as
higher efficiency reduces demand for additional equipment. Decision making is
performed in reasonably short time. All this indicates the applicability of sym-
biotic simulation in the context of integrated automation solutions. In future
work, we will investigate how an SSCS can be applied to an entire semicon-
ductor factory. This will also include investigation of different forms of what-if
analysis.

References

1. Potoradi, J., Boon, O., Fowler, J., Pfund, M., Mason, S.: Using simulation-based
scheduling to maximize demand fulfillment in a semiconductor assembly facility.
In: Proceedings of the Winter Simulation Conference, pp. 1857–1861 (2002)

2. Gan, B.P., Chan, L.P., Turner, S.J.: Interoperating simulations of automatic mate-
rial handling systems and manufacturing processes. In: Proceedings of the Winter
Simulation Conference, pp. 1129–1135 (2006)

3. Scholl, W., Domaschke, J.: Implementation of modeling and simulation in semi-
conductor wafer fabrication with time constraints between wet etch and furnace
operations. In: IEEE Transactions on Semiconductor Manufacturing, August 2000,
vol. 13, pp. 273–277 (2000)

4. Pfund, M.E., Mason, S.J., Fowler, J.W.: Semiconductor Manufacturing Scheduling
and Dispatching. In: Handbook of Production Scheduling. International Series in
Operations Research & Management Science, vol. 89, pp. 213–241. Springer, New
York (2006)

5. Huang, S.Y., Cai, W., Turner, S., Hsu, W.J., Zhou, S., Low, M.Y.H., Fujimoto,
R., Ayani, R.: A generic symbiotic simulation framework. In: Proceedings of the
20th Workshop on Principles of Advanced and Distributed Simulation, pp. 131–131
(2006)

6. Fujimoto, R., Lunceford, D., Page, E. (eds.): A.M.U.: Grand challenges for mod-
eling and simulation: Dagstuhl report. Technical Report 350, Schloss Dagstuhl.
Seminar No 02351 (August 2002)

7. Kamrani, F., Ayani, R.: Using on-line simulation for adaptive path planning of
UAVs. In: Proceedings of the 11th IEEE International Symposium on Distributed
Simulation and Real-time Applications, Chania, Greece, October 2007, pp. 167–174
(2007)

8. Kennedy, C., Theodoropoulos, G.K., Sorge, V., Ferrari, E., Lee, P., Skelcher, C.:
AIMSS: An architecture for data driven simulations in the social sciences. In:
Shi, Y., van Albada, G.D., Dongarra, J., Sloot, P.M.A. (eds.) ICCS 2007. LNCS,
vol. 4487, pp. 1098–1105. Springer, Heidelberg (2007)

9. Kennedy, C., Theodoropoulos, G.K.: Intelligent management of data driven simu-
lations to support model building in the social sciences. In: Alexandrov, V.N., van
Albada, G.D., Sloot, P.M.A., Dongarra, J. (eds.) ICCS 2006. LNCS, vol. 3993, pp.
562–569. Springer, Heidelberg (2006)



Symbiotic Simulation Control in Semiconductor Manufacturing 35

10. Low, M.Y.H., Turner, S.J., Ling, D., Peng, H.L., Chai, L.P., Lendermann, P.,
Buckley, S.: Symbiotic simulation for business process re-engineering in high-tech
manufacturing and service networks. In: Proceedings of the Winter Simulation
Conference (2007)

11. Low, M.Y.H., Lye, K.W., Lendermann, P., Turner, S.J., Chim, R.T.W., Leo, S.H.:
An agent-based approach for managing symbiotic simulation of semiconductor as-
sembly and test operation. In: Proceedings of the 4th International Joint Confer-
ence on Autonomous Agents and Multiagent Systems, pp. 85–92. ACM Press, New
York (2005)

12. Rulkens, H., van Campen, E., van Herk, J., Rooda, J.: Batch size optimization of
a furnace and pre-clean area by using dynamic simulations. In: Advanced Semi-
conductor Manufacturing Conference and Workshop (IEEE/SEMI), Boston, MA,
USA, September 1998, pp. 439–444 (1998)

13. Potoradi, J., Winz, G., Kam, L.W.: Determining optimal lot-size for a semicon-
ductor back-end factory. In: Proceedings of the Winter Simulation Conference, pp.
720–726 (1999)
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Universitat Autònoma de Barcelona, 08193 - Bellaterra (Barcelona) Spain

Abstract. This work represents the first step toward a DDDAS for
Wildland Fire Prediction where our main efforts are oriented to take
advantage of the computing power provided by High Performance Com-
puting systems to, on the one hand, propose computational data driven
steering strategies to overcome input data uncertainty and, on the other
hand, to reduce the execution time of the whole prediction process in
order to be reliable during real-time crisis. In particular, this work is
focused on the description of a Dynamic Data Driven Genetic Algorithm
used as steering strategy to automatic adjust certain input data values
of forest fire simulators taking into account the underlying propagation
model and the real fire behavior.

1 Introduction

Forest fires are one of the most important threats to forest areas in the whole
world. In the lasts years, thousands of hectares were lost by wildfires action. For-
est areas losses damage the nature, attempting on ecological balance. Death of
different species of animals and plants, profitable areas loss, air pollution, floods,
water contamination, are some of the consequences of forest fires. At the same
time these problems cause different diseases, famine, animals and vegetables ex-
tinction, etc. These facts attempt our standard of living.

Some forest fires occur by nature itself: long dry seasons, elevated temper-
atures, electric storms, could generate wildland fires. These type of fires can
help in the ecological balance: young plants take place where there were old
and perhaps unproductive trees. Nature keeps number of fires limited, but in
the last years this number was increased by human factors. More than 90% of
forest fires are provoked by human hand (accidents, carelessness and negligence)
[6]: 16000 hectares were burned in Gran Canaria last summer (2007) during 6
days of strong fires [11]. In Tenerife 15000 hectares were burned at the same
time [11]. More than 60 deaths were occurred during forest fire in Greek last
July [12].
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Whereas the number of wildfires had increased in the last years, human work
in this area had increased too: studies, strategies and tools to prevent forest fires
as well as to reduce the fire during a disaster were developed these last years.
Nowadays, several forest fires simulators exist for helping and improving this
work. Most of these simulators are based on Rothermel mathematical model [6].
This model describes fire behavior through mathematical equations.

Simulators are used to predict fire behavior, improving the accuracy of ac-
tions and reducing fire effects. Several of these simulators use a large number
of inputs for describing the environment where fire occurs. It is very difficult
to dispose of exact real-time values of these parameters. Several of them change
with time: air and fuel humidity change along the day (day-night cycle), weather
changes due to elevated temperatures provoked by fire, fires generate very strong
gust of winds, etc. Furthermore lots of these parameters have their own behavior
pattern and it can change very strongly within a wildland fire. This input data
uncertainty causes predictions that are far from the real fire propagation.

During a real hazard such as wildland fire both, the accuracy of the predic-
tion propagation and the prediction response time are crucial key points. For
this reason, we propose a fire propagation prediction system, which explores
multiple fire propagation scenarios obtained from combining different values of
the input parameters by dynamically adapting those scenarios according to ob-
served real fire evolution. These characteristics directly match to the Dynamic
Data Driven Application Systems (DDDAS) definition: DDDAS is a paradigm
whereby application/simulations and measurements become a symbiotic feedback
control system. DDDAS entails the ability to dynamically incorporate additional
data into an executing application, and in reverse, the ability of an application
to dynamically steer the measurement process [7].

An optimal framework for a reliable DDDAS for Wildland Fire Prediction must
consider, among others, the following issues: the ability to dynamically couple
models from different disciplines; real-time data assimilation strategies for being
further injected into the running system; steering strategies for automatic adjust-
ing either models or input data parameters and to have access to enough compu-
tational resources to be able to obtain the prediction results under strict real-time
deadlines. Some current work on this area could be found in [10,2].

Our currently work consists on the first step toward a DDDAS for Wildland
Fire Prediction where our main efforts are oriented to take advantage of the
computing power provided by High Performance Computing systems, on the
one hand, to propose computational data driven steering strategies to overcome
input data uncertainty and, on the other hand, to reduce the execution time of
the whole prediction process in order to be reliable during real-time crisis.

In particular, this work is focused on the first working line. A Dynamic Data
Driven Genetic Algorithm (GA) is used as steering strategy to automatic adjust
certain input data values taking into account the underlying propagation model
and the real fire behavior.

This work is organized as follow. Next section describes the proposed dyna-
mic data driven forest fire prediction methodology compared to the classical
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prediction scheme. Section 3 is focused to describe the Calibration stage of the
proposed prediction methodology. The experimental results are shown in section
4 and, finally, the main conclusions are reported in section 5.

2 Forest Fire Spread Prediction

Traditionally, forest fire spread prediction has been performed using a particular
forest fire simulator as a prediction tool. Forest fire simulators need to be fed
with several input data such as the initial fire line (what we call RFt0: Real Fire
at time t0), meteorological data, vegetation data, etc. The simulator uses this
input data to obtain the simulated fire line for a subsequent instant t1(we will
refer to as SFt1: Simulated Fire at time t1). This classical forest fire prediction
method is showed in Fig. 1 (a).

Fig. 1. (a) Classical Forest Fire Propagation Prediction method. (b) Two Stage Prop-
agation Prediction method.

As we can see in this figure, the only information required for the classical
prediction method consists of a unique set of values for the input parameters
needed by the simulator. Once this input data has been set up, the simulator
is executed providing, as part of its output data, the predicted fire line after a
certain period of time. Despite of its simplicity, this method has an important
drawback: simulation accuracy depends on the unique set of input values, and,
as we had mentioned, to dispose their real values is very difficult.

In order to overcome this drawback, we propose a wildfire propagation pre-
diction methodology based on a two stages prediction scheme: Calibration stage
and Prediction stage. The DDDAS bases are included in the Calibration stage
where taking advantage of the computer power provided by High Performance
Computing systems, a GA is used to explore a huge number of input parameters
combinations (called scenarios). For this stage being operative, it is necessary
to be able to assimilate data about the forest fire front at two consecutive time
instants (t0 and t1 in Fig. 1(b)).

Each one of the generated scenarios will be fed into the underlying wildland
fire simulator, as well as the forest fire front at time t0. The obtained propagation
results will be compared to the real fire propagation at time t1 and the results
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obtained from this comparison plus the observed real fire propagation at time
t1 will be used as feedback information at the Calibration stage.

By summarizing, we propose to use a Dynamic Data Driven GA as steering
strategy within the calibration stage whose internal operations will be dynam-
ically changed according to the data periodically assimilated from the real fire
behavior. As a result of this Dynamic Data Driven Calibration stage, we will
obtain a set of input data that minimizes the propagation prediction error from
t0 to t1. Assuming that the environmental characteristics will keep nearly con-
stant during a certain time (from t1 to t2), this set of input data will be used in
a classical prediction scheme to predict fire spread at t2 (see Fig. 1(b)). In the
following section Calibration stage will be described.

3 Calibration Stage

GAs are inspired in the evolutionary theory: a population of individuals (scenar-
ios) is evolved by allowing good individual features to survive through out gen-
erations. Therefore, the Calibration stage consists of an iterative process where,
at each iteration a new generation is obtained taking into account the goodness
of the involved scenarios (similarity degree between simulation and real maps).

Consequently, to be able to properly set up the whole Calibration stage we
need, on the one hand, to determine the data that must be assimilated from
the observed fire propagation for being posteriorly injected in the calibration
process. And, on the other hand, the particular implementation of the dynamic
data driven GA. The following sections will focus on these topics.

3.1 Fire Spread Model

Several studies have demonstrated that the parameters that most affect forest
fire propagation are wind speed, wind direction and slope characteristics. There
exist other factors that also influence forest fire spread such as fuel moisture,
fuel type and so on, however, it has been shown that the fire rate of spread is
less sensitive to these parameters [1]. Therefore, the proposed fire propagation
prediction methodology shown in Fig. 1(b) uses this principle to determine what
data to assimilate from the observed real fire behavior. According to this fact, we
applied reverse engineering to the underlying wildland fire simulator to analyt-
ically determine how wind speed, wind direction and slope interact to generate
fire propagation. In this work, we use the fire simulator fireLib [5].

Fig. 2 shows in a simplified way, how wind and slope are composed to obtain
the direction of the maximum propagation spread, being Φw the wind effect, Φs

the slope effect and α the difference between wind and slope directions (Fig. 2
(a)). Both vectors are composed to obtain a third vector, which represents the
maximum propagation ratio and its direction (max and β in Fig. 2 (b)). This
new vector has a component perpendicular to the slope equal to sin(α)∗φw, and
a component parallel to the slope equal to cos(α) ∗ φw + φs, and the angle β is
the angle between these two vectors.
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Fig. 2. (a) Wind and slope effect vectors. (b) Composition of spread vector.

Although the scheme shown in Fig. 2 models in a simplify way how firelib
proceeds to determine fire spread rate, we can conclude that identifying two of
the three vectors involved in the process, we have the key to obtain the third
one. Therefore, in the next section, we will discuss how from the analysis of the
observed fire behavior we assimilate the needed data to identify each one of these
three vectors. Finally, in a later section, we will discuss how this information is
injected in the steering strategy.

3.2 Data Assimilation

Taking into account slope and wind interactions and their role in fire behavior,
we need slope features and real fire progress to obtain the main wind characteris-
tics for performing steering method through Calibration stage. The information
related to the slope could easily being obtained from the topography terrain de-
scription. Real fire progress is obtained by the analysis of real fire front progress
(RFt1 in Fig. 1 (b)), where point (x, y) in Fig. 3 is calculated and it represents
the maximum rate of spread point in the map.

Applying ”reverse engineering” to the fire spread model commented in the
previous section, and using trigonometry, we can obtain the following equations:

x = Φs ∗ cos(δ) + Φw cos(α) y = Φs ∗ sin(δ) + Φw sin(α) (1)

Then, as x and y values are observed values, it is possible to isolate the wind
values from equation 1 as follows:

Φw =
x − Φw cos(δ)

cos(α)
α = arctan(

y − Φs sin(δ)
x − Φs cos(δ)

) (2)

Once wind factor (Φw) is obtained, the ”ideal” values for the wind speed and
wind direction for the observed x, y point could be deduced. This data will be
injected as feedback information inside the dynamic data driven GA to guide
the operations applied to a given generation.

It should be recalled that all figures and diagrams are simplified. We are
dealing with physics phenomena (fire, wind, slope), where each of them has its
own behavior and, in addition, there are physics interactions between them.
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Fig. 3. Available data: slope and point of maximum rate of spread (a) and, the obtained
wind vector (b)

3.3 Dynamic Data Driven Genetic Algorithm

The fireLib simulator has basically the following input parameters: terrain slope
(direction and inclination), wind speed and wind direction, moisture content of
the live fuel, moisture content of the dead fuel (at three different times), kind of
vegetation (one of the 13 defined through [3]).

Slope and vegetation type change very few in space and time so we assume
them as static parameters. Moreover, their values are easy to determine, so we
assume them as known and available for our use. Therefore, GA is going to work
with the remainder parameters: wind direction and wind speed, moisture con-
tent of live fuel and the three moisture content of dead fuel.

Basically, a GA uses three operations to obtain the consecutive generations:
selection, crossover and mutation. Selection operation selects good quality par-
ents (fitness function) to create children that will inherit parents good characteris-
tics (by crossover operation). In order to guarantee nature diversity of individual
characteristics, mutation phenomenon can occur for each children characteristic
(under a very slight probability). Selection can include elitism where the best j
individuals (j > 0) are included in the new generation directly. Last two opera-
tions intent to guarantee nature diversity of individual characteristics.

In the previous section we had exposed how wind values are obtained in order
to steer GA: we modify elitism and mutation operations forcing the assignment of
these wind values instead of random values. The main goal of this data changes
is to give a correct direction to the GA process, achieving the exploration of
promising zones of the whole search space. We try to minimize simulation er-
rors, avoiding the use of individuals with inaccuracy wind values.

In our application, after each simulation (using a particular individual), ideal
wind values are calculated and stored together with this individual. After ob-
taining all the simulations using a certain population, and genetic operations
take place (elitism or mutation), the obtained values are assigned to the wind
velocity and direction of each individual.
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4 Experimental Results

The experimentation main goal is to evaluate the benefit of applying a dynamic
data driven GA for fire spread prediction purposes. In particular, the assimilated
data will be injected into the mutation and elitism operations independently and
compared to applying the prediction methodology without considering any ex-
ternal data. For this purpose, two kind of burns have been used: two synthetic
fires (simulation results) and one real prescribe fire. Fig. 4 shows the fire front
evolution through time for the three experiments. In all cases, we use the best in-
dividual (with minimum error) of calibration stage to obtain the final prediction
(at prediction stage).

Fig. 4. (a) Experiment 1: synthetic fire case. (b) Experiment 2: synthetic fire case. (c)
Experiment 3: real fire case.

All cases had used as initial population a set of 50 individuals with random
values. Through GA, 5 iterations are performed (error reductions are insignif-
icant from 3rd or 4th iteration [8]). Experiment results are the average of 5
different initial populations (in order to achieve more descriptive results).

4.1 Experiment 1: Synthetic Case

Experiment 1 concerns with the map depicted in Fig. 4(a) (109 x 89 m2 and
cells of 1 m2). The terrain had 18o slope and vegetation was fuel model 7 [3].

Figs. 5 (a) and (b) show Calibration and Prediction stages results respectively.
In x axis different time intervals are shown and each vertical bar represents one
of the three different methods tested: classical GA (non guided), dynamic data
driven elitism operation and dynamic data driven mutation.

For both stages (Calibration and Prediction), we can observe that the error
has been significantly reduced when any of the two data driven methods have
been used. Furthermore, both strategies provide very similar results. Prediction
stage results shows errors slightly higher than in Calibration stage, however
this is an expected result because we are using the best individual obtained at
the Calibration stage to obtain the prediction for a later time interval at the
Prediction stage.
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Fig. 5. Experiment 1: (a) Calibration stage results, (b) Prediction stage results

4.2 Experiment 2: Synthetic Case

Another synthetic map was used to carry out the second test (concerning with
map illustrated in Fig. 4 (b): 33,22 x 27,12m2 size map and cells of 1 f2). In this
case, we consider 27o slope and vegetation is the same than the first burning
case.

The error values obtained for this experiment are shown in Fig. 6. This exper-
iment denotes a similar behavior as the first one. As it happens in the previous
experiment, applying any dynamic data driven strategy reduces the calibration
error as well as the prediction error.

4.3 Experiment 3: Real Case

The last experiment concerns with Fig. 4(c) (89 x 109m2 map size and cells
size were 1 m2). This burn has been extracted from a set of prescribe burns
performed in the frame of an European project called SPREAD. In particular,
these burns were done in Gestosa (Portugal) during 2004 [6].

Fig. 7(a) and 7(b) show the calibration and prediction stages results respec-
tively. The 2 first time terms in Calibration stage we can see that results were
similar through all methods, there weren’t significant differences between dif-
ferent configurations. But in the 3 last steps, different methods had varied in
a significant way. Each method had been adapted to fire features in a different
way. For Prediction stage, we can see that in general, all the errors are bigger
than observed errors in synthetic fires. Again, the behavior of different methods
were different for each slice of time.

We can see that errors from experiment 3 were larger if we compare them
with previous experiment errors. This characteristic may be explained consider-
ing real fire map features: instead of each step lasts the same amount of time
(2 minutes), fire propagation was different in each step. This changing fire be-
havior may be due to wind or slope or other nature characteristics influences,
because of their dynamic behavior. It is important to take into account that the
microsystem generated by fires may enlarge the changing characteristics of wind,
weather, etc.
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Fig. 6. Experiment 2: (a) Calibration stage results, (b) Prediction stage results

Fig. 7. Experiment 3: (a) Calibration stage results, (b) Prediction stage results

Instead of actual dynamic characteristics of nature, fireLib considers slope,
wind, fuel type invariant in time [5]. This is an important simulator limit, be-
cause it can’t adjust its fire advance in favor of actual dynamic behavior of its
inputs.

5 Conclusions

This work is focused to improve forest fire spread prediction by using a dynamic
data driven GA. For that purpose, certain internal operations of the GA are dy-
namically adapted according to the observed fire evolution and the underlying
fire spread model.

In this work we present three cases of study, two synthetic fires and one real
prescribe fire. The obtained results show that the inclusion of the principle of
the dynamic data driven systems in the calibration stage improves the quality
of the propagation predictions. In particular, we propose two alternative data
driven GAs and the results obtained in both cases reduce the prediction error
compared to not using any dynamic data driven strategy.
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However, we know that this method is strongly coupled to the underlying
simulator, therefore, we are currently working in generalize the main idea of
the proposed methodology to be completely independent on the underlying fire
forest simulator.
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Abstract. We are developing a wildland fire model based on semi-
empirical relations that estimate the rate of spread of a surface fire and
post-frontal heat release, coupled with WRF, the Weather Research and
Forecasting atmospheric model. A level set method identifies the fire
front. Data are assimilated using both amplitude and position corrections
using a morphing ensemble Kalman filter. We will use thermal images
of a fire for observations that will be compared to synthetic image based
on the model state.

Keywords: Dynamic data driven application systems, data assimila-
tion, wildland fire modeling, remote sensing, ensemble Kalman filter,
image registration, morphing, level set methods, Weather Research and
Forecasting model, WRF.

1 Introduction

We describe the current state of a new dynamic data-driven wildland fire simula-
tion based on real-time sensor monitoring. The model will be driven by real-time
data from airborne imagery and ground sensors. It will be run on remote super-
computers or clusters.

An earlier summary of this project is in [1], where we have used a regular-
ization approach in an ensemble Kalman filter (EnKF) for wildfires with a fire
model by reaction-diffusion-convection partial differential equations [2,3].

Level set methods were applied to empirical fire spread also in [4], without a
coupling with the atmosphere or data assimilation. The Morphing EnKF [5] is
related to data assimilation by alignment [6].

2 Coupled Fire-Atmosphere Model

The work reported in this section was done in [7], where more details can be found.
Our code implements in a simplified numerical framework the mathematical ideas
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in [8]. Instead of tracking the fire by a custom ad hoc tracer code, it is now repre-
sented using a level set method [9]. Also, the fire model is now coupled with WRF,
a community supported numerical weather prediction code. This adds capabili-
ties to the codes used in previous work such as the theoretical experiments of [8]
and the reanalysis of a real fire in [10]. We use features of WRF’s design to get a
natural parallelization of the fire treatment and its support for data assimilation.

Fig. 1. Coupled fire-atmosphere simulation. Fire propagates from two line ignitions
and one circle ignition, which are in the process of merging. The arrows are horizontal
wind at ground level. False color is fire heat flux. The fire front on the right has irregular
shape and is slowed down because of air being pulled up by the heat created by the
fire. This kind of fire behavior cannot be modeled by empirical spread models alone.

We use a semi-empirical fire propagation model to represent a fire spreading on
the surface [8,11] . Given the wind speed −→v , terrain height z, and fuel coefficients
R0, a, b, and d, determined from laboratory experiments, the model postulates
that the fireline evolves with the spread rate S in the normal direction to the
fireline −→n given by

S = R0 + a (−→v · −→n )b + d∇z · −→n . (1)
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We further limit the spread rate to satisfy 0 ≤ S ≤ Smax, where Smax depends
on the fuel. Based on laboratory experiments, the model further assumes that
after ignition the fuel amount decreases as an exponential function of time with
the characteristic time scale depending on the fuel type, e.g., rapid mass loss
in grass and slow mass loss in larger fuel particles (e.g., downed branches).
The model delivers the sensible and the latent heat fluxes (temperature and
water vapor) from the fire to the atmosphere. The heat fluxes are taken to be
proportional to the amount of fuel burned, again with the coefficients determined
from laboratory experiments.

We use a level set method for the fire propagation. The burning area at time
t is represented by the level set {(x, y) : ψ (x, y, t) < 0}, where ψ is called the
level set function. The fireline at time t is the level set {(x, y) : ψ (x, y, t) = 0}.
The level set function is initialized as the signed distance from the fireline.

The level set function satisfies the differential equation [9]

∂ψ

∂t
+ S ‖∇ψ‖ = 0 (2)

which is solved numerically by the Runge-Kutta method or order two,

ψn+1 = ψn + Δt [F (ψn) + F (ψn + ΔtF (ψn))] /2 (3)

with F (ψ) ≈ −S ‖∇ψ‖, using an approximation of ∇ψ from upwinded ap-
proximation of ∇ψ by Godunov’s method [9, p. 58]: each partial derivative is
approximated by the left difference if both the left and the central differences are
nonnegative, by the right difference if both the right and the central differences
are nonpositive, and taken as zero otherwise. It is advantageous that the propa-
gation speed S is defined by (1) with −→n = ∇ψ/ ‖∇ψ‖ on the whole domain, not
just on the fireline, so it can be used directly in the differential equation (2). We
use (3) for its better conservation properties, not its accuracy. The explicit Euler
method, the obvious first choice, systematically overestimates ψ and thus slows
down fire propagation or even stops it altogether while (3) behaves reasonably
well.

The fire model is two-way coupled with the atmospheric model, using the
horizontal wind velocity components to calculate the fire’s heat fluxes, which in
turn alter atmospheric conditions such as winds. WRF meshes can be refined
only horizontally; only the finest atmospheric mesh interfaces with the fire. In our
experiments to date, we have used time step 0.5s with the 60m finest atmospheric
mesh step and 6m fire mesh step, which satisfied the CFL stability conditions
in the fire and in the atmosphere.

Because WRF does not support flux boundary conditions, the heat flux from
the fire model cannot be applied directly as a boundary condition on the deriva-
tives of the corresponding physical field (e.g., air temperature or water vapor
contents). Instead, we insert the flux by modifying the temperature and water
vapor concentration over a depth of many cells with exponential decay away
from the boundary.
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Fig. 2. Parallel implementation of one assimilation cycle. Each ensemble is advanced in
time. Using a subset of processors, the observation function is evaluated independently
for each ensemble member. The morphing EnKF runs on all processors and adjusts
the member states by comparing the synthetic data with real data and balances the
uncertainty in the data (given as an error bound) with the uncertainty in the simulation
(computed from the spread of the whole ensemble). Currently, the ensemble of model
states are kept in disk files. The observation function uses the disk files and delivers
synthetic data back to disk files. The EnKF uses the synthetic and real data and
modifies the files with the ensemble states. The model, observation function, and EnKF
are separate executables.

3 Data Assimilation

Our coding design is based on Fig. 2. Data assimilation is done using an EnKF
[12]. We can use data from airborne/space images and land-based sensors, though
work remains on making all the data available when needed. In the rest of this
section we describe how to treat various kinds of data, how synthetic image data
for the fire can be obtained from the system state, and how the model states are
adjusted by in response to the data.

Our efforts so far have been to get data from a variety of sources (e.g.,
weather stations, aerial images, etc.) and to compare it [13] to data from the
fire-atmosphere code [8]. The observation function routines receives a state vec-
tor that is modified and returned. The state is transferred using disk files, which
is slow and must be replaced with a faster mechanism. Individual subvectors
corresponding to the most common variables are extracted or replaced in the
files. A software layer hides both the fire code and the data transfer method so
that the code is not dependent on any particular fire-atmosphere code.

Consider an example of a weather station that reports the location, time, tem-
perature, wind velocity, and humidity. The atmosphere code has multiple nested
grids. For a given grid, we have to determine in which cell the weather station is
located, which is done using linear interpolation of the location. The data is is



50 J.D. Beezley et al.

determined at relevant grid points using biquadratic interpolation. We compare
the computed results with the weather station data and then determine if a
fireline is in the cell (or neighboring ones) with the weather station temperature
to see if there really is a fire in the cell. In the future, this will be replaced by
synthetic data created from the model state, as in Fig. 2.

The model state can be used to produce an image like one from an infrared
camera, which can be compared to the actual data in the data assimilation.
This process is known as synthetic scene generation [14] and depends on the
propagation model, parameters such as velocity of the fire movement, as well as
its output (the heat flux), and the input (the wind speed). We estimate the 3D
flame structure using the parameters from the model, which provides an effective
geometry for simulating radiance from the fire scene.

Given the 3D flame structure, we assume we can adequately estimate the
infrared scene radiance by including three aspects of radiated energy. These are
radiation from the hot ground under the fire front and the cooling of the ground
after the fire front passes, which accounts for the heating and cooling of the 2D
surface, the direct radiation to the sensor from the 3D flame, which accounts
for the intense radiation from the flame itself, and the radiation from the 3D
flame that is reflected from the nearby ground. This reflected radiation is most
important in the near and mid-wave infrared spectrum. Reflected long-wave
radiation is much less important because of the high emissivity (low reflectivity)
of burn scar in the long-wave infrared portion of the spectrum [15].

A double exponential is used to estimate the 2D fire front and cooling. We use
time constants of 75 seconds and 250 seconds and the peak temperature at the
fire front is constrained to be 1075K. The position of the fire front is determined
from the propagation model described in the previous section. The 3D flame
structure is estimated by using the heat release rate and experimental estimates
of flame width and length and the flame is tilted based on wind speed. This 3D
structure is represented by a 3D grid of voxels.

We use the ray tracing code Digital Imaging and Remote Sensing Image
Generation Model (DIRSIG), which is a first principles based synthetic image

(a) (b) (c)

Fig. 3. Synthetic infrared nighttime radiance scenes of a simulated grassfire. The scenes
are rendered as they would be viewed by a multiwavelength camera system on an
aircraft flying 3000 m above ground. (a) Shortwave infrared (0.9-1.8 μm). (b) Midwave
infrared (3.0-5.0 μm). (c) Longwave infrared (8.0-11.0 μm). Reproduced from [14].
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generation model developed by the Digital Imaging and Remote Sensing Labo-
ratory at RIT [16,17]. The 2D ground temperatures and the 3D voxels represent-
ing the flame are inputs to DIRSIG, which determines the radiance from those
sources as they would be viewed by an airborne remote sensing system. The
model can produce multi- or hyper-spectral imagery from the visible through
the thermal infrared region of the electromagnetic spectrum. The radiance cal-
culation includes radiance reflected from the ground and the effects of the atmo-
sphere. We validated the resulting synthetic radiance image (Fig. 3) by calcu-
lating the fire radiated energy and comparing those results to published values
derived from satellite remote sensing data of wildland fires [18]. We are contin-
uing to work on synthetic image generation with the goal of replacing the com-
putationally intensive and accurate ray tracing method with a simpler method
of calculating the fire radiance based upon the radiance estimations that are
inherent in the fire propagation model.

The rest of this section follows [7] and describes a morphing EnKF. The model
state consists of the level set function ψ and the ignition time ti. Both are given
as arrays of values associated with grid nodes. Unlike the tracers in [8], our grid
arrays can be modified by data assimilation methods with ease. Data assimilation
[19] maintains an approximation of the probability distribution of the state.
In each analysis cycle, the probability distribution of the state is advanced in
time and then updated from the data likelihood using Bayes theorem. EnKF
represents the probability distribution of the state by an ensemble of states and
it uses the model only as a black box without any additional coding required.
After advancing the ensemble in time, the EnKF replaces the ensemble by its
linear combinations with the coefficients obtained by solving a least squares
problem to balance the change in the state and the difference from the data.

However, the EnKF applied directly to the model fields does not work well
when the data indicates that a fire is in a different location than what is in the
state. This is due to the combination of such data having infinitesimally small
likelihood and the span of the ensemble does actually contain a state consistent
with the data. Therefore, we adjust the simulation state by changing the position
of the fire, rather than just an additive correction alone, using the techniques
of registration and morphing from image processing. Essentially, we replace the
linear combinations of states in the EnKF by intermediate states obtained by
morphing, which leads to the morphing EnKF method [5].

Given two functions u0 and u representing the same physical field (e.g., the
temperature or the level set function) from two states of the coupled model,
registration can be described as finding a mapping T of the spatial domain so
that u ≈ u0 ◦ (I + T ), where ◦ denotes the composition of mappings and I is the
identity mapping. The field u and the mapping T are given by their values on a
grid. To find the registration mapping T automatically, we solve approximately
an optimization problem of the form

‖u − u0 ◦ (I + T )‖ + ‖T ‖ + ‖∇T ‖ → min .
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(a) (b)

(c) (d)

Fig. 4. The morphing EnKF applied to the fireline propagation model coupled with
WRF. False color and contour on the horizontal plane is the fire heat flux. The volume
shading is the vorticity of the atmosphere. The reference solution (a) is the simulated
data. The initial ensemble was created by a random perturbation of the comparison
solution (b) with the fire ignited at an intentionally incorrect location. The standard
ENKF (c) and the morphing EnKF (d) were applied after 15 minutes. The ensembles
have 25 members each with the heat fluxes shown superimposed. The standard EnKF
ensembles diverges from the data while the morphing EnKF ensemble keeps closer to
the data. Reproduced from [7].

We then construct intermediate functions uλ between u0 and u1 using [5]. For
r = u ◦ (I + T )−1 − u0, we have

uλ = (u + λr) ◦ (I + λT ) , 0 ≤ λ ≤ 1. (4)

The morphing EnKF works by transforming the ensemble member into extended
states of the form [r, T ], which are input into the EnKF. The result is then
converted back using (4). Fig. 4 contains an illustrative result.
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Abstract. Time based observations are the linchpin of improving pre-
dictions in any dynamic data driven application systems. Our predictions
are based on solutions to differential equation models with unknown ini-
tial conditions and source terms. In this paper we want to simulate a
waste spill by a water body, such as near an aquifer or in a river or bay.
We employ sensors that can determine the contaminant spill location,
where it is at a given time, and where it will go. We estimate initial
conditions and source terms using better and new techniques, which im-
proves predictions for a variety of data-driven models.

1 Introduction

In this paper, our goal is to predict contaminant transport, where the contamina-
tion is, where the contaminant is going to go, and to monitor the environmental
impact of the spill for contaminants in near coastal areas. Sensors measure the
contaminant concentration at certain locations. Here, we discuss the quality of
the predictions when the initial conditions and the source terms are updated as
data is injected.

From a modeling viewpoint, one of the objectives in dynamic data driven ap-
plication systems (DDDAS) is to improve the predictions as new data is obtained
[1]. Data represents the information at different length scales and the precision
can vary enormously. Numerous issues are involved in DDDAS, many of which
are described in [2,3,4,5,6].

We investigate contaminant transport driven by convection and diffusion.
When new sensor based data is obtained, the initial conditions and source terms
are updated. The initial conditions are constructed in a finite dimensional space.
Measurements often contain errors and uncertainties. We have studied elsewhere
approaches where these uncertainties can be taken into account.

The first set of measurements allows recovery of an approximation to the initial
conditions. An objective function is used to update initial data in the simulation.
The mesh of sensor locations is quite coarse in comparison to the solution’s mesh,
leading to an ill-posed problem. Prior information about the initial data lets us
regularize the problem and then update the initial conditions. We use a penalty
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method whose constants depend on time and can be associated with the relative
errors in the sensor measurements.

We also update the source terms, which is quite important when there is still a
source of the contamination present in the ongoing measurements. We construct
an objective functional that lets us perform an update on the source term in a
finite dimensional space.

A number of numerical examples are presented that show that the update
process is quite important. Using the correct choice of penalty terms demonstra-
tively improves the predictions.

2 Contaminant Concentration Model

Let C be the concentration of a contaminant and assume that the velocity v,
obtained from shallow water equations, is known. We assume that the sensors
measure the concentration at some known locations. Note that the velocity field
and the diffusion coefficients are unknown and need to be estimated in the most
general case.

Contaminant transport is modeled using the convection-diffusion equation,

∂C

∂t
+ v · ∇C − ∇ · (D∇C) = S(x, t) in Ω.

Given measured data, we estimate the initial condition C(x, 0) = C0(x) and the
source term S(x, t).

3 Reconstructing Initial Conditions

We begin by obtaining initial data based on sensor readings and forward sim-
ulations assuming both a rectangular subdomain Ωc ⊂ Ω and that our initial
condition is in a finite dimensional function space whose support is contained
in Ωc. This finite dimensional space on Ωc is equipped with a set of linearly
independent functions {C̃0

i (x)}Nc

i=1. For some α = (α1, α2, · · · , αNc) our initial
condition in this space is then represented by

C̃0(x) =
Nc∑

i=1

αiC̃
0
i (x).

We can assume that C̃i(x, t) is the solution of our equation using the initial
condition C̃0

i (x) leading to a solution of the form,

C̃(x, t) =
Nc∑

i=1

αiC̃i(x, t).

Running the forward simulation code for each initial condition C̃0
i (x) lets us

find C̃i(x, t). Let Nc be the number of initial conditions, Ns the number of output
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concentration locations, and Nt the number of time steps where concentrations

are sampled. We save values
{

C̃i(xj , tk)
}Nc,Ns,Nt

i=1,j=1,k=1
. The problem is underdeter-

mined for a single set of sensor measurments since Ns < Nc normally. However,
NsNt >> Nc since data from these sensor locations are collected many times.
By using all of the given sensor values at each of the recorded times, we attempt
to solve the least squares system to recover the initial conditions and improve
the overall predictions made by the model.

If we devise a method so that just a simple least squares problem is solved
for each new set of sensor data, then we can solve a much smaller least sqaures
problem than in the case when all of the given data is used at once. Further,
should not enough data be incorporated at once, solving smaller problems is
faster than solving the entire problem over again. We want a model that is
improved using smaller quantities of data at any given time.

Once we have collected the data from our forward simulations, the αi need
to be calculated. We want to find the best α such that C̃(x, t) ≈ C(x, t), so we
minimize the difference between our simulated concentration and the values at
the sensors. Assume there are Ns < Nc sensors in Ω, which leads to minimizing
the following objective function:

F (α) =
Ns∑

j=1

(
Nc∑

i=1

αiC̃i (xj , t) − γj(t)

)2

+
Nc∑

i=1

κi (αi − βi)
2
,

where κ are penalty coefficients for an a priori vector β, which will be updated
during the simulation to achieve higher accuracy. The minimization of this func-
tion gives rise to the linear system Aα = R, where for m, n = 1, · · · , Nc, and

Amn =
∑Ns

j=1 C̃m (xj , t) C̃n (xj , t) + δmnκm, and

Rm =
∑Ns

j=1 C̃m (xj , t) γj(t) + κmβm.

This linear system is clearly symmetric, positive definite and is solved using a
direct inversion since it is such a small matrix.

Since we have C̃i (xj , t) at given time steps {tk}Nt

k=1 we first solve the linear
system Aα1 = R, where A and R are evaluated at time t1 and α1 refers to the
values of αi at t1. Initially, we begin with a given value of β whose value can be
adapted, though generally we initially choose β = 0. Once α1 is determined, β
is replaqced with α1 and we solve the linear system again to determine α2. We
continue this process until we get αNt , which is the most accurate reconstruction
of the initial data.

4 Reconstructing the Source Term

Consider the situation when the source term S is given for a particular fixed
time interval at a particular location. Assume there is no initial concentration
and all of the concentration in the domain comes from the source term so that
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C(x, 0) = 0 on the whole domain. Now consider a subdomain ΩC where the
source term is defined. Now assume that our region Ω is discretized with N
grid points and that the subdomain ΩC is discretized with NC grid points. On
ΩC assume that there are basis functions {δk}NC

k=1 which are nonzero on the kth

part of the subdomain and zero otherwise. Assume that S ≈ S̃ =
NC∑

k=1

αk δk (x, t)

where S = S̃ = δk (x, t) = 0 for some t > t̂, i.e., the basis functions are nonzero
for the same time interval as S and the source is zero after an initial time period.
This is the case when there is an immediate spill that takes a short period of
time for all of the contaminant to leak into the water. Using this S̃, our equation
becomes

∂C̃

∂t
− L

(
C̃

)
= S̃ =

NC∑

k=1

αk δk (x, t)

since S̃ is a linear combination of δk. We solve

∂ψk

∂t
− L (ψk) = δk (x, t)

for ψk and each k. We denote the solution to this equation as {ψk (x, t)}Nc

k=1 for
each k. Under these assumptions, the solution to

∂C (x, t)
∂t

− L (C (x, t)) = S (x, t) , C (x, 0) = 0 x ∈ Ω

is approximated by

C (x, t) ≈ C̃ (x, t) =
NC∑

k=1

αk ψk (x, t) .

Once again, assume that there are Ns < Nc sensors spread within the domain.
Choose a source term S̃ and run the forward problem for this particular source
while recording the values of the concentration at each sensor location. These
values are given by {γj (t)}Ns

j=1. Once this equation has have solved for each of
the source terms, αk can be reconstructed by solving

F (α) =
Ns∑

j=1

(
Nc∑

k=1

αkψk (x, t) − γk (t)

)2

+
Nc∑

k=1

κk (αk − βk)2 ,

where κ are penalty coefficients for an a vector β. Minimize this function and
solve the corresponding linear system. Note that this is the same exact mini-
mization that was needed for the initial condition recovery problem.

4.1 Solving the Source Term and Initial Condition Problem

We split the solution into two parts in order to predict contaminant transport
in the presence of unknown initial conditions and source terms. The first part is
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due to unknown initial condition and the second one is due to unknown source
terms.

We briefly repeat the situation when the source term S is zero, where we
assumed there is an initial concentration and solved

∂C

∂t
− L (C) = 0, C (x, 0) = C0 (x) .

Consider a discretized subdomain ΩC where the initial condition is nonzero and
assume there is a linearly independent set of functions defined by {ϕi}ND

i=1 on the

subdomain given by C0 (x) ≈ C̃0 (x) =
ND∑

i=1

λiϕ
0
i (x). Now solve

∂ϕi

∂t
− L (ϕi) = 0, ϕi (x, 0) = ϕ0

i (x)

for each i. The solution to this equation for each i is given by ϕi (x, t). We

approximate the solution of
∂C

∂t
− L (C) = 0, C (x, 0) = C0 (x) by C̃ (x, t) =

ND∑

i=1

λiϕi (x, t).

For the second step, we solve the problem for ψ and each k with an unknown
source term,

∂ψ

∂t
− L (ψ) = δk (x) , ψ (x, 0) = 0

and denote the solution for eazch k as {ψk (x, t)}Nc

k=1. Hence, the solution to our
original problem with both the source term and initial condition is given by

C̃ (x, t) =
ND∑

i=1

λiϕi (x, t) +
Nc∑

k=1

αkψk (x, t) .

We need to verify that this is really the solution. Compute

L
(
C̃

)
=

ND∑

i=1

λiL (ϕi (x, t)) +
Nc∑

k=1

∂

∂t
αkL (ψk (x, t)) and

∂

∂t
C̃ (x, t) =

ND∑

i=1

λi
∂

∂t
ϕi (x, t) +

Nc∑

k=1

∂

∂t
αkψk (x, t) .

So

∂C̃

∂t
− L

(
C̃

)
=

ND∑

i=1

λi

[
∂

∂t
ϕi (x, t) − L (ϕi (x, t))

]
+

Nc∑

k=1

∂

∂t
αk [ψk (x, t) − L (ψk (x, t))]

=
Nc∑

k=1

∂

∂t
αk [ψk (x, t) − L (ψk (x, t))] =

Nc∑

k=1

αkδk (x) .
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Similarly, C̃ (x, 0) =
∑ND

i=1 λiϕi (x, 0) = C̃0 (x). Hence, we have verified that

C̃ (x, t) =
ND∑

i=1

λiϕi (x, t) +
Nc∑

k=1

αkψk (x, t)

really solves our original equation with both an initial condition and source term.

4.2 Reconstruction of Initial Condition and Source Term

After running the forward simulation for each initial basis function and source
basis function, we minimize

F (α, λ) =
Ns∑

j=1

⎡

⎣
(

Nc∑

k=1

αkψk (xj , t) +
ND∑

k=1

λkϕk (xj , t) − γj (t)

)2⎤

⎦+

Nc∑

k=1

κ̃k

(
αk − β̃k

)2
+

ND∑

k=1

κ̂k

(
λk − β̂k

)2
.

(1)

For N = Nc + Nd, μ = [α1, · · · , αNc , λ1, · · · , λND ], η(x, t) = [ψ1, · · · , ψNc ,

ϕ1, · · · , ϕND ], β =
[
β̃1, · · · , β̃Nc , β̂1, · · · , β̂ND

]
, κ = [κ̃1, · · · , κ̃Nc , κ̂1, · · · , κ̂ND ],

we minimize

F (μ) =
Ns∑

j=1

⎡

⎣
(

N∑

k=1

μkηk (xj , t) − γj (t)

)2
⎤

⎦ +
N∑

k=1

κk (μk − βk)2 . (2)

This is the same minimization that we had previously, which leads to solving a
least squares problem of the form Aμ = R, where

Amn =
N∑

j=1

ηm (xj , t) ηn (xj , t) + δmnκm and Rm =
N∑

j=1

ηm (xj , t) γj (t) + κmβm.

Sensor values are recorded only at discrete time steps t = {tj}Nt

j=1. μ is first
estimated using the sensor values at t = t1. Then each successive set of sensor
values is used to improve the estimate of μ.

5 Numerical Results

We have performed extensive numerical studies for initial condition and source
term estimation [7]. The numerical results convincingly demonstrate that the
predictions can be improved by updating initial conditions and source terms.

Each problem has commonality:
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– An initial condition is defined on a domain of [0, 1] × [0, 1].
– Sensor data is recorded at given sensor locations and times and is used to

reconstruct the initial condition.
– Biquadratic finite elements are used in both the forward simulation and the

reconstruction.
– For our initial condition expansion

Cn (x) =
N∑

i=1

cn
i ϕi (x).

We assume ϕi are either piecewise constants or bilinears defined on a given
subdomain with its own grid (i.e., there are two different grids): a large (fine)
grid where the forward simulation is run and a small (coarse) grid defined
only on a given subdomain where we are attempting a reconstruction.

– All velocities are [2, 2] on each cell. Thus our flow is from the lower left corner
to the upper right corner of the 2D grid for each problem.

– We sample sensor data every 0.05 seconds for 1.0 seconds at the following
five locations: (.5, .5), (.25, .25), (.25, .75), (.75, .25), and (.75, .75).

5.1 Reconstruction Using Piecewise Constants

We attempt to reconstruct a constant initial condition with support on [0, .2] ×
[0, .2]. We choose an underlying grid defined only on a subregion where we define
the basis functions used in the reconstruction.

First, let this grid be exactly where there is support for the function. For
example, if we have a 2×2 grid, then we define 4 piecewise constants on [0, .2]×
[0, .2]. Hence, support would be on the following four subdomains: [0, .1]× [0, .1],
[.1, .2]× [0, .1], [0, .1]× [.1, .2], and [.1, .2]× [.1, .2]. The region is divided similarly
for different sized grids.

Second, let the subdomain be larger than the support of the initial condition,
e.g., choose [0, .4] × [0, .4] as the subdomain. Hence, the “effective” area of the
basis functions is reduced by a factor of 4 each.

Choose a 2 × 2 subgrid for the basis functions on [0, .2] × [0, .2] so that there
are only 4 basis functions in the reconstruction. As can be seen in Fig. 1, the
reconstructed initial condition are quite good: the initial condition reconstruction
only needed two sets of sensor measurements.

Using the same strategy for dividing the domain up into a small number of
equal parts we find slightly worse results for larger grids. This seems natural
considering that we are using the same amount of information, but we are at-
tempting to reconstruct more functions. Clearly there should be larger errors as
the number of functions is increased unless we add more sensor data. Experi-
ments show that this type of folklore is true.

Consider a case with 9 sensor locations instead of 5: (.25, .25), (.25, .5),
(.25, .75), (.5, .25), (.5, .5), (.5, .75), (.75, .25), (.75, .5), and (.75, .75). We use
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Fig. 1. Five sensors case

bilinears with a 2 × 2 grid so that there are 16 basis functions instead of 4.
The accuracy is far higher than when we used the same parameters with only 5
sensors, as can be seen in Fig. 2.

Consider a case with just 2 sensor locations instead of 5: (.5, .5) and (.25, .5).
The accuracy is far lower than when we used the same parameters with only 5
sensors, as can be seen in Fig. 3.
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Fig. 2. Nine sensors case

Fig. 3. Two sensors case

For future work, we need to test the proposed methods for numerous other
initial conditions and source terms update conditions.
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Abstract. The workshop Bioinformatics’ Challenges to Computer Sci-
ence covers the topics of data management and integration, modelling
and simulation of biological systems and data visualization and image
processing. This short paper describes the requirements Bioinformatics
has towards computer science, summarizes the papers accepted for the
workshop and gives a brief outlook on future developments.

Keywords: Bioinformatics, Data Management and Integration, Mod-
elling and Simulation of Biological Systems, Data Visualization.

1 Bioinformatics - An Overview

Bioinformatics[1], a link between biology and computer science, involves the de-
sign and development of advanced algorithms and computational platforms to
solve problems in biology and medicine. It also deals with methods for acquir-
ing, storing, retrieving, analyzing, and integrating biological data obtained by
experiments, or by querying databases.

Bioinformatics is providing the foundation for fast and reliable analysis of bi-
ological and medical data. Genomics, transcriptomics, proteomics, epidemiolog-
ical, clinical and text mining applications have made essential progress through
using bioinformatics tools. Although standard tools are widely offered through
the Web, they are no longer sufficient to cope with the increasing demands of
the complex analysis and simulation tasks of today’s emerging fields of biotech-
nology research. Moreover, emerging life sciences applications need to use in a
coordinated way bioinformatics tools, biological data banks, and patient’s clini-
cal data, which require seamless integration, privacy preservation and controlled
sharing[2,3,4]. Therefore, new challenges to computer science arise from the sheer
problem scale, the huge amounts of data to be integrated and the computing
power necessary to analyze large data sets or to simulate complex biological
systems.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 67–69, 2008.
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2 Goals

The aim of the workshop was to bring together scientists from computer and
life sciences to discuss future directions of bioinformatics algorithms, applica-
tions, and data management. The discussion evolves from the basic building
blocks for Bioinformatics applications which are: data sources (e.g. experimental
datasets, local and public biological databases); software tools providing special-
ized services (e.g. searching of protein sequences in protein databases, sequence
alignment, biophysical simulations, data classification, etc.); and high level de-
scription of the goals and requirements of applications and results produced in
past executions. From a computational point of view, bioinformatics applica-
tions bring a wide range of challenges and a huge demand for computing power.
The challenging issues involve the large number of involved datasets, the size of
the datasets, the complexity inherent in the data analysis and simulations, the
heterogeneous nature of the data, and the need for a secure infrastructure for
processing private data. From another perspective, emerging high performance
computer architectures may offer huge computational resources in the trade of
specific development of new algorithms for bioinformatics. These are the cases
of Grid and Web services, as well as of multicore architectures that demand
bioinformatics algorithms to be specifically tailored to these new computational
frameworks.

3 Workshop Summary

The papers in the present workshop address a number of the requirements and
challenges mentioned above, with special emphasis on data management and
integration, modelling and simulation, and data visualization and image pro-
cessing. A first group of papers discusses data management and integration is-
sues in genomics and proteomics as well as in biomedical applications, including
management of provenance data. In particular, Swain et al. present a data ware-
house and repository for results from protein folding and unfolding simulations
together with optimization strategies for the data warehouse that exploit grid
tools. The ViroLab virtual laboratory is a common framework discussed by the
papers of Balis et al. and Assel et al.. The first one uses ViroLab to investigate
a data provenance model, whereas the second one discusses data integration
and security issues for medical data. Mackiewicz et al. deal with the analysis of
genetic code data and the minimization of prediction errors.

A second group of papers discusses modelling and simulation in systems biol-
ogy and biosciences. In particular, Cui et al. demonstrate a computational model
for calcium signalling networks. Cardiac modelling for understanding Chagas’
Disease is the focus of Mendoça Costa et al. whereas Vega et al. present an
adaptive algorithm for identifying transcription factor binding regions. The use
of DNA microarray expression data for gene selection is exploited by Maciejew-
ski to optimize feature selection for class prediction. Cannataro et al. discuss
a meta tool for the prediction of possible protein combinations in protein to
protein interaction networks.
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The third group of papers discusses visualization of genomics data and
biomedical images, as well as metadata extraction for e-learning purposes. In
particular, Jakubowska et al. present a new technique for improving the visual
representation of data in genomic browsers. Miranda Teixeira et al. discuss meth-
ods for automatic segmentation of cardiac Magnetic Resonance Images and Bu�lat
et al. deal with algorithms for computer navigation systems assisting broncho-
scope positioning. Kononowicz and Wísniowski exploit the MPEG-7 meta data
standard for medical multimedia objects to support e-learning.

The results and current research trends presented in the papers reassure the
importance of especially data and meta data management and of computational
modelling. In addition, the workshop includes discussion slots on topics not
covered by the accepted papers, like bioinformatics middleware for future appli-
cations, full semantic integration of biological data banks, and utilization of new
visualization techniques.

4 Conclusions and Outlook

Data integration and data management are under research for years but the
complexity associated to biological processes and structures demand further in-
vestigations and the development of new methods and tools for bioinformatics.
The simulation of complex biological phenomena becomes more feasible as the
amount of information provided by new experimental techniques and the com-
puting power rapidly increases. On the other hand, the development and use of
complex computational models demand new implementations that better exploit
the new computer architectures. Research on distributed and Grid computing
for bioinformatics applications as well as related workflow modeling will enable
emerging life sciences applications to use in a coordinated way bioinformatics
tools, biological data banks, and patient’s clinical data, that requires seamless
integration, privacy preservation and controlled sharing.
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nizers of ICCS for promoting this workshop.
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Abstract. The P-found protein folding and unfolding simulation repos-
itory is designed to allow scientists to perform analyses across large,
distributed simulation data sets. There are two storage components in
P-found: a primary repository of simulation data and a data warehouse.
Here we demonstrate how grid technologies can support multiple, dis-
tributed P-found installations. In particular we look at two aspects, first
how grid data management technologies can be used to access the dis-
tributed data warehouses; and secondly, how the grid can be used to
transfer analysis programs to the primary repositories – this is an im-
portant and challenging aspect of P-found because the data volumes
involved are too large to be centralised. The grid technologies we are
developing with the P-found system will allow new large data sets of
protein folding simulations to be accessed and analysed in novel ways,
with significant potential for enabling new scientific discoveries.

1 Introduction

Protein folding is one of the unsolved paradigms of molecular biology, the un-
derstanding of which would provide essential insight into areas as diverse as the
therapeutics of neurogenerative diseases or bio-catalysis in organic solvents. Pro-
tein folding simulations are time-consuming, data intensive and require access
to supercomputing facilities. Once completed, few simulations are made publicly
available – this hinders scientists from accessing data reported in publications,
performing detailed comparisons, and developing new analytical approaches. A
platform to allow access to protein folding and unfolding simulations, and to
support data mining functionalities would clearly benefit the field.

The P-found project [1] aims to create a distributed public repository for stor-
ing molecular dynamics simulations, particularly those concerned with protein
folding and unfolding. It aims to provide the tools needed to support the com-
parison and analysis of the simulations and thus enable new scientific knowledge
to be discovered and shared.
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P-found is designed to be a distributed system. This is because protein folding
and unfolding simulations require large volumes of storage space: a simulation
can easily comprise 1 to 10 Gigabytes of data, with simulation archives consisting
of Terabytes. In addition, the groups who created the simulations have often
already carefully stored and archived them. Ideally a distributed system would
allow scientists to share their data, without undue interference in their existing
practices, and without causing them to lose control over their own data.

There are two data storage components to the P-found system: a primary data
store or file repository for the unaltered protein folding and unfolding simulations;
and a secondary data store or data warehouse containing, for instance, information
about how the simulations were created and derived physical properties of the
simulations that are typically used in scientific analysis [1]. The secondary data
is approximately 10 to 100 times smaller in volume than the primary data and
consists of local and global molecular properties that summarise the simulations.

Grid technology is appropriate for P-found mainly because the user groups
involved are based in independent organisations, each with their own IT infras-
tructures and security policies. Grid technology provides a set of tools whereby
these user groups can come together in a virtual organisation, with security
components that enable both data and compute servers to be shared across
the independent administrative domains [2]. Data grids have been reviewed by
Finkelstein et al. (2004) [3] and the efficiency of their design has been discussed
by Laure et al. (2005) [4].

In this paper we consider the use of grid and distributed computing technolo-
gies to manage all aspects of data storage and analysis in the P-found system.
Many of the results we present here have been adapted from tools and services
developed by the DataMiningGrid project [5], [6]. However, P-found is an on-
going project, independent from the DataMiningGrid, and this is the first time
that grid solutions for P-found have been presented in detail.

P-found is designed so that the data warehouse facilitates most comparative
analyses and data mining operations, with the result that access to the primary
data store can be avoided except for particularly novel or complex queries. We
assume that every location with a primary data store has an associated data
warehouse. However, in practice it is likely that while there will be many primary
stores, there may be only a few, centralised data warehouses. This is due to the
smaller data volume stored in the data warehouse and the greater administrative
effort involved with maintaining such a facility. It is essential that the P-found
system supports direct access to the primary data as novel analyses of this data
may lead to important scientific discoveries. Therefore, we are investigating the
use of grid technologies to solve two aspects of the P-found system:

1. Distributed data management: functionality to federate a number of dis-
tributed data warehouses so that they may be accessed and managed as
if they were a single resource.

2. Distributed analysis: functionality for shipping or transferring analysis pro-
grams to the distributed primary data stores so that analysis takes place at
the data store and thus by-passes the need to transfer large data volumes.
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This paper is structured as follows: we briefly describe the DataMiningGrid,
and then give more detailed descriptions of how its associated technology can
be used to provide solutions to the distributed data management and analysis
aspects of P-found. We then discuss the security implications involved with al-
lowing scientists to distribute and execute potentially any kind of program over
the P-found infrastructure. Before concluding the paper we outline our on-going
and future development plans.

2 Grid Solutions for P-Found

The DataMiningGrid project took P-found’s technical requirements into its
design, and initial solutions for the problems associated with P-found were de-
veloped by the DataMiningGrid. The DataMiningGrid is described in detail else-
where [5]. In summary, the DataMiningGrid was built using the Globus Toolkit
[2], which contains various data management tools, including GridFTP for file
transfers and OGSA-DAI version WSRF-2.2 [7], which was used to provide data
management functionality for databases. A test-bed was created, based at three
sites in the UK, Slovenia and Germany and at each site Globus components were
used to interface with local Condor clusters. Condor is an opportunistic, high
throughput computing system that uses cycle-stealing mechanisms to create a
cluster out of idle computing resources [8].

The P-found system used with the DataMiningGrid is a prototype, and con-
sists of just one installation [1]. This prototype consists of both the file repository
and the data warehouse, which is implemented using the Oracle 10g database
system. With just one installation it was not possible to fully demonstrate the
distributed aspects. However, general grid data management solutions were de-
veloped and tested with other distributed database applications in the DataMin-
ingGrid and these are fully applicable to the P-found system. More technical
details of components comprising the P-found system are given in Sec. 2.2.

2.1 Data Mining Distributed Data Warehouses

Here we show how OGSA-DAI can be used to federate P-found data warehouses
and calculate a summary of the data sets accessed. This summary is then used
by different data preprocessing operations, resulting in formatted data sets that
are ready for processing with data mining algorithms.

Figure 1 shows how the data summary was developed with the OGSA-DAI
APIs. The process begins when the user selects a data service and defines an
SQL query to be executed against one of the service’s data resources. Then:

1. The client sends the query to the data service and after execution the meta-
data associated with the query is retrieved.

2. The meta-data returned by the query is processed by the client, which then
sends a request to the data service to create a temporary database table
according to the meta-data values.
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Fig. 1. A P-found application using the OGSA-DAI client API and OGSA-DAI services
to calculate a data summary

3. The client retrieves the query data from the data service and loads them
into the temporary table.

4. Now it is possible to calculate statistical values of this data set, with the
particular values to be calculated depending on the application. Typically,
for numeric data the average, standard deviation, maximum, minimum and
variance are calculated, while for character data this involves finding all the
distinct values in the column. The client performs this by issuing a series of
requests, consisting of SQL queries, to summarize the values in each column.
The resulting data set summary is stored at the client for use in subsequent
requests or routines.

Using software from the DataMiningGrid, OGSA-DAI clients may be used
to integrate distributed P-found databases: the clients first access data from a
number of repositories, store the data in a temporary table, and then calculate a
data summary. In the DataMiningGrid these data were streamed from the tem-
porary table and a number of data filtering operations and data transformations
were applied before the data were delivered to a file. The process is shown in
Fig. 2:

1. A data summary is calculated, based on data from multiple databases that
have already been uploaded to a temporary table. All data are now selected
from the table.
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Fig. 2. A P-found application performing data transformation on values generated by
a data summary

2. The OGSA-DAI projection operations are used to extract table columns
as data are streamed from their source (i.e. the temporary table) to their
destination (in this case another temporary database table). As the data is
streamed at the data service, columns are extracted and the data in each
column is transformed, for example by aggregating values or discretizing
continuous numeric values. In this case returning the data to a database
table is convenient, as it allows the process to be repeated with a series of
different transformations.

3. Now the transformed data is retrieved from the table.
4. Additional functionality may now be applied to convert this transformed

data into different formats.
5. In the final step the data are deposited in one or more files on a GridFTP

server. These are then available for data mining.

The DataMiningGrid provided some enhancements to OGSA-DAI, for exam-
ple to perform data mining preprocessing operations such as cross-validation,
data transformation, and data formatting i.e. formatting data according to
Weka’s ARFF structure [9], or the format of the CAREN association algorithm
[10]. Such tasks usually required the data summary calculated earlier, and could
be used to deliver data transformed and formatted to servers ready for processing
with data mining algorithms.

OGSA-DAI supports a variety of data delivery operations, including delivery
using GridFTP, HTTP, email or simply returning results from the web service
to the client using SOAP messages. There is therefore only a small overhead
required to use the clients we have presented here outside of the DataMiningGrid
infrastructure.
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2.2 Transferring Data Analysis Programs to Distributed File
Repositories

Here we present a simplified version of the process for shipping algorithms to
multiple, distributed data locations, as implemented by the DataMiningGrid.
The main difference is that the DataMiningGrid developed a specialised Resource
Broker Service that interfaced with the WS-GRAM utilities from the Globus
Toolkit 4 to submit, monitor and cancel jobs on computational resources and
local scheduling systems, and to coordinate the input and output staging of
data. This Resource Broker Service could ship both data and programs to any
location on the grid. It could handle the heterogeneity of grid resources and it
provided additional functionality to support data mining applications [5]. Here
we assume that the data is never moved from the primary storage repositories,
and that there are dedicated compute resources available which are local to the
storage repositories.

The system we propose for P-found is shown in Fig. 3 and uses the following
components:

1. A client application to analyse, process or data mine the simulations stored
in the primary repositories.

2. A system registry: this is a centralised component, listing all the analysis
software, simulation repositories, and data warehouses available in the sys-
tem. It would also contain information to tell either human users or software
how to interact with those components.

3. A software repository: there can be one or more of these, and it is here that
analysis programs and their associated libraries are stored. This does not
require a sophisticated solution: executable files and libraries can be simply
stored on a file system and accessed using GridFTP. The software repository
could be merged with the client application.

4. Multiple, distributed P-found installations, each installation containing both
a primary data store for the simulation files and a secondary data warehouse
for computed simulation properties. Compute resources will be available at
each installation: these may be a few dedicated processors or a local Condor
cluster, connected to the data repositories via a networked file system or
high-speed network. There is also a GridFTP server at each installation for
performing fast file transfers.

The process for shipping analysis programs to data is shown in Fig. 3 and is
described here. Note that there may be a preceding step, not shown in the figure,
in which the client application performs a distributed query on the P-found
data warehouses, similar to that described in Sec. 2.1. The data warehouses
contain all technical information about the simulations i.e. the name of the
protein simulated, the techniques used, and so on. In the preceding step this
information is queried in order to find a set of interesting simulation files. Then:

1. The client application queries the registry to discover available analysis soft-
ware. The result will be a list of programs, with a URI giving their location,
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Fig. 3. Shipping programs to the primary P-found data repositories

along with the technical information required to execute these programs,
such as how much CPU and memory they need, operating system prefer-
ences, etc. This technical information is very important for grid systems
which are composed of heterogeneous resources.

2. A program is selected, the correct software repository is contacted, and the
program is transferred to the P-found repositories that contain the simula-
tions of interest.

3. Once transferred to the repositories, the programs are executed. This may be
quite a complicated procedure and may require a sophisticated component
such as the DataMiningGrid’s Resource Broker Service, as mentioned ear-
lier in this section. For example, such a component would ensure programs
are executed in the correct environment and on machines with the correct
specification.

4. Once the analysis is completed, the results are transferred using GridFTP,
either back to the client application or to some other location e.g. another
P-found repository where they are used in subsequent calculations.

In this scenario there is no explicit support for workflows, unless they are
constructed using a scripting language (e.g. Perl or Python). This should be
adequate for P-found as many scientists use Perl and Python to coordinate
analysis tasks. It does mean, however, that all the executables and associated
libraries should be transferred to the primary repositories along with the scripts.

3 Discussion

Grid data management technology is maturing and is able to support relatively
sophisticated data analysis scenarios, as has been demonstrated by projects such
as Gridminer [11] and the KnowledgeGrid [12], as well as the DataMiningGrid
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[5]. Unfortunately, the shipping of programs to data locations has not been in-
vestigated in as much detail, even though this is an important approach for dis-
tributed data sets that cannot be transferred to centralised processing facilities
(due to either their large volume or their confidential nature). There is therefore
little “off-the-shelf” software that we can use to provide this functionality.

Allowing users to freely execute arbitrary code on machines outside of their
own administrative domain does raise some serious security issues. For example,
there is great potential for malicious users to create havoc on the P-found systems
by destroying the data storage facilities. To persuade new groups to participate
in the P-found system, it is essential for them to be fully confident that their
data will remain secure. The Globus Toolkit provides tools for security based
on public key cryptography [2], which is sufficient for most purposes. This may
also be reinforced by only allowing software that is completely trustworthy to be
registered on the system and transferred for execution on different administrative
domains. However, this does limit scientists from performing arbitrary analysis
on the repositories, one important aim of the P-found system. In the end, the
security framework needs to be agreed on by the community, and it must be
flexible enough to persuade the most cautious users to participate.

As an alternative to using executables and grid scheduling mechanism, we inves-
tigated the Dynasoar framework [13]. Dynasoar provides an architecture for dy-
namically deploying Web services remotely on a grid or the Internet. A potential
use, motivating its design, was to move Web services that access data and perform
analysis on it, closer to the data storage facilities, which fits with the requirements
of the P-found system. Web services require that an interface is specified, describ-
ing the functionality of the Web service and how it should be used – this approach
makes a little harder to hide malicious software that is able to damage the system.
However, while the Dynasoar has some nice features, it is still a prototype with
limited functionality. Moreover, as most scientists from the molecular simulation
community typically use scripts (Perl or Python) or executables (C/C++ and For-
tran) for analysis and are therefore not familiar with Web service technology, we
decided that this approach was currently unsuitable for this project.

The BioSimGrid [14] is a project with similar aims to P-found. It enables
data sharing of molecular simulation data between different research groups and
universities. A Python scripting environment is used to pre-process, deposit and
retrieve data, and a general purpose Python analysis toolkit is available for
manipulating deposited data. The authors do not discuss security issues, pre-
sumably because the system was designed for use with six UK universities –
a relatively small and localised community where all users may easily be held
accountable for their actions. This is different to P-found, which we plan to open
up to the wider international community.

4 Future Work

P-found is still under development, and project partners are investigating ad-
ditional approaches to implement the final system. These include using grid



78 M. Swain et al.

services available through the EGEE project (Enabling Grids for E-sciencE),
and comparing the approach given here (based on multiple, distributed data
warehouses) with a single, centralised data warehouse and multiple storage ele-
ments. The P-found partners plan to develop these three prototypes and make
them available to the user community. Feedback from the user community will
be essential in choosing the final design.

5 Conclusions

To further scientific discoveries there is a need to enable scientists to share and
analyse protein folding and unfolding simulations. The P-found protein folding
and unfolding simulation repository is designed to fulfill this need, and right now
consists of two data storage components: a repository of unprocessed simulation
data and a data warehouse containing detailed information regarding how the
simulations were generated as well summaries of the simulations in the form of
calculated local and global physical properties.

While a centralised version of P-found (www.p-found.org) is currently avail-
able, P-found is ultimately envisioned as a distributed system due to the massive
data volumes involved. Here we have described how grid technologies can be
used to realise that vision. We have demonstrated how OGSA-DAI, a grid data
management tool can be used to federate distributed P-found data warehouses
and prepare data for analysis and data mining tasks, we have also presented
a mechanism to allow scientists to ship arbitrary programs to the distributed
simulation repositories in order to process this primary data in novel and so-
phisticated ways. This is an important aspect of P-found, with the potential
to generate new scientific discoveries as protein folding and unfolding data sets
become more available.
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Abstract. We present a provenance model based on ontology representation of
execution records of in silico experiments. The ontologies describe the execu-
tion of experiments, and the semantics of data and computations used during the
execution. This model enables query construction in an end-user oriented man-
ner, i.e. by using terms of the scientific domain familiar to researchers, instead of
complex query languages. The presented approach is evaluated on a case study
Drug Resistance Application exploited in the ViroLab virtual laboratory. We an-
alyze the query capabilities of the presented provenance model. We also describe
the process of ontology-based query construction and evaluation.

Keywords: e-Science, Grid, ontology, provenance, ViroLab.

1 Introduction

The importance of provenance tracking in e-Science environments has been pointed out
many times. However, providing an adequate end-user support for provenance querying
is also an important challenge. It has been recognized that the need for provenance
queries goes beyond the lineage of a single data item and searching or mining over
many provenance records might be useful [8] [12]. However, there is a technical and
conceptual barrier preventing or making it difficult for researchers or specialists who are
the end users of e-Science environments, to construct complex queries using the query
languages such as XQuery, SQL or SPARQL, or even dedicated APIs built on top of
those languages or particular data models. Therefore, there is a need for provenance
query methodology which allow end-users to construct powerful queries in an easy
way.

The goal of this work is to present a provenance model which enables complex
queries over many provenance records. In addition, the model should support end-user
oriented querying in order to be usable by non-IT experts. Inspired by the vision of a fu-
ture e-Science infrastructure, which brings together people, computing infrastructures,
data and instruments, and in which semantics and knowledge services are of paramount
importance [9] [5], we propose a provenance model based on ontologies which model
the execution of scientific workflows. We argue that ontology models describing the
execution of experiments (including provenance) are a convenient inter-lingua for: (1)
end-users who use ontologies as a query language, (2) query tools using them to repre-
sent and evaluate queries, and provenance repository in which the ontologies serve as
the data model.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 80–89, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Most existing approaches concentrate on a provenance model sufficient for correct
computation of and querying for derivation paths of selected data items [4] [13] [10].
Some approaches introduce simple provenance models that abstract from any compu-
tation model, e.g. the Read – Write – State-reset model [4], and the p-assertions model
[6]. It has been pointed out that those low-level models limit the provenance query ca-
pabilities [13]. A complex RDF and ontology-based provenance model is introduced
in myGrid/Taverna [15]. This model has been shown to support complex provenance
queries [14]. However, the aspect of query construction in an end-user-friendly manner
is not explored in the mentioned works.

The approach to provenance tracking and querying presented in this article is evalu-
ated in the context of the ViroLab Project1 [11] which provides a virtual laboratory for
conducting in silico experiments related to diagnosis of infectious diseases, especially
the HIV virus2 [7].

The remainder of this paper is structured as follows. Section 2 describes the prove-
nance model. Section 3 presents the case study Drug Resistance Workflow. In Section 4,
query capabilities of the presented provenance model are investigated. Section 5 intro-
duces the ontology-based provenance query methodology oriented towards end-users.
Finally, Section 6 summarizes the current achievements and discusses future work.

2 Provenance Model

Our provenance model is based on the concept of Experiment Information, an ontology-
based record of experiment execution. The base for this record is an ontology describing
in silico experiments in which the workflow model is used as the computation model.
The execution stages of the experiment and the data items used in the workflow are
linked to domain ontologies of applications and data in order to enhance the semantic
description of experiment data and computations. Fig. 1 presents part of the ontology
tree in which it is shown how the generic concepts describing the experiment execution
are connected do domain ontologies concepts.

Provenance tracking is based on monitoring of the execution of a workflow. The cre-
ation of an ontology-based record of the experiment execution is done as a process of
translation from low-level monitoring data composed of monitoring events into high-
level Experiment Information. This process is depicted in Fig. 2. A workflow enactment
engine executes a workflow according to some plan. Monitoring events generated by the
instrumentation come from different distributed sources, among others, the workflow
enactment engine and the workflow activities. A monitoring system collects and cor-
relates the monitoring events, and passess them to a Semantic Aggregator component
which aggregates and translates the monitoring data into an ontology representation,
according to an ontology Experiment Information model. The ontology individuals are
published into the provenance tracking system (PROToS) [2] and stored in a permantent
Experiment Information Store. The process of monitoring, event correlation, aggrega-
tion and translation to ontologies is described in detail in [1].

1 ViroLab Project: www.virolab.org
2 ViroLab virtual laboratory: virolab.cyfronet.pl
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Fig. 1. Generic experiment ontology and related domain ontologies

3 Drug Resistance Workflow

The workflow which is used to illustrate the capabilities of the presented provenance
model is the Drug Ranking System (DRS) application exploited in the ViroLab project.
The goal of this application is to determine best drug combinations for a particular HIV
virus taken from the blood sample of a patient. In the simplest DRS scenario, the inputs
for an experiment are a list of mutations for a given gene of an HIV virus, and the
name of a ruleset (chosen out of a few available) to be used to compute drug rankings.
A drug ranking tool is executed to compute the drug rankings which are returned as the
experiment’s results.

We will consider an extended Drug Ranking scenario which contains the following
stages:

Experiment Input: HIV virus isolate nucleotide sequence

Stage 1. Align input nucleotide sequence. Result: genes responsible for particular
HIV proteins.
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Fig. 2. Provenance tracking and querying in ViroLab

Stage 2. Compare obtained sequences to reference strains in order to determine
mutations.
Stage 3. Apply selected rulestes to mutations to determin drug rankings.

In the course of provenance tracking of this simple scenario, multiple events are gen-
erated, collected and aggregated into the ontology representation of the experiment’s
execution. The events include those related to generic experiment enactment (experi-
ment started/ended, operation started/ended, etc.). In addition, domain-specific events
are generated to enhance the generic information about experiment execution with se-
mantics related to the particular domain. For example, the three steps of the described
scenario will generate respective domain events – ‘Sequence Alignment’, ‘Computa-
tion of Mutations’ and ‘New Drug Ranking’. In consequence, appropriate information
will be created to denote that the invoked operations were in fact sequence alignments,
mutation computations, or drug ranking computations. Also, the input data items will
be identified as a nucleotide sequence, a protein sequence, or a mutation list. Those
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semantic enhancements are achieved by linking generic ontology individuals (e.g. ‘Op-
eration Invocation’) to domain ontology individuals (e.g. ‘New Drug Ranking’).

4 Query Capabilities of the Provenance Model

In [8], a number of challenging provenance questions have been formulated. Following
were a few articles that attempted to answer those questions on the grounds of several
provenance models, e.g. [10] [14]. In this section, we shall define a similar set of ques-
tions for our example DRS workflow and demonstrate how they can be answered in our
provenance model. The questions are as follows:

Q1 Find the process that led to a particular drug ranking.
Q2 Find all operations performed after the alignment stage that led to a particular drug

ranking.
Q3 Find operations that led to a particular drug ranking and were performed as 1st and

2nd ones.
Q4 Find all alignment operations performed on 10.10.2007 which operated on a given

nucleotide sequence.

Question Q1 is a basic provenance question which returns a derivation path for
a given data result. XQuery implementations of those queries over our provenance
model are shown below.
Q1:

declare function local:variable-proces($varId as xs:string)
as list {

for $goi in //GridOperationInvocation
$dal in //DataAccessLoad

where $goi//outData contains $varId
return
{

for $input in $goi//inData
return

local:variable-proces($input)
}
$goi

where $dal//variableId eq $varId
return
local:dataEntity-process($dal//dasId)
$dal

};

declare function local:dataEntity-proces($dasId as xs:string)
as element {

for $das in //DataAccessSave
where $das//dasId eq $dasId
return
<process>
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local:variable-proces($das//variableId)
$das

</process>
};

<provenance>
local:dataEntity-proces({dasId as passed})

</provenance>

Q2:

<provenance>
for $goi in //GridOperationInvocation,

$exp in //Experiment
where
$exp/outData@[name()=’rdf:resource’
and . eq {drug ranking id}]
and $exp/stageContext/@rdf:resource = $goi/@rdf:Resource
and $goi/stageNumber > 1

return $goi
</provenance>

Q3:

<provenance>
for $goi in //GridOperationInvocation,

$exp in //Experiment
where
$exp/outData@[name() = ’rdf:resource’
and . eq {drug ranking id}]
and $exp/stageContext/@rdf:resource = $goi/@rdf:Resource
and $goi/stageNumber in {1, 2}

return $goi
</provenance>

Q4:

<provenance>
for $goi in //GridOperationInvocation,

$exp in //Experiment
where
$exp/time eq ’10.10.2007’
and $goi/inData@[name() = ’vl-data-protos:dasId’
and . eq {nucleotide sequence id}]
and $exp/stageContext/@rdf:resource = $goi/@rdf:Resource
and $goi/stageNumber = 1

return $goi
</provenance>

5 Ontology-Based Query Construction

On top of the provenance tracking system we have built QUery TRanslation tOols
(QUaTRO, Fig. 2), which enable end-user oriented approach to querying both
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repositories of provenance (through PROToS), and experiment data (through external
Data Access Service). Both query construction in QUaTRO and provenance represen-
tation in PROToS are based on the ontology model of Experiment Information.

NewDrugRa

nking

RulSet

John Doe

2007-06-28

HIVDB

4.2.8

executedBy

dateOfBloodSample

usedRuleSet

name

version

//*[ local - name() eq

' NewDrugRanking' and ( ( child ::*[

name() = ' executedBy ' and . eq

' John Doe ' ]))]

//*[ local - name() eq

' NewDrugRanking' and ( ( child ::*[

name() = ' dateOfBloodSample ' and

. eq ' 2007 - 06- 28' ]))]

SELECT id FROM rulesets WHERE

name = ‘HIVDB’

SELECT id FROM rulesets WHERE

version = ‘ 4. 2. 8’//*[ local - name() eq ' RuleSet ' and (

( child ::*[ name() = ' vl - data -

protos : dasId ' and . eq

' cyfronet _mysql: test : id : 2' ]))]

//*[ local - name() eq

' NewDrugRanking' and

( child ::*[ name() =

' usedRuleSet ' and

( @*[ name()= ' rdf : resource ' and

( ( . eq ' http ://

www. virolab . org / onto / drs -

protos / HIVDB_4_2_7' )) ]) ])]

Fig. 3. Sample query tree and its evaluation

QUaTRO provides an easy-to-use graphical user interface. Query construction in
QUaTRO amounts to building a query tree which begins with selecting a starting con-
cept which determines the area of interest (for example ‘New Drug Ranking’, ‘Exper-
iment’, ‘Nucleotide Sequence’, ‘Ruleset’). The query form automatically expands and
allows to follow properties of the starting concept which can lead to (1) other concepts
(in which case the tree can be further expanded), (2) literal values, or (3) database map-
pings, both (2) and (3) becoming query tree leaves. When the query tree construction is
completed, the tree is analyzed in a bottom-up fashion, starting from its leaves and fol-
lowing the edges up to the tree root. Subqueries represented in particular subtrees are
evaluated and merged in upper nodes, if feasible. In principle, some subtrees might
generate queries to relational databases of experiment data, while others – XQuery
queries to the provenance repository. This approach enables queries such as Select all
experiments of type ‘Drug ranking’ whose results contained recommendation for ‘Drug
X’. The provenance repository allows to select all experiments of type ‘Drug ranking’
which resulted in some drug recommendations. However, the actual results containing
detailed descriptions of what drugs were recommended, are not part of provenance, but
of actual experiment data which is stored in a database. Only a combined request to
provenance repository and data repository will allow to construct queries of this kind.

Let us consider the following example provenance query: Select all computations
of drug rankings performed by ‘John Doe’ for blood samples taken on Jun-28-2007,
and in which rule set ‘HIVDB’ in version 4.2.8 was used. The constructed query tree
is shown in Fig. 3, and the corresponding QUaTRO tool web form is presented in
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Fig. 4. Query tree nodes denote either concepts (NewDrugRanking, RuleSet), or
literals (JohnDoe, 2007 − 06 − 28, HIV DB, 4.2.8). The tree edges are one of the
following:

– Object properties which link to another concept (usedRuleSet);
– Datatype properties which link to a literal of a given datatype (executedBy, date-

OfBloodSample);
– Database properties which denote that a literal they link to is actually stored in

a database (e.g. in table T , column C) (name, version).

The query is evaluated as shown in Fig. 3. For database values, appropriate SQL
queries are constructed. In this case, they return the IDs of rule sets which are compared
to IDs stored in the provenance repository (as a property of the RuleSet individuals).
This allows us to pick exactly those RuleSet individuals which satisfy the given cri-
teria. Other subtrees are evaluated as XQuery requests to provenance repository and
merged in upper-level nodes to minimize the total number of requests.

Fig. 4. Query construction in QUaTRO GUI

6 Conclusion and Future Work

We have presented an approach to tracking and querying provenance in which end-users
are enabled to construct complex queries in a simple way. Ontologies as a model for
provenance proved to be an adequate inter-lingua between: (1) end users who use on-
tologies as a query language while interacting with a graphical user interface; (2) query
tools using the ontologies to represent and evaluate queries; (3) provenance repository
in which the ontologies serve as the data model.

A unique feature of our approach is the support for subrequests to databases within
a query tree. This enables even more detailed queries in which the structure of data items
(not only provenance) is explored [3]. As a matter of fact, QUaTRO tools actually can be
used to construct pure SQL-based queries thanks to mappings in the data ontology. This
feature is also very useful, since the domain researchers often need to build complex
queries to extract interesting input data for in silico experiments.

Currently, prototypes of PROToS and QUaTRO tools are implemented. They allow
to record provenance and to construct queries in the described ‘wizard-based’ manner,
starting from an ontology concept and following its properties to build the query tree.



88 B. Baliś et al.

Future work includes the implementation of distributed architecture of PROToS in
order to ensure efficient querying. Most importantly, however, we plan several enhance-
ments related to querying capabilities:

– We plan to extend our ontology with reverse relationships. This would allow to issue
queries not only in the one-to-many but also in the many-to-one direction. For ex-
ample, currently one can only query about Experiment which has ExecutionStage,
but cannot query directly about ExecutionStages which are part of Experiment.

– Additional operators need to be added to QUaTRO, for example the logical or, and
the in operator denoting that an attribute may have one value from a set thereof.

– Currently, an attribute can be compared only to literal values, but not to the eval-
uated values of other attributes. We plan to add this enhancement by allowing to
explicitly create subqueries within a query, so that attributes could be compared
against the result of the evaluated subquery (provided that data types would match).

Acknowledgments. This work was supported by EU project Virolab IST-027446 with
the related Polish grant SPUB-M and by the Foundation for Polish Science.
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Abstract. This paper presents the data access solutions which have
been developed in the ViroLab Virtual Laboratory infrastructure to en-
able medical researchers and practitioners to conduct experiments in the
area of HIV treatment. Such experiments require access to a number of
geographically distributed data sets (residing at various hospitals) with
heavy focus on integration and security issues. Scientists conducting vir-
tual experiments need to be able to manipulate such distributed data
in a consistent and secure manner. We describe the main components
of the Virtual Laboratory framework being devoted to data access and
explain how data is processed in the presented environment.

Keywords: The Grid, Data access, Virtual laboratories, Data integra-
tion, OGSA-DAI, Medical research

1 Introduction and Motivation

The ViroLab Virtual Laboratory is an integrated system of tools for accessing
and integrating resources, whose main purpose is to facilitate medical research
and treatment in the HIV virology domain as well as other types of research in
the general field of medical sciences. The research is carried out in a collabo-
rative working environment using state-of-the-art Grid computing technologies
and standards [19] and consisting of distributed computing and data resources
deployed at various networked sites. As the complexity of interfacing such re-
sources often presents a steep learning curve for application developers, the main
goal of the Virtual Laboratory (VL) is to present a powerful and flexible devel-
opment environment for virtual experiment developers while preserving ease of
use and reusability of the proposed solution, thus allowing transparent and se-
cure access to corresponding underlying infrastructures. A detailed description
of the ViroLab Virtual Laboratory design is outside the scope of this paper, but
can be found in [21] and [22]. In this paper, we focus on aspects related to data
retrieval, integration,, and manipulation in the VL environment.
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As one can expect from a virtual laboratory for research and treatment in
the area of medical sciences, the system must provide access to a range of medi-
cal data including genetic, treatment, and drug information. This data, used to
conduct experiments in viral drug resistance interpretation and selecting opti-
mal treatment strategies, comes from various hospitals and medical centers being
partners in the ViroLab project and is secured against unauthorized access. From
the point of view of experiment developers and users, all data records describing
HIV subtypes and mutations are equally valuable and should be treated in an
analogous manner. However, a problem emerges with achieving a uniform repre-
sentation of such data (see next section for details). It is therefore the task of the
data access component(s) of the ViroLab Virtual Laboratory to integrate data
derived from various sources and to enable experiment developers to manipulate
this data in a consistent, efficient and straightforward way.

Due to the sensitivity and confidentiality of data shared within the virtual
laboratory, a very critical issue for developing services that allow access to dis-
tributed medical databases concerns the overall security including access control
to certain resources (who is able to access which information set) as well as
data encryption and integrity of relevant data sets processed by the data access
infrastructure. ViroLab meets this important issue by introducing a highly dy-
namic and flexible environment that guarantees security on several levels using
established security principles and technologies as described in [2], to protect the
confidential information and to keep the patients privacy.

The remainder of this paper is structured as follows: Section 2 contains a
description of related work and parallel projects where data access issues are
covered. Sections 3 and 4 cover the integration and aggregation of sensitive med-
ical data in the ViroLab project, while section 5 explains how such data can be
manipulated by developers of experiments in the presented Virtual Laboratory.
Section 6 presents areas of application of the presented technologies and section 7
contains conclusions and closing remarks.

2 Related Work

Data access in the Grid environments has been a subject of study and research
for quite some time. Early solutions, such as those employed in batch Grid sys-
tems (for instance [16]) relied on replicating data contained in custom-tailored
data repositories which were managed by Grid middleware. Prior to performing
any calculations, data had to be fetched and staged by a specialized middleware
component. Furthermore, when submitting a Grid job, the developer had to spec-
ify in advance which data elements (represented by files) were required for the
computational task to proceed. Naturally, this was a limiting solution in that
it took no notice of structured data storage technologies (such as databases)
and did not provide for altering the available input data pool once the job
was submitted for processing. Moreover, results had to be collected following
the execution of the job and could not typically be stored on the fly as the
job progressed. These constraints gave rise to a number of projects aiming at
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standardization and increased flexibility of data access in Grids, the most im-
portant of them being OGSA-DAI [1]. The aim of this project is to develop a
middleware system to assist with access and integration of data from separate
sources via the Grid. The OGSA-DAI Toolkit supports the smooth exposure of
various types of data sources such as relational or XML databases on to grids, and
provides easy access to them through common Web Service interfaces. OGSA-
DAI is successfully adopted in several research projects such as SIMDAT [20]
and BeINGrid [17], and more.

We intend to follow up on the achievements of the aforementioned technologies
and further adapt them to the needs of medical researchers in the ViroLab
environment. It should be noted that a number of other Grid research initiatives
exist, which deal with similar data management issues. Of note is the EUResist
project [15], which aims at developing a European integrated system for clinical
management of antiretroviral drug resistance. Peer-to-peer data storage solutions
are being investigated in specific contexts, such as the the SIGMCC framework
[8] or GREDIA [6]. Further discussion on data access and integration solutions
applied in medical Grids can be found in both [14] and [7] while similar cluster
solutions are discussed in [10]. However, while such technologies are aimed at a
narrow group of applications, the solution developed in ViroLab is more generic
in nature and allows experiment developers to securely access integrated medical
data sets as well as ad-hoc databases used for the purposes of specific experiments
instead of being focused on a single type of application or use case.

3 Integration of Heterogeneous (Bio)Medical Data
Resources into the Laboratory Infrastructure

Accessing a local database is one of the most common and well-known proce-
dures today but dealing with multiple and distributed systems simultaneously
still implies lots of integrational work and results quite often in a real challenge
for both administrators and developers. Since descriptions of medical symptoms
and their diagnosis vary greatly over different countries, as well as that they may
vary in their actual details such as additional circumstances to be considered,
e.g. for a pregnant woman vs. for a child etc., elegant and efficient workflows need
to be defined in order to integrate those heterogeneous data resources. These in-
consistencies together with the sensibility and confidentiality of the information
[4] shared make this task not only important but in fact a difficult endeavour.
The approach chosen within ViroLab based on the development of a middleware
system containing a set of virtualization services that hides the distributed and
heterogeneous data resources and their internals from the users and guarantees
data access in a transparent, consistent and resource-independent way.

To facilitate information exchange among participants and to ease the storage
of (bio)medical data sets, particularly in the field of HIV analysis and treatment,
the ViroLab team members decided to use and set up a specifically developed
HIV database management system the RegaDB HIV Data and Analysis Man-
agement Environment [12] developed by the Rega Institute of the Katholieke
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Universiteit Leuven either at each data provider site or at different dedicated
locations the so-called collaborative (proxy) databases. RegaDB provides a kind
of data storage system including some software tools, which may be installed and
managed locally, to store clinical data related to HIV treatment. It aims to sup-
port clinicians and researchers in their daily work by delivering a free and open
source software solution. For researchers the objective is to offer several tools
for HIV sequence analysis and to enable and disburden collaborations between
researchers of different hospitals and institutions. Clinicians benefit from this
system through the visualization of genetic data, relevant drugs, and algorithms
in a well arranged form and the automatic generation of drug resistance interpre-
tation reports. Following the described approaches (having a unified data access
point) may alleviate integrational difficulties and ensure beneficial properties for
both data providers and medical experts.

Fig. 1. ViroLab data integration architecture

As depicted in Fig. 1, every data provider can either host a collaborative
RegaDB installation within their trusted region, the so-called Demilitarized Zone
(DMZ), outside their institutional firewall(s) or upload data onto one of the
centrally managed collaborative RegaDB proxies installed at some trusted third
parties. Direct external access into the hospitals security regions is not required
anymore and the existing database system can still be used independently from
sharing any data within the virtual laboratory. Additionally, a hospital can also
set up a private RegaDB for its daily purposes and internal data management.
To actually contribute data to the virtual environment, the established database
schemes need to be converted into the RegaDB schema before data can be stored
within any of the RegaDB installations. The migration is done by exporting
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data from the original database and converting that data extract through a
custom script into the latest schema. This procedure can be conducted repeatedly
over time at the discretion of the corresponding database administrator(s) and
occurs within each hospital. Data anonymization can also occur during that data
conversion or alternatively before transferring data from a private RegaDB onto
a collaborative one.

4 Exposing the Aggregated Data Sets

Once the integration of heterogeneous data resources has been realized, the
queried data sets need to be somehow aggregated and securely published for
making them accessible within different applications and/or systems. As men-
tioned earlier, a particular set of services is required for dealing with multiple
resources simultaneously and for ensuring transparent access to corresponding
data storages. This set of services, the so-called Data Access Services (DAS), has
been designed and implemented according to the specific needs and requirements
for biomedical data and confidential information [4] shared among the laboratory
users. Basically, for supporting a wide range of end-user applications and allow-
ing a smooth interaction with several virtual laboratory runtime components,
the services capabilities implement standard Web Service interfaces that can be
independently used of the underlying infrastructure/technologies and that can
be easily extended and modified due to the application developers needs. To
provide a certain level of flexibility and reliability, DAS has been separated into
stand-alone containers, each serving a specific purpose in the overall services
functionality. For exposing and querying single or federated databases, the data
handling subsystem is responsible for coordinating all data activities including
resource identification, database queries, data consultation and transformation,
and finally result message preparation and delivery [3]. Observing data confiden-
tiality and ownership but also guaranteeing a secure message transfer, the secu-
rity handling module takes existing security standards provided amongst others
by the Globus Toolkit [13] or Shibboleth [2], and extends those mechanisms
with own highly sophisticated features to meet the requirements for sharing sin-
gle data sets containing confidential patients information. Principally, additional
and stronger authorization mechanisms shall be exploited in order to limit, deny
or permit access to different resources in a dynamic and flexible way. Attributes
of users including their organization, department, role, etc. are used to admin-
ister access rights to resources and services. To explain the complex interplay of
the major DAS subsystems (data and security handling) we briefly demonstrate
a common use case how one can submit a distributed data query to all avail-
able data resources concurrently and how individual results are processed before
users finally receive the consolidated output. Typically, doctors want to use the
virtual environment for requesting patient information including genetic data
such as nucleotide sequences or mutations in order to predict any possible drug
resistance for their according case. They simply want to retrieve all relevant infor-
mation without requiring any specific expertise in computer science. Therefore,
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the way to get to the data must be kept simple and transparent for them but
should be as self-explaining as possible. The capability provided by DAS for
submitting such queries requires a standard SQL query as input and then auto-
matically performs the following actions: checks which resources are available;
requests data resource information such as database type, keywords, etc. of each
available resource and compares the resources keywords (pre-defined by resource
owner like patients, mutations, sequences, etc.) to the table names stated in the
query. If corresponding matches are found, each resource is sequentially queried
using the given statement. Finally, the results are merged and the resource ID
is added to each new data row as an additional primary key to uniquely identify
the origin of each single data set.

Fig. 2. A typical data access use case within the ViroLab scenario

In Fig. 2, the above-mentioned use case together with the corresponding ac-
tions is highlighted again. Each single step - starting with the users request up
to the response sent back by the DAS - is depicted within this chain by one
specific block. The resource identification, the pure data access, and finally the
application-dependent transformation are handled by the data handling module
whereas all security operations are carried out by the security handling module
in cooperation with the entire security framework deployed within the virtual
laboratory. How a doctor can really get to the data and how the DAS is inter-
faced from other laboratory components in order to interact and in particularly
send such queries, is explained in the next section. [11]
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5 Interfacing and Manipulating Medical Data in the
Virtual Laboratory

The Data Access Services are an integral part of the ViroLab Virtual Laboratory
[9], but it cannot be directly interfaced by the ViroLab user layer. In fact, the
intricacies associated with the invocation of complex services, manipulating se-
curity credentials, submitting queries and processing the received replies would
add undue complexity to the VL scripting language, which is designed to be as
simple as possible and contain little to no syntax involved with the actual inter-
operation with the underlying services. Hence, a separate module of the ViroLab
runtime system, called the Data Access Client (DAC), is implemented. The DAC
has several important functions: carrying out all communications with the Data
Access Services, including user authorization, submission of queries and import-
ing results into the context of the ViroLab experiment scripts; presenting data
to experiment developers in a way which can be easily manipulated in the exper-
iment host language [18]; interfacing with external “ad hoc” data sources, which
are not aggregated under the Data Access Services (for instance, scratchbook
databases and P2P storage frameworks), and finally providing a data manipu-
lation layer tool for the submission and storage of ViroLab experiment results.

The Data Access Client is implemented as a JRuby library, which is automat-
ically imported into each experiment script and then, in turn, interfaces with the
underlying services such as the Data Access Services. In addition, the interface
of the Data Access Client is also exposed directly by the GridSpace Engine (the
runtime component of the ViroLab Virtual Library), where it can be utilized by
other, external tools which are part of the ViroLab Virtual Laboratory (such as
the provenance tracking service).

The basic tenet of the Data Access Client is simplicity of use. Therefore, the
API offered by the client to scripting developers is as simple as possible. In order
to initiate communication with a data source, all the developer has to do is to
instantiate an object of the class DACConnector with the proper arguments. It
is only necessary to specify the type of data source and the address (URL) at
which the source is located. If there are multiple sources deployed at a given
address, it is necessary to select one by providing its schema name.

Fig. 3 presents interaction between the experiment developer and the data
access client. Once a data source object is instantiated, the user can use it to
import data from the data source, manipulate this data and write data back to
the source, if the source supports this functionality. Queries can be formulated in
SQL, for standalone data sources and databases aggregated under DAS. Work
on integrating XQuery for XML-based data sources is ongoing. The API of
the DAC, along with the GSEngine itself, is described in [9]. Thus, the Data
Access Client is fully integrated with the JRuby API presented to experiment
developers.

As data coming from hospital sources is typically secured against unautho-
rized access, the Data Access Client must support the authentication methods
in use by the Data Access Services (conforming to the overall ViroLab policy
on data handling). Since authentication and authorization security in ViroLab
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Fig. 3. Interfacing external data resources via DAC

is provided by the Shibboleth attribute-based framework, DAC must authorize
itself with DAS prior to retrieval of actual data. In this respect, the DAC relies
on the GridSpace Engine (the runtime component of the Virtual Laboratory) to
acquire the security handle of the current user, then presents this handle to the
Data Access Services so that proper authorization can take place. This process
is entirely transparent from the point of view of the experiment user and it does
not require the experiment developer to insert additional security-related code
in the experiment script.

6 Results

At present, the ViroLab Virtual Laboratory is being applied to a number of
applications involving research on the HIV virus. A list of experiments being
conducted with the use of the presented solutions can be found at [22]. A repre-
sentative application in this scope is the “From Genotype to Drug Resistance”
framework. This application starts with aggregated data representing viral geno-
type, then matches this genotype to a given set of rules regarding the suscep-
tibility of the virus to various drugs. In the end, this application is able to
determine the most effective course of treatment for a given virus mutation and
recommend drugs to be administered to a given patient. In order to ascertain
viral susceptibility to various drugs, this application relies on the presented data
access subsystem to interface with participating hospitals, securely collect vi-
ral genotype data and present it to experiment developers in a uniform manner,
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using a common schema. This process is further described in [12] and is now
being successfully applied in the ViroLab project [21].

7 Summary and Future Work

The presented data access solutions form an integral part of the ViroLab Virtual
Laboratory and enable medical researchers to conduct studies in the field of viral
diseases treatment as well as other associated areas of medical science.

Current work on the Data Access Client focuses on extending its functionality
to provide a backend for the submission, storage and retrieval of VL experiment
results. This requires interfacing with WebDAV data storage repositories, as
well as with the ProToS Provenance Tracking System [5] which will be used
to store metadata describing such results as susceptibility of the HIV virus to
various forms of treatment. Once complete, this extension will provide a layer of
persistence to all data generated with the use of the ViroLab Virtual Laboratory.
We are also conducting research into a potential uniform data schema for all
types of data sources used in the ViroLab Virtual Laboratory.

Future developments planned for the Data Access Services will mainly en-
hance reliability and scalability of the individual services capabilities as well as
increase the data submission performance through processing queries in parallel
instead of submitting requests one after another. Finally, facilitating the man-
agement of access control policies, the corresponding capabilities of the security
handling unit will be integrated with a nice and user-friendly graphical user in-
terface allowing the fast and dynamic generation, change, and upload of access
control policies for certain data resources in order to provide more flexibility in
administering distributed resources within a collaborative working environment.
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Abstract. One of hypotheses explaining the origin of the genetic code
assumes that its evolution has minimised the deleterious effects of mu-
tations in coded proteins. To estimate the level of such optimization,
we calculated optimal codes for genes located on differently replicating
DNA strands separately assuming the rate of amino acid substitutions in
proteins as a measure of code’s susceptibility to errors. The optimal code
for genes located on one DNA strand was simultaneously worse than the
universal code for the genes located on the other strand. Furthermore,
we generated 20 million random codes of which only 23 were better than
the universal one for genes located on both strands simultaneously while
about two orders of magnitude more codes were better for each of the
two strands separately. The result indicates that the existing universal
code, the mutational pressure, the codon and amino acid compositions
are highly optimised for the both differently replicating DNA strands.

Keywords: genetic code, error minimization, adaptation, asymmetric
mutational pressure, amino acid usage, leading strand, lagging strand.

1 Introduction

There are three main groups of hypotheses trying to explain the origin and
evolution of the genetic code: chemical, historical and adaptive (see for review
[1,2,3]). The first one assumes some structural and physicochemical relationships
and interactions between stretches of RNA (codons, anticodons, reversed codons,
codon-anticodon double helices etc.) and coded amino acids [4,5,6]. So far, a well-
confirmed relationship has been found for seven of eight amino acids (see for
review: [7]). The second hypothesis states that codons in the simpler, ancestral
genetic code coded for only a small subset of amino acids and later, along with the
evolution of biochemical organization of primary cells, newly synthesised amino
acids took over the codons from the amino acids to which they were related
in biosynthetic pathways [8,9,10,11,12]. The third group of hypotheses assumes
that the codon assignments could initially vary and it was the selection pressure
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which optimized the code to reduce harmful effects of mutations occurring during
replication and transcription (lethal-mutation hypothesis) and to minimize errors
during translation process (translational-error hypothesis), [6,13,14,15,16,17,18];
see for review: [19].

Primordial organisms whose code reduced the deleterious effects of errors won
eventually the competition and survived. During further evolution connected
with the increase of genome size, the genetic code was frozen [20] and it was not
possible to re-interpret the meaning of any codon because the whole complex
translational machinery was already adapted to the code and every such change
would have catastrophic consequences for the organisms. Nevertheless, some op-
timization took place already in the first stages of the genetic code evolution,
probably before ,,freezing”. One optimization results directly from the simple
structural relationships between nucleotides in the double helix - one large and
one small nucleotide fit better to form a pair. Thus, transitions which happen
with much higher frequency than transversions have much less deleterious mu-
tational effect than transversions. Actually, it was shown that the genetic code
is well adapted to the transition/transversion bias [16].

Assuming the adaptive hypothesis of the genetic code evolution we expect that
if the genetic code was ,,frozen” at an early stage of evolution when genomes
were relatively small, it is the code itself that imposes further restrictions on
the mutational pressure, amino acid and codon usage, and the translational
machinery in order to minimize the deleterious effects of mutations. Thus, the
mutational pressure cannot be completely random, as one could claim, but it is
highly biased and it cooperates with the selection pressure on amino acid and
codon usage to minimise the harmful effects of nucleotide substitutions. One of
the premises is that the most ,,mutable” codons in the genome correspond to
the least-represented amino acids [21,22]. Monte Carlo simulations showed that
changing of parameters of any of the three counterparts of the coding functions:
relative nucleotide substitution rates in the mutational pressure, the way the
genetic code is degenerated or the amino acid composition of proteomes increases
the deleterious effects of mutations in studied genomes [23].

However, it is not simply to optimise the mutational pressure. The muta-
tional pressures acting on the differently replicating (leading or lagging) DNA
strands show different patterns of nucleotide substitutions and leads to the strong
bias (asymmetry) in nucleotide composition between the two DNA strands ob-
served in almost all bacterial chromosomes [24,25,26,27,28,29] and long regions
of eukaryotic chromosomes [30,31,32]. Therefore, genes are subjected to different
mutational pressures depending on their location on the differently replicating
DNA strands, which affects their codon usage and amino acid composition of
coded proteins [33,34,35,36].

Although several simulation studies about the optimization of the genetic code
were carried out [14,15,16,17,18], none of them considered the real and global
genomic aspect of this optimization, i.e. the real mutational pressure, gene con-
tent, codon and amino acid usage. Zhu et al. [37] found that the universal genetic
code appears to be less optimised for error minimization when specific codon
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usage for particular species was considered. However, the authors applied the
same and simple mutation pattern for all species in this analysis, which do not
fit to the specific codon usage and they concluded that the specific mutation pat-
tern should be taken into account. In this paper we considered the optimization
of the genetic code in the context of the two different mutational pressures spe-
cific for the leading and lagging DNA strands acting on the asymmetric genome
of Borrelia burgdorferi. This genome shows the strongest asymmetry between
the leading and lagging strands detected so far [33,34,38] thus, it is suitable for
such studies.

2 Materials and Methods

All our analyses were performed on the B. burgdorferi genome [39] whose se-
quence and annotations were downloaded from GenBank [40]. Based on these
data we calculated the content of codons, amino acids and codon usage for 564
leading strand genes and 286 lagging strand genes. The mutational pressure
characteristic for this genome was found by Kowalczuk et al. [41]. The pressure
was described by the nucleotide substitution matrices (Mn) as follows:

Mn =

⎡
⎢⎢⎣

1 − pRA pRAC pRAG pRAT

pRCA 1 − pRC pRCG pRCT

pRGA pRGC 1 − pRG pRGT

pRTA pRTC pRTG 1 − pRT

⎤
⎥⎥⎦

where: p is the overall mutation rate; Rij for i, j = A, C, G, T and i �= j is the
relative rate of substitution of the nucleotide i by the nucleotide j; Ri (in the
diagonal) for i = A, C, G, T represents the relative substitution rate of nucleotide
i by any of the other three nucleotides.

Ri =
∑
i�=j

Rij

and RA +RC +RG +RT = 1. For p = 1 the matrix describing the leading strand
mutational pressure is:

M leading
n =

⎡
⎢⎢⎣

0.808 0.023 0.067 0.103
0.070 0.621 0.047 0.261
0.164 0.015 0.706 0.116
0.065 0.035 0.035 0.865

⎤
⎥⎥⎦

The matrix represents the most probable pure mutational pressure associated
with replication acting on the leading strand. Because DNA strands are comple-
mentary, the mutational pressure acting on the lagging strand is a kind of the
mirror reflection of the pressure exerted on the leading strand, e.g. RGA for the
leading strand corresponds to RCT for the lagging strand etc. In our analyses
we have assumed p = 10−8 which approximately corresponds to the observed
number of substitutions in a bacterial genome per nucleotide per generation [42].
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The codon substitution matrix (Mc) containing relative rate of substitutions of
one codon by another one was derived from the nucleotide substitution matrix
(Mn). The Mc is the Kronecker product of three Mn matrices: Mc = Mn ⊗
Mn ⊗ Mn. For example, the substitution rate of codon GCA to codon CTA
equals Rc

GCA→CTA = p2RGCRCT (1 − pRA). In the Mc each row contains the
substitution rates for one of 64 codons to another one:

Mc =

⎡
⎢⎢⎢⎢⎢⎣

Rc
AAA→AAA Rc

AAA→AAC Rc
AAA→AAG ... Rc

AAA→TTT

Rc
AAC→AAA Rc

AAC→AAC Rc
AAC→AAG ... Rc

AAC→TTT

Rc
AAT→AAA Rc

AAT→AAC Rc
AAT→AAG ... Rc

AAT→TTT
...

...
...

. . .
...

Rc
TTT→AAA Rc

TTT→AAC Rc
TTT→AAG ... Rc

TTT→TTT

⎤
⎥⎥⎥⎥⎥⎦

where: Rc
n→m for indices of codons n, m ∈ {1..64} represents the relative rate of

substitution of codon n by codon m.
Each row of Mc was multiplied by the codon usage of a given codon Un (i.e.

relative frequency of a codon among other synonymous codons coding the same
amino acid or stop codon) giving the Mu matrix:

Mu =

⎡
⎢⎢⎢⎢⎢⎣

UAAARc
AAA→AAA UAAARc

AAA→AAC ... UAAARc
AAA→TTT

UAACRc
AAC→AAA UAACRc

AAC→AAC ... UAACRc
AAC→TTT

UAAT Rc
AAT→AAA UAAT Rc

AAT→AAC ... UAAT Rc
AAT→TTT

...
...

. . .
...

UTTT Rc
TTT→AAA UTTT Rc

TTT→AAC ... UTTT Rc
TTT→TTT

⎤
⎥⎥⎥⎥⎥⎦

where: Un stands for codon usage of codon n, where n ∈ {1..64}.
To obtain the amino acid substitution matrix (Ma) containing relative rates

of substitutions of one amino acid or stop by another, the respective elements of
Mu matrix were summed up, which gives the matrix of amino acids (and stops)
substitution:

Ma =

⎡
⎢⎢⎢⎢⎢⎣

Ra
Ala→Ala Ra

Ala→Arg Ra
Ala→Asn ... Ra

Ala→V al

Ra
Arg→Ala Ra

Arg→Arg Ra
Arg→Asn ... Ra

Arg→V al

Ra
Asn→Ala Ra

Asn→Arg Ra
Asn→Asn ... Ra

Asn→V al
...

...
...

. . .
...

Ra
V al→Ala Ra

V al→Arg Ra
V al→Asn ... Ra

V al→V al

⎤
⎥⎥⎥⎥⎥⎦

where: Ra
p→q for p, q ∈ {1..21} represents the relative rate of substitution of

amino acid (or stop) p by amino acid q.
The sum of each row of Ma gives the rate of substitution of amino acid p (or

stop) p to another:
Ra

p =
∑
q �=p

Ra
p→q.

Such calculations were carried out for the leading strand data and for the lagging
strand data separately.
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3 Results and Discussion

In order to estimate how the genetic code and the mutational pressures are opti-
mized for differently replicating strands, we considered the number of substituted
amino acids (and stops). Therefore we multiplied each rate of substitution of a
given amino acid Ra

p by the number Ap of this amino acid in the coded proteins
and summed the products:

SA =
21∑

p=1

(ApR
a
p).

In our consideration we applied the number of substituted amino acids in-
stead of fraction because we wanted to analyse the genetic code optimization in
the context of the whole genome including the bias between the numbers of the
leading and lagging strand genes. For constant Ra

p and Ap, SA reaches the mini-
mum if Ap < Ap+1 < Ap+N and simultaneously if Ra

p > Ra
p+1 > Ra

p+N i.e. when
Ap and SA are negatively correlated. In other words the total cost of mutations
is lower if the rate of mutation is higher for the less frequent residues than for
the more frequent ones. Interestingly, Ap and SA calculated for the real genome
data show statistically significant negative correlation (Fig. 1) that suggests a
tendency to minimization of amino acid substitutions in the real genome.
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Fig. 1. Correlation between substitution rates Ra
p and the number of amino acids Ap

for the leading strand (A) and for the lagging strand (B) data

However, it is possible to find such ascription of amino acids to codons (i.e.
to elaborate a new genetic code) which is better optimized than the universal
code - according to the minimization of the number of amino acid substitutions.
The best way is to rank reversely Ra

p versus Ap. Similarly, one can obtain the
worst code giving the highest number of amino acid substitutions by the ranking
of Ap and SA accordingly. The results of such transformations made separately
for the leading and for the lagging strand cases are shown in Table 1. Such a
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transformation did not change the global structure of the genetic code, retains
the same degeneracy level and redundancy of the canonical genetic code. It
assumes that the groups of codons which code for a single amino acid are fixed
and we changed only the assignments between amino acids and the codon blocks.
For example, in the case of the leading strand, tryptophane is now coded by four
proline codons and proline by one methionine codon. The ascriptions of some
amino acids were changed but some of them retained their positions. Because
stop codons have special meanings and are represented by only one per gene, we
did not change the position of the stops in this transformation.

Table 1. The ascription of codons of a given amino acid that minimizes the number
of substitutions separately for the leading and lagging strand cases. Amino acids that
have not changed their position are in bold.

amino acid A R N D C Q E G H I L K M F P S T W Y V
leading strand G R N S W A K T Q I F L H Y M V E P D C
lagging strand H A L R G D T S M I N K C F E Y Q W V P

Table 2 shows the expected number of substituted amino acids (including
stops) SA - calculated for the universal genetic code, for the best one and for
the worst one for the giving DNA strand. It is possible to find the optimal code
for protein coding sequences located on one DNA strand but such a code is
not simultaneously the optimal one for genes located on the other DNA strand.
In fact it is worse than the universal one. Nevertheless, the SA values for the
universal code and the both classes of genes are much closer to the best code
than to the worst one. The value of SA for the universal code fall between the
values for optimal codes for DNA strands.

Table 2. The expected number of missense mutations (including stops) SA calculated
for the universal genetic code, for the best one and for the worst one for the leading
and lagging strand proteins

Code optimal for: The worst code
DNA strand Universal code leading strand lagging strand for the giving strand

leading 0.000955 0.000921 0.000974 0.001168
lagging 0.000482 0.000488 0.000465 0.000645

As it was shown above it is easy to find the optimal code for each strand
separately but it is difficult to calculate the code that would be optimal for the
two strands simultaneously. To solve the problem we have generated 20 million
random genetic codes replacing one amino acid by another one as described
previously, i.e. retaining the global structure of the genetic code retaining the
same degeneracy level and redundancy. Such a transformation corresponds to the
method widely used in other studies [14,15,16,17]. For each generated code we
calculated the number of substituted amino acids (excluding stops) SA separately
for genes located on the leading and lagging strands. Next we counted for these
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two sets of genes how many codes produce the SA value smaller than the value
for the universal code and we counted how many random codes are better for
both sets. In the last case we considered two conditions:

1. total number of substitutions (i.e. the sum of the SA for the leading and for
the lagging strand) produced by a generated code is smaller than under the
universal code;

2. generated code is better simultaneously for each of the two strands.

The first condition treats the leading and the lagging strand genes as one set
whereas the second one treats them as separate, independent sets. The results are

Table 3. The number of random (generated) codes (among 20 million) which are better
than the universal one according to the number of amino acid substitutions analysed in
the aspect of the differently replicating strands. Srandom

A leading - the number of substituted
amino acids in the leading strand proteins considering the random code; Srandom

A lagging -
the number of substituted amino acids in the lagging strand proteins considering the
random code; Suniversal

A leading - the number of substituted amino acids in the leading strand
proteins considering the universal code; Suniversal

A lagging - the number of substituted amino
acids in the lagging strand proteins considering the universal code.

Checked condition The number of better codes
Srandom

A leading < Suniversal
A leading 6652

Srandom
A lagging < Suniversal

A lagging 733
Srandom

A leading + Srandom
A lagging < Suniversal

A leading + Suniversal
A lagging 160

Srandom
A leading < Suniversal

A leading and Srandom
A lagging < Suniversal

A lagging 23
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presented in Table 3. We have found that the probability of random generation of
a code which would transmit fewer missense mutations in the set of genes located
on the leading strand or the lagging strand is relatively high. Nevertheless, we
have found much fewer codes which fulfil the first condition (160, i.e. 0.0008%)
(Fig. 2) and even fewer, which fulfil the second condition (23, i.e. 0.000115%).
The observed optimality of the code is very close to the results obtained by
Freeland and Hurst [16], i.e. one per million.

4 Conclusions and Perspectives

The results indicate that the existing universal code, the mutational pressure,
the codon and amino acid composition are highly optimised in the context of the
two differently replicating DNA strands minimizing the number of substituted
amino acids in the coded proteins. In our studies we assumed quite simple mea-
sure of a code’s susceptibility to errors - number of substituted amino acids -
ignoring the differences in their physicochemical properties, e.g. hydrophobicity,
polarity or isoelectric point. This simplification enabled to calculate analytically
the optimal and the worst assignments of amino acids to codons and to compare
them with the result obtained for universal genetic code considering mutational
pressure, codon usage and amino acid composition specific for genes lying on
differently replicating strands. However, considering of these physicochemical
properties would probably decrease the number of random codes better than
the universal one and could be further investigated. It would be also interesting
to analyze genomic systems of other organisms in this aspect. A better code for
one organism could be worse for another organism. If one wanted to look for
the optimal code for all organisms, one should check each organism separately -
its mutational pressure, amino acid composition and codon usage. It makes no
sense to look for a genetic code that would be better for average codon usage or
average mutational pressure. There are no average organisms in the biosphere.
In the early stages of genetic code evolution the code optimised itself to mini-
mizing harmful effects of various mutational pressures but after it was ,,frozen”
the mutational pressure begun to tune to the universal code independently in
different phylogenetic lineages.
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Abstract. Understanding of processes in which calcium signaling is in-
volved is of fundamental importance in systems biology and has many
applications in medicine. In this paper we have studied the particular
case of the complex calcium-calcineurin-MCIP-NFAT signaling network
in cardiac myocytes, the understanding of which is critical for treatment
of pathologic hypertrophy and heart failure. By including some most
recent experimental findings, we constructed a computational model to-
tally based on biochemical principles. The model can correctly predict
the mutant (MCIP1−/−) behavior under different stress such as PO
(pressure overload) and CaN∗ (activated calcineurin) overexpression.

1 Introduction

In eukaryotic cells, Ca2+ functions as a ubiquitous intracellular messenger regu-
lating a diverse range of cellular processes such as cell proliferation, muscle con-
traction, programmed cell death, etc [5,8,12,20]. Recently it has been recognized
that calcium also plays a central role in the control of heart growth through a com-
plex calcium-calcineurin-MCIP-NFAT signaling network (see Fig. 1, please note
that the abbreviations used in this paper are listed in the legends of Fig. 1 and in
the note of Table 1). The heart responds to physiological and pathological stimuli
by hypertrophic growth [20, 21]. Cardiac hypertrophy is a thickening of the heart
muscle (myocardium) resulting in a decrease in size of the ventricles. Prolonged
pathological hypertrophy may progress to heart failure and significantly increase
the risk for sudden death. Thus deciphering the details of the signaling pathways
involved in cardiac hypertrophy and understanding their quantitative dynamics
through computational modeling will be critical for devising therapeutic drugs
for the treatment of heart disease [21].

As shown in the left-up corner of Fig.1, stress incurs the rise of the concentra-
tion of cytosolic Ca2+ (in normal cardiac myocytes, cytosolic Ca2+ concentration
rests at a level of less than 200nM and it becomes more than 700 nM under a
very strong stress condition), which binds to CaM (4:1). Ca2+-bound CaM binds
to CaN to activate it [13]. CaN∗ (i.e., activated CaN) can bind to MCIP to form
Complex1 [21,22]. CaN∗ can also work as the enzyme to help convert NFATP into
NFAT [11]. Another enzyme GSK3β works in the reverse conversion of NFAT into
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NFATP , which can bind to 14-3-3 to form Complex3 [2,10]. Such conversion be-
tween NFAT and NFATP with the help of two enzymes (GSK3β and CaN∗) also
happens in the nucleus [7]. NFAT in the cytosol will be imported into the nucleus
and NFATP in the nucleus will be exported into the cytosol. The nuclear NFAT
can initiate the transcription of the hypertrophic genes and the gene encoding
MCIP (more precisely, MCIP1, a form of MCIP) [7,23]. Both GSK3β and CaN∗

are shuttled between the nucleus and the cytosol [7, 15]. As shown in the right-
up corner of Fig.1, particular stress such as PO can activate BMK1 [19], which
catalyzes the conversion of MCIP into MCIPP [1]. MCIPP can be converted into
MCIPPP by GSK3β . The reverse conversion of MCIPPP into MCIPP is again
catalyzed by CaN∗ [22]. MCIPPP will bind with 14-3-3 to form Complex2 [1].

Fig. 1. A schematic graph depicting the Ca2+-calcineurin-MCIP-NFAT signaling net-
works in cardiac myocytes (for details, please see texts in Introduction). Abbreviations
are as follows: calmodulin (CaM); calcineurin (CaN); activated calcineurin (CaN∗); nu-
clear factor of activated T-cells (NFAT); phosphrylated NFAT(NFATP ); modulatory
calcineurin-interacting protein (MCIP); phosphorylated MCIP on serine 112 (MCIPP );
phosphorylated MCIP on both serine 112 and serine 108 (MCIPPP ); big mitogen-
activated protein kinase 1 (BMK1); glycogen synthase 3β (GSK3β); the complex formed
by MCIP and calcineurin(Complex1); the complex formed by MCIPPP and protein
14-3-3 (Complex2); the complex formed by NFATP and protein 14-3-3 (Complex3);
pressure overload (PO); hypertrophic stimuli (stress). The stress of PO is delivered by
transverse aortic constriction (TAC).

MCIP1 seems to facilitate or suppress cardiac CaN signaling depending on the na-
ture of the stress (see Fig. 2a). In the case of CaN∗ transgenic mice, the knock-out
of MCIP1 gene (i.e. MCIP1−/− TG mice) exacerbated the hypertrophic response
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to CaN∗ overexpression. Paradoxically, however, cardiac hypertrophy in response
to PO was blunted in normal MCIP1−/− mice [9,21].

In 2006, Shin et al. [18] published a paper in FEBS Letters using switching feed-
back mechanism to explain this dual role of MCIP in cardiac hypertrophy. The aim
of this paper is to propose a much-extended version of Shin’s model by includ-
ing more recent experimental findings (e.g., CaN∗ is imported into the nucleus to
function there [7], MCIPPP will associate with protein 14-3-3 [1] and protein 14-
3-3 competes with CaN∗ to associate with NFATP to form Complex3 [10]). The
construction of the model is based on biochemical principles and we use an open
source software (CelleratorTM ) to automatically generate the equations. As we
will see later, this model can correctly predict the mutant (MCIP1−/−) behavior
under different stress such as PO and CaN∗ overexpression.

2 Computational Model

2.1 Cellerator Software

CelleratorTM is a Mathematica package designed to facilitate biological model-
ing via automated equation generation [16, 24]. It uses an arrow-based reaction
notation to represent biochemical networks and is especially amenable for sim-
ulating signal transduction networks.

2.2 Representation of Relevant Reactions

The complex Ca2+-calcineurin signaling network shown in Fig.1 can be repre-
sented using 17 reactions grouped into four categories (see Table 1) in addition
to a transcription control process of MCIP by NFAT.

2.3 The Equations of the Model

The ODEs (ordinary differential equations) notation of the set of all relevant re-
actions consists of 28 equations concerning 28 unknowns including Ca(t) which
denotes the cytosolic Ca2+ concentration. Since calcineurin is unique in its spe-
cific responsiveness to sustained, low frequency calcium signals [20], we will as-
sume cytosolic Ca2+ concentration as a constant in the following simulations
as Shin et al. [18] did in their simulations. Then we need to further consider
modeling the transcription control process of MCIP by NFAT. We have added
the following equation to replace the equation of Ca(t) in our model:

MRNA′(t) = k41 · NFATn(t) − k42 · MRNA(t) (1)

where MRNA(t) denotes the mRNA concentration of MCIP and k41 is the con-
trol constant, k42 is the degradation constant [28]. Moreover, we need to add an
additional production term (k43∗MRNA(t)) and a degradation term((ln2/t1/2)∗
MCIP (t)) in the change rate equation of MCIP (t) where t1/2 denotes the half-
life time constant of MCIP. Thus eventually we have completed building of our
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Table 1. The Representation of Relevant Reactions of The System. Note: Ab-
breviations and synonyms used in this Table are as follows: MCIPP (MCIPp);
MCIPPP (MCIPpp); NFATP (NFATp); cytosolic NFAT (NFATc); cytosolic NFATP

(NFATpc); cytosolic inactive CaN (CaNc); cytosolic CaN∗ (CaNc∗); cytosolic GSK3β
(GSK3βc); nuclear NFAT (NFATn); nuclear NFATP (NFATpn); nuclear CaN∗

(CaNn∗); nuclear GSK3β (GSK3βn); protein 14-3-3 (P1433); Ca2+-bound CaM
(CaMCa); Complex1 (Comp1); Complex2 (Comp2); Complex3 (Comp3).

Reaction Biochemical Reaction Cellerator Form of
Category Form Number Paticular Reactions
Simple A

r−→ B (1) {NFATc → NFATn, k29}
Irreversible (2) {NFATpn → NFATpc, k30}

Simple A
r1

�
r2

B (3) {GSK3βc � GSK3βn, k31, k32}

Reversible (4) {CaNc∗ � CaNn∗, k33, k44}
(5) {CaM + Ca4 � CaMCa, k1, k2}

Reversible (6) {CaMCa + CaNc � CaNc∗, k3, k4}

A + B
r1

�
r2

C (7) {CaNc∗ + MCIP � Comp1, k5, k6}

Binding (8) {P1433 + MCIPpp � Comp2, k19, k20}
(9) {NFATpc + P1433 � Comp3, k27, k28}

(10) {MCIP
BMK1

� MCIPp, k7, k8, k9}

(11) {MCIPp
CaNc∗

� MCIP, k10, k11, k12}

Catalytic S + E
r1

�
r2

SE (12) {MCIPp
GSK3βc

� MCIPpp, k13, k14, k15}

(13) {MCIPpp
CaNc∗

� MCIPp, k16, k17, k18}

Binding SE
r3−→ P + E (14) {NFATpc

CaNc∗

� NFATc, k21, k22, k23}

(15) {NFATc
GSK3βc

� NFATpc, k24, k25, k26}

(16) {NFATpn
CaNc∗

� NFATn, k35, k36, k37}

(17) {NFATn
GSK3βn

� NFATpn, k38, k39, k40}
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Table 2. Rate Constants and Other Parameters of the Model. Note: t1/2 denotes
the half-life time of MCIP1. [CaNtot] denotes the total concentration of calcineurin.
[NFATtot] denotes the total concentration of NFAT.

Parameters Value Parameter Value
k1 0.5 μM−4· min−1 k24 0.1 μM−1· min−1

k2 100 min−1 k25 0.15 min−1

k3 2760 μM−1· min−1 [13] k26 0.1 min−1

k4 0.072 min−1 [13] k27 0.4 μM−1· min−1

k5 50 μM−1· min−1 k28 0.1 min−1

k6 0.0567 min−1 [18] k29 0.4 min−1 [15]
k7 5 μM−1· min−1 k30 0.1 min−1[15]
k8 0.1 min−1 k31 0.1 min−1

k9 0.5 min−1 k32 0.05 min−1

k10 0.1 μM−1· min−1 k33 0.114 min−1 [17]
k11 0.1 min−1 k34 0.0552 min−1 [17]
k12 0.1 min−1 k35 0.15 μM−1· min−1

k13 0.5 μM−1· min−1 k36 0.1 min−1

k14 0.5 min−1 k37 0.2 min−1

k15 0.1 min−1 k38 0.1 μM−1· min−1

k16 0.1 μM−1· min−1 k39 0.1 min−1

k17 0.1 min−1 k40 0.1 min−1

k18 0.1 min−1 k41 0.02 min−1

k19 0.5 μM−1· min−1 k42 0.03 min−1

k20 0.1 min−1 k43 0.03 min−1

k21 0.15 μM−1· min−1 t1/2 15 min [14]
k22 0.15 min−1 [CaNtot] 1 μM [4,18]
k23 0.1 min−1 [NFATtot] 0.017 μM [3,18]

computational model which consists of 28 ODEs for 28 unknowns. The relevant
parameters except parameter Ca, which denotes cytosolic calcium concentra-
tion, are listed in Table 2.

3 Results and Discussion

Now we have the model, then a natural ensuing question is how to simulate the
stress. Similar as Shin et al. did in their paper, we simulate the mild stress (i.e.,
PO) by setting parameter Ca to a smaller constant (0.2μM) (please note that
we use a selected steady state as the initial condition for simulating the normally
growing heart cells for parameter Ca = 0.05μM . This means that we simulate
the increase of the cytosolic Ca2+ concentration incurred by PO by increasing
parameter Ca from 0.05μM to 0.2μM). Moreover, at the same time we increase
the initial value of BMK1(t) from 0.012μM to 1.2 μM because PO activates
BMK1 [19]. The strong stress (i.e., CaN∗ overexpression) is simulated by setting
parameter Ca to a bigger constant (0.4μM) and simultaneously increasing the
initial value of CaNc∗(t) from 0.0275μM to 0.825μM.
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Fig. 2. Hypertrophic response and simulated transient curves for CaN∗ TG animals.
(a) The stimuli of pressure overload (PO) caused more severe hypertrophy in normal
animals (the first bar) than in MCIP−/− animals (the second bar) whereas the stimuli of
CaN∗ overexpression (expressed from a muscle-specific transgene) incurred much more
HW/BW (heart weight normalized to body weight) increase in MCIP−/− transgenic
(TG) mice (the fourth bar) than in normal transgenic mice (the third bar). (b) The
simulated value increase of steady-state nuclear NFAT under the different stimuli of
PO and CaN∗ overexpression. (c) Simulated main CaN species concentration as a
function of t in the case of CaN∗ overexpression for MCIP−/− animals. Thin solid line:
CaNc∗(t); thick solid line: CaNn∗(t); Dashed line: CaNc(t). (d) Simulated main NFAT
species concentration as a function of t in the case of CaN∗ overexpression for MCIP−/−

animals. Thin solid line: NFATn(t); thick solid line: NFATpc(t); extremely thick solid
line: Comp3(t);sparsely dashed line: NFATc(t); densely dashed line: NFATpn(t).

3.1 Steady-State Properties

By numerically solving the equations using the parameters listed in Table 2,
simulations show that the system does evolve to a steady state. In Fig. 2b,
the steady-state value increase of nuclear NFAT (i.e.,NFATn∗(t)) under the
different stimuli for simulated MCIP+/+ and MCIP−/− heart cells are shown.
By comparison of the first two bars in this Figure, we can see that PO causes
greater increase of the steady-state value of nuclear NFAT in simulated normal
cells than in simulated MCIP mutant cells. However, the comparison of the
third bar with the fourth bar tells us that CaN∗ overexpression incurs much less
increase of the steady state value of nuclear NFAT in simulated normal cells
than in simulated MCIP−/− cells.

3.2 Transients and Mutant Behavior

In Fig. 3, critical transient curves in the case of CaN∗ overexpression for simu-
lated MCIP+/+ cells are shown. From Fig. 3d, we can see that the concentration
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Fig. 3. Simulated transient curves for normal animals under the stimulus of CaN∗

overexpression. (a) Simulated CaNc∗(t) (i.e., cytosolic CaN∗) as a function of t . The
small figure in the right-up corner shows the detailed change of CaNc*(t) during the
first 50 minutes. (b) Simulated concentration of main MCIP species as a function of
t. Thin solid line: MCIPpp(t); thick solid line: MCIPp(t); dashed line: MCIP (t);
(c) Simulated concentration of some other species as a function of t. Thin solid line:
P1433(t); thick solid line: Comp2(t); dashed line: Comp1(t). (d) Simulated main NFAT
species concentration as a function of t. Thin solid line: NFATn(t); thick solid line:
NFATpc(t); extremely thick solid line: Comp3(t);sparsely dashed line: NFATc(t);
densely dashed line: NFATpn(t).

of nuclear NFAT quickly rises to a peak value of 7.6 nM and then gradually
declines (it will eventually rests at 5.3 nM). Similarly, we can perform numerical
simulations for the MCIP−/− animals. Fig. 2c and Fig. 2d show the transient
curves of the main CaN species and NFAT species under the stimulus of CaN∗

overexpression. From Fig. 2d, we can see that nuclear NFAT steadily increases
from 0.5nM to a resting level of 8.8 nM.

3.3 Discussion

The decrease of Complex2 shown in Fig. 3C means the accelerated dissocia-
tion of Complex2 which should produce more MCIPPP (see Reaction 8 in Table
1). However, from Fig. 3b, we can see that MCIPPP is actually decreasing.
Since only two reactions (Reaction 8 and 13) can possibly cause the decrease
of MCIPPP , the only feasible explanation is that the initial sudden rise of cy-
tosolic CaN∗ catalyzes the conversion of MCIPPP to MCIPP and then to MCIP
and the resultant depletion of MCIPPP promotes the dissociation of Complex2
which also causes the concentration rise of protein 14-3-3 as seen in Fig. 3c. The
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increasing formation of Complex1 shown in Fig. 3c indicates that the MCIP
converted from MCIPP and the newly expressed MCIP associate with cytoso-
lic CaN∗. Since in first 50 hours, the total increase of Complex1 concentration
(about 0.5 μM) is much greater than the total decrease (less than 0.09 μM) of
the concentration of three MCIP species shown in Fig.3b, we can conclude that
the greatest source of MCIP consumed in the process of increasing formation of
Complex1 is from newly expressed MCIP. The increasing formation of Complex1
also consumes cytosolic CaN∗ and realizes the inhibition of MCIP on calcineurin
(CaN) activity. In simulated MCIP−/− cells, due to the lack of MCIP, nuclear
NFAT increases to a much higher level (8.8nM) than in MCIP+/+ cells (5.3 nM)
as shown in Fig.2d. Also it takes much less time for the system to evolve to new
steady state.

Similarly, the simulations in the case of PO stress (results not shown here due
to the limit of space) show that in normal cells, activated BMK1 promotes the
conversion of MCIP to MCIPP then to MCIPPP which causes the increase of
Comlex2 formation (from 0.28 μM to 0.96 μM) and the decrease of free 14-3-3
concentration (from 0.71 μM to 0.048 μM). In simulated MCIP−/− cells, due to
the existence of large quantity of free 14-3-3, nuclear NFAT increases from 0.5
nM to a less higher level (5.6 nM) than in MCIP+/+ cells (7.2 nM) as shown in
Fig.2b.

By comparison of the experimental and simulated hypertrophic response to
different stress shown in Fig. 2a and Fig.2b, we can see both two second bars
are lower than the corresponding first bars which means that our model does
reproduce the seemingly facilitating function of MCIP on hypertrophic response
under the stimuli of PO. Moreover, The two fourth bars are higher than the
corresponding third bars which means that our model does reproduce the in-
hibitory function of MCIP on hypertrophic response under the stimuli of CaN∗

overexpression.

4 Conclusion

We have built a computational model for the complex calcium-calcineurin-
MCIP-NFAT signaling network in cardiac myocytes. Our model can correctly
predict the mutant (MCIP1−/−) behavior under different stress such as PO and
CaN∗ overexpression. Our simulation results suggest that in the case of PO, the
seeming facilitating role of MCIP is due to that activated BMK1 promotes the
conversion of MCIP to MCIPP then to MCIPPP which associates with 14-3-3
to relieve the inhibitory effect of 14-3-3 on hypertrophic response. In the case
of CaN∗ TG mice, the overexpressed CaN∗ causes the dissociation of Complex2
by promoting the conversion of MCIPPP to MCIPP then to MCIP, which asso-
ciates with CaN∗ to inhibit its activity. Moreover, the feedback loop of MCIP
expression controlled by NFAT contributes greatly to this inhibition.
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Abstract. Chagas’ Disease is an endemic infection in many areas of
South and Central America that may cause a fatal type of myocarditis.
In the acute phase of the disease, ventricular extrasystoles and tachy-
cardia have been reported. Experiments with cardiac myocytes in the
acute stage of Chagas’ Disease have suggested a depression of Ito, the
Ca2+-independent K+ Transient Outward current. In this work we use
computational models of left ventricular myocytes of adult rats to qualify
the effects of Ito reduction that appear during the acute phase of Chagas’
Disease. The simulations are carried out by Web applications based on
the CellML language, a recently emerged international standard for the
description of biological models. The computational framework supports
the development of mathematical models, simulations and visualization
of the results. Our preliminary simulation results suggest that the reduc-
tion of Ito density elicits modifications of electrophysiological mechanisms
that are strongly related to the phenomena of arrhythmia.

Keywords: Cardiac Modeling, Web-based Simulations, Problem Solving
Environment, Myocarditis, Arrhythmia, Chagas’ Disease.

1 Introduction

Chagas’ Disease is an endemic infection in many areas of South and Central
America causing a distinctive, often fatal myocarditis. Approximately 10 to 20
million individuals are infected, and 50,000 deaths annually are associated with
this disease [1].

In the acute period ventricular extrasystoles and tachycardia have been re-
ported in the cases of acute myocarditis [2,3]. Experiments with cardiac myocytes
in the acute stage of Chagas’ Disease [4] have suggested a depression of Ito,
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the Ca2+-independent K+ Transient Outward current in canine hearts. Animal
models of myocarditis have also reported the depression of Ito in rat heart. The
availability of many different genetically altered mouse models of known defects
in the human cardiovascular system, the recent completion of the rat genome [5]
and improvements in methods for genetically modifying rat progeny [6] create a
strong demand for a more quantitative understanding of murine cardiovascular
physiology.

In this work we use computational models of the left ventricular myocytes
of adult rats to qualify the effects of the Ito reduction that appear during the
acute phase of Chagas’ Disease. Due to the multi-scale and multi-physics nature
of these biological models, their development becomes particularly challenging,
not only from a biological or biophysical viewpoint, but also from a mathemati-
cal and computational perspective. A Web-based computational framework that
provides support for cardiac electrophysiology modeling is under development
[7,8]. Such framework integrates different tools and allows one to bypass many
complex steps during the development and use of cardiac models that are based
on systems of ordinary differential equations. The implementation of cardiac cell
models is supported by a code generator named AGOS [7] that generates C++
code by translating models described in the CellML language [9], a recently
emerged international open standard for the description of biological models.
The generated code allows one to manipulate and solve the mathematical mod-
els numerically. The set up and use of the computational models is supported
by a user-friendly graphical interface that offers the tasks of simulation configu-
ration, execution in a computer cluster, storage of results and visualization. All
these tools are integrated in a Web portal [10]. The Web portal allows one to
develop and simulate cardiac models efficiently via this user-friendly integrated
environment. As a result, the complex techniques behind cardiac modeling are
taken care of by the Web distributed applications.

A series of in-silico experiments were performed in order to better understand
how the depression of Ito relates to the reported extrasystoles and tachycardia in
the acute phase of the disease. The simulations focused on obtaining insights to
better describe three important landmarks of arrhythmia: APD (Action Poten-
tial Duration) restitution curves; dispersion of repolarization; and the dynamics
of intracellular Ca2+ concentration. The APD restitution curve seeks an indica-
tion of pro-arrhythmic behavior. During pacing and reentrant cardiac arrhyth-
mias, APD restitution slope has been shown to be an important determinant
of wave stability. In addition of promoting APD alternans, a steep (modulus
greater than 1) APD restitution slope can promote breakup of electrical waves
into a fibrillation-like state [11]. It is well known that amplification of disper-
sion of repolarization underlies the development of life-threatening ventricular
arrhythmias [12]. The dispersion of repolarization is influenced by the dispersion
of APDs of the ventricular myocytes and the propagation velocity of the depolar-
ization wave. In this work we have taken the difference between endocardial and
epicardial APDs as an indication of transmural APD dispersion. Finally, alter-
ations in intracellular calcium handling play a prominent role in the generation
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of arrhythmias in the failing heart. Abnormal intracellular calcium dynamics
are usually correlated to the occurrence of Early (EAD) and Delayed (DAD)
Afterdepolarization, i.e. the strong candidates for triggers of arrhythmia [13].

In this work, we use a modified version of the Pandit et al [14] model to
simulate action potentials (APs) in adult rat left ventricular myocytes. The
mathematical description of the Pandit model was obtainned from the CellML
repository [15]. Our Web Portal supported the modification of the model, the
simulation of many experiments and the visualization of results. Our simula-
tion results suggest that the reduction of Ito density observed during the acute
phase of Chagas’ Disease elicits the modification of many important electro-
physiological mechanisms and features at the cellular level. The reduction of Ito
was followed by [Ca2+]i overload and promoted the occurrence of EADs, acting
thus in a pro-arrhythmic fashion. However, reduction of Ito also decreased the
transmural dispersion of APDs, indicating an anti-arrhythmic response. There-
fore, the observed modifications do not converge to the same direction in what
concerns the prevention or induction of arrhythmia.

2 Methods

We have used a modified version of the Pandit et al. [14] model to simulate action
potentials (APs) in adult rat left ventricularmyocytes. The Pandit model was used
to simulate both epicardial and endocardial myocytes as described in [14]. The
original model exhibits Early Afterdepolarizations (EAD) at pacing rates greater
than 2Hz due to insufficient inactivation and excessive reactivation of the L-type
Ca2+ current ICa,L [16]. To solve these limitations the modifications proposed in
[16] were implemented to avoid the occurrence of EAD at physiological rates: the
time constant of fast inactivation related to the Ca2+-independent K+ Transient
Outward Current Ito was reduced by 5%; and the inactivation time constant f11
of ICa,L was modified according to [16] in order to accelerate its kinetics.

These modifications were performed on the Web via a CellML editor which is
one of the applications of a Web-based computational framework that provides
support for cardiac electrophysiology modeling [7,8]. In addition, all simulations
and the visualization of results were performed on the web with the support
of our computational framework. After applying the above modifications to the
original CellML model, the AGOS tool [7] translated the new description to an
Application Program Interface (API) which is an object oriented C++ code.
Functions are created for initialization of parameters like the number of itera-
tions, discretization interval and initial values of variables. There are functions
for the numerical solution of the system of ordinary differential equations and for
results storage. In addition, the API offers functions which allow the automatic
creation of model-specific interfaces. This feature is used by another web appli-
cation that enables one to set any model initial condition or parameter of the
model, displaying their actual names, as documented in the CellML input file,
as shown in Figure 1. The Web server is currently connected to a small cluster
via the SGE engine [17] which enables the simulations to be executed.
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Fig. 1. Web form automatically generated by the AGOS tool for the Pandit model

The in-silico myocyte based on the Pandit model was stimulated by injecting
a transmembrane current of 0.6nA during 5 ms. A train of stimuli was simulated
in order to reproduce the dynamic restitution protocol described in [18]. Cells
were initially paced at a constant BCL (Basic Cycle Length) of 150 ms. After
50 stimuli pacing was stopped and action potential duration (APD90) and the
maximal upstroke velocity (max dv/dt) were measured. APD90, APD at 90% of
repolarization, was calculated using the difference between the activation time
and repolarization time. Activation times were obtained as the time of maximum
rate of rise of the simulated transmembrane potentials. Repolarization times were
calculated as the time of crossing a level corresponding to 90% of repolarization
to the transmembrane resting potential. Pacing was then restarted at a longer
BCL. At every 50 stimuli BCL was increased by 25 ms for the simulation with
BCLs ranging from 150 ms to 300 ms; by 50 ms for BCLs ranging from 300 ms
to 500 ms; by 250 ms from 500 ms to 1000 ms; and by 500 ms from 1000 ms to
3000 ms.
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Fig. 2. Epicardial AP paced at a constant BCL of 250 ms for 50% reduction and control
Ito densities

Fig. 3. Epicardial APD for different DIs and Ito densities
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Fig. 4. Difference between endocardial and epicardial APDs for different Ito densities

We have also analyzed the dynamics of intracellular Ca2+ concentration by
using the same steady-state restitution protocol described above. Calcium intra-
cellular concentration was also recorded during 100 pulses at a constant BCL of
750 ms. The density of the Ito current was reduced to 50%, 25% and 12.5% in
order to investigate the occurrence of EAD and its relation to APD. Transmem-
branic currents and ion concentrations were computed, stored, visualized and
used in subsequent analysis.

3 Results

3.1 Restitution Curves and EADs

Experiments with cardiac myocytes in the acute stage of Chagas’ Disease [4]
indicate that phase 1 repolarization is attenuated and suggest a depression of
Ito. In this work we investigated the influence of Ito in the APD restitution. For
this task we changed the maximum conductance of the Ito current varying its
density from 12.5% to 100% (control condition).

Figure 2 shows APs using the Modified Pandit Model paced at a BCL of
250 ms for both control (100% of Ito) and Ito reduced to 50% conditions. At
this BCL, Figure 2 shows that a pattern similar to EAD appears after 9 s of
simulation when Ito is reduced. At BCLs longer than 275 ms we have not observed
EADs, i.e. with Ito reduced to 50%. However, after further reducing Ito density
to 25% (12.5%) EAD-like patterns show up again for BCLs shorter than 450 ms
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(750 ms). Therefore, these simulations suggest that the reduction of Ito density
increases the probability of EAD occurrence at physiological rates.

APD restitution curves were calculated and are presented in Figure 3, where
APD is plotted versus the diastolic interval (DI). DI was taken as the difference
of the BCL and the measured APD90. One may note from Figure 3 that APD de-
creases for longer BCLs reaching a steady-state condition after 1000 ms. In addi-
tion, reducing the maximum conductivity of Ito monotononically increases APD.
The APD restitution curve may be used as an indication of pro-arrhythmic be-
havior. During pacing and reentrant cardiac arrhythmias, APD restitution slope
has been shown to be an important determinant of wave stability. In addition
to promoting APD alternans, a steep (modulus greater than 1) APD restitu-
tion slope can promote breakup of electrical waves into a fibrillation-like state
[11]. The slopes of the restitution curves presented by Figure 3 were significantly
smaller than 1. This agrees with the fact that alternans were not observed in
any of the simulation results.

3.2 Dispersion of Repolarization

It is well known that amplification of dispersion of repolarization underlies the
development of life-threatening ventricular arrhythmias [12]. The dispersion of
repolarization is influenced by the dispersion of APDs of the ventricular myocytes
and the propagation velocity of the depolarization wave. In this work we have
taken the difference between endocardial and epicardial APDs as an indication
of transmural APD dispersion. In addition, since the propagation velocity is
proportional to the maximum rise of the action potential, we measured max dv/dt
and considered this as an indication of changes on the propagation velocity.

Figure 4 presents the difference of APDs between simulated endocardial and
epicardial cells for different densities of Ito with a pacing rate of 1Hz. Note the
biphasic behavior. APD dispersion is greatly decreased by reducing Ito density
(a near 4-fold decrease from control to 12.5% of Ito density). However, increasing
Ito beyond the control level also reduces APD dispersion.

Since max dv/dt is related with the velocity of the wave propagation in the
cardiac tissue, we simulated the influence of the Ito in the upstroke of the AP.
Figure 5 shows that the longer the cycle length the greater the upstroke. Figure
5 also shows that Ito marginally affects max dv/dt. The reduction of Ito was
followed by a 10% decrease of max dv/dt.

3.3 Changes in the Intracellular Ca2+ Concentration

Alterations in intracellular calcium handling play a prominent role in the genera-
tion of arrhythmias in the failing heart [13]. Figure 6 presents the [Ca2+]i versus
time for a BCL of 750 ms. By reducing Ito density we observe that [Ca2+]i
reaches a larger steady-state value. The results thus suggest that reduction of
Ito density is followed by [Ca2+]i overload.
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Fig. 5. The upstroke velocity max dv/dt for different DIs

Fig. 6. [Ca2+]i for different densities of Ito versus time
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4 Discussion
In this work we have used a Web-based cardiac computational framework based
on the CellML language to simulate mathematical models of the left ventricu-
lar myocytes of adult rats. The simulations seek a better understanding of the
effects of Ito reduction during the acute phase of Chagas’ Disease. APD resti-
tution curves were generated, the transmural dispersion of repolarization was
investigated and the dynamics of [Ca2+]i analyzed. We have not observed the
phenomenon of alternans during the steady-state pacing protocol adopted. The
APD restitution curves were calculated as presented in Figure 3. It is known
that a steep APD restitution slope may suggest the breakup of electrical waves
into a fibrillation-like state. The absolute values of the slopes of the restitution
curves presented by Figure 3 were significantly smaller than 1. This agrees with
the fact that alternans were not observed in any of the simulation results.

However, during fast pacing a pattern similar to Early Afterdepolarization
(EAD) was present (see Figure 2). In addition, EADs occurred in considerably
slower pacing rates after Ito density was reduced in the models. Therefore, the
results suggest that the reduction of Ito density increases the probability of EAD
occurrence at physiological rates. The premature occurrence of EADs seems to
be in accordance with the accumulation of [Ca2+]i as a consequence of reduc-
tion of Ito density (see Figure 6). Calcium entry into myocytes drives myocyte
contraction. To prepare for the next contraction, myocytes must extrude cal-
cium from intracellular space via the Na+/Ca2+ exchanger (NCX1) or sequester
it into the sarcoplasmic reticulum. Defective calcium extrusion correlates with
increased intracellular calcium levels and may be relevant to heart failure and
to the generation of arrhythmias [19]. The results presented in Figure 6 suggest
that reduction of Ito density may be followed by [Ca2+]i overload.

We have addressed the effects of Ito density reduction on the transmural dis-
persion of repolarization by calculating the changes on endocardial to epicar-
dial APD difference and on the max dv/dt, which is related to the velocity of
the wave propagation in the cardiac tissue. In our simulations, max dv/dt was
marginally affected (see Figure 4). However, the transmural dispersion of APD,
as presented in Figure 5, is decreased after Ito is reduced. The results indicate
an anti-arrhythmic effect associated to the reduction of Ito density.

In summary, the computational framework simplified the required modifica-
tions and usage of the mathematical model studied in this work. The combination
of the XML-based automatic code generator, the CellML editor and the Web
portal provided an user-friendly environment for our simulations. Our results
suggest that the reduction of Ito density observed during the acute phase of
Chagas’ Disease elicits the modification of many important electrophysiological
mechanisms and features. The reduction of Ito was followed by [Ca2+]i overload
and promoted the occurrence of EADs, acting thus in a pro-arrhythmic fashion.
However, reduction of Ito also decreased the dispersion of APDs, indicating an
anti-arrhythmic effect. Therefore, the observed modifications do not converge to
the same direction in what concerns the prevention or induction of arrhythmia.
Further studies are necessary in order to better characterize and understand the
electrophysiological changes that underly the acute phase of Chagas’ Disease.
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Abstract. Comprehensive, accurate and detailed maps of transcription
factor binding sites (TFBS) help to unravel the transcriptional regulatory
relationship between genes and transcription factors. The recently devel-
oped sequencing-based genome-wide approach ChIP-PET (Chromatin
ImmunoPrecipitation coupled with Paired-End diTag analysis) permits
accurate and unbiased mapping of TF-DNA interactions. In this paper
we outline a methodical framework to analyze ChIP-PET sequence data
to identify most likely binding regions. Mathematical formulations were
derived to streamline and strengthen the analysis. We established a more
faithful noise distribution estimation that leads to the adaptive threshold
scheme. The algorithms were evaluated using three real-world datasets.
Using motif enrichment as indirect evidence and additional ChIP-qPCR
validations, the overall performance was consistently satisfactory.

1 Introduction

Transcription factors (TF) play a pivotal role in controlling gene expression, and
thus directing the cellular behavior and mechanisms. Part of the effort to fully
decipher the intricate regulatory networks and pathway, a key intermediate goal
would be to identify the relevant Transcription Factor Binding Sites (TFBS).
Such is also one of the goals set out for the human genome[1].

Chromatin Immuoprecipitation (ChIP) is a powerful approach to study in
vivo protein-DNA interactions. It consists of five major steps: (i) cross-link the
DNA binding proteins to the DNA in vivo, (ii) shear the chromatin fibers using
sonication or otherwise, (iii) immunoprecipitate the chromatin fragments using
specific antibody against given protein targets, (iv) reverse the cross-linking of
protein-bound DNA, and (v) analyze the ChIP enriched DNA fragments. These
DNA fragments can then be characterized using high throughput approaches,
such as hybridization-based ChIP-chip analysis [2],[3],[4],[5] or direct DNA se-
quencing. ChIP sequencing can be performed by sequencing individually cloned
fragments [6],[7], concatenations of single tags derived from fragments (STAGE)
[8],[9],[10],[11] or concatenations of pair-end-ditags to infer the linear structure
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of ChIP DNA fragments (ChIP-PET)[12],[13]. The sequencing approaches have
their advantages over the hybridization-based approaches by elucidating the ex-
act nucleotide content of target DNA sequences.

In a ChIP-PET experiment, 5’ (18bp) and 3’ (18bp) signatures for each of
the ChIP enriched DNA fragments were extracted and joined to form the paired
end tag structure (PET) that were then concatenated for efficient sequencing
analysis. The PET sequences were then mapped to the reference genome to
infer the full content of each of the ChIP DNA fragments. The protein-DNA
interaction regions enriched by ChIP procedure will have more DNA fragments
representing the target regions than the non-specific regions. Therefore, with
sufficient sequence sampling in the DNA pool of a ChIP experiment, multiple
DNA fragments originated from the target regions will be observed.

In previous analyses of ChIP-PET data [12],[13], Monte Carlo simulations
were employed to distinguish true signals from noise. This paper proposes math-
ematical formulations for performing the similar assessment as the Monte Carlo
simulation in an efficient manner, and further generalizes the approach to re-
solve potential irregular noise arising from anomalous chromosomal copies and
configuration.

2 Results and Discussion

2.1 PET Clusters as the Readout for TFBS

Presence of PET clusters is clearly an initial indication of genomic loci enriched
for TF-bound fragments. The more PETs that a cluster has, the more prob-
able the TF binds to the region. We can set a minimum cut-off criterion, say

 

Reference 

Genome  

ChIP 

fragments  

PETs 

PET clusters  

Fig. 1. ChIP fragments, PETs, and ChIP-PET clusters. ChIP fragments might
be TF-bound (shaded circles) or simply noise. Mapped ChIP fragments are called
PETs. Overlapping PETs are grouped into ChIP-PET clusters.
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z, and classify clusters with at least z PETs (i.e. PETz+ clusters) to be the
highly probable clusters with TF binding. A Monte Carlo approach has been
successfully employed to determine this threshold [12].

More analytically, if we assume that the noisy PETs are randomly and uni-
formly distributed along the genome, then the distance, D, between any two
consecutive random PETs is expected to follow the exponential distribution
with rate λ = F

G , where F is the total number of PETs and G is the genome
length. The probability of two PETs overlapping (i.e. the distance between
them is less than or equal the (expected) PET length) by chance alone is
Pexp(X ≤ k; λ) where Pexp is the cumulative exponential distribution func-
tion whose rate is λ and k is the expected length of a PET. Two overlap-
ping PETs can be found in a PET2 cluster and beyond. Thus, the probabil-
ity Pexp(X ≤ k; λ) is the probability of a PET2+ cluster to happen simply by
chance. More generally, the probability of the occurrence of a PETn+ cluster by
random is:

PrPET(Y ≥ n; λ) ≈ (Pexp(X ≤ k; λ))(n−1) =
(
1 − e−λk

)(n−1)
(1)

In place of the Monte Carlo simulations, one can readily compute the p-value of
random PETn+ clusters using the above equation to determine the appropriate
threshold for a given ChIP PET library. Additional empirical evidence for Eq.
(1) will be provided later in the text.

2.2 Counting on Maximum Support for Defining Binding Regions

While number of PETs in a cluster is useful for assessing whether the cluster is
likely to be a true signal, clusters with seemingly good number of PETs can still
be generated by random noise. For a true binding region with many PETs, the
exact position of the actual protein-DNA site will be more refined and appear
as a sharp peak in the cluster. However, it is not uncommon to find big clusters
whose overlapping regions are not well concentrated. This is an indication that
they might have been formed simply by chance. Figure 2 shows a snapshot of
two clusters from real libraries, contrasting a typical good cluster (left) with well
defined core, to a configuration with scattered overlap region (right) which was
most likely formed by random PETs.

We call a cluster as a moPETn (maximum overlap PET n) cluster if all of its
sub-region is supported by at most n PETs. Similar to the previous definition,
moPETn+ clusters represent the set of moPETm clusters where m ≥ n. The left
cluster in Fig.2 is PET5/moPET5, while the right cluster is PET5/moPET2. To
some extent, PETn/moPETm (where m < n) clusters are doubtful. There are
96 of such clusters in the p53 library, while the Oct4 and ER libraries contain
4,929 and 910 such clusters.

The probability of a moPETn to be initiated by an arbitrary PET < s, l > can
be estimated by the probability of observing additional (n−1) PET starting sites
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PETs 

PET
Density 

Fig. 2. A comparison of high fidelity cluster and noisy cluster. Good clusters
are generally well-defined (left cluster), containing a strong overlapping region. Dis-
persed ChIP PET segments (right cluster) hint at the possibility of cluster formation
purely at random and by chance alone.

at most l-bp away from s. This probability follows that of Poisson distribution
for observing (n − 1) events whose rate is λ within the interval k (=expected
PET length). More formally, the probability of an arbitrary PET to initiate a
moPETn cluster:

PrmoPET(Y = n; λ) ≈ PPoisson(X = (n − 1); λk) =
e−λk(λk)(n−1)

(n − 1)!
(2)

Using PrmoPET(n) and given the acceptable p-value level, we can determine
the appropriate cut-off of moPETn for identifying true TF-binding regions. Com-
parison with simulation results is presented below.

2.3 Comparing Empirical Results and Analytical Formulations

To evaluate the correctness of our statistical formulations in Eqs. (1) and (2),
we compared the analytical estimations of PETn+ and moPETn clusters dis-
tributions to the empirical ones generated through a 100,000 runs of Monte
Carlo simulations (see Methods) with different sets of parameter as listed in
Table 1. The collected statistics were used to construct empirical distributions
which were then compared with the proposed analytical framework. Figure 3(a)
and 3(b) contrasts the empirical probability of PETn+ and moPETn occurrence
(points) against the analytical estimations (dashed lines). The analytical curves
tracks the empirical values very well, reconfirming the validity of the analytical
distributions.

2.4 Adaptive Approach for Biased Genomes

The estimation of rate λ, i.e. the expected number of PETs per nucleotide,
plays a critical role in Eqs. (1) and (2). This rate signifies the expected noise
level of the dataset. A single global rate λ reflects the assumption that the
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Fig. 3. Comparing simulation and analytical results. Probability of a random
(A) PETn+ or (B) moPETn cluster produced by chance, as estimated by Monte Carlo
simulations (points) and computed analytically (dashed lines).

noisy PETs are randomly uniformly distributed across the genome. Although
may be acceptable in general, libraries generated from aberrant genome require
more refined estimation. Amplified genomic regions will have higher PET counts
than the overall genome, making their purely random clusters bear stronger
signal than those of normal regions. On the other hand, regions with signif-
icant deletions will contain less than expected PETs and their true binding
loci will be much weaker. Using single global λ would result in higher false
positive rates in amplified regions and higher false negative rates in deleted
regions.

We devised a two-phase adaptive approach that takes account of local biases
(see Fig.4) in predicting the most probable source (true binding vs. noise) of
each PET cluster. Given a cluster c, the first phase considers the local window
of some predefined size L centered on the cluster c, and, estimates the total
number of noise PETs. The second phase computes the local λ and calculates a
local moPET (or PET) cut-off TmoPET. Clusters c is considered to be binding
region if its moPET (or PET) count is greater than TmoPET.

The noise estimation step (phase 1) counts the number of potentially noisy
PETs within the window. Overestimation of noise would increase false negatives,
while underestimation would add false positives. We adhere to two heuristics: (i)
the current cluster should not be assumed as real and (ii) other clusters within
the windows that seem to be real clusters should, as much as possible, not be
counted as noise. The first rule stems from the fact that most of the clusters
(especially PET1 clusters) are noise. Observations that binding sites are some-
times located proximal to each other motivated the second rule. For the window
size L, we set it to be at least twice the expected distance between two PETs
(i.e. λ−1). Noise estimation starts by identifying the probable noisy clusters. As-
suming that the current cluster c is noisy, clusters within the window L with
higher moPET counts than the current cluster c are contextually considered
non-noise (line 3 in Fig.4). Next, the rate of noisy PETs per cluster is esti-
mated by taking the geometric mean [14],[15] of PET counts of (locally) noisy



ChIP-PET Analysis 135

GoodCluster(c, p, L)
1 Let D be the set of clusters that are located at most L

2 basepairs away
(upstream or downstream) from c

2 G ← {} � Start of local noise estimation
3 for each cluster d ∈ D : if mo(d) ≤ mo(c) then G = G ∪ {pet(d)}
4 g ← geomean(G)
5 S ←

∑
d∈D min (pet(d), g) � S is the estimated local noise

6 λ ← S
L

� Start of threshold determination
7 TmoPET ← min ({n|PrmoPET(Y ≥ n; λ) ≤ p})
8 if mo(c) > TmoPET

then return true

else return false

Fig. 4. Pseudocode of the adaptive thresholding algorithm

clusters (line 4 in Fig.4). The final sum of noisy PETs, S, is calculated by adding
the noisy PET counts of all the clusters within the current window (line 5 in
Fig.4).

The second phase is quite straightforward through performing sufficient iter-
ations of Monte Carlo simulations or the application of the Eqs. (1) or (2) using
the local rate λ (=S/L) and considering the window length L.

2.5 Performance on Real Datasets

Three real datasets were used in our evaluation: p53 ChIP-PET [12], Oct4 ChIP-
PET [13], and Estrogen Receptor (ER) ChIP-PET [16]. For each dataset, we
applied our proposed algorithms to predict TF-bound regions. The predicted
regions were then evaluated indirectly by enrichment of putative relevant binding
motifs and (whenever available) directly through further ChIP qPCR validation
assays (see Methods).

The p53 library was the first and the smallest dataset (65,714 PETs, average
length: 625bp) and was constructed using the human HCT116 cancer cell lines.
The ER ChIP PET library comprised 136,152 PETs (average length: 72bp), was
assayed on human MCF-7 breast cancer cell lines. The largest library among the
three, the Oct4 ChIP PET, was based on mouse E14 cell lines (366,639 PETs,
average length: 627bp). The non-gapped genome lengths for human and mouse
are estimated at 2.8Gbp (UCSC hg17) and 2.5Gbp (UCSC mm5).

Setting the cut-off of at p = 10−3, the selected clusters for p53 is PET3+
or moPET3+, for ER is PET4+ or moPET3+, and for Oct4 is PET4+ or
moPET4+. Table 2 gives the validations of each PET cluster group in each li-
brary and PET or moPET cluster group. Sharp motif enrichment can be seen
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at the selected cut-offs in all libraries, compared to the PET2 or moPET2 group,
which is expected to be noisy. Table 2 also shows high success rate of ChIP-qPCR
validations. The p53 library had 100% of the ChIP-qPCR tested sites showing
enrichment of p53 binding. The high ChIP-qPCR success rate (> 95%) for the
selected Oct4 moPET4+ clusters also increased our confidence of the validity of
the cluster selection approach.

Prior to running the ChIP-qPCR validation for the ER library, we noticed
unusual concentrations of PETs in regions, which correlated well with the regions
previously reported to be amplified in the underlying MCF-7 cell lines [17].
This prompted us to employ the adaptive moPET thresholding algorithm to
‘normalize’ the amplified regions. We also applied the adaptive approach on the
other two datasets, to see its effect on other libraries from relatively normal cell
lines (i.e. the p53 and Oct4 libraries). The result is summarized in Table 3.

Adaptive thresholding might exclude clusters selected under the global thresh-
olding and re-include clusters which would otherwise be excluded because they
were below the global threshold. Global and adaptive moPET thresholding pro-
duced the same results for p53 (see Table 3). Interestingly, application of adaptive
thresholding on the Oct4 library re-included some of the moPET3 clusters, with
a higher motif enrichment. Only a tiny fraction of the moPET4 was rejected,
with no significant impact on motif enrichment. The ChIP qPCR success rates
for the adaptive-selected clusters were higher than before. A sizeable portion of
the moPET3+ in ER ChIP PET library was rejected and the selected clusters
had better motif enrichment, indicative of true binding. ChIP-qPCR assays on
random samples of the selected clusters confirmed that further.

3 Methods

3.1 ChIP-PET Clustering

The primary ChIP-PET data is the locations and lengths of the ChIP-PET
fragments. The tuple < s, l > represents an l-bp long PET fragment mapped
into location s. Two PET fragments < s1, l1 > and < s2, l2 >, where s1 ≤ s2,
are said to be overlapping if s1 + l1 ≥ s2. A ChIP-PET cluster is defined as the
largest set of cascading overlapping PET fragments.

3.2 Simulation Procedures

To generate a random PET library, we preformed a Monte Carlo simulation
while taking into account the overall genome length (G), the total number of
PETs (M), and the desired PETs’ lengths (minimum and maximum lengths).
In each Monte Carlo simulation, M points were randomly picked along the G-
bp genome, mimicking the generation of a PET library containing completely
random fragments. For each picked point, a random length was sampled from a
uniform distribution within the given minimum and maximum bounds. Sim-
ulated PETs were clustered accordingly. Statistics of PETn+ and moPETn
clusters were collected and averaged over a sufficient number of Monte Carlo
iterations.
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3.3 Evaluations of Selected Clusters from Real Datasets

The goodness of these clusters (i.e. whether these clusters were truly bound by
the TF) was then doubly-assessed: (i) indirectly from the enrichment of putative
relevant binding motifs among the selected clusters and (ii) directly through fur-
ther ChIP qPCR validation assays. The putative motifs for p53 and Oct4 were
identified based on the binding site models described in their respective pa-
pers [12],[13]. Putative ER binding motif were based on the consensus sequence,
GGTCAnnnTGACC [18], and allowing for up to 2nt mismatches. Additional
ChIP qPCR validations have also been carried out on some of the selected clus-
ters [12],[13],[16].

4 Conclusions

We have described a more principled framework for analyzing ChIP-PET data
to identify transcription factor binding regions. To dichotomize the PET clus-
ters into potentially binding regions and likely non-binding regions, we utilized
a random PET generation model and estimated the improbable concentration
of PETs generated at random. The adaptive thresholding framework was in-
troduced to handle aberrant genomes, e.g. due to amplifications and deletions
in cancer cell lines, or other experimental conditions. These analyses might be
further improved by taking into account other known inherent properties of the
genome (e.g. prevalence of repeats). We also noticed a potential utility of the
adaptive technique for identifying intrinsic features of the genome (e.g. for de-
lineating amplified or deleted segments).
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Appendix: Tables

Table 1. Simulation setups. Five Monte Carlo simulation sets run to assess the
analytical model of random PETn and moPETn clusters formations.

Simulation Set A B C D E

Genome length 2Mbp 2Mbp 20Mbp 10Mbp 10Mbp

Number of PETs 300 300 3000 2000 5000

Min. PET length 500bp 700bp 500bp 200bp 300bp

Max. PET length 500bp 700bp 500bp 1000bp 700bp
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Table 2. Motif enrichments and ChIP-qPCR validation rate of clusters selected by
global thresholding

(A) p53 ChIP-PET clusters

PET2 PET3 PET4 PET5 PET6 PET7 PET8+

Total clusters 1453 161 66 38 29 13 29
% with motifs 15.97% 59.63% 80.30% 65.79% 89.66% 84.62% 82.76%
ChIP-qPCR success rate N/A N/A 100.0% 100.0% 100.0% 100.0% 100.0%

moPET2 moPET3 moPET4 moPET5 moPET6 moPET7+

Total clusters 1489 140 69 30 26 35
% with motifs 16.25% 67.14% 81.16% 70.00% 88.46% 88.57%
ChIP-qPCR success rate N/A 100.0% 100.0% 100.0% 100.0% 100.0%

(B) Oct4 ChIP-PET clusters

PET2 PET3 PET4 PET5 PET6 PET7 PET8+

Total clusters 29453 5556 1540 550 223 102 201
% with motifs 16.74% 24.62% 34.35% 42.36% 52.47% 49.02% 45.77%
ChIP-qPCR success rate 10.00% 9.68% 88.24% 90.48% 100.00% 100.00% 95.00%

moPET2 moPET3 moPET4 moPET5 moPET6 moPET7+

Total clusters 32739 3734 724 189 93 146
% with motifs 17.57% 27.64% 41.57% 54.50% 70.97% 43.15%
ChIP-qPCR success rate 10.00% 8.82% 95.00% 100.00% 100.00% 100.00%

(C) ER ChIP-PET clusters

PET2 PET3 PET4 PET5 PET6 PET7 PET8+

Total clusters 5704 930 341 181 124 78 216
% with motifs 40.06% 57.31% 65.69% 70.72% 76.61% 78.21% 83.33%

moPET2 moPET3 moPET4 moPET5 moPET6 moPET7+

Total clusters 6100 756 281 134 95 208
% with motifs 41.02% 61.90% 64.77% 76.12% 78.95% 85.10%

Table 3. Motif enrichments and ChIP-qPCR validation rate of clusters selected by
adaptive thresholding

(A) p53 ChIP-PET clusters
moPET2 moPET3 moPET4 moPET5 moPET6 moPET7+

Total clusters 0 140 69 30 26 35
% with motifs N/A 67.14% 81.16% 70.00% 88.46% 88.57%
ChIP-qPCR success rate N/A 100.0% 100.0% 100.0% 100.0% 100.0%

(B) Oct4 ChIP-PET clusters
moPET2 moPET3 moPET4 moPET5 moPET6 moPET7+

Total clusters 0 524 717 189 93 146
% with motifs N/A 36.83% 41.84% 54.50% 70.97% 43.15%
ChIP-qPCR success rate N/A 16.7% 95.00% 100.0% 100.0% 100.0%

(C) ER ChIP-PET clusters
moPET2 moPET3 moPET4 moPET5 moPET6 moPET7+

Total clusters 0 552 245 134 95 208
% with motifs N/A 65.58% 68.57% 76.12% 78.95% 85.10%
ChIP-qPCR success rate N/A 70.0% 83.3% 100.0% 100.0% 100.0%
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Abstract. This paper is devoted to the problem of feature selection
for class prediction based on results of DNA microarray experiments. A
method is presented to objectively compare quality of feature sets ob-
tained using different gene-ranking methods. The quality of feature sets is
expressed in terms of predictive performance of classification models built
using these features. A comparative study is performed involving means
comparison, fold difference and rank-test (Wilcoxon statistic) methods.
The study shows that best performance can be obtained using the rank-
test approach. It is also shown that the means comparison method can be
significantly improved by also taking into account fold-change informa-
tion. Performance of such mixed methods of feature selection can surpass
performance of rank-test methods.

1 Introduction

Genome-wide expression profiling using DNA microarray or similar technologies
has become an important tool for research communities in academia and in-
dustry. Microarray gene expression studies are designed to obtain insights into
yet unknown gene functions/interactions, investigate gene-related disease mech-
anisms or observe relationships between gene profiles and some factors (such
as some risk factor or response to some therapy). Microarray studies motivated
development of specific data analysis methods, broadly categorized into class
discovery, class comparison and class prediction [12]. Class discovery aims to dis-
cover groups of co-regulated genes across the samples tested, or, alternatively, to
discover groups of samples similar in terms of their gene expression profile, thus
discovering new disease taxonomies [2]. The purpose of class comparison studies
is to identify genes with most different expression profiles across the classes com-
pared. This identifies groups of genes whose expression is significantly related
to the classes and which possibly account for the difference between the classes
compared. The purpose of class prediction is to build a predictive model for de-
termination of the class membership of samples based on their gene expression
profiles. Application areas of this seem very promising not only in research, but
in medical diagnosis or prediction of response to treatment. Although US Food
and Drug Administration recently approved the first microarray chip to help
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doctors administer patient dosages of drugs that are metabolized differently by
cytochrome P450 enzyme variant, more wide-spread application of microarrays
in clinical or regulatory applications requires that several issues related to accu-
racy and reproducibility of microarray results as well as analysis of microarray
data are resolved.

One step on the way to bringing microarrays to clinical applications was re-
cently made by the Microarray Quality Control (MAQC) Consortium [6], [11],
who through a comprehensive experimental study showed that microarrays have
grown robust enough to produce data that is reproducible and comparable across
different microarray platforms and laboratories. As another conclusion from their
research, MAQC recommends using fold-change ratio as a measure of gene rank-
ing for the purpose of identification of differently expressed genes in microarray
studies. This recommendation is drawn from the observation that this method
of gene selection yields best reproducibility of results across different microarray
platforms. MAQC also advices against using means-comparison methods, such
as the t-test, for gene ranking. This has opened recent discussion related to va-
lidity of gene selection methods. E.g., Klebanov et al. [8] argues that fold-change
cannot be regarded superior to the t-test, as it realizes smaller power, and in
general, reproducibility of results should not be used as an indication about the
adequacy of the gene selection method.

This discussion has motivated the study reported in this paper. Our work
addresses another perspective (or criterion) for choosing the right method of
gene selection. It is proposed to judge the quality of a gene selection method by
looking at the information value of genes returned by the method and regarded
as features for class prediction. In other words, a gene selection method will be
deemed superior if it tends to produce features yielding best predictive perfor-
mance of sample classifiers. In the following section, an approach is explained to
arrive at the quality of features obtained using a given gene selection method.
Next, this approach is used to compare three widely used gene selection meth-
ods (means-comparison, fold-change and a method based on the statistical rank
test). The comparative study is based on the data originally published by Golub
et al. [5] and Alon et al. [1]. Finally, it is shown that combining different feature
selection methods (e.g., enhancing means-comparison method by also including
the fold-change criterion) can result in increased performance of class prediction.

2 Quality of Features from Different Gene Selection
Methods

Here we present an approach to express quality of a gene selection method in
terms of predictive performance of a classifier using the genes regarded as fea-
tures. In Sect. 2.1 we discuss the challenges that need to be overcome to build and
properly validate performance of a sample classifier based on gene expressions.
This should be seen as the motivation for the procedure detailed in Sect. 2.2
for judging the quality of gene selection.
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2.1 Classification in High Dimensionality Data

Building a class prediction model based on microarray study data is a challeng-
ing task due to very high dimensionality of data obtained and relatively small
number of samples available. Microarray studies typically produce data vectors
with dimensionality d ∼ 103 to 104 (the number of genes observed in one DNA
chip), while the number of samples tested is at most n ∼ 102. In other words, mi-
croarray studies define an ill-formulated problem of classification, where d � n,
while standard approaches to predictive modeling require that d � n. This
implies that significant dimensionality reduction is required. Another challenge
related to the analysis of such data concerns proper estimation of expected pre-
dictive performance of the classifier for new data. Considering the small number
of samples available for model building and testing requires that a properly tai-
lored data-reuse approach is used. How these issues will be approached in the
procedure in Sect. 2.2 is now developed.

The following notation will be used to represent results of a microarray ex-
periment. Let (xi, yi), i = 1, 2, ..., n denote data vectors related to the n samples
tested in a microarray study, where xi ∈ Rd represents gene expressions from
the sample i and yi ∈ C = {c1, c2} denotes the class membership associated
with the sample i. For the problem of class prediction it is assumed the class
membership yi for each xi is known prior to analysis. Only the binary classifi-
cation case is considered here, where yi ∈ {c1, c2}; this can be extended to the
multi class problem by using ANOVA based metrics for gene ranking (such as
the F-statistic).

The problem of class prediction is formally stated in the statistical decision
theory [7] as looking for a prediction model f : Rd �→ C, minimizing the expected
prediction error:

EPE = E [L (Y, f (X))] (1)

where the loss function L, used to penalize misclassification events can be defined
as e.g.,

L (Y, f (X)) =
{

1 for Y �= f(X)
0 for Y = f(X) . (2)

Since in class prediction studies only samples (xi, yi), i = 1, 2, ..., n of the random
variables X and Y are known, empirical risk defined as 1

n

∑n
i=1 L (yi, f (xi)) is

used to estimate the EPE (1). It should be noted that this must be computed
based only on the data points not used for the purpose of building the model
f , and not used in the stage on feature (gene) selection. Considering the small
number of data points from a microarray study, EPE can be estimated by
repeatedly training and testing the model for different data splits, where a subset
of available data is used for feature selection and model building, leaving the
remaining (smaller) part for estimation of EPE. This leads to a cross-validation
estimate of EPE defined as [7]:

CV =
1
n

n∑
i=1

L
(
yi, f

−i (xi)
)

(3)



Quality of Feature Selection Based on Microarray Gene Expression Data 143

where f−i is the classifier fitted to data with the sample xi removed. This ver-
sion of cross-validation realizes smaller bias (at the price of higher variance) as
compared with the procedures leaving more samples for testing [7].

It should be noted that estimating EPE based on samples used for feature
selection leads to overoptimistic estimates of predictive performance of classifiers,
as pointed out in [14], and is not an uncommon error in literature.

Another issue concerning class prediction based on microarray data is related
to setting the right dimensionality of the feature set. Here the well known fact
should be considered [7] pertaining to binary classification that in d dimensions
d + 1 points can be always perfectly separated by a simplest linear classifier.
This implies that for microarray data ((xi, yi), i = 1, 2, . . . , n where d � n), one
can always obtain perfect fit of the model to data, providing enough (i.e. n − 1)
genes are selected. However, such models will not guarantee good predictive per-
formance for new data, as they are prone to overfitting meaning small prediction
error for training data with high prediction error for test (new) data [12]. This
limits the number of genes that should be selected as features for class prediction
to no more then the number of data points available in microarray data.

2.2 Quality of a Feature Selection Method

Considering the above mentioned challenges, the following procedure is proposed
to arrive at the quality measures attributed to a given feature selection method.
In the next chapter three specific feature selection methods are compared using
this procedure.

1. Select the value d∗ of dimensionality of the feature vector from the range
1..n − 2.

2. Remove the sample (xi, yi) from the original data set (the remaining n − 1
samples will be referred to as the training data).

3. Using the training data select d∗ genes ranked top by the gene selection
procedure considered.

4. Reduce dimensionality of the vectors x by leaving only values of expression
of the d∗ genes selected (the vectors obtained will be denoted x′).

5. Build a classification model denoted f−i by fitting it to the n − 1 points x′,
obtained in the previous step.

6. Compute ei = L
(
yi, f

−i(x′
i)

)
.

7. Repeat Steps 2 through 6 for i = 1, 2, . . . , n.
8. Compute CVd∗ = 1

n

∑n
i=1 ei (this estimates the EPE - see (3)).

9. Repeat Steps 1 through 8 for a grid of values d∗ spaced evenly in the range
1..n − 2, using approx. 10 values of d∗.

10. Plot the obtained relationship CVd∗ versus d∗.

It is proposed that the quality of a feature selection method be judged by observ-
ing the minimum values of CVd∗ obtained. Also, comparing the plots obtained
in Step 10 for different feature selection methods gives an indication about the
quality of features produced by competing methods over a range of different
dimensionality models. This approach is used in the sample study shown in the
following section.
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3 Comparing Quality of Commonly Used Feature
Selection Methods

Using the approach proposed in Sect. 2.2, the quality of three different methods
commonly used for ranking genes is compared:

1. Gene ranking based on the Wilcoxon statistical rank-test,
2. Gene ranking based on the fold difference (used and recommended by Shi et

al. [11]),
3. Gene ranking based on the signal to noise measure (which is an example of

direct means comparison methods, such as the t-test).

Feature selection based on the first method requires that the Wilcoxon non-
parametric group comparison test is performed independently for every gene.
This gives a p-value indicating whether expression of this gene for the groups of
samples of class c1 and c2 can be considered different. Gene selection using this
method returns the set of top d∗ (Step 4 in Sect. 2.2) genes ranked by increasing
p-value of the test.

Feature selection using the fold difference measure requires that for every gene
the ratio of mean expressions from samples of class c1 and c2 is computed. More
specifically, if for a given gene, the mean value of gene expression from samples
of class c1 and c2 is denoted μ1 and μ2, respectively, then the (log) fold difference
measure is defined as:

fc = |log(μ1) − log(μ2)| (4)

which produces high values if either of the means exceeds the other. Gene selec-
tion using this method returns the set of top genes ranked by decreasing value
of fc.

Feature selection based on the signal to noise uses the measure defined as:

sn =
|μ1 − μ2|
σ1 + σ2

(5)

where σ1 and σ2 are standard deviations of expressions of a fixed gene for the
samples of class c1 and c2, respectively. Gene selection returns the set of top
genes ranked by decreasing value of sn.

Fig. 1 compares the EPE vs. model dimensionality for these three gene se-
lection methods (marked in the plot by ’w’, ’sn’ and ’fc’). As a classifier we used
in this study the multilayer perceptron (MLP) model with one hidden layer. We
observe that the minimum value of EPE (i.e., the best predictive performance
expected for new, independent samples) is realized for the Wilcoxon method,
with 15 genes selected. It can be also observed that for the wide range of differ-
ent dimensionality models (up to 50 features), Wilcoxon feature selection yields
significantly fewer prediction errors then signal to noise or fold difference.

Fig. 1 also includes EPE for a model built using a combined method of feature
selection (marked in the plot as ’snfc’). This approach includes the following steps:
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Fig. 1. Expected prediction error of neural network model for different methods of
gene selection. (Notation: w=Wilcoxon test, fc=fold difference, sn=signal to noise,
snfc=signal to noise with additional fold difference criterion).

1. For each gene, the fc and sn measures are computed according to (4) and
(5).

2. Genes are ranked by decreasing values of sn.
3. The required number of top genes is returned, providing a gene realizes at

least two-fold difference in expression (i.e., fc ≥ 1, where in (4) we used the
logarithm to the base 2).

The threshold of at least two-fold difference in expression was also used as the
feature selection criterion in [11]. Interestingly, features returned from this com-
bined model yield significantly better EPE then features from individual models
ns and fc, with minimum values of EPE realized for 10-20 genes. This approach
shows similar performance in terms of feature quality to the Wilcoxon method.

The same analysis repeated for a different classification model – logistic re-
gression gives results depicted in Fig. 2.

Basically, the conclusions drawn from Fig. 1 regarding the quality of com-
peting feature selection methods are confirmed: the Wilcoxon method realizes
the best predictive performance (for 10-20 features), and the combined method
(’snfc’) leads to remarkable improvement in feature quality, making this method
comparable with the Wilcoxon rank test.
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Fig. 2. Expected prediction error of logistic regression model for different methods
of gene selection. (Notation: w=Wilcoxon test, fc=fold difference, sn=signal to noise,
snfc=signal to noise with additional fold difference criterion).

Figs. 1 and 2 also illustrate model dimensionality related issues: too small a
model dimensionality leads to poor prediction performance (due to the model
being too simple), while too big a dimensionality leads to overfitting of the
model. This compromise should be taken into consideration when setting the
right dimensionality of a class prediction model.

Similar analysis repeated for the colon data set [1] basically confirms the
conclusions drawn from the leukemia study. Again, the Wilcoxon method tends
to produce the best predictive performance (the EPE ≈ 0.16 for 20 genes, using
the MLP classifier). Similar results were observed for 10 or 30 features obtained
with the combined method.

4 Conclusions

We demonstrated that the quality of gene selection methods can be empirically
compared by observing the performance of class prediction models built using
features returned by these methods. To obtain a fair picture of the quality, such
analysis should not be limited to one pre-fixed number of genes selected, it should
rather be made for a representative collection of different dimensionality models,
which allows to observe the size of feature vectors yielding good class prediction.
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Using this approach, we showed that the Wilcoxon rank test is a superior
gene selection method then fold-change or direct means comparison. However,
significant improvement can be achieved if different gene selection criteria are
used simultaneously. This suggests that feature selection for microarray class
prediction probably should comprise information from several different criteria,
thus increasing information contents of the feature set. This however requires
further research.

Being able to quantitatively rank gene selection methods, as shown in this
work, raises another interesting question to what extend the genes selected as
best features for sample classification really account for the differences between
classes. This open question requires further research in an interdisciplinary team.
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Abstract. Proteins interact among them and different interactions form
a very huge number of possible combinations representable as protein to
protein interaction (PPI) networks that are mapped into graph struc-
tures. The interest in analyzing PPI networks is related to the possibil-
ity of predicting PPI properties, starting from a set of known proteins
interacting among each other. For example, predicting the configuration
of a subset of nodes in a graph (representing a PPI network), allows
to study the generation of protein complexes. Nevertheless, due to the
huge number of possible configurations of protein interactions, automatic
based computation tools are required. Available prediction tools are able
to analyze and predict possible combinations of proteins in a PPI net-
work which have biological meanings. Once obtained, the protein inter-
actions are analyzed with respect to biological meanings representing
quality measures. Nevertheless, such tools strictly depend on input con-
figuration and require biological validation. In this paper we propose a
new prediction tool based on integration of different prediction results
obtained from available tools. The proposed integration approach has
been implemented in an on line available tool, IMPRECO standing for
IMproving PREdiction of COmplexes. IMPRECO has been tested on
publicly available datasets, with satisfiable results.

1 Introduction

The interactions of proteins within a cell are very huge and frequent. They inter-
act composing a very broad network of interactions, also known as interactome.
If two or more proteins interact for a long time forming a stable association, their
interaction is known as protein complex. Interactomics study focuses currently:
(i) on the determination of all possible interactions and (ii) on the identifica-
tion of a meaningful subset of interactions. Due to the high number of proteins
within a cell, manual analysis of proteins interactions is unfeasible, so the need
to investigate interactions with computational methods arises [1]. We focus on
interactomics as the study of Protein-Protein Interaction (PPI) as biochemical
reaction among proteins, as well as the study of protein complexes.

The most natural way to model PPIs network is by using graphs [2], where
proteins are represented as nodes and interactions as edges linking them. The

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 148–157, 2008.
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simplest representation is an undirected graph in which the nodes are labelled
with the protein identifiers, while the edges are simple connections (i.e. no labels
or directions).

Once the PPI network has been represented as a graph, the biological in-
vestigation consists in studying the structural properties of the graph [3]. For
example Fig. 1 reports a graph structure where nodes are proteins and edges
represent all possible interactions among proteins (nodes). Subgraphs [4], i.e.
a subset of nodes and edges, may represent biological relevant and meaningful
proteins interactions. For instance, the circled set of nodes and edges connecting
them in Fig. 1 is an example of protein interactions representing complexes.

Fig. 1. A graph with dense regions

Consequently, a number of algorithms that predict complexes starting from
graphs have been developed [1],[5],[4]. These algorithms, also called complexes
prediction tools (or simply predictors), belong to the general class of graph clus-
tering algorithms, where each cluster is defined as a set of nodes of the graph with
their connections. Thus, clustering algorithms aim to identify subgraphs. Obvi-
ously, the quality of predictors is measured in terms of percentage of complexes bi-
ologically meaningful with respect to the meaningless ones. Clustering algorithms
take as input a graph representing an interaction network among a set of proteins
and an initial configuration (i.e. algorithms parameters such as the number of clus-
ters). While initial configurations mostly depends on clustering algorithms, the
initial interaction graph mostly depends on known protein interactions.

Thus, the prediction results are strongly influenced by: (i) the initial config-
uration of the algorithms and (ii) how valid are the initial protein to protein
interactions (i.e., edges in the graph) of the input interaction network (i.e., the
graph) [6]. They all apply clustering methodologies based on graph theory. None
of them uses biological knowledge while running algorithms to guide the clusters
identification or clusters selection.

The idea proposed in this paper (extension of a previous short communication
[7]) is to combine different predictor results using an integration algorithm able
to gather (partial) results from different predictors, to improve the biological
relevance of the protein complexes associated to the output identified clusters.
The integration algorithm starts by integrating results (i.e. clusters) obtained
by running different available predictors. Three different cases are considered by
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evaluating the topological relations among clusters coming from the considered
predictors: (i) equality: the same clusters are returned by all (or by a significant
number of) predictors; (ii) containment: it is possible to identify a containment
relation among (a set of) clusters returned by all (or by a significant number of)
predictors; (iii) overlap: it is possible to identify an overlap relation among (a
set of) clusters returned by all (or by a significant number of) predictors.

It is possible to tune the minimum number of predictors to consider in the
three possible cases as well as the kind of investigated relation. The algorithm
considers iteratively all the clusters, examines the conditions trying to find pos-
sible corresponding selected clusters.

The proposed algorithm works in three phases: i) it firstly parses results com-
ing from different predictors, then (ii) tries to associate them in one of the three
possible considered configurations and finally (iii) , it performs the integration
phase among clusters. The latter phase is performed by selecting clusters from
the set obtained during the second phase. All phases are integrated into an on
line available tool called IMPRECO (for IMproving PREdiction of Complexes).
IMPRECO manages different formats of results data obtained from different
predictors, integrates them and then presents results with evaluation quality
measurements. IMPRECO has been tested considering three existing predictors,
( MCODE [4], RNSC [5] and MCL [8]), on publicly available datasets showing
considerable improvements. Quality measures are obtained by validating the
predicted clusters (representing complexes) with respect to experimentally de-
termined protein complexes.

2 The Clustering Integration Algorithm

Let P be a protein interaction network modelled as a graph G, and let PA be
a complexes predictor. PA gets G as input and produces a set of subgraphs
C = {ξ1...ξt}, representing clusters, where each cluster ξi may be interpreted as
a putative protein complex. The proposed integration algorithm receives a set
of clustering outputs CO = {C1...Cn} obtained from n different predictors, then
it tries to verify the topological relations among clusters and builds three set of
clusters one for each of the considered topological relations, i.e. equality, con-
tainment and overlap. Finally the three sets are used to build an integrated set
of clusters IO, with the aim of improving the quality of results (i.e. in terms of
biological meanings) merging the clusters of the three obtained sets. We consider
the matching subgraphs problem using only nodes, thus, checking for the corre-
spondence of two subgraphs ξ1 and ξm is reduced to the problem of checking their
nodes equality. We now show the three algorithms for equality (Exact Match-
ing procedure), containments (Containment procedure) and overlap (Overlap
procedure) relations among clusters.

Exact Matching procedure. Let TD be a dimension threshold value. The equality
relation procedure considers clusters that have at most TD nodes. Given a cluster
ξ of a clustering output that satisfies this property, the procedure searches for
identical clusters in the clustering outputs obtained from the others predictors.
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The algorithm stores the corresponding clusters in a list called Matched. If at
least a minimum number of identical clusters TM is found, a representative
one is included in a cluster list called V erify Equality, i.e. the list of clusters
that satisfies the equality relation. The procedure ends when iteratively all the
clusters have been examined. The following pseudo code explains the so far
described procedure.

Procedure. ExactMatching (CO, TD, TM)
// CO contains the set of input clusters
// TD is the threshold of dimension
// TM is the minimum number of required clusters
begin

Matched: List;
// the list of corresponding clusters
V erify Equality: List
// the list of clusters that verify the equality condition;

FOR ALL Clusters ξ, ‖ξ‖ ≤ TD,
// Find the corresponding clusters
Matched:= FindMatching(ξ, CO);

IF(‖Matched‖) ≥ TM
V erify Equality:= V erify Equality + ξ;

return V erify Equality;
end Exact Matching;

Containment procedure. The Containment procedure considers clusters with
more than TD nodes. Let ξ a cluster with more than TD nodes. The proce-
dure searches in other cluster result sets that ones including ξ. If at least TM
clusters are found, then one of the found clusters is selected, respectively the
smallest or the biggest in terms of nodes depending on an input parameter IS.
Finally a V erify Containment list of clusters is generated. The procedure ends
when iteratively all the clusters have been examined. The following pseudo code
explains the so far described procedure.

procedure. Containment (CO, TD, TM , IS)
// CO contains the set of selected clusters
// TD is the threshold of dimension
// TM is the minimum number of required clusters
// IS determines the selection of the biggest or smallest cluster
begin

Matched: List;
// the list of corresponding clusters
Let V erify Containment : List;
//list of clusters that verify the Containment condition;

FOR EACH cluster ξ that has dimension higher than TD
Matched= FindSub(ξ,CO);

IF(‖Matched‖) ≥ TM
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IF IS = smallest
V erify Containment:= V erify Containment+ ξ ;

ELSE
ξ̃ = max(ξ ∈ Matched);
V erify Containment:= V erify Containment+ ξ̃ ;

return V erify Containment
end Containment;

For instance, let us consider a scenario in which three clusters are depicted:
(i) includes nodes A, B and C, (ii) includes nodes A, B, C and D, and (iii)
includes nodes A, B, C, D and F. Let us suppose that the three clusters come
from three different algorithms, that the containment procedure starts with (i),
and that TM is set to 2. The nodes of cluster (i) are included in clusters (ii)
and (iii), so if Inserting Smallest is set to Smallest, cluster (i) will be included
in V erify Containment, otherwise if it set to Biggest cluster (iii) is included.
V erify Containment stores all the clusters that verify the relation. The proce-
dure ends when iteratively all the clusters have been examined.

Overlap procedure. The Overlap procedure considers clusters with more than
TD nodes. Let ξ a cluster with more than TD nodes. The procedure searches
in other cluster result sets that ones that have an overlap with ξ bigger than a
threshold PO. If at least TM clusters are found, then one of them is selected,
respectively the smallest or the biggest in terms of nodes depending on an input
parameter. Finally a V erify Overlap list of clusters is generated. The procedure
ends when iteratively all the clusters have been examined. The following pseudo
code explains the so far described procedure.

procedure. Overlap (CO, TD, TM , II , PO)
// CO contains the set of selected clusters
// TD is the threshold of dimension
// TM is the minimum number of required clusters
// II determines the selection of a cluster
// PO determines the threshold of overlap
begin

Let Matched : List;
// The list of corresponding clusters
Let V erify Overlap: List;
//list of clusters that verify the Overlap condition;
FOR EACH cluster ξ that has dimension higher than TD

Matched= FindOverlap (ξ,CO,PO);
IF (‖Matched‖) ≥ TM

IF II = smallest
V erify Overlap:= V erify Overlap+ ξ ;

ELSE
ξ̃ = max(ξ ∈ Matched)
V erify Overlap:= V erify Overlap+ ξ̃ ;

return V erify Overlap
end Overlap;



IMPRECO: A Tool for Improving the Prediction of Protein Complexes 153

Let us consider the three clusters ( (i) A, B and C; (ii) A, B, D and K; and
(iii) A, B, F, E and L) that come from three different algorithms and that the
overlap procedure starts with (i), and that TM is 2 and PO is 10%. Cluster (i)
has an intersection with both (ii) and (iii), and the overlap is higher than PO.
Thus, if Inserting Intersected is set to Smallest, cluster (i) will be included in
IO, otherwise if it set to Biggest cluster (iii) is included.

2.1 Integration Algorithm

The whole procedure of integration receives in input a set of clustering outputs,
CO, then it verifies the three relations by calling the procedures described so
far that produce three lists of clusters: V erify Equality, V erify Containment,
and V erify Overlap. Each cluster that has been inserted in one list verifies one
of the previous relations. Finally, it merges these lists. The following pseudo code
explains the so far described procedure.

procedure. Integration CO, TD, TM , II , II ,PO)
// CO contains the set of selected clusters
// TD is the threshold of dimension
// TM is the minimum number of required clusters
// II and IS determine the selection of a cluster
// PO is the threshold of shared nodes
begin

Let V erify Equality: List;
Let V erify Containment: List;

Let V erify Overlap: List;
FOR ALL clusters with dimensions lower than TD,

V erify Equality = ExactMatching(CO, TD, TM)
FOR ALL clusters with dimensions bigger than TD,

V erify Containment = Containment(CO, IS, TD, TM);
FOR ALL clusters with dimensions bigger than TD,

V erify Overlap = Overlap(CO, II, PO, TD, TM)
IO = Integrate(V erify Equality, V erify Containment, V erify Overlap);

end Integration;

3 Architecture of IMPRECO

The introduced integration algorithm has been fully implemented in a prototype
available through a GUI accessible via a web browser and Java Web Start Tech-
nology 1. The IMPRECO architecture comprises the following components, as
depicted in Fig. 2.
Data manager module. It collects the outputs of the different predictors and
translates them into a a single formalism known to IMPRECO. Although the
formalisms used by the existing algorithms are quite similar, but even small

1 java.sun.com/products/javawebstart/
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Fig. 2. Architecture of IMPRECO

differences in structure may cause problems in automatic comparison and inte-
gration methods. Thus, the data manager must translate such results. Currently,
IMPRECO can read the native outputs of MCODE and MCL and can parse the
RNSC output format. Users can also specify a clustering in a text file.

Integration Module. It implements the integration strategy. The current version of
IMPRECO verifies the three relations in a sequential way. Initially, it builds the set
of all clustering outputs starting from data parsed from the data manager. Then it
tries to verify the equality relation. Then it finds those that verify the Containment
relation, and it finally searches for those that satisfy the Overlap relation.

Evaluation Module. It evaluates the predictions with respect to a reference
database, i.e. a catalog of verified complexes . Currently, user can use its own
reference databases. Such module compares each predicted complex with those
stored in the database and calculates three statistics: sensitivity, positive pre-
dictive value and accuracy as defined in [6].

Results presenter. It offers the results through a GUI as represented in Fig. 3.
User can also save results in a file for successive processing.

4 Experimental Results

In order to estimate the quality of integration, we used IMPRECO to integrate
some clusterings obtained running three existing algorithms over publicly avail-
able data. Protein Interaction data of yeast have been downloaded from the web-
site 2. The website contains data collected from the MIPS database belonging to
the catalog of the yeast Saccharomyces cerevisiae. Authors collected data of an-
notated complexes, then they converted them into a graph where each node rep-
resents one protein and an edge was created between each pair of polypeptides
involved in a common complex. They altered the resulting graph by randomly
adding or removing edges. From those graphs we selected a network of 1094 nodes
and 14658 edges and we gave it as input to three existing complexes predictors,

2 http://rsat.scmbb.ulb.ac.be/sylvain/clustering evaluation
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Fig. 3. The GUI of IMPRECO

MCODE, RNSC and MCL, to obtain the proposed clusters. IMPRECO integrated
the results inserting in the integrated output those clusters that verified one re-
lation in at least two outputs. For instance, let us consider Fig. 1 that depicts an
example of clusters verifying the containment relation that are merged.

Table 1. Example of Considered Clusters

Algorithm Cluster
MCODE-RNSC YKL193C YDR028C YOR178C YER133W YMR311C

MCL YKL193C YDR028C YOR178C YER133W YMR311C
YER054C YDR028C YOR178C

IMPRECO YKL193C YDR028C YOR178C YER133W YMR311C
YER054C YDR028C YOR178C

We evaluated the performances of both the integrated clustering and the ini-
tial clustering. IMPRECO considered each cluster and compared it with the
verified complexes. It used as reference the MIPS database catalog [9]. For each
complex, it took into account of the matched elements, i.e. the components of
a cluster that are presented in the complex. Thus it calculated three statistics
as defined in [6]: sensitivity, positive predictive value (PPV) and accuracy(the
geometric average of the previous two measures). The first measure represents
the ability to detect a complex. The second one estimates the ability to correctly
predict a complex. The integrated clustering predicted by IMPRECO resulted
in fewer clusters (155) than MCL (165) or RNSC (306) and more than MCODE
(73), as shown in Table 2. The integrated set outperforms the other three al-
gorithms in terms of sensitivity (0.89). Conversely, the value of PPV obtained
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Table 2. Comparison of IMPRECO vs existing predictions

QualityMeasures MCODE MCL RNSC IMPRECO
Number of Clusters 73 165 306 155
Sensitivity 0.34 0.47 0.46 0.89
PPV 0.48 0.69 0.59 0.59
Accuracy 0.40 0.57 0.52 0.70

(0.59) is lower than the best value for MCL (0.70). However, the final accuracy
of the integrated clustering (0.70) outperforms all the others.

In our second experiment, we used a second network of with 1034 nodes and
12235 edges available at 3. This network is obtained by randomly adding and re-
moving edges from the previous. We ran the MCL, RNSC and MCODEalgorithms,
obtaining respectively 43, 115 and 267 clusters, as summarized in Table 3.

Table 3. Results of experiment 2

Parameter − −Algorithm MCODE MCL RNSC A1 A2 A3 A4
No.ofClusters 43 115 267 92 92 92 92
Sensitivity 0.141 0.488 0.462 0.556 0.207 0.552 0.271
PPV 0.650 0.649 0.594 0.619 0.616 0.584 0.585
Accuracy 0.303 0.572 0.524 0.587 0.357 0.567 0.398

The intent of this second experiment is to assess the variation in integration
performance when the parameters IS and II are changed. They determine re-
spectively the insertion of the biggest or smallest matching clusters found during
the execution of steps 2 and 3. Consequently, these variations do not influence
the number of inserted clusters but only their internal structure. To appreci-
ate the impact, we performed four experiments considering the four possible
configurations for IS and II: (i) biggest/biggest, identified as A1, (ii) small-
est/smallest, identified as A2, (iii) smallest/biggest, identified as A3, and (iv)
biggest/smallest, identified as A4. Considering the results shown in Table 3, it
is evident that configuration A1 gives the best results for sensitivity and PPV
(0.556 and 0.619) and for accuracy. In contrast, the configuration (A2), in which
both parameters are set to Smallest, gives the worst results. However, we have
noticed that this is not a general rule, but must be verified for each dataset.

5 Conclusion

Starting from a protein interaction network, protein complexes can be predicted
by the use of clustering algorithms. The combination of different algorithms is a
3 http://rsat.scmbb.ulb.ac.be/sylvain/clustering evaluation
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possible way to improve the prediction performances. This paper addressed this
problem proposing a possible strategy of integration. This approach is integrated
in an on line available tool: IMPRECO 4. First experimental results show an
improvement with respect to existing predictors. We plan to develop a parallel
version of IMPRECO that will execute the data translation and the integration
phases as well as the evaluation of results in a parallel way by using a grid
infrastructure.
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Abstract. We focus on visualisation techniques used in genome browsers
and report on a new technique, CartoonPlus, which improves the visual
representation of data. We describe our use of smooth zooming and pan-
ning, and a new scaling algorithm and focus on options. CartoonPlus al-
lows the users to see data not in original size but scaled, depending on
the data type which is interactively chosen by the users. In VisGenome
we have chosen genes as the basis for scaling. All genes have the same size
and all other data is scaled in relationship to genes. Additionally, objects
which are smaller than genes, such as micro array probes or markers, are
scaled differently to reflect their partitioning into two categories: objects
in a gene region and objects positioned between genes. This results in a
significant legibility improvement and should enhance the understanding
of genome maps.

Keywords: Genome Visualisation, Visualisation Techniques, Scaling Al-
gorithm, Large Data Sets.

1 Introduction

Medical researchers find it difficult to locate the correct biological information in
the large amount of biological data and put it in the right context. Visualisation
techniques are of great help to them, as they support data understanding and
analysis. We reported our findings from a survey of visualisation techniques used
in genome browsers in [8]. We developed a prototype of a new genome browser,
VisGenome, which uses the available techniques. VisGenome [9] was designed
in cooperation with medical researchers from a hospital. We found that the
majority of genome browsers show only a selection of data for one chromosome.
This is obvious, because the amount of available information is so large that
it is impossible to show all data in one view. Expressionview [4], for example,
shows QTLs 1 and micro array probes and no other data. Some of the tools,
such as Ensembl [6], show many types of data but use a number of different
data views, which make the users disoriented and lost in the tool and data
1 A quantitative trait locus (QTL) is a part of a chromosome which is correlated with

a physical characteristic, such as height or disease. Micro array probes are used to
test gene activity (expression).
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space. Moreover, Ensembl shows as much information as it is possible in one
view, instead of offering a view or a panel with additional information. A large
number of genome browsers show only a chromosome and do not allow one to
see a comparison of two chromosomes from different species. Exceptions include
SyntenyVista [7] and Cinteny [15] which show a comparative view of two genomes
but are limited with regard to other data, such as micro array probes. On the
other hand, SynView [17] visualises multi-species comparative genome data at a
higher level of abstraction.

We aim to find a solution which clearly presents all the available information,
including all relevant information the biologists wish to see. We aim to find a
solution for data analysis which overcomes both representational and cognitive
problems.

Here, we describe single and comparative genome representations, see
Figure 1 and 2. A single representation is a view which shows data for one chro-
mosome. A comparative representation illustrates relationships between two or
more chromosomes.

Our contribution is a scaling algorithm which we call CartoonPlus. Cartoon-
Plus allows the users to see data more clearly by choosing one kind of data as
basis and scaling other data types in relationship to the basis. The solution does
not show data in its natural size but allows one to see relationships between
different kinds of data more clearly, especially in a comparative representation.

The paper is organised as follows. Section 2 provides the background about
visualisation techniques and their usefulness for medical researchers. Section
3 introduces the visualisation techniques we used in VisGenome and provides
details of our new algorithm. We discuss our work in Section 4 and the last
section concludes.

2 Related Work

This section examines existing visualisation techniques used in genomics data
representation and clarifies why a new scaling algorithm is necessary.

A variety of scientific visualisation techniques are available and could be used
for genomics. 2D techniques are very common in gene data visualisation and 3D
techniques are rarely used [8]. An exception is [13] which uses a 3D model of the
data. In the following we discuss the techniques used in 2D applications.

Fisheye [5] shows detail for an element and its neighborhood, but only an
overview for the other elements. It is used in a number of graphical applications,
for example for photo corrections, but it is hardly used in biology, with the
exception of Wu [12] who used fisheye to show tables representing micro array
results. Magic lenses [16] allow the user to transform the data and display ex-
tra information, see Zomit [14]. The majority of genome browsers offer scrolling
and zooming [1] which are both easy to use. Zooming by buttons is well known
and used by the medical researchers. Ensembl [6] uses this kind of zooming.
BugView [11] also uses zooming by buttons which makes an impression of smooth
zooming. Cartoon scaling is applied to biological data in [7]. The technique
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Fig. 1. The comparative representation for the rat chromosome 18 and the mouse chro-
mosome 18. The gene Bin1 in the mouse chromosome 18 is in focus. The background
shows additional information from Ensembl for Bin1, activated by clicking on the gene.

deforms the original data and makes it easier to read. SyntenyVista shows all
genes in the same size and this makes it clear which genes share a homology
link. A true physical representation of genes causes some of them to overlap and
the users often cannot precisely see the genes connected by a homology link.
This work motivated us to design an improved algorithm for scaling for different
kinds of data, and not only for genes. Our new algorithm, CartoonPlus, makes
the display of biological data clearer in both single and comparative representa-
tions. It makes it easy to see which genes and QTLs share a homology link in a
comparative representation and highlights differences and dependencies between
different kinds of data in a single representation. Objects that are larger than
a basis object form one category. Another category consists of objects smaller
than the basis or lying in between basis objects. Those objects contained within
a basis object are treated differently than the objects in between.

3 Visualisation Extensions

VisGenome loads QTLs, genes, micro array probes, bands, and markers, and
pairs of homologies from Ensembl. It shows single chromosomes or comparisons
of two chromosomes from different species. The application uses the visualisation
metaphors and algorithms offered by Piccolo [2]. Piccolo puts all zooming and
panning functionality and about 140 public methods into one base object class,
called PNode. Every node can have a visual characteristic, which makes the
overall number of objects smaller than in other techniques which require two
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objects, an object and an additional object having a visual representation, as
in Jazz [2]. A Jazz node has no visual appearance on the screen, and it needs
a special object (visual component), which is attached to a certain node in a
scene graph and which defines geometry and color attributes. Piccolo supports
the same core feature set as Jazz (except for embedded Swing widgets), but it
primarily uses compile-time inheritance to extend functionality and Jazz uses
run-time composition instead. Piccolo supports hierarchies, transforms, layers,
zooming, internal cameras, and region management which automatically redraws
the portion of the screen that corresponds to objects that have changed.

In the continuation of the section, we present a new scaling algorithm, Car-
toonPlus, and then we outline other known visualisation techniques which we
implemented.

Fig. 2. The comparative representation for the rat chromosome 18 and the mouse
chromosome 18. The data is scaled by the scaling algorithm which makes all genes the
same size and QTL size depends on genes. Genes ERF1 RAT and Etf1 are linked by a
homology line and marked in blue.

Scaling Algorithm. We developed a scaling algorithm for arbitrary genomics
data which extends existing solutions. SyntenyVista [7] scaled genes only in a
comparative representation. We offer scaling for all data, in both single and
comparative representations, see Figure 2 and 3. Previous algorithms were con-
strained, while the new one scales multiple data types together, with reference
to the basis. A user chooses the basis for scaling and then other elements are
scaled in relationship to the chosen data type. In the current prototype we chose
genes as a basis, so we scale all genes to the same size. An extension of this work
is to allow the user to change the basis for scaling interactively. The algorithm
looks at other types of data which are smaller or larger than genes, such as
markers, micro array probes, or QTLs, and scales them accordingly. We divide
all elements smaller than genes into two groups: elements which are in a gene
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Fig. 3. 1: Single representation for the rat chromosome 18. Three genes (SMAD7 RAT,
Gm672, 307259) and one micro array probe set (1384287 at, see arrow) are coloured
by different colours, selected by the user interactively. 2: CartoonPlus algorithm (see
Figure 4). G2 is a gene which begins at A and ends at B. m1, m2, and m3 are elements
smaller than G2 and Q1 is bigger than G2.

region and elements which are in the region between two genes, see Figure 3.1.A.
For each type of data holding items smaller than the basis, we create a column
holding elements which are situated within the gene boundaries and a second
column containing elements which are situated between two genes. For all ele-
ments which are in the gene region, we choose the same size for each element,
and the same applies to all elements which are in the area between genes. The
size of the elements depends on their number in a gene region. This means that
if in an area of a gene there is only one marker, it has the same height as the
gene, but if there are 10 markers, they together have the same size as the gene
(each marker is set to 1/10th of gene height). When an element is on a gene
boundary, it is partially in a gene region and partially between two genes, and
we situated it in the gene region. We also scale elements like QTLs which are
bigger than genes. We look where a QTL begins and ends and we paint it start-
ing at the gene where it begins and ending at the gene where it finishes. The
solution allows us to present clearly a homology between genes in a comparative
representation and additionally to show relations between micro array probes,
markers, genes, and QTLs in two species.

Figure 4 outlines the scaling algorithm. All genes, markers, micro array probes
and QTLs are stored in hashtables. The algorithm iterates over all genes (line
2). First we scale markers and micro array probes which are between genes
(the previous gene and the current one), see Figure 3.2 object m1 between G1
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1 CartoonPlus() {
2 for(gene in GENEs) {
3 ResizeAndPaint(gene)
4 ScaledMarkersBetween = GET_MARKERS_BETWEEN()
5 for (each marker in ScaledMarkersBetween)
6 ResizeAndPaint(marker)
7 ScaledMicroArrayProbesBetween = GET_MICRO_ARRAY_PROBES_BETWEEN
8 for (each micro_array_probe in ScaledMicorArrayProbesBetween)
9 ResizeAndPaint(micro_array_probe)
10 ScaledMarkers = GET_MARKERS_IN()
11 for (each marker in ScaledMarkers)
12 ResizeAndPaint(marker)
13 ScaledMicroArrayProbes = GET_MICRO_ARRAY_PROBES_IN()
14 for (each micro_array_probe in ScaledMicroArrayProbes)
15 ResizeAndPaint(micro_array_probe)
16 ScaledQTLs = GET_QTLS_FOR_GENE()
17 for(each QTL from ScaledQTLs)
18 if (QTL.end>D AND QTL.end<=B)
19 ResizeAndPaint(QTL)
20 delete(QTL from ScaledQTLs)
21 }
22 }
23 GET_MARKERS_BETWEEN() {
24 for(marker in MARKERs)
25 if(marker.start>=D AND marker.end<=A)
26 markers.add(marker)
27 return(markers)
28 }
29 GET_MARKERS_IN(){
30 for(marker in MARKERs)
31 if((marker.start<=A AND marker.end>A) OR (marker.start>A))
32 markers.add(marker)
33 return(markers)
34 }
35 GET_QTLS_FOR_GENE(){
36 for(QTL in QTLs)
37 if(QTL.start>D AND QTL.start<=B)
38 QTLs.add(QTL)
39 return(QTLs)
40 }

Fig. 4. CartoonPlus algorithm. Hierarchy of object sizes: chromosome ≥ QTL≥ gene
≥ marker and micro array probe.

and G2. Then we scale markers and micro array probes with a start coordinate
before the gene and end coordinate inside the gene or start coordinate inside the
gene region, see Figure 3.2 objects m2 and m3, and Figure 4 lines 4-15. Then
we place QTLs which begin inside the gene region or in the region between a
previous gene and the current gene, see Figure 3.2 object Q1. For each gene we
check as well where the end coordinate of a QTL is, and, depending on this, we
paint the element. In the pseudo-code we used function ResizeAndPaint which
for basis data gives all elements the same size. For small objects, such as m1,
m2, or m3, function ResizeAndPaint calculates how many elements are in the
gene area or in the area between genes, and divides the area by the number
of elements and then the elements are painted in the calculated size. For large
elements, ResizeAndPaint calculates the hight of the elements as the beginning
of the gene where the QTL starts and end of the gene where it ends. If a QTL
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begins or ends between genes, the function takes the end of the previous gene
or start of the next gene as its coordinates.

Navigation: We offer “overview and detail” views which are manipulated by
mouse and keyboard interaction. At the beginning the users see an overview
of all chromosomes and can choose the one they would like to see in detailed
view. When they see all data for a selected chromosome, the tool gives them the
possibility to see an overview of all data, but also details for each part of the data.
The users can mark a region which is interesting for them and interact only with
the selected part. To make the view clear, instead of presenting all information
in one view, we use an info panel which shows additional information for the
selected elements on mouse-over (Figure 2).

Marking a Region of Interest: The users can choose a chromosome region
of interest (via tab ‘Display Options’, visible in Figure 2), and manipulate the
view only inside the region. This functionality, which marks the region on the
chromosome with a red box, is offered by both single and comparative represen-
tations. The red box can be moved along the chromosome and its boundaries can
be adjusted. The main view shows only the data for the marked region and the
users manipulate the data in the selected area. This means that when the user
zooms or pans in the main view, all or some of the data from the red square is
available. Data outside the coordinates marked by the square is not shown. We
found the functionality useful, especially for the users who work with a particular
part of a chromosome.

Zooming and Panning: We offer smooth zooming which supports the visual
exploration of the chromosome space, based on Piccolo [2]. This provides effi-
cient repainting of the screen, bounds management, event handling and dispatch,
picking, animation, layout, and other features. The zooming technique allows the
users to keep an area of interest in focus during interaction with the data. Zoom-
ing is manipulated by the right mouse button by moving it to the right (zoom in)
or to the left (zoom out). Panning uses the left mouse button. Both interactions
are easy to use and the users quickly become familiar with them, as confirmed
by our study [10].

Focus On: Focus on (Figure 1) makes the focal element large enough, so that its
name can be read, moves it to the center of the view, and marks its boundaries
in red, which allows the user to see a small part of a viewing history until he
changes the region of interest. This means that the user can see which elements he
focused on during the session. In a single representation, when the user focuses
on an element, all neighbouring elements in the view become proportionally
larger in all columns. In a comparative representation, only elements in the
chromosome containing the chosen element are changed, and all elements on
the other chromosome maintain the same size. This allows the users to see an
overview of elements from one chromosome and details for the selected element
in the second chromosome. If the user wants all elements in the two columns to
be of the same size, he chooses focus elements in both. Then we set the size of
all elements to be the same.
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Fig. 5. The single representation for rat chromosome 18. A shows all labels and links
which connect labels with the elements. B shows only a selection of labels shown next
to the objects they describe.

Labelling: Because of a large amount of data, there is a problem with labels,
especially for elements that have the same location. To solve the problem we
allow the users to switch between viewing all labels or only a selection. When
all labels are visible, they are connected by blue links to the visible elements.
When the user moves the mouse close to the element, a link becomes highlighted,
which allows the user to localize the element description faster, see Figure 5 A.
In selected label view, Figure 5 B, we display only a small subset of labels. If
there is enough room, the element name is displayed. For elements with the same
coordinates, it is the first element in alphabetic order. We show as next the label
for the next element which has enough room for the label.

Additional Information: Many genome browsers place all data into one view,
which makes the data difficult to read. We display additional information in an
info panel, see Figure 2. In a comparative representation, we show two types of
information. We display Ensembl id, coordinates and a description for each ele-
ment which is pointed to by a mouse. In a comparative representation when the
user points to an element from one chromosome which has a homology with an
element from the other chromosome, the additional information is displayed for
both genes, see Figure 2. Display Options Tab allows the users some data manip-
ulation, like choosing the range of the chromosome region displayed, changing
between view with scaled data and unscaled data, or between views with all la-
bels and selected labels. In our solution we do not have to display all information
in the main view and this improves usability.

Colours: We use black and white for most data, however, after marking a region
of the chromosome, the user can choose color for each of the elements by clicking
on the object while pressing Alt. The default colour choice view is displayed and
the user can change the colour of the marked element, see Figure 3.1. Addition-
ally, the object boundaries are marked in red during focus on and all bands in
the chromosomes are coloured by standard colours.

Supporting Data: Ensembl [6] offers data collected from publications and
experiments. To help the user contextualise the data, we provide access to
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Ensembl by clicking on a feature of interest, which invokes Ensembl in the
browser (Figure 1).

Homologies: To support comparative genome analysis, we show chromosomes
which have homologies with other chromosomes. Our solution allows the users to
identify all homologous chromosomes quickly. When a user looks at all chromo-
somes in a number of species, and clicks on one, all the homologous chromosomes
in other species are highlighted, and facilitate the choice of homology for visual
analysis (not shown).

4 Discussion

We examined the visualisation techniques used in genome browsers, and recog-
nised that a number of tools used in biological research implement well known
visualisation techniques, but only a few experiment with new techniques. Car-
toonPlus adds a novel extension to the array of available solutions. It can be
used in single and comparative representations. In a single representation, the
users can see all data scaled, depending on a chosen basis, which allows them
to see clearly which micro array probes and markers are related to a gene. In a
comparative representation, the scaling makes homologies between genes clearer.

Among all genome browsers we studied, only SyntenyVista [7] uses a scaling
algorithm, however it was used only in a comparative representation and only for
genes. The solution we used is novel and it could be useful not only in genomic
data but also in different fields of biology and medicine which use one linear scale
for many types of objects. We are testing the new technique in an experiment
with biological researchers who now use a combination of data from Ensembl
and their own lab experiments. We conducted a user study, to identify future
improvements and assess the usability of our solution and saw that biologists
found it useful, especially for scaling small objects (SNPs) [10]. We will next
offer the users interactive choice of the basis for the scaling. We want to improve
colouring and give the users the option to add colour to a region and not only
to a single element.

5 Conclusions

We designed and implemented a new scaling algorithm and combined it with
some known visualisation techniques. Our new technique presents the data more
clearly, especially in a comparative representation where the users want to see
homologies. We believe our visualisation extension improves on the existing tools
which try to present as much data as possible or only a predefined subset of data.
The combination of scaling, labelling and focus techniques we offer is likely to
support an improved understanding of data relationships, as required in biomed-
ical research. In the long term we see significant potential for user control over
exactly how and where scaling is done, as in magic lenses [3], although we em-
phasise the need for a user study to validate this.
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Abstract. In this work we study and implement techniques for the automatic 
segmentation of cardiac Magnetic Resonance Images. The methods are based on 
the active contours algorithm called Snakes, which are adapted and tailored to the 
specific task of automatic segmentation of the left ventricle of the heart in 
Magnetic Resonance Images. We propose a new external force to improve the 
convergence of the Snakes method. In addition, a genetic algorithm is used to find 
the best set of configuration parameters for the Snakes method. The algorithms 
are implemented in Java and threads are used to explore data parallelism on 
shared-memory machines. Tests are performed on 150 short-axis images acquired 
from two healthy volunteers. Preliminary results suggest the proposed methods 
are promising and with further development and validation may be used, for 
instance, for the automatic calculation of cardiac ejection fraction. 

Keywords: image processing, snakes, genetic algorithms, cardiac MRI. 

1   Introduction 

The segmentation of the heart is a common task to be performed in cardiac exams of 
Magnetic Resonance Imaging (MRI). In one typical exam many images are obtained 
from different positions of the heart and at different phases of contraction (from 
systole to diastole). The segmentation is then performed off-line on these images to 
extract important clinical parameters and information that characterize the function 
and the anatomy of the heart. For instance, in order to calculate the cardiac ejection 
fraction or cardiac ejection curves, important parameters that characterize cardiac 
contraction [1], the medical specialist may need to segment near one hundred of two-
dimensional images for a single patient. The cardiac ejection fraction is the relation of 
the blood cavity volume of the left ventricle during diastole per the volume during 
systole. For estimating each volume one segments the endocardium in different short-
axis images, or slices, of the ventricle (around 10 slices from apex to base) and 
calculates the areas of the blood cavity in each of these images. The majority of 
today's commercial software provides segmentation in a semi-automatic way. 
Therefore, during the segmentation of the cardiac endocardial surface the specialist is 
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forced to pick around six points in the border between cardiac tissue and the blood 
cavity of each short-axis image.  

The segmentation of the cardiac MRI images is of extreme importance but it is, 
today, a tedious and an error-prone task. In this work, we investigate the automatic 
segmentation of the endocardium in cardiac MRI images using the active contour 
technique named Snakes[2] method. This method is based on a parameterized closed 
curve. Internal and external forces change the shape of the curve adapting it towards 
the structure we seek. This curve should be deformed until it minimizes an energy 
functional determined by the information extracted from the image and by restrictions 
imposed to the curve, like elasticity and rigidity. In order to achieve better results we 
have adapted and tailored the Snakes method to the specific task of automatic 
segmentation of the endocardial surface of the left ventricle of the heart in MRI 
images.  We propose and implement a new external force that further restricts the 
deformation and overcomes artifacts, such as the papillary muscles.  The new method 
provided better results than those of the traditional Snakes method.  

Nevertheless, the results of both implemented methods have shown to be very 
dependent on their configuration parameters. In this work, we use a Genetic 
Algorithm (GA) to find the best set of configuration parameters for the automatic 
segmentation method. The GA is used to solve a minimization problem, where the 
objective function captures the distance between 25 manually segmented short-axis 
images and the respective automatic segmented ones. We evaluated the results of the 
automatic algorithm using 150 manually segmented curves generated by a medical 
specialist using the best set of configuration parameters found by the GA.  

As mentioned before, a single patient exam may consist of over a hundred of cardiac 
segmentations. Therefore, the computer implementations here described explore the 
embarrassingly data parallelism of the algorithms using Java threads on a shared-
memory machine.  

2   Snakes 

In this model we consider a Snake as a parameterized curve such as: 

 (1)

where x and y are functions which determine the coordinates of the function v, v is the 
position of the snake and s varies from 0 to 1.  

The main idea of the method lies in the minimization of an energy function that 
involves the Snake curve and features of the image [2, 3]. The energy E associated to 
the curve is defined in such a way its value is minimum when the curve is near the 
region of interest, i.e. near the borders of the image: 

 .
 

(2)

The coefficients α and β represent the elasticity and rigidity of the Snake, 
respectively, and they define its internal energy. Eext is the energy term related to 
image characteristics and will be more discussed later. The operators |v’(s)|2 and 
|v’’(s)|2 are the L2 norm of the first and second derivatives of v(s), respectively. 
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The elasticity coefficient makes the Snake more resistant to traction. The rigidity 
coefficient makes it more resistant to bending. These two parameters prevent the 
Snake to become non-continuous or to break during the iteration process of the 
optimization problem. 

The optimization problem above is solved using variational calculus, or being more 
specific, using the Euler-Lagrange equations[4]. A formal derivation of Eq. (2) gives us: 

 .

 
(3)

where ∇I is the classical external energy and represents the image gradient. 
The original external energy from the Snake model, Eext is based on the image 

gradient, ∇I, which points towards the image borders. The main problem of this 
approach is that it forces the initialization of the Snake to be very close to the region 
of interest. To overcome this problem we implemented the Gradient Vector Flow 
(GVF) method [3] with the purpose of increasing the region of influence of the 
external forces. This is obtained by solving a few steps of the diffusion equation (with 

a diffusion coefficient equals to γ) to the components of the gradient vector. This 

procedure spreads the information of ∇I all over the image [3, 5]. 

2.1   Balloon and Adaptive-Balloon Techniques  

There is a particular problem during the segmentation of the endocardial surface: the 
existence of artifacts that have the same contrast of the object of interest. The 
presence of these artifacts should be ignored. This is the case of the papillary muscles 
highlighted in Figure 1. 

To overcome this problem we have implemented the Snake method with the so 
called Balloon Force: 

.
 

(4)

In this expression k1 is the constant strength of the force and n is the unitary normal 
vector to the curve. Depending on the signal of k1, the force will provide the curve to 
grow or to shrink. In our implementation it always grows. 

 

Fig. 1. A correct segmentation (left) avoiding artifacts (right) 
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However, the balloon force has shown not always to work properly. It was very 
difficult to adjust the strength parameter. It should be strong enough to overcome the 
noise and the artifacts but not so strong as to overcome the borders of interest and 
grow disorderly. 

To solve this problem we developed a new force named the Adaptive-Balloon. Its 
direction is also normal to the curve, but the intensity varies along the Snake and 
during the iterations of the method. The strength of this force depends on the 
information of the curve neighborhood. 

Since the format of the object to be segmented is convex, we create a force that 
acts only over those Snake points that have angles between the vector of the GVF and 
the axial vector at v(s) greater than a predefined value. The axial vector of v(s) 
connects v(s) to the center of gravity of the image. The equation for the Adaptive-
Balloon force is: 

Fadapt (v(s)) = , if  >  .

Fadapt (v(s)) = 0, if  <  .  
(5)

where θ is the angle between the axial vector  and the GVF at the Snake point v(s), k2 

is the force strength, �n  is the unitary normal vector and γ is the limit angle 
previously chosen. Figure 2 shows some examples of the directions of GVF, the axial 
vector and the angle θ. 

 

Fig. 2. The calculation of the Adaptive-Balloon force based on the angle θ between the GVF 
and the axial vectors 

3   Genetic Algorithm 

With the Adaptative-Balloon force, the automatic segmentation generated better 
results than those obtained by the Snake with the classical Balloon force. 
Nevertheless, the results of both implemented methods have shown to be very 
dependent on their configuration parameters.  One set of parameters may work well in 
one image, but fail for another. It was not possible to manually find a single set of 
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parameters that produced satisfactory results for all images. Therefore we chose to use 
a Genetic Algorithm (GA)[6] to find the best set of configuration parameters for the 
automatic segmentation method. The set of parameters are: The elasticity α; rigidity 

β; the viscosity γ; the maximum amplitude associated to ∇I, κ; k1 and k2,  the strength 
of the Balloon forces as in Eqs. (4) and (5), respectively. 

The GA was used to solve a minimization problem, where the objective function 
captures the distance between 25 manually segmented short-axis images and the 
respective automatic segmented ones. For each curve we calculate the distance 
between the curve points and the center of gravity. The center of gravity is taken as 
the mean of the coordinates of the semi-automatic segmented curve. Therefore, the 
GA minimizes the error defined by the distance between these two curves: 

y

Error =  .

 

(6)

where Rpi and Rqi are distances from the center of gravity to the ith point of the semi-
automatic segmented curve and the automatic segmented curve, respectively. 

The Genetic Algorithm simulates the evolution of a population of individuals, in 
our case, the Snake configuration parameters. The individuals, i.e. the Snake 
configuration parameters, were coded using real numbers. As the population evolves 
the best adapted individuals survive whereas the others die. The measure of the 
adaptation level of each individual is called fitness. In our case, the fitness measures 
the mean distance between the curves obtained automatically and the corresponding 
manual ones for 25 short-axis images, as described in Eq. (6).  

To generate the offspring, the best adapted individuals are selected form the 
population. The Roulette-Wheel, also known as Fitness Proportionate Selection method 
[6], was used as the selection algorithm. After the parents are selected, they reproduce, 
generating the offspring. This process is called crossover. We implemented the Blend 
Crossover method [7] with a crossover rate of 90%. The offspring may mutate in the 
process. When this occurs, the new generated individuals are set with new randomly 
chosen genes within the range of each parameter. The mutation rate was set in a way it 
affects 10% of the population. 

Half of the new individuals are selected to survive regardless of their fitness. The 
other half is made of individuals with higher fitness than their parents. This way, the 
individuals with higher fitness survive and we keep a diverse population. The method 
called elitism [6] was also implemented. It guarantees that the best individual of the 
population always survives after the selection process. The process described above 
was repeated two hundred times with a population of one hundred individuals.  

4   Implementation 

The algorithms developed were implemented in Java [8]. The Java language was 
chosen due to its rapid prototyping feature, its embedded support for concurrent 
programming and the wide availability of libraries for numerical methods and image 



 Automatic Segmentation of Cardiac MRI Using Snakes and Genetic Algorithms 173 

processing. In particular, the software was developed using the ImageJ framework 
[9]. ImageJ is a public domain software which offers many functionalities to image 
processing. One of its most interesting features is the possibility to extend its basic 
functionalities by the development of new plug-ins. That way, new plug-ins were 
created on ImageJ: two Snake methods, one with the classical Balloon force and 
another with the new Adaptive-Balloon force; and the Genetic Algorithm.   

The implementation of the Snakes methods was based on the finite difference 
method. Each deformation of the Snake involves a linear system to be solved. The 
Cholesky method was implemented to solve the linear systems. 

A MRI exam generates many images that need to be segmented. Therefore, the 
implemented algorithms work with sets of images. Each set of images is stored in an 
internal data structure of ImageJ called ImageStack. The ImageStack is processed in 
parallel. The parallel implementations explore the embarrassingly data parallelism 
and were developed for shared-memory machines using Java threads[10]. The 
implementation of the parallelism is conceptually simple. ImajeJ loads the images 
from the ImageStack. The plug-in is executed and behaves as a master thread. The 
master creates new threads, the slaves. Each slave applies the Snakes method to a set 
of images of the stack and draws the segmentation results directly in the images. 
Figure 3 ilustrates this process. 

 
Fig. 3. The parallel implementation 

5   Experimental Evaluation 

In this section, we present experimental results obtained with a dual Xeon 1.6 GHz, 4 
MB of cache, 4 GB of main memory. Each Xeon is a dual core processor. Therefore, all  
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computations were executed using 4 threads. The methods for automatic segmentation 
were tested using 6 stacks of images obtained from two healthy volunteers. There are 3 
stacks per person, each from different short-axis position (apex, mid and base). Each 
stack has 25 images obtained from different phases of contractions, from diastole to 
systole and back to diastole. The parallel implementation achieved near linear speedups 
when using 4 threads. The automatic segmentation of 150 images took less than 5 
seconds with 4 threads. To validate the methods the automatic segmentations were 
compared to manual ones performed by a medical specialist. Figure 4 presents the 
automatic and manual segmentations for one of the images. 

 

Fig. 4. Manual (left) and automatic segmentation using Snake-Adaptive Balloon method (right) 

Table 1. Mean errors using the automatic methods 

 Balloon Adaptive-Ballon 
Stack 1 12.2% 10.4% 
Stack 2 9.6% 8.3% 
Stack 3 9.4% 6.9% 
Stack 4 13.4% 11.9% 
Stack 5 9.9% 9.1% 
Stack 6 9.7% 7.9% 
Average 10.7% 9.0% 

5.1   Adaptive-Balloon vs. Balloon Force 

As we mentioned before the tuning of parameters for the Snakes methods is a non-
trivial task. A set of parameters may achieve good results for one image but not for 
others. To compare the new developed Adaptive-Balloon force to the classical one,  
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we have first manually tuned the parameters using the Snakes method with the 
Balloon force for each image. After that, using the same sets of parameters, we 
executed the Snakes method with the extra Adaptive-Balloon force. Table 1 presents 
the errors of segmentations obtained with the automatic method compared to the 
manual segmentations. The error presented in this table is the distance between the 
two curves, as defined by Eq. (6). The table shows that the new Adaptive-Balloon 
force technique achieved better results than the classical one. 

5.2   Validation of the Method 

The Genetic Algorithm optimized the parameters using one of the stacks of 25 
images. Figure 5 shows the evolution of the fitness, i.e. the error as defined in Eq. (6), 
of the best individual (parameter set) per generation. After a few generations we 
observed that the fitness drops an order of magnitude. 

 

Fig. 5. Fitness value per generations 

Table 2. Errors between automatic and manual segmentations 

 Mean Error Standard Deviation 
Stack 1 9.8% 3.8% 
Stack 2 7.0% 1.8% 
Stack 3 6.3% 1.8% 
Stack 4 10.6% 3.5% 
Stack 5 7.6% 2.7% 
Stack 6 7.3% 2.5% 
Average 8.1% 2.6% 
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The best set of configuration parameters found by the Genetic Algorithm was used 
to evaluate the effectiveness of our Adaptive-Balloon force technique. Table 2 
presents the segmentation errors obtained when applying these configuration 
parameters to the stacks. Again, the error corresponds to that of Eq. (6). As we can 
observe, the proposed method obtained satisfactory results, with errors around 8%. 

6   Conclusion 

The segmentation of the cardiac MRI images is of extreme importance but a tedious 
and an error-prone task, whereas the automatic segmentation is a challenging task. In 
this work we proposed, implemented and evaluated a new external force technique, 
called Adaptive-Balloon, to improve the convergence of the Snakes method, 
traditionally used to segment images. In addition, a genetic algorithm is used to find 
the best set of configuration parameters for the Snakes method. The proposed method 
obtained satisfactory results, with errors around 8%. We developed a parallel 
implementation to explore the embarrassingly data parallelism. The parallel 
implementation was very effective, segmenting automatically 150 images in less than 
5 seconds. The preliminary results suggest that the methods are promising and with 
further development and validation they may be used, for instance, for the automatic 
calculation of cardiac ejection fractions. 
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Abstract. The paper presents algorithmic solutions dedicated to com-
puter navigation system which is to assist bronchoscope positioning
during transbronchial needle-aspiration biopsy. The navigation exploits
principle of on-line registration of real images coming from endoscope
camera and virtual ones generated on the base of computed-tomography
(CT) data of a patient. When these images are similar an assumption
is made that the bronchoscope and virtual camera have approximately
the same position and view direction. In the paper the following com-
putational aspects are described: correction of camera lens distortion,
fast approximate estimation of endoscope ego-motion, reconstruction of
bronchial tree from CT data by means of their segmentation and its
centerline calculation, virtual views generation, registration of real and
virtual images via maximization of their mutual information and, finally,
efficient parallel and network implementation of the navigation system
which is under development.

1 Introduction

Virtual bronchoscopy [1] CT-guided approach represents a modern solution to
the difficult problem of bronchoscope positioning during medical procedure of
transbronchial needle-aspiration biopsy. It makes use of real-time registration
of real 2D images (coming from an endoscope) and virtual ones (obtained from
virtual camera looking inside a 3D model of bronchial tree, reconstructed from
CT patient data by means of segmentation). Usually, the registration of these
two-source images is performed using in-the-loop maximization of their: correla-
tion [2] or mutual information [3]. In order to speed-up search for precise virtual
camera position, coarse estimation of bronchoscope camera can be performed.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 178–187, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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It is usually done from video stream using corresponding points and epipolar
geometry [2] or optical flow methods and perspective geometry [4]. In turn, next
position of the endoscope camera can be predicted and tracked with Kalman
using [5] or Monte Carlo [6] particle filters. Using shape-from-shading technique
or triangulation by means of corresponding points it is also possible to extract
3D model of the airways tract from the real-time endoscopic video and try to
register it to the 3D model reconstructed from the CT scans. First such attempt
has been reported in [7] and further elaborated in [8].

2. Exact (precise) position 

1. Approximate (coarse) position 

Endoscope 
Camera 

Fig. 1. Block diagram of the system under development

In the paper, some computational and implementation issues concerning the
described above bronchoscope navigation scheme are presented. The following
aspects are addressed: correction of camera non-linearities, fast approximate es-
timation of endoscope ego-motion [9], reconstruction of bronchial tree from CT
data by means of their segmentation and its centerline calculation [10], virtual
views generation, registration of real and virtual images via maximization of
their mutual information [11] and, finally, efficient parallel and network imple-
mentation of the whole navigation system. The architecture of the system being
designed is presented in Fig. 1.

2 Correction of Camera Distortions

The methodology presented in [12], [13] was used for correction of bronchoscope
Olympus BF-160 camera lens distortions. As a test image black dotes lying on
straight lines have been chosen. The distorted image obtained from bronchoscope
camera is presented in Fig. 2a. The applied correction algorithm was based on
maximization of the criterion measuering the degree of lines straightness. Using
the model of radial distortions, the following polynomial was found:

rc(r) = 4.2009 ∗ 10−8r4 + 1.5991 ∗ 10−10r3 + 3.7892 ∗ 10−13r2 + r (1)

relating the radius rc in distorted image to the radius r in undistorted image.
For better results, unlike [12], [13], in our approach the center of distortions was
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Fig. 2. a) Test image from bronchoscope camera, b) Reconstructed, undistorted image

calculated by means of set of optimizations in the neighborhood of geometric
center of the image. The image after correction is presented in Fig. 2b.

3 Segmentation of Bronchial Tree and Calculation of
Navigation Path

Image segmentation is the operation of grouping image pixels into separate ob-
jects present in a picture. The first step of segmentation algorithm is most often
feature extraction and then checking if the specific pixel belongs to the object
of interest. In medical CT data segmentation is used to isolate biological struc-
tures of interest like whole organs, e.g. bronchial tree, or some interesting, smaller
structures like lymphatic nodes or tumors. Segmentation algorithms can be di-
vided into four major groups: pixel-based, region-based, edge-based and model-
based methods. In our research, the airway tree was segmented with the following
steps: data smoothing with 3D gaussian filter, global thresholding and checking
26-connectivity. The exemplary segmentation results are depicted Fig. 3.

Centerline of the segmented bronchial tree is used as a navigation path in: vir-
tual bronchoscopy, planning transbronchial biopsy and guiding bronchoscope’s
tip during biopsy. Thefore it precise computation is very important. Classifica-
tion of algorithms for automatic generation of centerline (navigation path) in
bronchial tree can be found in [14], [15].

We have proposed a new algorithm based on the distance transform, acting on
the segmented bronchial tree, and an original iterative method for path searching
[10]. The procedure is equipped with additional heuristic rules that prevent de-
tecting false paths. The algorithm for path detection starts with placing the cube
at the beginning of the bronchial tree with sides parallel to CT data coordinates.
Fig. 3 shows the position of the cube in bronchial tree during successive steps and
values of distance transform on its sides. The transform values on the cube sides
are used for setting up the next point of the path. In the case depicted in Fig. 3a,
the distance transform shows that the next point of the path should be either in Z
or −Z direction. As the direction −Z means going back to previously computed
point, the direction Z is chosen. In case depicted in Fig. 3b, from possible −Z,
Y and −Y the direction Y is used, while the direction −Y is stored and becomes
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Fig. 3. a), b) Successive steps of computing centerline (navigation path) in bronchial
tree (at the bottom values of computed distance transform lying on cube sides are
shown); c) Path computed after the first iteration (points connected by the line) are
used as starting points for next iterations (points not connected).

starting point for the next iteration (possible branching node) and the direction
−Z is neglected for the same reason as previously. Fig. 3c presents result of the
first iteration: calculated points of the navigation path that are connected with
lines. Consecutive iterations start at points stored as possible branching nodes.
The algorithm ends up after checking all branching nodes (what takes 49 itera-
tions in the presented example). Finally, a polynomial of 6-th degree was fitted
to calculated points in order to make trajectory smoother.

4 Visualization of Bronchial Tree – Virtual Phantom

The visualization part of the navigation system was developed with Borland
C++ Builder and Visualization ToolKit (VTK) cross-platform, open-source li-
brary [16]. The Visualization ToolKit makes use of the OpenGL API for 3D
graphic card. The surface rendering technique was used for the sake of good
performance and quality of generated virtual bronchoscopy images. Surface ren-
dering includes two stages: generation of three-dimensional surface representing
bronchial tree walls from CT data and visualization process via a graphic card.
Virtual bronchoscopy images (VB) were used for testing motion estimation and
navigation algorithms based on image registration.

The process of 3D surface generation consists of: loading a DICOM file with
patient’s computed tomography (CT) data, cropping CT data to reduce their
size and generating isosurface at the level of -500HU by means of marching cubes
algorithm [17]. The isosurface on this level goes through the data that represent
walls of patient’s bronchial tree. The result of computations is the continuous tri-
angular mesh. The triangle strips are created in order to improve rendering per-
formance. For these data a mapper was created to generate OpenGL rendering
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primitives and actor object for controlling mesh property which is the final step
for virtual bronchoscopy image generation. The generated surface can be saved
to file for later use.

In order to achieve maximum resemblance with real bronchoscope camera
illumination conditions, the virtual light source was set up as follows: it moves
along with the camera and its position is the same as camera position. The light
is configured as positional (headlight), and the light cone angle corresponds to
camera cone angle. To prevent overexposing of nearest surfaces the irregular
light intensity along the cone angle was assumed. Light fading attenuation was
also used for distance simulation.

5 Fast Estimation of Bronchoscope Egomotion

In order to speed-up egomotion estimation [18] in bronchial environment we use
simplified model of geometric relations based on cylindrical shape accompanied
by the fixation on a carina [19], what reduces motion’s degrees of freedom to four
(forward/backward movement, camera rotation, camera tilt in two directions).
It is achieved by continuous tracking of the carina (stationary point) illuminated
by the camera light source, and by analyzing bronchial wall radial moves relative
to fixed point by correlation in polar coordinates [9].

Reverse perspective projection of images before correlations is made by the use
of correspondence between z-axis and r-axis derived from the following trigono-
metric relation (see Fig. 4):

R − r

z
= tgϕ =

R

z − f
=⇒ r = R

(
1 − z

z − f

)
(2)

Let us note that R serves only as a scaling factor of the view. In the current
research we estimate forward motion, after carina stabilization and camera rota-
tion compensation, as arithmetic mean of directional wall motions. Camera tilt
is estimated from geometric mean of these motions.

Fig. 4. Applied models: a) segment of bronchial tree (upper perspective projection and
x-z cross-section), b) imaging in cylindrical environment with radius R, camera focal
length f , radial image axis r and depth from image plane z.
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We assessed algorithm accuracy by series of test in virtual cylinders, vir-
tual bronchial trees and on real operational video sequences from transbronchial
biopsy [11]. The results of experiments show that accuracy of bronchoscope cu-
mulated motion estimation is within 5% of distance in virtual environments.
In Fig. 5a the virtual bronchial tree environment with estimated wall motions
is shown. Fig. 5b shows estimation of cumulated forward/backward motion to-
gether with imposed forward virtual camera motion. Disturbing factors in this
experiment were camera rotation, and x-y plane camera moves.

Fig. 6a shows forward/backward bronchoscope trajectory during real biopsy.
This trajectory suggest similarity of frames 7 and 65, being distant in time
but close in space, because of the strong backward move followed by the forward
move. These frames, shown in Fig. 6b and 6c, confirm this similarity and confirm
also satisfactory behavior of our egomotion estimation algorithm.

Fig. 5. Example of camera position estimation along z-axis in virtual bronchial-tree
phantom: a) Virtual environment with estimated radial wall-move vectors, b) Esti-
mated forward/backward camera trajectories for imposed motion: 1 - camera motion
along the path with target fixed on carina, 2 - camera motion with additional camera
tilt and rotation and moving target.

Fig. 6. Estimation of camera position along z-axis from real data: a) estimation result
with two frames close in space but distant in time (mark ’o’), b), c) frames 7 and 65
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6 Image Registration Using Mutual Information

The information from egomotion algorithm of bronchoscope motions is not suffi-
cient to precise determination of the location of real bronchoscope tip in relation
to virtual bronchial tree, however, can significantly speed-up navigation process.
Therefore, before successful navigation will be possible, two tasks have to be com-
pleted. The first one is to place the virtual bronchoscope (the source of virtual
images) in a position corresponding to the real bronchoscope. This is achieved by
adjusting position of virtual bronchoscope in such a way that generated images
are similar as much as possible to images from real bronchoscope.

After setting up the virtual camera starting position, the second task - calibra-
tion of egomotion estimation algorithm is performed. Having two images from
real camera at positions z0 and z0 + d, where z0 is the starting position and d is
outcome of egomotion estimation algorithm, using appropriate image similarity
measure we try to find such a displacement of the virtual camera position which
makes virtual image as similar to the real one as possible. Egomotion estimation
is used for coarse estimation of virtual camera positition, then image registration
algorithm is used for finer adjustment.

Methods enabling registration of images from the same or different sources
have been extensively developed through the last decades. Numerous papers
were published on this topic [20]. In our approach, in both above described
tasks, mutual information [21] was used as an image similarity measure. It is
based on the concept of joint entropy as given by Shannon for determination of
communication’s channel capacity and is defined as follows:

I(u, v) = H(u) − H(u | v) (3)

where H(u) denotes the measure of uncertainty of the value of random variable
u, and H(u | v) denotes the same measure but determined with the assumption
that value of random variable v is known. In this way I(u, v) expresses how
much the uncertainty about value of u decreases after getting to know value
v. Correlation between decreasing value of conditional entropy H(u | v) and
increasing value of mutual information I(u | v) is obvious. Using the Bayesian
theorem: P (A, B) = P (A | B)P (B) and the definition of Shannon’s entropy

H(u) = −
∑

i

pu(i) log pu(i), H(u, v) = −
∑
i,j

puv(i, j) log puv(i, j), (4)

the equation expressing mutual information (MI) may be rewritten into the form

I(u, v) = H(u) + H(v) − H(u, v). (5)

It includes joint entropy H(u, v), which may be determined on the basis of joint
probability distribution, which in turn can be inferred from the joint histogram
h(u, v) after appropriate normalization.

Exemplary images from real and corresponding virtual camera are presented
in Fig. 7. This figure also shows values of mutual information as a function of vir-
tual camera position. In the experiment, the virtual camera was shifted along the
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Fig. 7. Example of image registration: a) Mutual information as a function of virtual
camera position, b) Real image - frame 71, c) Virtual image corresponding to the real
one found by the registration algorithm

computed navigation path lying in the central part of the airways. Observed local
maxima of the mutual information curve comes from bronchial tree vertebras.

7 Computation Complexity Analysis

System presented in Fig. 1. have been implemented in Matlab language with
the exception of 3D image generation realized by means of hardware supported
OpenGL. In spite of using fast matrix calculation and JIT (just-in-time) opti-
mization in the latest version of Matlab, its real-time operation is not possible
on a high-end x86 class computer.

Since the video frame rate from bronchoscope is 25 frames per second, we have
only 40ms for accomplish one cycle of the proposed navigation algorithm. Ex-
ecution time of the most important navigation system procedures programmed
both in Matlab and C/C++ language is shown in Table 1.

For precise bronchoscope motion estimation it is necessary to perform: one
camera correction, one coarse brochoscope motion estimation and on average 25
virtual image generations and mutual information calculations. For that reason
one cycle of complete motion estimation needs approximately 5600 ms in Matlab
and 620 ms in C/C++. One can see that even for optimized C/C++ version it
is not possible to perform the algorithm in real-time.

Table 1. Estimated execution time of the most important navigation system proce-
dures for Pentium 4 3.2 GHz processor (single thread)

Procedure Matlab C/C++
time [ms] time [ms]

Camera correction 13 1.4
Coarse motion estimation - egomotion 4600 460
3D image generation (one image) – 1.4
Mutual information (one image) 46 4.9
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There are, however, many possibilities for further execution time optimiza-
tion. First of all, we can use SSE (Streaming SIMD Extensions) instructions of
x86 CPUs instead of plain C/C++. BLAS (Basic Linear Algebra Subprograms)
[22] seams to be the most efficient way of using SSE extension. Next, we can
take advantage of parallel nature of the presented above navigation algorithm
using relatively cheap multicore and multiprocessor systems. Both most demand-
ing procedures (egomotion estimation and mutual information calculation) are
highly independent within one cycle of motion estimation. What is more, BLAS
library has been recently ported to GPU environment and could take advantage
of up to 128 independent processors cores that was introduced in the G80+
generation of the NVIDIA GPUs family with CUDA architecture.

In order to take advantage of massive parallel computation we have chosen
MPI (Message Passing Interface) as a inter-process communication framework.
MPICH2 (implementation of MPI v2 protocol) provide us a great performance
and excellent flexibility. It is available on many hardware and software platforms
including Linux and Windows as well as provide network transparency. Using
this open source library we are able to split visualization process and computa-
tion engine to different computer connected by TCP/IP network. During testing
procedure of data (image) and control commands transmitting over MPI we have
achieved the following results: up to 1GB/s of messages with data frame between
two processes on one computer (four core Xeon), up to 500000 short (128 bytes)
control messages per second in the similar setup and up to 95Mbps between two
processes on two different computer over 100Mbps Ethernet.

Obtained results have convinced us that it is possible to build described above
system working in real-time on the basis of standard PC architecture.

8 Conclusions

In the paper some computational and implementation issues and new solutions
for bronchoscope navigation during computer-assisted transbronchial biopsy
were presented. In authors opinion the proposed, new, very simple and fast algo-
rithm for real-time estimation of endoscope forward and backward ego-motion
is the most crucial in its precise positioning using virtual bronchoscopy CT-
based approach. After successful simulation tests real-time implementation of
the described navigation system is under development at present. We have al-
ready estimated partial algorithms’ complexity of this modules and tested some
particular hardware solutions: multiprocessor NVIDIA CUDA architecture and
MPI-based communication framework which provide high performance parallel
environment with minimum development effort.
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Abstract. The analysis of video recorded surgical procedures is considered to 
be a useful extension of the medical curriculum. We can foster the development 
of video-based e-learning courses by working out a unified description method 
which would facilitate the exchange of these materials between different 
platforms. Sophisticated metadata enables a broader integration of artificial 
intelligence techniques into e-learning. The aim of this paper is to present the 
possibility of combining the MPEG-7 metadata standard with the MeSH 
classification for indexing of video recordings in medical e-learning. A tool for 
metadata descriptions of surgical videos in accordance with the MPEG-7 
standard is also presented. This tool is part of a larger architecture for the 
exchange of medical multimedia objects. 

Keywords: MPEG-7, e-learning, metadata, medical terminology, learning 
objects, MeSH. 

1   Introduction 

E-learning is a contemporary way of learning using multimedia and communication 
abilities of modern computers and mobile devices (cellular phones, smartphones, 
palmtops). The main obstacle in the popularization of e-learning is the significant 
expenditure of time and costs to prepare multimedia materials. We may reduce the 
problem by building large databases of educational components, which can be used in 
building more complex courses. Such elements are called learning objects or sharable 
content objects [1]. On one hand a collective creation and usage of didactic 
components ensures a larger choice of materials, on the other hand it allows to share 
the development costs. An example of an initiative promoting e-learning through 
exchange of learning objects in medicine is the eViP project [2][3]. In this paper we 
will concentrate on a selected subclass of learning objects which are multimedia 
learning objects designed to be used in medicine teaching. 

It seems to be obvious that the illustration of traditional textual descriptions of 
procedures by video clips provides the students with broad knowledge. Multimedia 
learning objects consist of audio/video recordings created during selected surgical 
procedures. Multimedia databases containing learning objects are a very valuable 
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source of data for medical educators, however only under the condition that the 
materials are easily searchable. For that reason, an appropriate description of the 
content is a crucial part of every multimedia learning object. The description should 
be easily processed and portable. Metadata designated for medical e-learning should 
also fulfil some additional requirements specific to the field of medicine – e.g. 
embedding of existing medical terminologies. 

1.1   Usage Scenarios of Multimedia Metadata in Medical E-Learning 

Let us consider the case of a student, who is looking for video recordings of 
minimally invasive surgical procedures. The student enters the keyword “endoscopy” 
into the search engine. In response, the search engine contacts (for instance by a 
software agent) a terminology server linked with a medical ontology to look up the 
definition of the term “endoscopy”. It gets the information that endoscopy is a 
surgical procedure which has several subclasses – e.g. Arthroscopy, Colonoscopy, 
Gastroscopy or Thoracoscopy. Additionally, the agent contacts also a user preferences 
database to get the profile of the user (preferred video format, connection bandwidth, 
accepted languages). Such databases can be integrated with the university’s learning 
management system. The user database may also contain certificates which entitle the 
student to enter educational database with restricted access. Within the next step, the 
search agent queries the multimedia databases using the information obtained from 
the terminology server, web ontologies and the user preferences database. Results 
obtained from many databases are unified and presented to the user, who selects the 
adequate material. The list of potential search criteria is large – it can include affected 
organs or used equipment. Due to a spatial and temporal decomposition of the video 
file, the transmission can start from the right time point and with the desired organ or 
equipment highlighted. 

Another potential use case example of multimedia metadata is to aid the 
construction of virtual patients [4]. A medical teacher may use a special authoring tool 
for building complex patient scenarios (e.g. designated for the OSCE examination). 
The program analyses the data provided by the teacher and automatically suggests 
videos and images which could be inserted into the virtual patient. The search 
algorithms are based on metadata stored in multimedia databases. 

1.2   Architecture of a Multimedia E-Learning System in Medicine 

From the above described use cases we can derive a theoretical e-learning system 
architecture exploiting multimedia metadata (Fig.1). Surgery videos are stored in 
media storage systems and transmitted to users by video streaming servers (e.g. 
Darwin, Helix or Windows Media Services). Video clips are described by physicians 
or technical staff trained in indexing of medical multimedia resources using 
specialized annotation tools. The created metadata is stored in a multimedia database, 
whereas the medical knowledge is kept on a terminology server (there are already free 
terminology servers available on the Internet – e.g. UMLS) and as web ontologies 
(e.g. in OWL format). The user profiles and authorization data are integrated with e-
learning platforms by system administrators operating dedicated administrative 
applications and scripts. Learning objects gathered in the system are used by students 
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(using an interactive learning environment via a standard web browser) or medical 
educators (using e-learning authoring tools). This paper will concentrate on a selected 
element of this architecture – the annotation tool for teachers. We will also consider 
the question what metadata standard should be used. 

Medical Terminologies
(e.g. MeSH, UMLS)

Ontologies (e.g. OWL)

Media Storage and 
Streaming Server

(e.g. Darwin Streaming Server)

Medical Knowledge

Surgery Videos

E-Learning 
Authoring

Tools

Interactive
Learning

Environment

Administrator
Panel

E-Learning Platform

User Preferences

Connection Layer

e.g. 
Software Agents

using Web Services

Doctor/ Teacher

Student

Administrator

Multimedia Database

Multimedia Metadata

Annotation Tools

Indexer

 

Fig. 1. Architecture of a multimedia e-learning system in medicine 

2   Metadata Standards and Terminologies 

Much research has already been done in the field of multimedia data description in the 
past few years. The proposed solutions were based on project specific meta-data, such 
standards as SMIL, Dublin Core, SMPTE, EBU, TVAnytime or other technologies 
connected for instance with the Semantic Web initiative (RDF, RDF Schema, OWL, 
RuleML) [5-8]. 

2.1   MPEG-7 

A significant breakthrough in this field was the release of the MPEG-7 standard in 
2001 [9-11]. The official name of the MPEG-7 standard is ISO 15938 Multimedia 
Description Framework. MPEG-7 is a very flexible specification. It is organized as a 
collection of tools, which can be used in accordance with the needs of the indexer. 
The basic building blocks of MPEG-7 are descriptors. Descriptors represent the 
syntax and semantical meaning of basic description elements (e.g. author’s name, 
media duration, used codecs, textures, audio signal parameters, camera motion 
descriptions). Descriptor Schemes (DS) consist of related descriptors and smaller 



 MPEG-7 as a Metadata Standard for Indexing of Surgery Videos 191 

description schemes. The syntax of MPEG-7 is based on XML. Descriptors and 
description schemes are defined in the Description Definition Language (DDL), 
which is an extension of the XML Schema. DDL allows the user to add new elements 
to the description. MPEG-7 can be stored and transmitted in textual format or as 
binary data added to a video stream. 

The MPEG-7 metadata descriptors have already been prototypically implemented 
by several research teams. Tseng et al. [12-13] developed a personalization and 
summarization system consisting of a MPEG-7 video annotation tool, automatic 
labeling tools and a summarization and adaptation engine. Caliph and Emir [14] are 
two applications facilitating semantic descriptions of digital photographs. Tsinaraki at 
el. [15] proposed a video segmentation tool conform to MPEG-7 for ontology-based 
semantic indexing. Their tool has been tested in the domain of soccer games. Despite 
the outstanding possibilities of MPEG-7, there is still lack of applications exploiting 
this standard in medicine. The authors believe that MPEG-7 as a universal, easily 
extensible and complex metadata standard is the right choice for the description of 
learning objects also in the medical domain. 

2.2   Terminology – MeSH 

The diversity of the natural language hinders the automatic processing of descriptions. 
Therefore, natural language is often artificially limited to concepts stemming from 
controlled vocabularies (like classification systems or nomenclatures). Many 
classification systems and nomenclatures have been created to describe medical 
knowledge (e.g. ICD, LOINC, Snomed CT, NANDA or MeSH). We have decided to 
use the MeSH (Medical Subject Headings) thesaurus [16] for the description of 
medical videos in MPEG-7 standard. This vocabulary has been created by the 
National Library of Medicine (NLM) with the intention to classify information in the 
biomedical area. MeSH is successfully used in indexing the MEDLINE database and 
the NLM catalogues. Different language versions of MeSH (e.g. English, German, 
French or Polish) already exist. The 2006’s version of MeSH contains 23885 
descriptors. MeSH descriptors are the building blocks of this classification. The 
elements are divided into 16 categories (e.g. A: Anatomics, C: General Diagnosis or 
D: General Drugs and Chemicals), which are divided into further subclasses. 
Descriptors include a set of semantically related concepts, which consist of one or 
more terms. A descriptor can have attached attributes, which come from a set of 86 
qualifiers (e.g. abnormalities, injuries or statistics&numerical data). Hierarchical 
(narrower term/broader term) and non-hierarchical (related/see also) relations exist 
between the descriptors. 

Medical terminologies like MeSH are good starting points for semantic description 
providing the user with a static knowledge reference. If a more advanced semantic 
search is needed, additionally, the use of ontologies should be considered. Ontologies 
encode meanings separately from application code enabling knowledge sharing and 
support for external reasoning. There exist already many examples of ontologies in the 
medical domain modeling patient data as well as diagnostic and treatment procedures 
(e.g. [17]). Jovic at al. [18] explain in their study the construction process of medical 
ontologies on the example of the heart failure domain. They emphasize the importance 
of the linkage between ontologies and terminologies. The leading language for 
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expressing ontologies is currently OWL (Web Ontology Language). OWL is usually 
written in XML/RDF syntax and can be extended by the SWRL rules language. 
Tsinaraki at el. [19] proposed a framework, called DS-MIRF, for the integration of 
OWL ontologies with MPEG-7 compliant indexing. 

3   MPEG-7 in the Description of Medical Learning Objects 

3.1   Video Decomposition 

The description of a video file in MPEG-7 may refer not only to the whole clip but also 
to its fragments. A spatial or temporal decomposition may be distinguished. The first 
one, expressed by SpatialDecomposition DS, allows selecting segments of a picture 
(e.g. pathological changes, applied medical equipment) and inserting descriptions only 
of the selected parts. The temporal decomposition (TemporalDecomposition DS) 
enables the partition of the clip into time intervals. It gives the possibility to describe 
the individual stages of the procedure separately (e.g. preoperative operation, incision, 
main part of the operation, laying sutures). 

3.2   Medical Classifications in MPEG-7 

The MPEG-7 standard enables the definition of new classification schemes or 
importing of the existing ones. The definition of new classifications in MPEG-7 is 
carried out by the description schemes ClassificationScheme DS and TermDefinition 
DS. Concepts derived from declared classifications are placed into the description by  
 

Table 1. Mapping of the MPEG-7 structural annotation classes onto categories of MeSH 
descriptors 

MPEG-7 
Structured 
Annotation 

Description of surgery videos MeSH Categories, 
Subcategories 

Why Reason for carrying out the 
procedure. Patient’s diagnosis. 

C (General Diseases), 
F3(Mental Disorders) 

WhatObject Names of operated organs or those 
organs which are visible in the 
video and are important for 
students in the opinion of the 
medical educator. 

A (General Anatomy) 

WhatAction Names of performed procedures. E1-E6  
(General Techniques) 

How Medical equipment used in the 
procedure. 

E7 (Equipment and 
Supplies) 

Where Name of the geographic region in 
which has the procedure been 
made. 

Z (Geographic 
Locations) 

When - / No mapping. - 
Who Patient’s characteristic.

Patient’s profession. 
M (Persons) 
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elements of type TermUse and ControlledTermUse. This paper focuses on the binding 
of MeSH terms into the structural description of surgical videos. The structural 
description in MPEG-7 is represented by the type StructuredAnnotation. It may 
contain any number of TermUse instances from seven different categories: actions 
(element WhatAction), persons (Who), objects (WhatObject), places (Where), time 
(When), purpose (Why). Each element can enclose a free text description or a 
reference to a concept from a classification. Table 1 contains the authors’ proposal of 
mapping the MeSH categories onto the MPEG-7 structured annotation types. We also 
suggest the possible use of the MPEG-7 annotation categories in description of 
surgical procedures. For instance the element of type Why should be used in the 
description of patient’s disease diagnosed, which was the reason for carrying out the 
operation. We can describe this category by descriptors from the C (General 
Diseases) and F3 (Mental Disorders) MeSH subtree. 

Example of MPEG-7 code containing a MeSH descriptor. 

<ClassificationAlias alias="mesh" 
    href="http://www.ncbi.nlm.nih.gov/mesh"/> 
<!-- ... --> 
<TextAnnotation> 
 <StructuredAnnotation> 
  <WhatAction href=":mesh:D013906"> 
   <Name xml:lang="en">Thoracoscopy</Name> 
  </WhatAction> 
  <WhatObject href=":mesh:D008168"> 
   <Name xml:lang="en"> Lung </Name> 
  </WhatObject> 
 </StructuredAnnotation> 
</TextAnnotation> 
 

It should be mentioned that the MeSH thesaurus already contains a special qualifier 
grouping elements for the description of surgical procedures – SU/surg. The qualifier 
comprises of the following categories: A1-5, A7-10, A13, A14, A17, C1-23, F3. This 
qualifier could be used theoretically to pick out the MeSH descriptors needed for 
describing surgical videos. However, in our opinion, the selected set of descriptors is 
too narrow to fit all concepts useful in the characterization of surgical videos. For 
instance the qualifier SU/surg does not contain the subcategory E7 – Equipment and 
Supplies.  

4   M7MeDe 

As the first element of the proposed architecture of multimedia e-learning systems in 
medicine, we have decided to implement an annotation tool for surgical videos, which 
creates descriptions in the MPEG-7 standard using the MeSH classification (Fig.2). 
The application has been named M7MeDe.  

M7MeDe is designed to support the indexation of resources in a medical 
multimedia library of surgical video recordings. The application enables a temporal  
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Fig. 2. M7MeDe – an application for describing of multimedia learning objects in the MPEG-7 
standard 

decomposition of the video, which can be nested in larger segments forming a 
hierarchical structure. An example of such decomposition carried out with the use of 
M7MeDe is depicted in Fig 2. The annotated video clip (source of the video [20]) 
presents a fragment of a thoracoscopy procedure for staging of lung cancer. The first 
level of video clip description is divided into two parts: the operation’s title screen 
(displaying the operation’s title and surgeon’s name) and the main operation part. The 
second part is divided further into three parts: view of the tumor, insertion of 
endoscope and sampling. The sampling part contains an excision and bleeding video 
fragment. We can describe each segment in free text (the General tab in Fig 2) or 
attach keywords from the MeSH thesaurus to a selected MPEG-7 structured 
annotation category (Why, What Object, What Action, etc). Each annotation category 
is linked to a subtree in the MeSH-Tree in accordance with the mapping in Table 1. 
For instance adding a keyword in the Why category opens the General Disease 
subtree (Fig.3). Keywords are inherited by subordinated segments (segments which 
are nested in other segments). 

M7MeDe was implemented in Java technology. The MeSH classification was 
downloaded in the form of XML files, transformed and inserted into a relational  
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Fig. 3. M7MeDe – Window for selecting of MeSH descriptors in the General Diseases category 

database. The application uses the Java Media Framework (for video operations) and 
JAXB (for Java to XML binding). 

5   Further Work 

The M7MeDe application is still in development stage. Many potential functions are 
missing (for instance the spatial decomposition of the video or a direct interface to 
multimedia databases). It is intended to examine the possible relations of medical 
learning objects described in MPEG-7 to the e-learning standards SCROM and IMS 
in the future. Further work on this project should also pertain to the remaining 
elements of the proposed architecture (ontology based search algorithms, placing of 
multimedia learning objects into learning management systems or construction of 
authoring tools). Woods et al. [21] showed in their study about indexing of 
dermatology images, that the use of MeSH alone for indexing finds matching for 
about one-forth of the terms in their experiment, therefore usage of other 
classifications and ontologies in the MPEG-7 description beside MeSH will be 
necessary. For that reason we consider building direct interfaces to the UMLS 
terminology server and to repositories of web ontologies in the OWL standard. 

6   Summary 

Well described surgical video recordings are considered to be valuable e-learning 
materials in medicine teaching. This paper was aimed at discussing the possibilities of 
using MPEG-7 and MeSH in building multimedia learning objects. The presented 
application – M7MeDe – allows the division of a video clip into temporal segments 
and their description with MeSH keywords. The M7MeDe annotation tool is part of a  
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larger architecture which takes advantage of medical metadata. There are many 
possible ways of extending the presented tool by further features. 
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The use of supercomputing technology, parallel and distributed processing, and
sophisticated algorithms is of major importance for computational scientists.
Yet, the scientists’ goals are to solve their challenging scientific problems, not
the software engineering tasks associated with it. For this reason, computational
science and engineering must be able to rely on dedicated support from program
development and analysis tools.

The primary intention of this workshop is to bring together developers of
tools for scientific computing and their potential users. Since its beginning at
the first ICCS in 2001, the workshop has encouraged tool developers and users
from the scientific and engineering community to exchange their experiences.
Tool developers present to users how their tools support scientists and engineers
during program development and analysis. Tool users report their experiences
employing such tools, especially highlighting the benefits and the improvements
possible by doing so.

The workshop covers various research topics, including

– Problem solving environments for specific application domains
– Application building and software construction tools
– Domain-specific analysis tools
– Program visualization and visual programming tools
– On-line monitoring and computational steering tools
– Requirements for (new) tools emerging from the application domain
– Tools for parallel, distributed and network-based computing
– Testing and debugging tools
– Performance analysis and tuning tools
– (Dynamic) Instrumentation and monitoring tools
– Data (re-)partitioning and load-balancing tools

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 201–202, 2008.
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– Checkpointing and restart tools
– Tools for resource management, job queuing and accounting

This year a rich number of papers has been submitted to the workshop. From
the 25 submissions, nine papers have been selected for a presentation in the
conference. These papers give a basic overview and some technical details of the
authors’ recent research work in the area of software tools, with a focus on opti-
mal libraries, on-line monitoring and steering, performance and pattern analysis
systems, automatic code optimization, and systems for supporting application
development on the Grid.

The workshop organization team thanks Dr. Martin Schulz, Dr. Josef Wei-
dendorfer, Dr. Karl Fuelinger, and David Kramer for their support in the review
process.
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EDF R&D, 1 avenue du Général de Gaulle, BP 408, F-92141 Clamart, France
{laurent.plagne,frank.hulsemann}@edf.fr

Abstract. This paper presents the Benchmark Template Library in
C++, in short BTL++, which is a flexible framework to assess the run
time of user defined computational kernels. When the same kernel is im-
plemented in several different ways, the collected performance data can
be used to automatically construct an interface library that dispatches
a function call to the fastest variant available.

The benchmark examples in this article are mostly functions from
the dense linear algebra BLAS API. However, BTL++ can be applied to
any kernel that can be called by a function from a C++ main program.
Within the same framework, we are able to compare different imple-
mentations of the operations to be benchmarked, from libraries such as
ATLAS, over procedural solutions in Fortran and C to more recent C++
libraries with a higher level of abstraction. Results of single threaded and
multi-threaded computations are included.

1 Introduction

Linear algebra is a field of particular relevance in scientific computing in both,
academia and industry. Operations on matrices, dense or sparse, or vectors, large
or small, feature in many if not most projects. The prominent position of the
topic is reflected in a large number of available implementations.

For a project relying on the BLAS interface on a given target architecture,
for example x86, one has the choice between netlib’s default implementation [1],
ATLAS [2], MKL from Intel [3], ACML from AMD [4] and GotoBLAS [5] to
name just a few. Furthermore, there exist other solutions such as Blitz++ [6],
MTL [7] or uBLAS [8], which offer the same functionality but use their own
interfaces. The obvious question for a user who has to choose among the options
is then: “Which option works best in a given computing environment?” In order
to answer this question, the user has to solve another problem first: “How to
assess and how to compare the performances of the different options?”

This paper describes the Benchmark Template Library in C++ (BTL++)
project [9] which is a flexible and user extendible benchmarking framework for
computational “actions” (kernels). The extendibility by the user was the domi-
nant design goal of the project. It relies on three main concepts: implementations,
computational actions and performance analysers. We would like to point out

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 203–212, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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that by providing realisations of these concepts, a user can interface new li-
braries, add computational kernels to the benchmarking suite or change the way
how or even the type of performance that is measured. Loosely speaking, as long
as an implementation of some computational action can be called by a routine
from within a C++ program, the chances are high that this implementation
can be included in the benchmarking process. The nature of the computational
action to be assessed can, of course, be defined by the user. Although BTL++
itself provides different performance analysers that have been sufficient for our
purposes, its aim is not to replace dedicated profiling tools like PAPI [10] for
instance. On the contrary, the performance counters of PAPI have already been
used successfully as performance analysers in the BTL++ framework.

Among the numerous publicly available benchmark suites, BTL++ is related in
spirit to the BenchIT [11] project that provides detailed performance evaluations
for a fixed set of numerical kernels. While the BenchIT project offers a rich and
mature database interface that gathers the performance data for a large variety
of architectures, BTL++ is a library that emphasises the extendibility by the
user. This generic feature makes BTL++ a very flexible tool with respect to the
computational kernels, their implementations and the benchmarking methods.

Originally designed as a flexible benchmark tool, BTL++ now features an op-
tional library generation stage. From the collected measurements, BTL++ can
create a new optimal library that routes the user’s function calls to the fastest
implementation at her disposal. Our performance results underline that the prob-
lem size has to be taken into account in the routing process, as the implementa-
tion that is fastest for small problems is not necessarily also the fastest on larger
ones. Although such a performance assessment/generation sequence is success-
fully used in projects like ATLAS and FFTW [12], the BTL++ positions itself at a
different level since it only generates an interface library based on existing im-
plementations. In other words, ATLAS or FFTW are stand alone projects that
provide implementations which can be used by BTL++ to generate the optimal
interface library on a given machine for a given numerical kernel.

The article is structured as follows. In Sect. 2, the principal building blocks in
the implementation of BTL++ are introduced. Section 3 shows benchmark results
for both BLAS and non BLAS kernels. In Sect. 4 we use again BLAS examples
to demonstrate the BTL++ optimal library generation stage. In Sect. 5 we present
our conclusions and discuss some directions for future work.

2 BTL++ Implementation

The development of a Linear Algebra (LA) based code can follow numerous differ-
ent strategies. It can involve C++ generic LA libraries (uBLAS, MTL, . . . ), one
of the various BLAS implementations (ATLAS, GotoBLAS,. . . ), or being directly
hand coded using raw native languages (C/C++, F77, . . . ). The BTL++ project
aims to compare the performance of these strategies. Even though not all of the
different strategies take the form of a library in the linker sense, we refer to all
implementations for which a BTL++ library interface exists, as BTL++ libraries.
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The performance of each such BTL++ library is evaluated against a set of
computational actions, in our case, LA numerical kernels such as the dot product,
the matrix-matrix product and vector expressions like W = aX + bY + cZ.
Note that the BTL++ kernels are not limited to the operations included in the
BLAS API. Also note that a BTL++ library does not have to implement all
computational kernels to be included in the comparison. Hence we can take into
account specialised implementations like the MiniSSE library [13] for example,
which implements only a subset of the BLAS interface. Last, BTL++ provides a
set of different performance evaluation methods. This open-source project relies
on cooperative collaboration and its design aims to obtain a maximal legibility
and extendibility. To be more explicit, a user is able to extend the collection
of available BTL++ libraries, kernels and performance evaluation methods, as
easily as possible. The implementation of BTL++ with object-oriented and generic
programming techniques in C++ results in a good modularity and an efficient
factorisation of the source code.

The performance evaluation of the axpy operation (Y = a ∗ X + Y ) using
the Blitz++ library will be used as a running example to illustrate the different
parts of the BTL++ design.

2.1 BTL++ Libraries Interfaces: The Library Interface Concept

Before measuring the performance of an implementation, one should be able
to check its correctness for all considered problem sizes. In order to ease this
calculation check procedure, a pivot (or reference) library is chosen to produce
the reference results. Since BTL++ is written in C++, the STL has been a natural
choice for being the BTL++ reference library. The two vector operands (X and Y )
of the axpy operation are initialised with pseudo-random numbers. This initiali-
sation is first performed on the reference STL operands (X STL and Y STL). Sec-
ondly, these vectors are used for initialising the corresponding Blitz++ operands
(X Blitz and Y Blitz) via a vector copy. Then, both the STL and Blitz++ li-
braries perform the axpy operation. A copy operation from a Blitz++ vector to
a STL vector and a comparison of two STL vectors are used to check the result.

Obviously, some of the Blitz++ functions that implement the vector copy
operations from and to STL vectors could be reused for the implementation of
this init/calculate/check procedure applied to another vectorial BTL++ kernel.
Moreover, the same functionality has to be implemented for all libraries in the
BTL++ library set. In order to give a standardised form for these functions, the
BTL++ framework defines the Library Interface concept that consists in the set
of constraints on the types and methods that a Library Interface model class
must fulfil. See Table 1a) for details. Note that a given Library interface model
class can define an incomplete subset of the BTL++ kernels. Of course, the missing
kernels cannot be benchmarked for this particular library.

Following our running example, the blitz interface class modelling the
Library interface concept looks like:
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Table 1. Sets of types and functions that a user-defined class must provide to model
the BTL++ a) Library Interface concept and b) Action concepts

a) b)
public Types

RT Real Type (double or float)
GV Generic Vector Type
GM Generic Matrix Type

(static) functions
std::string name( void )
void vector from stl(GV &, const SV &)
void vector to stl(const GV &,SV &)
void matrix from stl(GM &, const SM &)
void matrix to stl(const GM &, SM &)
void axpy(RT, const GV &, GV &, int)
+ dot, copy matrix vector product, ...

public Types
Interface Library Interface

model
methods

Ctor(int size) Ctor with problem
size argument

void initialize( void )
void calculate( void )
void check result( void )
double nb op base( void )

(static) functions
std::string name( void )

template<class real> struct blitz_interface{
typedef real RT;
typedef blitz::Vector<RT> GV;
static std::string name( void ){return "Blitz";}
static void vector_from_stl(GV & B, const std::vector<RT> & B_stl){

B.resize(B_stl.size()); // Note the () operator for Blitz vectors
for (int i=0; i<B_stl.size() ; i++) B(i)=B_stl[i];

}
static void vector_to_stl(const GV & B, std::vector<RT> & B_stl){

for (int i=0; i<B_stl.size() ; i++) B_stl[i]=B(i);
}
static void axpy(const RT coef, const GV & X, GV & Y, int N){

Y+=coef*X; // Blitz++ Expression Template !
}
...follows dot, matrix_vector_product,..

};

For each library in the BTL++ library set, the definition of the Library Inter-
face concept requires the creation of the corresponding model classes, such as
ATLAS interface or F77 interface, for example. To extend the BTL++ library
interface collection to another library, one has to define the Library Interface
concept model class that implements all or a part of the BTL++ kernels. Because
of the repetitive nature of the different interfaces, this work is greatly simplified
via the inheritance mechanism in C++. We believe that the extendibility of the
BTL++ library collection has been confirmed by the successful addition of various
sequential [14] and parallel [15] libraries by different users. Now we can make
use of this unified interface to implement each element of the BTL++ kernel set.

2.2 Action Concept

The BTL++ timing procedure begins with the problem size definition before
initialising the reference (STL) and test (e.g. Blitz++) operands. Next, the
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calculation duration is evaluated with a chosen (user definable) method. Once
the calculations have been checked the performance results are stored. From
this timing description on can see that all kernels across all libraries can be
benchmarked in a similar way. The BTL++ Action concept allows the standard-
isation of these benchmarks by providing a uniform interface to deal with the
different kernels. Table 1b) describes this concept. A class modelling the Action
concept is implemented for each BTL++ kernel. The previously introduced Li-
brary Interface concept allows us to implement only one Action template model
class per BTL++ kernel. For example, the axpy operation is handled by the fol-
lowing action axpy<> template class:

template<class LIB_INTERFACE> class action_axpy {
public :
...
static std::string name( void ){return "axpy";}
double nb_op_base( void ){return 2.0*_size;}
void calculate( void ) { LIB_INTERFACE::axpy(_coef,X,Y,_size);}

private :
typename STL_INTERFACE::gene_vector X_stl,Y_stl;
typename LIB_INTERFACE::gene_vector X,Y;

};

All the other BTL++ kernels are handled by their corresponding template Action
class (action dot, action copy, . . . ). For example, one could execute the following
code:

action_axpy< blitz_interface<double> > a(1000);
a.calculate(); // Compute axpy
a.check_result(); // Compare with STL reference result

3 The Benchmark Results

In this chapter we present some performance comparisons obtained with BTL++
and discuss various ways of using the collected information. Due to the extendible
design of BTL++, the effort needed to specify which computational actions to
compare is rather small, so that, once a new library has become available, a
user can easily decide which kernels to test. The results of a benchmark run
are currently stored in a file the name of which identifies the library, the action
and the floating point type used in the computations. This rather rudimentary
storage solution for the benchmarking results is most likely to be replaced by a
lightweight data base in the future. In any case, once the performance data has
been collected, it is straightforward to create graphical representations or tables
of comparison as the examples in this article show.

The observed performance results for a matrix-matrix multiplication in
Table 2 illustrate clearly the performance advantage of optimised BLAS libraries,
such as ATLAS or GotoBLAS, over straightforward, but un-tuned implementa-
tions such as the FORTRAN77 example. The results for Blitz++ and uBLAS
reiterate the point that alternative interfaces to the same computational action



208 L. Plagne and F. Hülsemann

can be accommodated. The gap between the tuned and the un-tuned imple-
mentations is independent of the programming language and the programming
paradigm used. All un-tuned, or shall we say straightforward, implementations,
be it in C, FORTRAN77 or C++ (procedural or object-oriented), suffer from
the same performance problem as they do not take the memory hierarchy of the
hardware into account.

Table 2. Performances of Matrix-Matrix product (A × B) and X = αY + βZ opera-
tions in MFlop/s. Small matrices are understood to have up to 333 rows, while large
matrices have more than 333 rows. For vectors, the small/large size threshold is set to
105 elements. These definitions were found to be adequate on a 1.6 GHz PentiumM
processor with 1MB L2 cache. The performance values are the algebraic mean over all
measurement points in the respective category. The GNU Compiler Collection version
3.3.5 provided the C, C++ and Fortran compilers, the optimisation level was “-O3”.

A × B small large X = αY + βZ small large
matrices matrices vectors vectors

ATLAS 3-7-24 1228 1409 C 797 134
Goto baniasp-r1.15 1171 1333 STL 795 134
MKL 9.0 1111 1192 Blitz++ 0.9 691 135
C 758 208 blocked ET 673 200
Blitz++ 0.9 685 203 uBLAS (Boost 1.32) 635 135
STL 670 184
f77 646 270
uBLAS (Boost 1.32) 617 180

For more information we refer to the web page of the project [9]. In particular,
the web site provides detailed information on the interfaces to the different li-
braries and how the computational actions were implemented when the standard
BLAS call was not available.

In addition to identifying which implementation works best in a given comput-
ing environment, BTL++, like any benchmark, can be used to compare different
environments, such as different compilers or different machines. However, this
aspect of building up a knowledge base over time is not integrated into the BTL++
installation. As indicated earlier, we plan to change the data output and storage
part of our benchmarking framework, which will make the building up of and
the information retrieval from the performance data base much easier.

To illustrate the point that the benchmark kernels are not limited to BLAS
operations, and to show that libraries do not always offer the best performance,
we present results for the vector operation X = αY +βZ. The results in Table 2
and Fig.1a) show that for large vectors, the authors’ blocked expression template
performs better than all the other options by on average 48% [16].

The results in Fig. 1b) demonstrate that BTL++ is not limited to mono-
threaded computational kernels. The multithreaded computations were carried
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Fig. 1. a) Performance data in GFlop/s for the X = αY + βZ operation. b) Multi-
threaded performance results in GFlop/s for the dgemm routine on eight processor
cores (2 sockets, 4 cores per socket).

out on a dual processor/quad core Intel Xeon with 2.83GHz with Intel MKL
version 10 and ATLAS version 3.8.0.

4 Generation of the Optimal BLAS Library

In this chapter, we show how the so-called BTL++ hybrid library, which is the op-
timal BLAS interface library on a given machine, is constructed from previously
collected performance data.

The principle of the BTL++ BLAS hybrid implementation is very simple. For
each considered subroutine f of the BLAS API and for each library L that im-
plements f , the BTL++ tool suite provides a set of performance measurements
{perf(f, L, s)} at different problem sizes s. From these results the BTL++ project
selects two libraries L1 and L2 as well as a threshold size t such that the perfor-
mance sum S(L1, L2, t) is maximised:

S(L1, L2, t) =
∑

s≤t

perf(f, L1, s) +
∑

s>t

perf(f, L2, s) . (1)

The result of the optimisation step is an automatically generated C file named
Hybrid.c which contains the switches for all BLAS subroutine implementations.
For the PentiumM target, the generated call for the daxpy operation in Hybrid.c
reads as follows:

void cblas_daxpy(const int N, const double alpha,
const double *X, const int incX,
double *Y, const int incY){

if (N<18738){
MiniSSE1_cblas_daxpy(N,alpha,X,incX,Y,incY);

}
else{
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ATLAS_cblas_daxpy(N,alpha,X,incX,Y,incY);
}

}

Again for the PentiumM at 1.6GHz, the result of the optimisation process, i.e.
the choice of libraries and the threshold values, for different BLAS operations is
given in Table 3.

Table 3. BTL++ interface automatically generated for the PentiumM (1.6GHz) target

BLAS routine Best Library for Small/large Best Library for
small problem sizes threshold large problem sizes

daxpy MiniSSE 18738 ATLAS
dcopy Netlib 86974 ATLAS
ddot MiniSSE 18738 ATLAS
dgemm ATLAS ATLAS
dgemv MKL MKL

Note that a switch between two libraries is only generated when needed. In
other words, when one particular implementation offers the best performance
across the board, no switch statement is generated and hence, no run time over-
head occurs.

4.1 BLAS Implementation Wrappers

The main difficulty in building the hybrid BLAS is to cope with the differences in
the BLAS installations. For example, MKL is distributed as a dynamic library
(libmkl.so) implementing the C BLAS interface (c blas xxx), while ATLAS
automatically builds a static library (libatlas.a) implementing the same in-
terface. Last example, the Goto library is built dynamically (libgoto.so) for
numerous computer targets but only implements the BLAS F77 interface that
has to be used through the static netlib CBLAS wrapper (libcblas.a).

The main idea in the BTL++ approach is to wrap each library, whether static
or not, that contributes to the optimal BLAS implementation into a dynamic
library and to use the dlopen()/dlsym() functions to load these dynamic wrap-
pers when needed.1

To illustrate that the generated library interface does indeed offer the best
performance possible, we show the results for the daxpy and dcopy operations
in Fig. 2.

1 In order to avoid infinite recursions at link time, the proposed solution relies on the
-Bsymbolic option of the gnu ld linker, which binds the static library symbols to
the intermediate dynamic wrappers. The portability of this solution is an open issue.
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Fig. 2. Performance data for the daxpy (a) and dcopy (b) operations using the gener-
ated, optimal BLAS interface (BTL lib). The threshold values and the best implemen-
tations available are determined automatically.

5 Conclusion and Outlook

In this article, we have described the benchmarking project BTL++, which helps a
user to assess and compare the performance of user definable, computational ac-
tions in her given computing environment of hard- and software. The paramount
design goal of the BTL++ project was flexibility, which allows a user to adapt or
extend the three parts (libraries, computational kernels and performance analy-
sers) of the framework to her needs with little effort. The only requirement the
approach currently imposes is that the user defined parts can be called from a
C++ main program.

Several extensions, ranging from interfacing new libraries over adding new
computational kernels to adapting the approach to parallel computing, have
been carried out successfully by different users. The fact that these extension
efforts were possible without interaction with the BTL++ developers indicates
that the design goal of user extendibility has been achieved.

We have shown how the results of the benchmarking exercise of the BLAS op-
erations can be used to create a new library automatically that for each function
and in each problem size range calls the best implementation available. Numer-
ical results confirm that the generated interface library does indeed obtain the
same performance as the best implementation identified in the benchmarking
comparison.

Concerning the evolution of the project, we have identified several areas of
possible improvement. In the area of parallel computing, we intend to build on
the work described in [15] to enlarge the scope of our benchmarking tool to
distributed and shared memory programs.

The current implementation of the generation of the optimal interface library
has been developed for Linux/GNU x86-platforms. The question concerning the
portability of this implementation remains open.
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Abstract. Simulation codes often suffer from high memory require-
ments. This holds in particular if they are memory-bounded, and, with
multicore systems coming up, the problem will become even worse as
more and more cores have to share the memory connections. To opti-
mise data structures with respect to memory manually is error-prone
and cumbersome.

This paper presents the tool DaStGen translating classes declared in
C++ syntax and augmented by new keywords into plain C++ code.
The tool automates the record optimisation, as it analyses the potential
range of each attribute, and as the user can restrict this range further.
Herefrom, the generated code stores multiple attributes within one sin-
gle primitive type. Furthermore, the tool derives user-defined MPI data
types for each class. Using the tool reduces any algorithm’s memory foot-
print, it speeds up memory-bounded applications such as CFD codes, and
it hides technical details of MPI applications from the programmer.

1 Introduction

Writing software for the Computational Sciences is a task becoming more and
more challenging: For several years, performance has been the only metric mea-
suring the quality of software. Today, scientists insist on fast code that, in addi-
tion, is extendable, portable, maintainable and is delivered in time keeping step
with the hardware’s and algorithms’ development. Furthermore, the software is
to be embedded seamlessly into the whole simulation pipeline [10].

Many approaches have been developed to tackle these challenges: Problem
solving environments [9] address the software’s integration into the application
landscape. Sophisticated language libraries such as expression templates [12] and
well-engineered, standardised application programming interfaces such as MPI
allow for an abstraction from hardware and optimisation details. Domain spe-
cific languages enable scientists and engineers to concentrate on modelling, and
profiling tools and simulators [13] detect bottlenecks during the development.
All these examples are chosen arbitrarily, and the list is to be continued.

In this paper, we focus on the question whether the object modelling facilities
of C++ are satisfying for scientific software. Several observations can be made:
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– The range of a variable’s value frequently is well-known in Scientific Comput-
ing. C++ cannot exploit this knowledge which results in a waste of memory:
Two integers with range from 0 to 500, e.g., typically consume eight bytes
although the whole information could be stored within two bytes.

– Many algorithms don’t have to store all their record’s attributes all the
time. Often, some attributes are not needed for example in-between two
iterations. In analogy to databases, we either call an attribute persistent or
non-persistent if we want to be able to discard it. With C++, there is no way
to define attributes that are sometimes not to be stored within containers
depending on the object’s life cycle.

– Mapping C++ classes onto MPI data types is an error-prone task as the
language has no built-in support for MPI and as developers often are experts
in Mathematics, Physics or Engineering, e.g., and not that familiar with MPI
interna.

During the development of a new CFD code called Peano [1], these issues came
into play. They even influence considerably any realisation discussion up to now:
CFD codes often are memory-bounded [4]. High memory requirements for ob-
jects that are processed each iteration are thus annoying. As we implement a
domain decomposition [2], each developer has to map his records onto MPI data
types. All the people involved have a strong mathematical and CFD background.
To force them to think about memory layout, techniques saving individual bits
and MPI specifics keeps people from their actual work and, sometimes, the re-
sulting code does not meet high quality standards.

Thus, we extend the C++ programming language with new modelling di-
rectives and provide a code generator acting as preprocessor and mapping these
extensions onto standard C++. The generator is called DaStGen (data structure
generator). We implemented it as plain, lightweight, stand-alone tool in Java, i.e.
it does not require any third-party components and is easy to extend and tailor.
The parser front-end is realised with SableCC [3]. Using DaStGen reduces the
amount of memory needed by the application, reduces the development time,
and reduces the number of bugs typically introduced by programmers. In this
paper, we present the generator and the language extension, as we believe that
many C++ applications besides CFD codes can also benefit from the techniques
implemented.

Hereby, we turn our attention to the primitive built-in C++ types apart from
floating point numbers, and we discuss how to reduce the amount of memory
required for them. We have not found a similar, as simple to use and lightweight
tool for this issue so far. Also, we touch on the subject inheritance, but we
do not take into account all the problems introduced by pointers and dynamic
data structures. The idea to generate MPI data types automatically is not new.
Actually, it has been discussed several times in more detail including dynamic
data structures and pointers (see the tools MPIECC [11] or C++2MPI [5], e.g.).
Nevertheless, our restricted but much simpler solution fits perfectly into the
concept of a precompiler reducing memory requirements, our solution allows for
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exchange of a subset of an object’s attributes, and the resulting code comes along
without requiring for additional libraries and tools.

The remainder is organised as follows: First, we present the extension of the
C++ class declaration directives, and we specify the mapping onto plain C++
(Sec. 2). Second, we give three small application examples extracted from the
CFD code: classes for a solver for the Poisson equation, classes for an adaptive
Cartesian grid management, and, finally, a combination of the two into a solver
for the Poisson equation on adaptive Cartesian grids (Sec. 3). Third, we show the
reduction of memory requirements, a source code extract proving the amount of
manual work saved, as well as some preliminary runtime results (Sec. 4). Some
concluding remarks in Sec. 5 close the discussion.

2 Specification

In DaStGen, the user defines classes’ attributes in C++ syntax. These attributes
have to have a built-in type. Arrays are supported. The generator converts the
specification into C++ code where the attributes are hidden and setter and get-
ter operations are provided. Hereby, DaStGen also supports preprocessor macros
and compile-time constants. The user just has to declare the latter ones with the
keyword Constant: before they are used. Afterwards, one can for example define
an attribute double a[D], where D is a symbol defined when the generated code
is compiled.

2.1 Boolean Attributes and Bit Fields

If an attribute’s type is boolean, C++ realises the attribute inefficiently in terms
of memory, as the compiler maps the type onto a primitive data type such as
byte [6]. The attributes of the instances of the class in Fig. 1, e.g., are mapped to
a sequence of 2+D primitives. If a boolean is stored in one byte, this results in a
memory need of 2+D bytes for information that could be encoded in 2+D bits.
DaStGen tracks all the booleans and arrays of booleans in a class, and stores the
resulting information into one single primitive per class — the target bit field.

Fig. 1. Very simple class declaration (left) and corresponding target bit field storing
all the D + 2 bit values (right). This target bit field would be used if all the attributes
were marked as packed.
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The type of the bit field is declared via Packed-Type: and it typically is a byte
or an integer.

In the example in Fig. 1, the target bit field’s first bit represents the value of
attribute a, the bits 1 up to D represent b, and the (D + 2)th bit holds c. The
generated getter and setter extract and modify information within the bit field.
They are implemented via fast bit-wise operations. Whether DaStGen packs
data into the target bit field or maps it directly on a standard C++ attribute is
controlled via the keyword packed for each attribute, i.e. the mapping is applied
only if the keyword packed is written before the type of an attribute. The code
in Fig. 1 lacks this keyword. Thus, it would be mapped 1:1 onto a C++ class.

2.2 Enumerations and Integers with Restricted Range

As enumerations are mapped onto numbers by any C++ compiler internally, the
idea is obvious to take them into account for the bit packing, too. Otherwise, each
enumeration with k variants needs at least one byte, although one could encode
the information in �log2 k� bits. Hence, DaStGen reserves a fitting number of bits
within the target bit field for each enumeration type and stores the information
there, if the enumeration attribute is marked by packed.

A similar reasoning holds for integers where the range is known a priori.
DaStGen allows the programmer to append from x to y to any integer at-
tribute marked with packed and, afterwards, uses only the actual number of
bits required to store the value. This works for an arbitrary number of integers.

Fig. 2. The persistent attributes are stored within an embedded type of their own
(left). Furthermore, all the packed attributes of type boolean, array of bit and integer
augmented by a range are stored within one bit field. Right-hand side: Adaptive grid
resolving a singularity for the Poisson equation.
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2.3 Persistent Attributes

Characteristically for Scientific Computing, often not all the attributes of a class
are valid throughout the complete object life cycle. For our PDE solver, e.g., we
had temporary variables such as the local residual being important during an
iteration but useless in-between two iterations. If one stores objects within a
container (an array, e.g.), the size of the object determines the memory needed
as the container does not know which attributes have semantics and which do
not and, thus, are not to be stored. Memory is wasted.

Hence, we introduce the keyword pair persistent and discard. For the
generated C++ class, DaStGen creates an embedded subclass holding only at-
tributes marked as persistent (see Fig. 2). Depending on the programmer’s
needs, one can thus store the complete object or only this embedded type. Get-
ters, setters and a constructor to read and modify the embedded type are created
automatically.

2.4 Attributes Sent Via MPI

MPI offers the powerful mechanism of user-defined data types making MPI work
with C++ objects. Nevertheless, to write the mapping between C++ classes and
the MPI data types is error-prone, and the code has to be updated every time
the data structure is modified. This task becomes cumbersome if several #ifdef
require for different mappings to be written for different compile environments.

DaStGen automatically generates user-defined MPI data types for all #ifdef
combinations. Similar to Sec. 2.3, users often want to communicate only a subset
of the attributes in order to downsize the MPI messages. Thus, DaStGen intro-
duces an additional keyword parallelize (or the equivalent parallelise) to
mark attributes to be taken into account for communication via MPI.

Each generated class then has a public static attribute Datatype of type
MPI_Datatype. The attribute can be passed to MPI opperations like any built-in
MPI type. Thus, the generated code does neither require any additional libraries
or files, nor does DaStGen pose any restrictions on the type of MPI operations.
The user can send and receive both (subsets of) objects and arrays of them. A
serialisation of data connected by pointers is beyond our scope.

2.5 Inheritance and Hierarchy Flattening

The additional attribute markers of DaStGen allow for a significant reduction
of object size by packing information into bit fields and distinguishing between
attributes that are persistent and those that are not. Furthermore, DaStGen
simplifies the communication via MPI. To facilitate the modelling of data struc-
tures, we find it useful to support inheritance. Yet, if the inheritance is mapped
directly to C++ inheritance, this implies additional memory requirements to
hold the inheritance relationship, and it keeps DaStGen from optimising the
memory consumptions aggressively.
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If a class holds one bit and one of several subclasses holds another bit, these
two bits cannot be packed into one target bit field with standard C++ mech-
anisms. Although a workaround might be possible, we decided to introduce a
flattening operator into DaStGen: Every time DaStGen is passed a (multiple)
inheritance with the keyword Extends:, the involved classes are merged and the
hierarchy is removed. This works for multiple levels of inheritance, too. After-
wards, the merged class is processed as a standard class modelled via DaStGen.
The inheritance structure is thus lost in the generated code, but the memory
consumption can be reduced. Furthermore, the generation of MPI datatypes
works straightforward.

2.6 Name Transformations, MPI Aspects and C++ Interna

Some additional features such as a plugin mechanism to add aspects [7] to the gen-
erated code or to validate class and attribute names concerning coding conventions
complete the generator. For the application examples, e.g., we provide a plugin
adding send() and receive()operations to the classes, and adding #pragmapack
directives to tune the memory layout to minimal memory requirements.

3 Application Example

The following three examples extracted from our CFD code Peano [1] demon-
strate the DaStGen extensions in action. In the end, we will use them to measure
the gain in memory efficiency in Sec. 4.

3.1 A Solver for the Poisson Equation

For a simple solver for the Poisson equation arising from our CFD code’s pressure
computation, we modelled the unknowns of the PDE as follows:

Packed-Type: short int;
class poisson::PoissonDoF {
enum DoFState { UNDEF, INNER, DIRICHLET };
persistent packed DoFState state;
persistent double rhs;
persistent parallelise double value;
discard parallelise double residual;
discard long int vertexNumber;

};

Throughout the solver iteration, the local residual is needed for computations
and the degree of freedom’s number of is required by the visualisation interface.
Both values are not to be stored in between iterations. For parallelisation, the
solver implements a domain decomposition. Hereby, only the unknown’s actual
value and the residual have to be interchanged as all the other values can be
determined locally.
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3.2 An Adaptive Grid Management

Besides the solver, we implemented a grid management for adaptive Cartesian
grids [8]. Here, the basic element is the grid vertex holding all local structural
information such as refinement properties, refinement status and the information
if the vertex is a hanging node. Information on the vertex’s position and refine-
ment level is only stored or communicated in the debug mode. Thus, debugging
becomes easier.

Constant: DIMENSIONS;
class grid::Vertex {
enum RefinementControl {

UNREFINED,REFINED,REF_TRIGGERED,REFINING,COARS_TRIGGERED,COARSENING
};
persistent packed bool isPersistentVertex;
persistent parallelise packed RefinementControl refinementControl;
persistent parallelise packed bool refinementData[DIMENSIONS];
#ifdef Debug
persistent parallelise packed int level;
persistent double x[DIMENSIONS];
#endif

};

3.3 An Adaptive Poisson Solver

Finally, we combined the code for solving the Poisson equation with the adap-
tive grid management. The class fitting to this combination has to hold the at-
tributes of both the Poisson solver’s and the adaptive grid management’s class.
To avoid code duplication, we introduced a new vertex class inheriting from the
two classes. Hereby, PoissonDoF.def and Vertex.def are the file names the
examples from above are written to.

Extends: PoissonDoF.def;
Extends: Vertex.def;
class poisson::PoissonVertex {};

4 Results

This section evaluates the influence of the DaStGen features on our CFD code.
The experiments were conducted on a Pentium 4, 3.4 GHz processor with 2
GByte RAM. They yield three interesting observations: First, due to packing
the bits and splitting up the data into persistent and not persistent attributes,
the amount of memory required per object is reduced by a factor of two or
more (Table 1). The memory reduction effect especially benefits from the inheri-
tance flattening: The size of PoissonVertex is smaller than Vertex’s size added
PoissonDoF’s size.

Second, there’s no runtime breakdown to be observed although the getter
and setter for the packed records now incorporate several bit shift operations
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Table 1. Number of bytes required with different features from Sec. 2 enabled. d
represents the constant DIMENSIONS. Memory alignment is switched off.

poisson grid poisson grid poisson
PoissonDoF Vertex PoissonVertex Vertex PoissonVertex

d=2 d=2 d=3 d=3
debug mode 36 19 55 20 56
1:1 mapping 36 7 43 8 44
persistent 20 7 27 8 28
packed 34 2 34 2 34
persistent
and packed 18 2 18 2 18
memory
improvement 2 3.5 2, 38 4 2, 44

(Fig. 3). Further investigations are necessary, but the result suggests that the
amount of additional work to be done is compensated by the speedup due to
the reduction of data to be transferred by the memory bus. This does not hold
if one artificially increases the computational work to be done per instance, i.e.
this property only holds for memory-bounded algorithms.
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Fig. 3. Runtime per object instance for 1:1 mapping and the version generated by
DaStGen. Measurements result from the two-dimensional case.

Finally, the source code fragment in Fig. 4 shows how many technical details
for the mapping of C++ classes onto MPI data types can be hidden from the
developer due to the usage of the generator.
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Fig. 4. Source code extract from the generated MPI data type declaration (left). Typ-
ical grid for our CFD experiments (right).

5 Concluding Remarks

DaStGen is a small but powerful tool to map augmented C++ classes to a
memory efficient realisation supporting MPI in plain C++. The resulting code
requires less memory than a standard implementation, and it runs faster when
the application is memory-bounded. Although writing the efficient implemen-
tation manually is not of great difficulty for an experienced programmer, using
DaStGen is of great value: It reduces the coding time significantly, it reduces the
number of bugs in pure technical parts of the code, it allows the programmer
to focus on algorithms and semantics instead of the realisation, and it enhances
the readability and reusability of the model.

With all the multicore systems coming up, we believe that the performance
impact of the records’ size will become more and more important. Throughout
the discussion of the record size, we have concentrated on integers and enumer-
ations. Yet, the bigger part of a simulation’s memory footprint typically stems
from floating point numbers. How to apply a packing to these is not clear a
priori. Furthermore, it is questionable whether the performace would benefit, as
no equivalent for the fast bit-wise operations is available, as many architectures
handle floats completely different compared to integers (they are not held in the
L1-cache, e.g.), and as floating point operations last long. Although DaStGen’s
valuable keyword persistent is independent of this reasoning, further research
on record size reduction might be profitable.

Right now, getting rid of technical details enables faster rapid application
prototyping, and, due to simple modelling facilities, people are more willing to
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evaluate different algorithmic approaches based upon different record layouts.
From a technical point of view, the parallel extension of any application’s part
becomes simpler. Hence, the tool shows how scientific code—especially memory-
bounded code—benefits from application and domain specific language exten-
sions allowing for sophisticated modelling, efficient memory usage and aspect
oriented programming.
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Abstract. Online steering means to visualize the current state of an ap-
plication which includes application data and/or performance data, and
to modify data in the application. Thus, in online steering the application
as well as the steering tool must concurrently access and modify the same
data at run time. In this paper a new model for online steering is presented
which models the mechanism of online steering as access to a distributed
shared memory. The integrity requirements of the steered application are
analyzed. The integrity can be ensured through an appropriate consistency
model. Finally, the online steering system RMOST is presented which is
based on the distributed shared memory model and can be used to steer
Grid jobs from the High Energy Physics experiment ATLAS.

1 Introduction

In recent times, scientific simulations increased both in complexity and in the
amount of data they produce. Often, the simulations run on batch systems in
clusters or computational Grids and do not support interactivity during the
runtime of the simulation. Online steering of an application enables the visu-
alization of intermediate results, performance data, or other application data,
and the invocation of actions, e.g. modification of a parameters by the user at
runtime of the job. The user can interactively explore parameter realms, debug
his program, or optimize performance. Beause the user sees results earlier, he
can evaluate results earlier and react before the job has finished. Thus, online
steering accelerates scientific research and saves ressources.

In this work application means the steered program. A steering tool is dis-
tinguished from a steering system. A steering tool is the interface to the user
which visualizes data and offers the user the possibility to enter commands, e.g.
modifications of a parameter. A steering system comprises all extentions to the
application, external components, specialized steering tools, and extentions to
offline visualization tools to enable steering. For example, a steering system can
� This work is partly funded by the Bundesministerium für Bildung und Forschung
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comprise steering libraries on the application side, special processes which are
needed for the communication or automated decision making, and libraries on
the steering tool side to extend an existing visualization.

Until now, various steering systems have been developed [1,2,3,4,5,6,7] for
supporting the scientist with interactive control over his simulation. Existing
systems provide means to retrieve data from the application and invoke actions
in the remote application. Typically, the application is instrumented with calls
to a steering library to enable the sending of data to a remote visualizer, or to
apply commands from the user. The steering system manages the data transport
to a customized user interface. One of the reasons why steering systems are not
used is the required effort to instrument a legacy application for steering.

In this paper another approach is used, which views steering similar to dis-
tributed shared memory (DSM). Any steering is basically the change of state
of an application and a state change corresponds to a change in memory. Thus,
steering can be modeled as a case for DSM because all steering actions can be
reduced to memory access operations. This approach simplifies the application
of steering systems to existing software and improves the efficiency of steering.

If a data object is modified in a running application without any synchroniza-
tion with the execution of the applications, severe errors may occur.

In these cases the integrity of the data in the application is broken. To protect
the integrity, rules are needed which define the order of access operations on the
shared data. The necessary rules define a consistency model. Though various
steering tools exists, until now no consistency model for online steering exists.
In most cases the integrity problem is not addressed or left to the user.

Based on the DSM-based steering model, the new online steering system
RMOST (Result Monitoring and Online Steering Tool) [8,9] was developed. The
advantages for the user are the ease of use of a DSM-like approach and the
build-in consistency guarantees.

2 Formalism for the DSM Based Model for Online
Steering

In online steering, the application and the steering tool access both the same
data. If the steering tool and the application run in the same address space, it is
a trivial task. But if visualization and simulation have different address spaces,
e.g. if they are located on different machines, a mechanism to access the remote
data is needed. Thus, online steering can be modeled as DSM. The advantages
of a DSM model are that the complexity of distributed data is hidden from the
user of the steering system, and it looks like accessing only local data for the
steering tool and the application. The steering system completely handles the
communication and it supports the programmer with the consistency guarantees
to maintain data integrity.

In the DSM based model of online steering, two kinds of processes exists with
different roles and properties. Firstly, n application processes p1, ..., pn exist. The
application may synchronize p1, ..., pn with any mechanism, e.g. MPI, or shared
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memory. However, the synchronization within the application is out of scope of
this work. Secondly, m steering processes pn+1, ...pn+m exist, each representing a
steerer in a collaborative environment. The data objects which can be visualized
or steered reside in the distributed shared memory. Each data object o has a
home location H(o) ∈ p1, ..., pn which is one of the application processes. The
steering processes are not chosen for home locations, because the steerers may
detach and thus causing the home location to be inaccessible.

Three kinds of memory operations exist: read operations r, write operations
w, and synchronization operations s. Read and write operations are denoted as
o(p, x, v) where o ∈ {w, r} specifies the operation type, p is the process that
perform the operation, x is the memory location, and v is the value that is
written or read. Synchronization operations are denoted as s(p, x). A process pi

is viewed as a sequence of memory operations Si = {o1, o2, ...} with oi ∈ {w, r, s}.
A process sees a write operation w if a current read operation would return the
value written by w. A write operation w is visible to a process p if p can see w.

Each application process pi is associated with a logical clock Ti, which indi-
cates the progress of the process. Ti in incremented when pi release an update to
the distributed shared memory, or when p1 sees an update of another process.
Thus, synchronization operations imply clock incrementations. An epoch is the
interval between two consecutive clock incrementations. The furthest common
logical time Tmin = min(T1, ..., Tn) is the minimum time of all application pro-
cesses. The furthest time Tmax = max(T1, ..., Tn) is the maximum time of all
application processes.

3 Data Integrity

Data integrity is an important prerequisite to obtain correct results from the
application. This means a steering system should ensure that the displayed data
is consistent in itself, and any modifications must preserve the integrity of the
data within the application. In this section, the effects that might affect the
integrity are analyzed which lead to two integrity conditions. The first one is the
inner-process condition, and the second one is the inter-process condition.

3.1 The Inner-Process Condition

The inner-process condition requires that the data in the application must not
be modified externally during certain operation intervals, and that the write
operations of the application to shared objects become only visible if the data
is in a well-defined state. For example, assume one formula is computed where
one variable x appears at different places in the formula. The result can only be
correct if the value of x stays the same during the whole computation. Another
case could be a numerical n-body simulation. While it is allowed to modify
parameters between each simulated time step, the value should stay the same
inside each simulated time step.

Also the modifications of the application to shared data should become visible
only at well defined places. Imagine several properties of different input objects
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are computed. If the object is visible and displayed after the computation of the
first few properties while the other properties stem from another input, the dis-
played result is propably incorrect and can be misleading. Thus, to preserve the
inner-process condition, changes of the application must only become visible at
well defined points, and changes by the steerer must only be applied by the ap-
plication at well-defined synchronization points. Typically, one epoch is bounded
by two synchronization points, which implies that synchronization points match
the incrementations of the logical clock.

3.2 The Inter-Process Condition

The inter-process condition considers the different progress of different processes.
Firstly, it requires that write operations of the steering processes must be seen
in all processes at the same time step. Secondly, values of displayed data objects
must stem from the same epoch.

For example, suppose a parallel simulation iterates over several time steps
and each process computes a part of the overall result. If changing a boundary
parameter, one would like to change this parameter at all processes in the same
epoch. If a steerer changes the value of the parameter in the DSM, the system
must ensure that the modification is viewed by all processes at the same epoch.

Another case occurs if a steerer wants to display a distributed object which
is modified by several processes, and each process computes a part of the whole
object. The steerer must only see the writes of all processes up to Tmin to retrieve
an internally consistent data set. Writes of processes that have proceeded further
ahead must not be visible to the steerer to provide a well-defined display of
intermediate results.

4 Consistency Models

To ensure the integrity of the data in online steering, each process must view ac-
cess operations to the shared memory according to certain rules. For each given
set of access operations, a consistency model is defined through the possible or-
ders in which each process is allowed to see the memory accesses [10]. Thus, a
consistency model can be used to maintain data integrity. In this section, con-
sistency models are evaluated which fulfill the requirements for data integrity in
online steering. One consistency model will not satisfy all cases, because not all
data objects require both integrity requirements analyzed in Sec. 3. Some data
objects have no integrity conditions and can be treated completely asynchronous,
some data objects have only the inner-process condition, and some data objects
require both conditions. Thus, different consistency models are appropriate to
each of these cases. The case that data objects have only the inter-process condi-
tion is not considered, because the inter-process condition implies the existence
of epoches. The transition points between two epoches define the synchronization
points where values may be read or modified.
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4.1 Consistency for the Inner-Process Condition

The inner-process condition allows the application and distribution of updates
only at special synchronization points. The desired existence of special synchro-
nization points leads to a consistency model which is similar to weak consistency
[11]. Two possibilities exist which behave different in the following case: Let p1
be an application process and let p2 be a steerer process that viewed the accesses
w(p1, x, 1), and s(p1). Now, p2 executes w(p2, x, 2), and r(p2, x, ?) before it sees
another s(p1). Which value should r(p2, x, ?) return?

1. r(p2, x, 1) returns the current value of the application. The newly written
value is not seen until the next synchronization operation. This model delays
the execution of the write operation after the next synchronization operation,
thus it is called delayed weak consistency. This consistency model displays
always a consistent set of values from the application, but it has the effect
that a read operation at the steerer may not return the value written by
the previous write operation. This behavior can be interpreted as display of
results. An advantage of this model is that it does not require a sequential
order of the synchronization points.

2. r(p2, x, 2) returns the value recently written by the same process. This leads
to weak consistency with the modification that updates are applied exactly
at the next synchronization operation, instead of latest at the next synchro-
nization operation. In this case a read operation of the steerer may return
a value that is not consistent with the results from the application. The
displayed data equals the value the application sees when it enters the next
epoch. It can be interpreted as display of the configuration.

Interestingly, the sequential consistency [12] is too strong for the inner-process
condition. In most DSM systems, the usage of relaxed consistency models is
driven by the better performance of the relaxed models compared to strong con-
sistency models, but the programmer wants his program to behave like sequential
consistency [12] would be used. In the case of online steering, strong consistency
would not provide the desired behavior. In the example shown above both cases
violate the rules of sequential consistency. With delayed weak consistency a read
does not return the value of the most recent write, and with weak consistency
p1 and p2 view write operations in different orders.

If synchronization operations are not global but only for one or a few data
objects, release like consistency models [13] can be derived. But this reduces
the advantage of a simple instrumentation, because it requires more detailed
information about which data is updated at each synchronization point.

4.2 Consistency for Both Conditions

In this case it must be ensured that the steerers retrieve all values from the same
epoch, and all application processes apply all modifications at the same epoch. At
every given time, each epoch can be assigned to one of the following three groups:
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– The past are those epoches T that are finished by all application processes:
T < Tmin.

– The future are those epoches T that are not yet entered by any application
process: T > Tmax.

– The presence are the epoches T that do neither belong to the past nor to
the future: T ∈ [Tmin, Tmax].

Each write operation w is tagged with a time stamp T (w). Write operations of an
application process p will be tagged with the timestamp of the process T (w) =
T (p). Write operations of a steering processes will be tagged with Tmax + 1.
Thus, each data object has a schedule of values assigned to it. A read operation
of data object x by a steering process will always return the most recent value
v from the past. Read operations of an application process p at time step T (p)
will always return the most recent value v from the viewpoint of the process.

This consistency model is called schedule consistency. Steerers can only write
to the future and read from the past. It has the effect, that modifications are not
seen immediately, but after a delay which depends on the length of the presence.
The delayed weak consistency is a special case of the schedule consistency with
the presence comprising only one epoch. Formally, this effect is caused by an
reordering of write and read operations in the steerer processes. Writes that
occur before a read in program order may be seen later than the read.

4.3 Consistency with No Integrity Conditions

Beside parameters or results which probably have the inner-process or inter-
process condition, data objects with a producer-consumer access pattern exists
which require none of the integrity conditions. These data object have one pro-
ducer, which is the only process writing to this data object, and one or more
consumer processes who read this data object. For example, processor load or
other monitoring data has neither the inner-process nor the inter-process condi-
tion. For those data the update intervals or delays implied by the weak or sched-
ule consistency may be inappropriate. These data objects are independent from
other data objects by definition, thus Pipelined RAM consistency [14] should be
sufficient. Pipelined RAM consistency ensures that all processes view the writes
of a process p in the order they are executed by p.

5 Implementation in RMOST

RMOST (Result Monitoring and Online Steering Tool)1 [8,9] is an online steering
system for Grid Jobs of the High Energy Physics (HEP) experiment ATLAS [15].
It consists of an application independent implementation of the presented DSM
approach for online steering, and a thin integration layer into the ATLAS soft-
ware. Through the DSM-based approach it is possible to enable steering of Grid

1 RMOST can be downloaded from http://hep.physik.uni-siegen.de/grid/rmost
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Jobs in the ATLAS experiment without modification of the source code. Cur-
rently, only sequential applications with one steerer are supported. Its architec-
ture consists of four main layers:

1. The communication layer realizes a communication channel between the ap-
plication and the steering tool. The Grid communication channel of RMOST
is described in [16].

2. The data consistency layer implements a DSM system with the consistency
models described in Sec. 4.

3. The data processing layer is a place holder for any data processing performed
by the steering system like filtering, or automated evaluation.

4. The data access layer provides tools for data access. For example, in RMOST
a preloaded library replaces standard library calls in order to observe file
accesses. Another (not yet implemented) possibility is to monitor method
calls by modifying a classes’ virtual table.

5.1 Data Consistency Layer

The data consistency layer provides a framework for several consistency proto-
cols implementing different consistency models. The framework consists of the
registry, the manager, and an interface for consistency protocols.

The registry contains for every steerable data object its name, the used pro-
tocol, and the access methods of the local copy. If several processes register data
with same name, these objects are considered as local copies of the same value.
The manager handles all communication in a separate thread. Asynchronous
messages are immediately forwarded to the appropriate protocol, while synchro-
nized message types are buffered until the next synchronization operation.

Consistency protocols can send messages via the manager and are called on
every synchronization point, when a message is received for it, or if a data object
is accessed which uses this protocol. Currently, for delayed weak consistency,
pipelined RAM consistency, and blockwise delayed weak consistency both an
invalidate and an update protocol are implemented. As example, the update
protocol for the weak and for the delayed weak consistency are explained:

If a process uses the update protocol for the weak consistency and a write oc-
curs, it sets a modification flag for this data object. At the next synchronization
point, the process sends updates of all data objects whose modification flags have
been set. If a process receives an update, it is buffered until the next synchro-
nization point. At this point the new value is applied. If an update was received
and the local modification flag of this data object is set, too, the value from the
steering process has priority. For weak consistency the synchronization points
must be ordered sequentially. Thus, a process must obtain a synchronization
lock before it can execute a synchronization point.

If the application uses delayed weak consistency, it performs the same actions
as with weak consistency except that it does not obtain the synchronization
lock. If the steering tool performs a write operation, the new value is buffered,
but not yet applied locally. At the next synchronization point an update is
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send to the application. If the application receives an update, it applies it at its
next synchronization point. Afterwards, it sends an acknowledgment back to the
steering tool. The steering tool applies the new value at the next synchronization
point after receiving the acknowledgment.

6 Application of RMOST

The ATLAS [15] experiment is performed at the Large Hadron Collider (LHC) at
CERN. Beside many others, the most prominent goal of the ATLAS experiment
is to find the Higgs particle which is responsible for the masses of particles.

The experiment software framework Athena [17] was created for the compu-
tation of the data and is commonly used in the HEP community. The processed
data consists of collision events which can be computed independently. In gen-
eral, the desired results are statistics over several thousands events.

The Athena framework [17] provides different componentswhich can be plugged
together by the user through a so called job options file. Furthermore, Athena can
be extended with customized components contained in a shared library. The differ-
ent components can be categorized into several basic classes. The two important
classes for the implementation of RMOST are algorithms and services. The core
of an Athena job is a list of algorithms which are executed for each event. Services
provide functionality to other components.

The ROOT toolkit [18] is commonly used for offline visualization of physical
results. It provides an interface to extend ROOT with new classes which are
located in a shared library and loaded dynamically. Modifications and recompi-
lations of the ROOT toolkit and the Athena framework to enable steering are
hardly accepted by the HEP community. Thus, for the integration of RMOST in
the Athena framework a new algorithm RM Spy was developed which can be ap-
plied to the Grid job by editing the job options file. RM Spy enables the steering
of the job execution, monitoring of intermediate results in the output files, and
modification of the job options file. The steering API is encapsulated by a new
Athena service RM SteeringSvc. Thus, steering of Athena jobs is enabled with-
out modification of the source code of existing components. Other components
can be extended with customized steering features by using the RM SteeringSvc.

Steering can be made available to ROOT by dynamically loading an extra
library with interface classes for ROOT to RMOST. It allows to modify steerable
parameters, or view progress information from the job. Through preloading of the
RMOST file access library, the steering system intercepts file accesses and fetches
or updates the according parts of the file. Thus, the existing offline visualization
in ROOT can be used for online monitoring of intermediate results and steering
without modifications of the source code.

7 Related Work

Until now, no general DSM-based model for steering exists. However, some steer-
ing tools provide tools to support the user to maintain the integrity of the data.
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Closest to this work is the Pathfinder [5] steering system. Steering actions and
the program’s execution are both viewed in terms of atomic transactions. They
address the issue to consistently apply steering actions to a parallel message
passing program. A steering action is consistent if it is applied in a consistent
snapshot of the parallel program. An algorithm is presented which detects in-
consistent steering actions. The mayor issue is to define points in a parallel
application where steering actions can be consistently applied. As result a global
ordering of all transactions exists, which leads to sequential consistency.

CUMULVS [2,19] is a steering tool which allows to make checkpoints of a
parallel program. An algorithm is presented to capture distributed data objects
consistently by stopping processes that have already processed ahead until all
processes reached an equal progress. While this algorithm is similar to the pre-
sented schedule consistency, CUMULVS has no DSM-based model for steering.

EPSN [20] requires a description of the structure of the application. For each
steerable data object, areas are defined where the data object may be read or
changed. The source code of the application must be instrumented with markers
to the abstract structure. VASE [6] follows similar principles. The integrity prob-
lem is brought to an abstract level which can simplify the problem for the user.
However, the decision where a data object may be accessed without disrupting
integrity stays with the user. Both have no DSM-based approach for steering.

In RealityGrid [1] a client/server based steering system was developed. The
steering library only informs the application on events which must be handled by
the user. The user may use predefined library calls to react on events, but a DSM
like mechanism does not exist. The steering actions are performed in a single
steering library call to reduce the effort of instrumentation. Because events are
processed in a single function, by default, weak consistency is implicitly realized.

8 Conclusions and Future Work

The data integrity of an application can be destroyed through online steering.
Two major conditions that ensure data integrity are identified, the inner-process
condition and the inter-process condition. Online steering is viewed as a access
to distributed shared memory. The integrity of the data can be maintained if
the steering systems provide certain consistency guarantees. This allows to easily
apply steering to existing legacy codes. In the case of the ATLAS experiment it
was possible to enable offline legacy codes for online steering without changing
existing codes by just adding components to the framework. Furthermore, offline
visualization tools could be used for online visualization.

The necessary conditions may vary between different objects of the same ap-
plication, thus a steering system should support a number of consistency models.
First measurements show, that invalidate protocols effectively avoid overload on
the network, which happens in stream-based steering tools. On the other hand,
update protocols are faster for small amounts of data. We are currently working
on an automatic selection between update or invalidate protocols that dynami-
cally adapts to the environment and optimizes the performance.
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Abstract. In this paper we present an approach to semantic perfor-
mance analysis in on–line monitoring systems. We have designed a novel
monitoring system which uses ontological description for all concepts ex-
ploited in the distributed systems monitoring. We introduce a complete
implementation of a robust system with semantics, which is not biased to
any kind of the underlying “physical” monitoring system, giving the end
user the power of intelligent monitoring features like automatic metrics
selection and collaborative work.

1 Introduction

The design of a distributed application is in many cases a challenge to the de-
veloper ([1,2,3,4]). On the one hand, there are the limitations and performance
issues of distributed programming platforms. So one of the most important tasks
is to increase the performance and reliability of distributed applications. On the
other hand, the developer must assure that the application manages and uses dis-
tributed resources efficiently. Therefore, understanding application’s behaviour
through performance analysis and visualization is crucial. It is especially true
now, when many distributed systems exploit the SOAP protocol, where func-
tionality of the program is implemented as Web Services. The monitoring of
data flow between components could be very helpful for the user to discover
performance problems with a system.

The biggest problem when using performance tools (especially, these working
“on-line”) is their complexity. Thus many users benefit from often less complex
but easier to use tools. So a very important task is to ease user’s interactions
with the monitoring system, moreover, to turn these interactions into a kind of
collaboration activities with the system, which involve other users. Certainly,
“simple” should not imply “limited functionality” related to performance evalu-
ation. Nowadays, more and more developed software use software agents which
guide the user step-by-step. Such agents usually use a semantic description of
software’s features and through the analysis of user’s behaviour provide sugges-
tions what to do to achieve a desired result.

A similar approach can be used in tools used for performance monitoring in the
distributed environment. The first steps have been done (AutoPilot, PerfOnto),
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but their authors aimed at developing their own architecture for semantic descrip-
tion (mostly based on feedback from metrics) from scratch, omitting the already
existing solutions (like OWL/RDF). The Semantic Web paradigm has introduced
the concept of semantic description of resources (OWL/RDF, DAML) and ser-
vices (mostly Web Services – OWL-S, DAML-S). We can leverage from existing
standards to develop a performance monitoring tool using some knowledge which
describes performance metrics, and this is the primary goal of our paper.

The rest of this paper is organized as follows: Section 2 discusses a motivation
and system use cases. Related work is discussed in Section 3, in Section 4 we
present our proposed ontology and system architecture for on-line monitoring
system with semantics, followed by Summary and Future work in Section 5.

2 System Use Cases

In this paper we are presenting a semantic-oriented monitoring infrastructure
called SemMon. The architecture of the tool fits into the OMIS model [10] and is
capable to co-operate with available monitoring systems (like J-OCM[8], JMX1).

The complexity and heterogeneity of the technologies necessitates to introduce
semantics into the distributed computing monitoring because; the large amount
of hardware, software and network environments makes monitoring a challeng-
ing task. Semantics enables the system to automatically process data without
supervision or customized processing for specific areas, enables ”understanding”
what is really monitored, which in turn reduces the time the user spends on
manually searching for issues and shortens the system learning curve. Having
a semantic description and taxonomy of the monitored elements and their con-
texts, the system is ”smart” enough to guide its user throughout the whole
monitoring/analysis process. The user can focus on its main task: to find per-
formance issues within limited time, based on the system guidance coming from
historic analysis and being able to add their own measurements when needed.

Semantics in the monitoring architecture should exploit as much as possible
from existing solutions, libraries and tools, with special attention paid to Open
Source software and solutions developed in European projects (like GOM [9]
developed in the K-Wf Grid project [7]). The following general use cases show
the usability of the designed system.

The user should be able to:
– monitor the performance of a Java application running under control of a

physical monitoring system
– use the system in an automatic way with a set of metrics which are meaningful

for the user and a desired result
– get information about metrics that should be called in a next step.

The system administrator should be able to:
– create, destroy, and insert a semantic description of available metrics and

elements of the monitored system
1 Stands for Java Management Extensions.
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– provide new metrics in a physical monitoring system, and describe them in
semantic way

– manage historical performance data.

The work should be based on a portable (preferably XML) client–server protocol
both for sending and receiving requests about semantic descriptions. Developing
a system as a Web Service (with semantic description provided) leads to a univer-
sal solution, which fits into the Semantic Web paradigm. The developed system
should be designed in such a way that it should work with any existing “native”
grid-enabled monitoring system. The system should be able to integrate with
existing ontologies describing resources and performance measurements which
should be a great benefit for system administrators. The designed system should
be able to be extended with sensors and metrics strongly related to the structure
of the monitored application to point the actual and the most accurate source
of the data.

3 Related Work

In this section we will concentrate on those available monitoring systems where
semantics or flexible monitoring architecture are introduced.

Gemini [5] is a Grid monitoring framework that fulfills a gap between resources
monitoring components and monitoring services clients. It performs measure-
ments using a set of loadable modules called sensors which retrieve monitoring
data on its own or by using external applications for this purpose. Although the
Gemini framework is powerful in its flexibility of adding new sensors, it does not
use any kind of semantics for selecting performance metrics to run and analyse
or for providing any guidance to the user.

Autopilot [11] has been developed within the Grid Application Development
Software (GrADS) Project [6] and is responsible for adaptive control of dis-
tributed applications. Autopilot’s architecture comprises performance sensors
and a decision control unit using fuzzy logic to analyse received data from sen-
sors and preparing messages to actuators. Autopilot is the very first example of
exploiting some kind of semantics usage, or rather fuzzy logic usage to help with
monitoring and adaptation actions.

PerfOnto [12] is a new approach to performance analysis, data sharing and
tools integration in Grids that is based on ontology. PerfOnto is an OWL ontol-
ogy describing experiment-related and resource-related concepts. The experim-
ent-related concept describes experiments and their associated performance data
on applications. The prototype PerfOnto system is able to search data in an on-
tological (i.e. using a knowledge base) manner, e.g. to find a code region executed
on a particular node with a metric exceeding a threshold value, thus giving a
hint to the site scheduler to migrate a job to another node. PerfOnto gives a rich
description of performance data, but does not provide any automation for using
it. Whereas using much of PerfOnto’s taxonomy and retaining the main idea of
describing resources in form of ontology, we were able to significantly extend it
and provide adaptation algorithms.
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4 Overview of the SemMon System

The visualization of monitoring data in a “user friendly” form is one of the
most key features provided by any performance monitoring system. Due to the
great amount of gathered information, proper presentation and interpretation of
observation results becomes a very complicated task. So steering the visualization
of monitoring data involving making decisions what, when, in what form, under
which circumstances should be presented to the user is a challenge.

A high level architecture overview of SemMon is introduced in Fig. 1.

computers/nodes
with monitoring agents

Core Subsystem

Ontology Subsystem

Ontology storage 
(Resource description, 

Metrics description)

Metrics results database

monitoring information over
physical monitoring system,

control information

Monitoring core computer/cluster

Computers with monitoring GUI tool
(GUI Subsystem)

Fig. 1. System architecture as distributed environment. Monitoring core computers
include Core Subsystem and Ontology Subsystem.

The heart of the model are computers that provide a primary system func-
tionality like processing an ontology with Resource Capabilities and Metrics or
storing monitoring data.

To support knowledge persistency a database is required. This functionality is
implemented in the Ontology subsystem. Another part of this node is support for
a “physical” monitoring system. This subsystem has to provide a functionality
for registering monitoring agents as well as for processing monitoring data.

The second part of the system contains computers with monitoring agents.
Agents expose monitored resources to our monitoring system. All of them will
register to the Core subsystem, afterwards Core is able to introspect possible
resources that are exposed. Agents are programs on the nodes/computers that
access the “physical” monitoring system, e.g. JMX, JOCM.

The last part of the system are GUI clients connected to the Core subsystem.
GUI is an environment for collaborative work – the users share metric ranks
between different GUI instances in order to help other users in proper decision
making. In the following we focus on a description of the components of the
SemMon monitoring system.
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4.1 Ontology Subsystem

The Ontology subsystem is the heart of the whole system. The key aspect to
understand here is the ontology term. An ontology is an explicit specification of a
conceptualization. In such an ontology, definitions associate the names of entities
(e.g., classes, relations, functions, or other objects) with a human readable text
describing what the names are meant to denote, and formal axioms that con-
strain the interpretation and well formed use of these terms, formally specified
with the OWL language. The Ontology Web Language (OWL) is intended to be
used when the information needs to be processed in an automatic way by appli-
cations, as opposed to situations where the content only needs to be presented to
humans. OWL has powerful facilities for expressing meaning and semantics and
thus OWL goes beyond all other similar languages in its capability to represent
a machine interpretable content on the Web.

The Ontology subsystem contains methods for parsing, automatic interpre-
tation, searching, creating, and, finally, saving and sharing ontology data. The
Ontology subsystem brings a unique feature to the designed system: the capa-
bility of interpreting what is monitored both for system users and (what is even
more important) for the system itself. Using the knowledge deployed in the un-
derlying ontology data, the system is aware what is monitored and what should
be monitored in a next step within the monitored application’s lifetime. Every
single type of resource accessible to the monitoring system is described in the
OWL ontology and reflects a natural computing resources hierarchy. Part of the
description or even the whole of it can be updated.

Resources in question are: Resource classes (like Node, CPU, JVM), Resource
instances (i.e. OWL instances of resources available in the underlying monitor-
ing system, like CPU i386 node2 cluster1) and the measurable attributes for
the resource instances. Each Resource class defines which measurable attributes
are available for its instances. A measurable attribute, called in this paper Re-
sourceCapability, might be both an atomic attribute (like LoadAvg1Min) or an
OWL superclass for a set of ResourceCapabilities. This way a natural hierarchy
of capabilities can be constructed. A special property hasResourceCapability
is a glue between Resources and ResourceCapabilities. Any type of Resource can
contain any number of Resource Capabilities. Fig. 2 shows the Resources ontol-
ogy class hierarchy while Fig. 3 presents a fragment of the ResourceCapabilities
ontology class hierarchy.

An ontology describes metric concepts like the OWL classes or individuals de-
scribing metrics available to be executed by the user. Metrics ontology reflects the
metrics hierarchy (i.e. from the most generic metric to the most specific one) in
order to provide a rich description for ontology reasoners. Metrics can be simple,
i.e. the metric is able to measure only one attribute or custom, which means that
the metric can be applied to as many capabilities as required and it is even possible
to provide custom implementations for metrics (user-defined metrics).

A metrics ontology is designed from a flat list of all available metrics to be
considered by the monitoring system. However, having only a flat list without
a hierarchy (specialization) introduced, it is impossible to provide any powerful
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reasoning process. This is because no ”generic-specific” or ”is related to” rela-
tionships are provided. Looking at a flat list of all possible metrics, the next
step is to find out which of them are generic and which are specific. Such re-
lationships can be expressed in an ontology as the rdfs:subClassOf property.
A sample superclass metric might be SoftwareMetric with its specific subclass
JVMThreadCPUTimeMetric. As a result, metrics form a tree which can be used
for a reasoning process.

A special metric property monitors is a glue between the Metrics ontology
and the Resources and ResourcesCapabilities ontology. Property monitors has
a domain in the AbstractMetric class (and its subclasses) and a range in the
ResourceCapability classes. Because the cardinality of this property is not lim-
ited, any type of AbstractMetric is able to monitor any number of capabilities.
This means that the total number of measurements available in the system does
not equal to the number of subclasses and individuals of the AbstractMetric
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class, but is a sum of cardinalities of monitors properties in the metrics on-
tology. Metric property hasCustomImplementationClass is used to inform the
system that the metric is a custom metric, i.e. has its own implementation. This
property points to the fully qualified Java class name implementing the Custom
Metric interface. Custom Metric has its own implementation rules that is exactly
returned as a measurement process, which is explained as follows. Since Custom
Metric can access the Core public API, and the Resources registry, it can request
any number of capabilities’ values from the underlying monitoring system. The
only contract that Custom Metric must meet is to return a single number each
time it is requested for.

It should be noted that the described Ontology subsystem should be able to
coexist with any already existing ontology for resources description and matching.

4.2 Core Subsystem

The Core subsystem is responsible for connecting to the underlying monitor-
ing system’s initialization (using its protocol adapter mechanism), deploying,
initializing and executing metrics (including user-defined metrics), providing an
interface to the Ontology subsystem and last but not least, exposing a public
(remote) interface for GUI clients to connect to. Core also manages GUI clients
subscribed to the list of connected resources, running metrics, running metric
values and alarms (i.e. conditional action metrics notifications). The Core sub-
system comprises three components – Adapter, Resource Registry, and Remote
interface for GUI. The Adapter component follows the commonly used Adapter
structural design pattern and is used for “translation” of all Core requests into
the requests specific to the underlying monitoring system (JMX, J-OCM, OCM-
G, etc.). Due to the major differences and interface incompatibilities of a wide
range of monitoring systems available on the market, a common interface called
Protocol Adapter is designed. Resource Registry is a service that leverages both
Core and Protocol Adapter. Resource Registry holds (with Protocol Adapter)
all the resource instances found as visible in the underlying monitoring system
and maps them into Core identifiers. Protocol Adapter resolves incompatibility
issues between different physical monitoring systems. User-defined metrics have
full access to the public Core API. Therefore a user-defined metric (implement-
ing the Custom Metric interface) can introspect Resource Registry and with
a Protocol Adapter implementation is capable to send a specific query to the
underlying monitoring system. This feature is useful when the underlying mon-
itoring system has some specific features, not covered by the generic Protocol
Adapter interface.

Remote interface for GUI allows remote GUI clients to connect to SemMon
to enable collaborative work and provides:
– notifications for: newly attached and detached monitoring systems, started

and stopped measurements on the Core subsystem, and, finally, notifications
for measurement values

– interface for alarms – Alarms are conditional action metric notifications.
When some action metric is running on the Core subsystem and its value ex-
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ceeds a declared threshold action value, all the unconditional action metrics
that are declared in the underlying ontology are sent as notifications to all
the subscribed GUI users. The user is enabled to take an action to resolve
the alarm (e.g. to start a new metric from within a list of metrics suggested
by the system).

4.3 Sample Use of SemMon

The below real-life example shows a few of the key SemMon features. A SemMon
system user is monitoring a complex distributed application with critical prob-
lems relating to unstable memory usage over the application life time occurring
only on a single node of the cluster. The monitored application is a WebService-
enabled Java server, deployed across a cluster of processing nodes placed behind
a restrictive firewall with a load balancer. The usual behaviour on the correctly
deployed system in question is to consume 50% of the CPU time for each node
and create no more than 100 threads per JVM instance.

Fig. 4. Sample analysis with SemMon

At first, the user decides to monitor a CPU usage on the heaviest loaded
node (see step 1 in Fig. 4). When a CPU burst lasts for at least 3 minutes,
SemMon deducts from the metrics ontology a ”critical” situation, and calculates
the next most probable metric to start. Since CPU load is semantically connected
with the number of JVM live threads, the adequate metric is suggested and
the user follows this guidance (2 ). Again, the number of threads is irrationally
high (over 200 threads), so a new alarm is raised and SemMon ”reasons” that
since the CPU load and number of threads were already monitored, it would
be reasonable to monitor memory usage (3 ). Since the memory usage is at 80%
level of the available virtual memory, a new alarm is raised. This moment is the
key in the described monitoring scenario: since the observed CPU load, memory
usage, and JVM threads count are extremely high, the algorithm selects the
Network Bandwidth metric to run (4 ). A motivation for doing this is that this
metric had been frequently selected by other system users in the past and it is
semantically connected with memory usage, CPU load, and JVM threads (there
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is a possibility that application threads are processing data incoming from the
network). SemMon has calculated the best matching metric and the user is able
to see that almost the whole available network bandwidth is consumed by the
incoming traffic. This suggests that either the cluster system is overloaded (which
is not the case since we observe high load only on the certain node), or the load
balancer is broken. The user checks the network bandwidth on the rest of the
cluster nodes and does not observe any significant incoming traffic. This leads
to the conclusion that the problem lies not in the monitored application, but in
the load balancing component (5 ).

Please note that the path followed by the user comprises both hardware (low
level) and software (high level) metrics. It shows how flexible a reasoning process
might be when the knowledge stored in SemMon holds possibly a full description
of the environment. It is also possible to track down performance issues not only
in the monitored application, but also in its environment.

5 Summary and Future Work

The main objective of this paper was to present the design and implementation of
a robust and flexible semantics-oriented monitoring system, SemMon. It seems to
be one of the first complete approaches to the joint “worlds” of on-line distributed
monitoring and Semantic Web.

The SemMon system extensively uses ontology for semantic description of
all concepts used in. It is as much flexible as it can be, starting from picking
up automatic ontology changes, through automatic metric selection assistance,
collaborative users’ knowledge leveraging, user-defined metrics, finally, to the
extensible and clear visualisation options.

There are still places for improvements. There is a unresolved problem with
performing part of the computations on the clients to improve system scalability
by reducing the size of performance data sent to a central database. An important
task is to explore algorithms for reasoning in the ontology frameworks. Although
there are some improvements in the query algorithms, they are just based on
additional caching layer rather than optimizing algorithms.

Acknowledgements.The research is partially supported by the EU IST 0004265
CoreGRID and 031857 int.eu.grid projects with the related SPUB-M grant.

References

1. Gerndt, M., Wismüller, R., Balaton, Z., Gombás, G., Kacsuk, P., Németh, Zs.,
Podhorszki, N., Truong, H.-L., Fahringer, T., Bubak, M., Laure, E., Margalef, T.:
Performance Tools for the Grid: State of the Art and Future. APART-2 Work-
ing Group, Research Report Series, Lehrstuhl für Rechnertechnik und Rechneror-
ganisation (LRR-TUM) Technische Universität Muenchen, vol. 30. Shaker Verlag
(2004) ISBN 3-8322-2413-0

2. Podhorszki, N., Kacsuk, P.: Presentation and Analysis of Grid Performance Data.
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Abstract. The motivation for this work is the need for providing tools
which facilitate building scientific applications that are developed and
executed on various Grid systems, implemented with different technolo-
gies. As a solution to this problem, we have developed the Grid Operation
Invoker (GOI) which offers object-oriented method invocation semantics
for interacting with computational services accessible with diverse mid-
dleware frameworks. GOI forms the core of the ViroLab virtual labora-
tory engine and it is used to invoke operations from within experiments
described using a scripting notation. In this paper, after outlining the
features of GOI, we describe how it is enhanced with a mechanism of
so-called local gems which allows adding high-level support for middle-
ware technologies based on the batch job-processing model, e.g. EGEE
LCG/gLite. As a result, we demonstrate how a molecular dynamics pro-
gram called NAMD, deployed on EGEE, was integrated with the ViroLab
virtual laboratory.

Keywords: tools, application building, Grid computing, virtual labora-
tory, EGEE, DEISA.

1 Introduction

Grid infrastructures have been considered the most appropriate platform for
computational science for many years [1]. Mainstream projects providing such
infrastructures in Europe include EGEE [2] and DEISA [3], but there are also
other initiatives using various middleware frameworks, often based on a service-
oriented architecture or component models. Building applications that can utilize
these infrastructures remains a challenging task for programmers, due to the
relatively low-level interfaces to computing resources, often limited to simple
batch job submission. Therefore, research in the field of providing tools for the
development of such programs is of great importance.

Such a challenge is faced by the Virtual Laboratory [4], which is developed in
the scope of the ViroLab project. The experiments in this virtual laboratory are
high-level applications which orchestrate many computational tasks run on the
Grid. The notation used for specifying experiment plans uses the Ruby scripting
language. This approach allows specifying arbitrary complex experiments in a
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modern object-oriented dynamic language, thus giving the programmer full con-
trol and flexibility in experiment design. Scripts, being written in a full-fledged
programming language, can define experiment logic using a rich set of control
structures and also perform some computations locally.

To access the underlying Grid resources, a dedicated module of the virtual
laboratory, called the Grid Operation Invoker (GOI) [5], has been developed. It
applies an object-oriented model with remote procedure call semantics to dis-
patch computation in a uniform manner using diverse middleware technologies.
Web Services and MOCCA [6] components were supported at the first develop-
ment stage. GOI introduces multiple levels of abstractions, called Grid Objects,
which allow users to interact with various middleware systems.

The main goal of the research presented in this paper was to extend GOI to
support middleware technologies which are based on the job processing model,
which is the case with EGEE and DEISA. Such infrastructures provide scientists
with computational power, storage and a wide range of scientific applications.
However, their resources are accessed with tools dedicated for one specific mid-
dleware package, which enables submitting jobs or sequences of jobs. In order to
solve a scientific problem, it is often required to combine results produced by a set
of these tools, as well as by local applications. This procedure is time-consuming
and can be performed only by skilful users. Research can be facilitated by in-
tegrating all local tools, Web Services and Grid jobs into a single experiment
which uses a uniform and simple notation to describe all steps of a scientific
process and automate it entirely.

This paper is organized as follows: Section 2 gives an overview of the related
work on providing access to Grid middleware systems. Subsequently, in Section 3,
we introduce the main concepts of the Grid Operation Invoker and then, in
Section 4 – its role in the virtual laboratory. Subsequently, in Sections 5 and 6, a
detailed description of enhancements which were provided to add support for job-
based middleware systems on the example of LCG/gLite (EGEE) is presented.
In Section 7 we report on experiments which were performed in the virtual
laboratory exploiting this new tool. The final section includes a summary and a
brief presentation of future work.

2 Related Work

Numerous software frameworks have been developed to provide high-level access
to Grid services using heterogeneous middleware systems. The Grid Application
Toolkit (GAT) [7], currently evolving into the Simple API for Grid Applications
(SAGA), provides a language-neutral API to basic Grid use cases, such as op-
erations on files, monitoring events, resources, jobs, information exchange, error
handling and security. However, it does not introduce an object-oriented API
to invoke applications. A similar approach has been undertaken by the authors
of the Grid Services Base Library (GSBL) [8], but it is still limited to such
operations as job submission and file transfers.

Another high-level approach is implemented in NetSolve/GridSolve [9], which
is an RPC-based system where a client delegates the execution of an operation
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to a selected server providing input parameters. The server executes the appro-
priate service and returns output parameters or error status to the client. Since
GridSolve requires installation of specific servers, its usage on such infrastruc-
tures as EGEE is not straightforward.

Portal-based systems, like GridPortlets and OGCE [10], also provide the
means of accessing multiple middleware technologies. These solutions are usually
dependent on a specific portal technology (e.g. Java portlets), although recently,
in VINE project, there have been efforts to extend their usability to more general
applications.

Of note are systems used for migrating so-called legacy code applications to
Grid or to Grid Services. Examples of such systems include LGF [11] which wraps
legacy code as Globus 4 services on a fine-grained level, or GEMLCA [12], which
offers a more coarse-grained approach. However, they are limited to a single
middleware suite, such as Globus 4.

Other platforms which aim to facilitate the usage of Grids by scientific ap-
plications include workflow systems, such as K-Wf Grid [13], which manages
workflows on multiple levels of abstraction; Kepler [14], which allows integrat-
ing multiple actor models, and Taverna [15], successfully applied to many life-
science applications. The main drawback of workflow systems, in comparison to
the scripting approach, is the limited expressiveness of graphical notations when
applied to more complex experiments.

3 Grid Operation Invoker: Abstractions over the Grid

The Grid Operation Invoker is designed as a module of the Virtual laboratory
engine which is responsible for communication with diverse underlying middle-
ware technologies. Fig. 1 illustrates the Grid Object hierarchy. The main reason
behind introducing this hierarchy and its associated layers of abstraction was
that the complexity of the heterogeneous, distributed environment should be
hidden from end users. Developers of an application should not be concerned
with manually interfacing all underlying middleware technologies – they should
instead be focused on the problem they are solving.

Each Grid Object Class is an abstract entity which defines a set of Grid Opera-
tions. These operations are invoked from the script, while the actual computation
is performed on a remote machine. Each Grid object class may have multiple
Implementations with different middleware technologies representing the same
functionality. Each of the implementations may have multiple Instances, possibly
running on different resources, thus with different levels of performance. Grid
object instances of a specific class may use a variety of middleware suites and
therefore must be interfaced using their specific protocols. Moreover, Grid ob-
jects may have various properties, such as stateless or stateful interaction mode,
synchronous or asynchronous operation invocation or being private or shared
between experiments runs and users. Developers are not concerned about find-
ing the optimal instance and interfacing with it; however, they must be aware
of each Grid object’s properties. For instance, they must know whether a Grid
object they are using preserves state between invocations of operations.
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Fig. 1. Three levels of the abstraction over the Grid environment

require ’cyfronet/gridspace/goi/core/g_obj’

begin
drs = GObj.create(’org.virolab.DrugRankingSystem2’)
mutations = ’P1M I2L S3T P4Q E6G T7C V8T P9L V10N K11F V35T T39K’.split(’ ’)
res = drs.drs(’ANRS’, ’reverse_transcriptase’, mutations)
puts res

end

Fig. 2. A sample ViroLab experiment invoking the drug ranking Web service using the
Grid Object library

A sample script demonstrating the invocation of the Decision Support System
(DSS) which suggests a drug ranking for a patient with a specific set of HIV mu-
tations is shown in Fig 2. GObj is a factory for creating Grid objects representing
the DSS Web service. Upon instantiation, the operations of a Grid object can
be invoked directly, as seen in the next line of code. Please note that by using
Ruby string operations, such as split(), simple conversions are possible (this
would be nontrivial in the case of graphical workflow systems and would often
require specific converter or adapter services).

4 Architecture of Grid Operation Invoker

The Grid Operation Invoker is a JRuby implementation of the library that pro-
vides a uniform interface to multiple middleware technologies. It supports ab-
straction over the heterogeneous environment described in Section 3.

Fig. 3 shows how GOI is positioned in the context of other modules of the
virtual laboratory. GOI is a part of GSEngine, which is the main execution
server for experiments, with an embedded JRuby interpreter. Descriptions of
technical information of Grid Objects are stored in the external Grid Resource
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Fig. 3. Grid Operation Invoker in the context of the GSEngine

Registry service and the Optimizer module is responsible for selection of optimal
instances if more than one instance is available for a specific object. The Grid
Object Invoker has a modular architecture, which allows plugging in adapters for
different technologies. Web Services and MOCCA components were supported
from the beginning, while adapters for job-based middleware technologies such
as EGEE and DEISA, are the subject of this research and are described in detail
in the following sections.

5 Local Gems

Grid objects which represent application-specific functionality are often referred
to as gems, by analogy to RubyGems [16] – a standard for distributing Ruby
libraries. Examples of ViroLab gems are such services as the Drug Resistance
Service [17] or the RegaDB HIV sequence alignment and subtyping tools [18],
all wrapped as Grid Objects.

In addition to the Grid Objects corresponding to remote computations, Local
gems are introduced as a way of representing local computation as a Grid object.
From the application developer’s point of view local gems are another compu-
tational technology and are accessed via the same uniform interface as other
technologies. Local gems enable one to download the source of a Ruby class,
evaluate the source at runtime and execute it locally. They facilitate sharing
single classes that provide functionality usable for a scientific community, which
is, however, too lightweight to be exposed as e.g. a Web service. Local gems are
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registered in the Grid Resource Registry as a Grid Object Instance and their
source code is stored in the registry.

6 Representation of Applications Executed as Jobs

In order to integrate job-oriented middleware such as EGEE LCG/gLite with the
Grid Operation Invoker, an object-oriented representative of a job is required.
We require a Grid object implementation (technology adapter) which would
delegate the invocation of its operations to the submission of jobs using specific
Grid middleware, and return a result upon successful completion of a job.

In contrast to the already implemented adapter classes, capable of producing
client-side Grid Object Instance representatives of Web Service and MOCCA
middleware, it is not possible to implement a generic factory for representatives of
jobs. Web Service and MOCCA components are, by their nature, object-oriented
and are contacted using a well-defined interface. Representatives of Grid Object
Instances published with these technologies are actually stubs (proxies) which
provide the same interface and therefore can be generated automatically. Job-
oriented middleware enables us to execute command-line applications which do
not provide a remote API. Functionality provided by an application is organized
in a set of methods, and is determined on the basis of command-line input
parameters. As a consequence of this fact, the application has to be wrapped
with a special class that exposes its functionality as Grid object methods.

require ’cyfronet/gridspace/goi/utils/lcg/edg_u_i_wrapper’
require ’cyfronet/gridspace/goi/utils/lcg/job_spec’

class NamdWrapper

def molecule_simulate_submit(jobName, inputs, outputs, nodeNumber=1)
@jobSpec = JobSpec.new
@jobSpec.executable=’/bin/bash’
@jobSpec.arguments=(’$VO_VOCE_SW_DIR/NAMD_2.6/namd.run #{inputs[0]}’)
if nodeNumber > 1

@jobSpec.add_property(’JobType’, ’"MPICH"’)
@jobSpec.add_property(’NodeNumber’, nodeNumber.to_s)

end
@jobSpec.stdoutput= jobName + ’.out’
@jobSpec.stderr= jobName + ’.err’
@jobSpec.add_to_output_sandbox(@jobSpec.stdoutput)
@jobSpec.add_to_output_sandbox(@jobSpec.stderr)
inputs.each{ |input| @jobSpec.add_to_input_sandbox(input) }
outputs.each{ |output| @jobSpec.add_to_output_sandbox(output) }
return @jobSpec

end
...

Fig. 4. Local class wrapping an EGEE NAMD job: the submit() method

Each wrapper class should be application-specific. It is common practice in
various legacy-code wrapping systems to define a special descriptor language
(e.g. XML-based) to specify the mapping between object operations and specific
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command-line parameters or program execution. In our case, since Ruby is used
as the implementation language, it is natural to also use Ruby for specification
of this mapping. Therefore, we have decided that wrapper classes would be local
gems, able to prepare inputs, submit a job, manage it and retrieve results. Such
local gems, in turn, can use a lower-level Ruby API to interact with middleware-
specific job management operations.

As an example of how such a local gem is built, let us consider a NamdWrapper
class which enables us to use the molecular dynamics NAMD [19] application
(Fig. 4), which has been installed on a Cyfronet EGEE site. The wrapper uses
two classes provided by the Grid Operation Invoker: EdgUIWrapper, that allows
using the EDG User Interface, and JobSpec, which generates a JDL file for a given
job. The EdgUIWrapper class provides a Ruby API to LCG/gLite middleware
by wrapping the command-line user interface.

...
def molecule_simulate_get_output

out = edg_job_get_output(@edgJobId)
xscFile = out.get_file(’alanin.xsc’)
return xscFile

end

Fig. 5. Local class wrapping an EGEE NAMD job: the get output() method

The wrapper class must implement two methods for each method of the Grid
Object Instance representative. For instance, representative of the NAMD ap-
plication provides a molecule simulate() method and the wrapper class must
implement molecule simulate submit() and molecule simulate get output meth-
ods. The former method (Fig. 4) generates a JDL file for a job that performs
the requested computation and performs data conversions if required. The latter
method (Fig. 5) retrieves the job’s output and converts it to Ruby objects.

7 Sample Applications

As stated earlier, the Grid Operation Invoker was implemented and integrated
with the ViroLab Virtual Laboratory. In addition to previously developed adap-
ters for Web Services and MOCCA technologies, support for local gems is now
available. Support for EGEE LCG/gLite middleware was implemented using
local gems. In a similar way, gems from RegaDB for HIV genotyping [18] were
integrated, using WTS [20] services.

A sample application made accessible in the Virtual laboratory is the NAMD
molecular dynamics package. The source code of a sample experiment that per-
forms a molecular dynamics simulation for an alanine amino acid in a water
environment is presented in Fig. 6. At the beginning of the script, the developer
requires a GObj class that provides a uniform interface to create Grid Object In-
stance representatives. Subsequently, a representative of the NAMD application
is created. Properties of the job are defined (job name, input and output files
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and, finally, the number of nodes used for computation). The next line invokes
the molecule simulate() method which automatically generates a JDL file for the
job, submits the job, monitors its status and retrieves results upon successful
completion or informs the user about an error.

require ’cyfronet/gridspace/goi/core/g_obj’

namd = GObj.create(’cyfronet.gridspace.gem.Namd’)

jobName = ’namd’
inputs = [’alanin.namd’, ’alanin.params’, ’alanin.psf’, ’alanin.pdb’]
outputs = [’alanin.coor’, ’alanin.vel’, ’alanin.xsc’]
nodeNumber = 4

namd.molecule_simulate(jobName, inputs, outputs, nodeNumber)

Fig. 6. Application submitting a job that executes NAMD on the EGEE

This experiment may be further extended by adding invocations of the locally
installed VMD (Visual Molecular Dynamics) [21] toolkit, which is a molecular
visualization program, in order to display the obtained results.

GOI is also used to run other experiments in the Virtual laboratory, includ-
ing a full experiment called “from genotype to drug resistance”. Data mining
experiments can also be built using the Weka [22] toolkit wrapped as MOCCA
components. At present, more services are being added as new gems; among
them the Web services from the European Bioinformatics Institute [23].

8 Summary and Future Work

In this paper we have described the Grid Operation Invoker as a tool facilitating
application building, used by scientific experiment developers who are familiar
with simple script programming. To hide the complexity of details which are usu-
ally required to deal with Grid middleware technologies, we have introduced the
Grid Object abstraction, which represents any type of computational resource.
Support for Web services and MOCCA components as sample technologies was
present from the earliest version of GOI. In this paper we have described how
GOI was extended to support Grid objects representing local processing by local
gems and how this mechanism can be used to add support for middleware sys-
tems based on the batch job submission processing model. By introducing simple
wrapper classes implemented in Ruby, we can add an object-oriented interface
to various applications executed on EGEE using LCG/gLite middleware. This
new technology was tested using the NAMD molecular dynamics package and
integrated into the ViroLab Virtual Laboratory.

Further work involves analysis, design and implementation of an introspection
mechanism that will enable interactive execution of experiments. Moreover, we
will work on a module enabling us to plug in diverse security mechanisms, such as
GSI [24] and Shibboleth [25]. Adding support for more middleware technologies,
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such as UNICORE [26], AHE [27] and WSRF [28], is also under development.
Thereafter we would like to integrate more Grid Object Instances to be able to
build more complex experiments.
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Abstract. Optimizing the performance of HPC software requires a high-
level understanding of communication patterns as well as their relation to
source code structures. We describe an algorithm to detect communication
patterns in parallel traces and show how these patterns can guide static
code analysis. First, we detect patterns that identify potential bottlenecks
in MPI communication traces. Next, we associate the patterns with the
corresponding nodes in an abstract syntaxtree using the ROSE compiler
framework. Finally we perform static analysis on the annotated control
flow and system dependence graphs to guide transformations such as code
motion or the automatic introduction of MPI collectives.

1 Introduction

With today’s increasingly complex and highly scalable parallel systems, we re-
quire approaches that combine static (compile time) and dynamic (run time)
information to capture sufficient information to optimize their applications. Sim-
ilar techniques already support feedback guided compilation; however, these ap-
proaches limit the kind of data they collect and the optimizations that they
apply (often restricted to simple localized decisions like inlining or code layout).

In this paper, we apply this principle to the analysis and optimization of
global communication behavior, which is a primary source of inefficiency in par-
allel machines [2]. We use a suffix tree algorithm to detect repeating patterns in
communication traces and map the patterns to static data structures. For the
latter part we rely on ROSE, a comprehensive and flexible toolkit for the gen-
eration of source-to-source translators. We present early experiences on static
source transformations exploiting the additional runtime information.

Sec. 2 gives an overview of the approach and shows the most important steps
of the process. In Sec. 3 we formally define the repeating structures in strings
and then compare the runtime behavior and memory usage of two different
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Fig. 1. Flow diagram of the main approach

algorithms that use the structures to find MPI communication patterns. Sec.
4 gives an overview of the ROSE compiler infrastructure that enables us to
perform static analysis of the associated regions in the parallel code and to
carry out source-to-source transformations. Sec. 5 provides a concrete example
of a successfully transformed parallel code that achieves better performance by
overlapping communication and computation. In the final sections we discuss
aspects of future research and present our conclusions.

2 Combing Static and Dynamic Analysis

The analysis of MPI communication patterns has traditionally been used for
high-level understanding and error detection [3,4,5]. In this work we extend the
use of patterns to static analysis and source code transformations for perfor-
mance optimization. We detect repetitive patterns of inefficient communication
at runtime (e.g., poorly implemented broadcast operations) and use this informa-
tion to optimize these heavily used structures in existing applications statically
by replacing them with more efficient equivalent operations.

Fig. 1 gives an overview of our approach: we instrument the target MPI ap-
plication, generate an MPI trace of the program executed under a given set of
parameters, and then use pattern matching to isolate recurring inefficient com-
munication structures. We also generate an abstract syntax tree (AST) of the
application and perform a static analyses to extract control and data flow. We
then map the detected patterns onto this information and use these annotations
to guide potential source-to-source transformations.

This process comes with four major challenges:

1. Detecting MPI operations that would make recurring patterns interesting
2. Finding and filtering the patterns that involve these operations
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3. Determining if the optimizations applicable to the patterns can be applied
safely to the AST (possibly through specialization)

4. Transforming the related source code fragments

3 Detecting Patterns in MPI Communication Traces

MPI communication patterns are repeating communication structures in an MPI
event graph [6]. First each MPI event is encoded into a 32 bit integer, such that
each task’s trace information is represented by an array of integer variables. For
each task, we compute all repetitive and maximal repetitive sequences [7].

Definition 1. A maximal pair of a string S of length n is a triple (p1, p2, l),
such that

S[p1, p1 + l − 1] = S[p2, p2 + l − 1], but

S[p1 − 1] �= S[p2 − 1] and S[p1 + l] �= S[p2 + l]
(1)

where p1, p2 denote the starting positions of the two substrings and l gives their
lengths. A maximal repeat is a string represented by such a triple.

We use the maximal repeats, which are a subset of all repeated sequences, to
select a start sequence. Starting from a maximal repeat, we identify global com-
munication patterns that they contain. Using maximal repeats is crucial for
finding repeating communication patterns efficiently. We have currently imple-
mented two ways to detect repetitive structures in MPI traces: a naive algorithm
based on convolution and a more advanced technique using suffix trees.

Our naive convolution method aligns the left end of the pattern P with the
left end of the string S and then compares the characters of P and S left to
right until either two unequal characters are found or until P is exhausted. It
then shifts P to the right one place and repeats the comparisons process. If n
is the length of P and m is the length of S, this approach makes Θ(nm) [7]
comparisons in the worst case. Since there is possibly a huge number of MPI
events in the trace, this method take significant runtime.

Our more advanced compressed suffix tree approach borrows ideas from com-
putational biology for finding repeating gene structures in huge DNA sequences
[7]. The suffix tree for a string S with length m is a rooted directed tree with
exactly m leaves and whose labels correspond to substrings of S. For any leaf i,
the concatenation of the edge-labels on the path from the root to leaf i exactly
spells out the suffix of S starting at position i.

Definition 2. An internal node v of the suffix tree for string S is called left
diverse if at least two leaves with suffix position i and j in v′s subtree have
different left characters, that is, S[i − 1] �= S[j − 1]

Theorem 1 (D. Gusfield). The substring α labeling the path to an internal
node v of the suffix tree for string S is a maximal repeat iff v is left diverse.
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Fig. 2. Suffix for a string representing MPI events of a trace

D. Gusfield describes algorithms (e.g., Ukkonen’s algorithm) for constructing
such trees with all its suffix links for a string S with length m in Θ(m) time [7].
However, these algorithms are not space efficient, particularly with large alpha-
bets, as with MPI traces. Thus, we use an alternative approach. The compressed
suffix tree [8] for a string S with length m of an alphabet Σ occupies Θ(m log|Σ|)
bits. The final time requirement for creating the tree is Θ(m log|m| log|Σ|), being
reasonably close to the best current theoretical result [9].

Fig. 2 shows a suffix tree of the string S = ”17, 18, 23, 17, 18, 5, 17, 18, 5, 9”, in
which each integer represents an MPI event. We can easily see from the suffix
tree that 〈17, 18〉 with starting positions (1, 4 and 7) and 〈17, 18, 5〉 with starting
positions (4 and 7) are maximal repeats. In addition to these (maximal) repeats,
S has the repeat 〈18, 5〉 with starting positions (5 and 8).

We must choose a repeat on a specific task from which to start the pattern
matching process. Since each task typically has many maximal repeats, the time
required to compute a communication pattern for all maximal repeats is gen-
erally prohibitive. Hence, we first filter start-repeats and then compute only
communication patterns that involve these filtered events. This filter step is ei-
ther guided by special seed events, e.g. events in the trace with a huge difference
between start- and end-time, or by focusing on selected MPI operations.

Fig. 3 shows an example MPI trace in which the events in bold highlight a
repeating set of MPI operations that our pattern-detection algorithm finds. This
pattern is potentially equivalent to a broadcast operation using a tree-based
communication structure. In this example, our static analysis must verify that
the pattern is a broadcast operation and, if so, that we can replace the associated
code segments with an equivalent, but probably more efficient version in the form
of a native MPI collective. This is promising because it will enable programmers,
that do not have a broad knowledge of MPI to apply more efficient functions
defined by the MPI standard in without having to use them explicitly.
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Fig. 3. A detected pattern representing a broadcast operation in an MPI trace

4 Static Analysis with ROSE

A communication pattern extracted from the runtime trace only points to a
potential bottleneck. Further, the pattern is initially only valid for the par-
ticular input set used during the application run. We must verify the pattern
occurs across all control flows and investigate pattern specific global data flow
constraints (e.g., in the case of a suspected broadcasts that the same data is
communicated in all messages). The required information to achieve this goal
is encapsulated in the System-Dependence-Graph (SDG) [10] and the Control-
Flow-Graph (CFG).

Fig. 4. Excerpt of the System-Dependence-Graph (SDG) of a parallel program

We use the ROSE open-source compiler infrastructure to generate both of
these graphs. ROSE is a tool kit to generate custom source-to-source transla-
tors. It provides mechanisms to translate input source code into an intermediate
representation (AST) [11], libraries to traverse and manipulate the information
stored in the AST, as well as mechanisms to transform the changed AST infor-
mation back into valid source code. The representation within the AST as well as
the supporting data structures is powerful enough to readily exploit knowledge of
the architecture, parallel communication characteristics, and cache architecture
in the specification of the transformations [12].

Fig. 4 illustrates a small excerpt of an SDG generated by ROSE providing both
data and control dependency information. The specific example shows the nodes
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Fig. 5. The ROSE compiler infrastructure

and data-dependence egdes that represent flow of data between statements or
expressions as well as control-dependence edges that represent control conditions
on which the execution of a statement or expression depends, in this case around
an MPI Send function in a parallel application.

The flow diagram in Fig. 5 reflects the complete approach, transforming unop-
timized C++ code based on user defined abstractions into highly optimized code.
In our approach we have defined specific transformations to MPI code structures
based on dynamic analysis results in the form of inefficient MPI communication
patterns.

5 Examples and Early Results

The following simple example illustrates how we can use our techniques to replace
blocking with non-blocking communication to overlap communication and com-
putation for better overall performance. Fig. 6 shows the structure of the corre-
sponding “Late-Sender” pattern: the receiving task wastes useful time in waiting
for a message to be sent by another task. We detect this pattern from our com-
munication trace and then apply a source code transformation using the ROSE

Fig. 6. Late-Sender pattern
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Fig. 7. Source code transformation: before (left), after (right)

compiler framework that introduces non-blocking communication, as shown in
the pseudo-code in Fig. 7. Our transformation replaces the blocking MPI Recv
with its non-blocking MPI Irecv version and adds the matching MPI Wait so as
to provide the largest possible communication/computation overlap allowed by
data dependencies on the receive buffer.

6 Conclusion and Future Work

This paper presents our work to automate the analysis and optimization of
parallel scientific applications by combining dynamic runtime information in the
form of communication patterns with static analysis and code transformation.
We use the dynamic information to identify the Send- and Receive Events that
are part of inefficient communication patterns and are good targets for source
code optimizations.

In our ongoing research, we are extending the library of inefficient MPI com-
munication patterns that we optimize beyond the communication/computation
overlap transformation described here. In particular, we will introduce static
and dynamic analysis as well as the corresponding transformation engine for au-
tomatically adding collective operations. Further, we will provide several other
novel methods for selecting and filtering MPI seed events that will help us find
more complex patterns that lead to communication bottlenecks.
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Abstract. Many applications exhibit iterative and phase based behav-
ior. We present an approach to detect and analyze iteration phases in
applications by recording the control flow graph of the application and
analyzing it for loops that represent iterations. Phases are then man-
ually marked and performance profiles are captured in alignment with
the iterations. By analyzing how profiles change between capture points,
differences in execution behavior between iterations can be uncovered.

Keyword: Phase detection, control flow graph, continuous profiling.

1 Introduction

Many applications exhibit iterative and phase based behavior. Typical examples
are the time steps in a simulation and iteration until convergence in a linear
solver. With respect to performance analysis, phase knowledge can be exploited
in several ways. First, repetitive phases offer the opportunity to restrict data
collection to a representative subset of program execution. This is especially
beneficial when tracing is used due to the large amounts of performance data and
the challenges involved with capturing, storing, and analyzing it. Conversely, it
can be interesting to see how the iterations differ and change over time to expose
effects such as cache pollution, operating system jitter and other sources that
can cause fluctuations in execution time of otherwise identical iterations.

In this paper we present an approach to detection and analysis of phases
in threaded scientific applications. Our approach assists in the detection of the
phases based on the control flow graph of the application if the developer is not
already familiar with the code’s structure. To analyze phase-based performance
data we modified an existing profiling tool for OpenMP applications. Based on
markups in the code that denote the start and end of phases, the profiling data
is dumped to a file during the execution of the application (and not only at the
end of the program run) and can be correlated to the application phases.

The rest of this paper is organized as follows. Section 2 describes the technique
we used to assist the developer in detecting iterative application phases. In Sect. 3
we describe the analysis of performance data based on phases using the existing
profiling tool called ompP. In Sect. 4 we describe an example of applying our
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technique to a benchmark applications, in Sect. 5 we describe related work and
conclude in Sect. 6.

2 Iterative Phase Detection

Our approach to identify iterative phases in threaded applications is based on
the monitoring and analysis of the control flow graph of the application. For
this, we extended our profiling tool ompP.

ompP [1] is a profiling tool for OpenMP applications that supports the in-
strumentation and analysis of OpenMP constructs. For sequential and MPI ap-
plications it can also be used for profiling on the function level and the phase
detection described here is similarly applicable. ompP keeps profiling data and
records a call graph of an application on a per-thread basis and reports the
(merged) callgraph in the profiling report.

Unfortunately, the callgraph of an application (recording caller–callee rela-
tionships and also the nesting of OpenMP regions) does not contain enough
information to reconstruct the control flow graph. However, a full trace of func-
tion execution is not necessary either. It is sufficient that for each callgraph node
a record is kept that lists all predecessor nodes and how often the predecessors
have been executed. A predecessor node is either the parent node in the callgraph
or a sibling node on the same level. A child node is not considered a predecessor
node because the parent–child relationship is already covered by the callgraph
representation. An example of this is shown in Fig. 1. The callgraph (lower part
of Fig. 1) shows all possible predecessor nodes of node A in the CFG. They are
the siblings B and C, and the parent node P . The numbers next to the nodes in
Fig. 1 indicate the predecessor nodes and counts after one iteration of the outer
loop (left hand side) and at the end of the program execution (right hand side),
respectively.

P() {
  for(i=1; i<5; i++ ) {
    A();
    B();
    C();
  }
}

 P
  +-A
  |  +-X
  |  +-Y
  +-B
  +-C
     +-Z

(P:1)
(A:1)
(X:1)
(A:1)
(B:1)
(C:1)

 P
  +-A
  |  +-X
  |  +-Y
  +-B
  +-C
     +-Z

(P:1,C:4)
(A:5)
(X:5)
(A:5)
(B:5)
(C:5)

A() {
  X();
  Y();
}

C() {
  Z();
}

predecessor
list

predecessor
list

Fig. 1. Illustration of the data collection process to reconstruct the control flow graph
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Implementing this scheme in ompP was straightforward. ompP already keeps a
pointer to the current node of the callgraph (for each thread) and this scheme
is extended by keeping a previous node pointer as indicated above. Again this
information is kept on a per-thread basis, since each thread can have its own
independent callgraph as well as flow of control.

The previous pointer always lags the current pointer one transition. Prior to
a parent → child transition, the current pointer points to the parent while the
previous pointer either points to the parent’s parent or to a child of the parent.
The latter case happens when in the previous step a child was entered and exited.
In the first case, after the parent → child transition the current pointer points
to the child and the previous pointer points to the parent. In the latter case the
current pointer is similarly updated, while the prior pointer remains unchanged.
This ensures that the previous nodes of siblings are correctly handled.

With current and previous pointers in place, upon entering a node, informa-
tion about the previous node is added to the list of previous nodes with an
execution count of 1, or, if the node is already present in the predecessor list, its
count is incremented.

The data generated by ompP’s control flow analysis can be displayed in two
forms. The first form visualizes the control flow of the whole application, the sec-
ond is a layer-by-layer approach. The full CFG is useful for smaller applications,
but for larger codes it can quickly become too large to comprehend and cause prob-
lems for automatic layout mechanisms. An example of an application’s full control
flow is shown in Fig. 2 along with the corresponding (pseudo-) source code.

0|1

0|1 0|9

0|1

0|1

R00004.0 USER REGION 
main.c (43-58) ('main') 

bodyT: ( 0.00, 0.00, 0.00, 0.00) 
(+)

R00001.0 USER REGION 
main.c (20-22) ('init') 

bodyT: ( 0.00, 0.00, 0.00, 0.00)

R00005.0 PARALLEL 
main.c (49-52) 

bodyT: ( 0.00, 0.00, 0.00, 0.00) 
exitBarT: ( 0.00, 0.00, 0.00, 0.00)

R00002.0 USER REGION 
main.c (27-29) ('fini') 

bodyT: ( 0.00, 0.00, 0.00, 0.00)

main(){
  init();
  for(...) {
    #pragma omp parallel
  }
  fini();
}

Fig. 2. An example for a full control flow display of an application

Rounded boxes represent source code regions. That is, regions correspond-
ing to OpenMP constructs, user-defined regions or automatically instrumented
functions. Solid horizontal edges represent the control flow. An edge label like
i|n is to be interpreted as thread i has executed that edge n times. Instead of
drawing each thread’s control flow separately, threads with similar behavior are
grouped together. For example the edge label 0–3|5 means that threads 0, 1, 2,
and 3 executed that edge 5 times. This greatly reduces the complexity of the
control flow graph and makes it easier to understand.

Based on the control flow graph, the user has to manually mark the start
and end of iterative phases. To mark the start of the phase the user adds the
directive phase start, to mark the end phase end.



264 K. Fürlinger and S. Moore

3 Iterative Phase Analysis

The phase based performance data analysis implemented in ompP works by cap-
turing profiling snapshots that are aligned with the start and end of program
phases. Instead of dumping a profiling report only at the end of the program
execution, the reports are aligned with the phases and the change between cap-
ture points can be correlated to the activity in the phase. This technique is a
modification of the incremental profiling approach described in [2] where profiles
are captured in regular intervals such as 1 second.

The following performance data items can be extracted from phase-aligned
profiles and displayed to the user in the form of 2D graphs.

Overheads. ompP classifies wait states in the execution of the OpenMP applica-
tion into four overhead classes: synchronization, limited parallelism, thread
management and work imbalance. Instead of reporting overall, aggregated
overhead statistics, ompP’s phase analysis allows the correlation of overheads
that occur in each iteration. This type of data can be displayed as two-
dimensional graphs, where the x-axis correlates to execution time and the
y-axis displays overheads in terms of percentage of execution time lost. The
overheads can be displayed both for the whole application or for each parallel
region separately. An example is show in Fig. 5.

Execution Time. The amount of time a program spends executing a certain
function or OpenMP construct can be displayed over time. Again, this dis-
play shows line graphs where the x-axis represents (wall clock) execution
time of the whole application while the y-axis shows the execution time of
a particular function or construct. In most cases it is most useful to plot
the execution time sum over all threads, while it is also possible to plot a
particular thread’s time, the minimum, maximum or average of times.

Execution Count. Similar to the execution time display, this view shows when
certain constructs or functions got executed, but instead of showing the
execution time spent, the number of invocations or executions is displayed
in this case.

Hardware Counters. ompP is able to capture hardware performance counters
through PAPI [3]. Users selects a counter they want to measure and ompP
records this counter on a per-thread and per-region basis. Hardware counter
data can best be visualized in the form of heatmaps, where the x-axis dis-
plays the time and the y-axis corresponds to the thread id. Tiles display the
normalized counter values with a color gradient or gray scale coding. An
example is show in Fig. 4.

4 Example

In this example we apply the phase detection and analysis technique to a bench-
mark from the OpenMP version (3.2) of the NAS parallel benchmark suite. All
experiments have been conducted on an four processor AMD Opteron based
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SMP system. The application we chose to demonstrate our technique is the CG
application which implements the conjugate gradient technique.

The CG code performs several iterations of an inverse power method to find
the smallest eigenvalue of a sparse, symmetric, positive definite matrix. For each
iteration a linear system Ax = y is solved with the conjugate gradient method.

0|1 0|1

0|1

0|10|10|1 0|1
R00001.0 R00022.0 R00023.0 R00024.0 R00025.0 R00002.0

0|10|1 0|1

0|1824

0|76

0|74 0|75

0|76

0|1

0|75

R00011.0 R00008.0

R00010.0

R00014.0 R00019.0 R00006.0 R00007.0

R00009.0

Fig. 3. (Partial) control flow graph of the CG application (size C)

Fig. 3 shows the control flow graph of the CG application (size C). To save
space, only the region identification numbers Rxxxx are shown in this example,
in reality the control flow nodes show important information about the region
such as region type, location (file name and line number) and execution statistics
in addition. Evidently the control flow graph shows an iteration that is executed
76 times where one iteration takes another path than the others. This is the
outer iteration of the conjugate gradient solver which is executed 75 times in the
main iteration and once for initialization.

Using this information (and the region location information) it is easy to
identify the iterative phase in the source code. We marked the start and end of
each iteration with an phase start directive and each end the ends with a phase
end directive. Using directives (compiler pragmas in C/C++ and special style
comments in FORTRAN) similar to OpenMP directives has the advantage that
the normal (non-performance analysis) build process is not interrupted while
the directives are translated into calls that cause ompP to capture profiles when
performance analysis is done and ompP’s compiler wrapper script translates the
directives into calls implemented by ompP’s monitoring library.

Fig. 4 shows the overheads over time display of for the iterations of the CG
application with problem size C. Evidently, the only significant overhead identi-
fied by ompP is imbalance overhead and the overhead does not change much from
iteration to iteration with the exception of two peaks. The most likely reason
for these two peaks is operating system jitter, since the iterations are otherwise
identical in this example.

Fig. 5 shows the heatmap display of the CG application with four threads. The
measured counter is PAPI FP OPS. In order to visually compare values, absolute
values are converted into rates. The first column of tiles corresponds to the
initialization part of the code which features a relatively small number of floating



266 K. Fürlinger and S. Moore

0 92 185 278 371 463 556 649 742 834 927

5.25

4.72

4.20

3.67

3.15

2.62

2.10

1.57

1.05

0.53

0.00

sync
imbal
limpar
mgmt

Overheads (%)

Execution time (seconds)

Fig. 4. Overheads of the iterations of the CG application. X-axis is wallclock execution
time in seconds, while th y-axis represents the percentage of execution time lost due
to overheads.

0 10 20 30 40 50 60 70

49
90

00
00

49
99

00
00

50
08

00
00

50
17

00
00

50
26

00
00

50
35

00
00

50
44

00
00

50
53

00
00

50
62

00
00

50
71

00
00

50
80

00
00

0
1
2
3

Fig. 5. Performance counter heatmap of the CG application. X-axis is phase or iteration
number, the y-axis corresponds to the thread ID.

point operations, the other iterations are of about equal size but show some
difference in floating point rate of execution.

5 Related Work

Control flow graphs are an important topic in the area of code analysis, gener-
ation, and optimization. In that context, CFGs are usually constructed based
on a compiler’s intermediate representation (IR) and are defined as directed
multi-graphs with nodes being basic blocks (single entry, single exit) and nodes
representing branches that a program execution may take (multithreading is
hence not directly an issue). The difference to the CFGs in our work is primarily
twofold. First, the nodes in our graphs are generally not basic blocks but larger
regions of code containing whole functions. Secondly, the nodes in our graphs
record transitions that have actually happened during the execution and do also
contain a count that shows how often the transition occurred.

Detection of phases in parallel programs has previously been applied primarily
in the context of message passing applications. The approach of Casas-Guix et al.
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[4] works by analyzing the autocorrelation of message passing activity in the
application, while our approach works directly by analyzing the control flow
graph of the application.

6 Conclusion

We have presented an approach for detecting and analyzing the iterative and
phase-based behavior in threaded applications. The approach works by recording
the control flow graph of the application and analyzing it for loops that represent
iterations. This help of the control flow graph is necessary and useful if the
person optimizing the code is not the code developer and does not have intimate
knowledge.

With identified phase boundaries, the user marks the start and end of phases
using directives. We have extended a profiling tool to support the capturing of
profiles aligned with phases. In analyzing how profiles change between capture
points, differences in execution behavior between iterations can be uncovered.
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Abstract. Cache prefetching is a basic technique for removing cache
misses and the resulting access penalty. This work proposes a kind of
guided prefetching which uses the access pattern of an application to
prohibit from loading data which are not required. The access pattern is
achieved with a data analyzer capable of discovering the affinity and reg-
ularity of data accesses. Initial results depict a performance improvement
of up to 20%.

1 Introduction

During the last years, the gap between processor and memory speed has con-
siderably widened. This indicates a significant performance degradation for ap-
plications with a large number of cache misses, because an access to the main
memory takes hundreds of cycles while an access in the cache needs only several
ones. According to [8], the SPEC2000 benchmarks running on a modern, high-
performance microprocessors spend over half of the time stalling for loads that
miss in the last level cache.

Cache misses can be caused by several reasons, for example, accessing a mem-
ory word at the first time, cache size smaller than that of the working set, or
data evicted from the cache due to mapping conflict but used again. The re-
sulted cache miss is correspondingly called compulsory miss, capacity miss, and
conflict miss.

The most efficient way to reduce compulsory miss is prefetching [2]. This
technique attempts to load data into the cache before it is requested. A key
issue with this technique is to avoid prefetching data that is not required in a
short time. Such inefficient prefetching may cause more cache misses because the
prefetched data can directly, or indirectly, evict frequently reused data out of
the cache. Moreover, prefetching consumes memory bandwidth. This additional
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memory traffic may degrade performance of multiprocessor systems, especially
the emerging multi-core processors, where the main memory is shared across all
on-chip processors.

In this work, we use a data analyzer to detect the affinity and regularity of
data accesses and then apply this information to guide prefetching. The base
of this analyzer is a memory reference trace achieved by instrumenting the as-
sembly code during the compiling process. Based on this trace, the analyzer
runs optimized analysis algorithms to discover repeated access chains and access
strides. The former is a group of accesses that repeatedly occur together but
target on different memory locations. The latter is a constant distance between
accesses to successive elements of a data array. It is clear that both access chain
and stride depict which data is requested.

These findings can be used to guide hardware prefetching. However, within
this work we use them to perform software prefetching for the reason of easy im-
plementation. We implemented a source-to-source compiler that takes an original
program as input, and creates a new version of the same code but with prefetch-
ing instructions inserted. These instructions are formulated based on the output
of the data analyzer, which shows both the access pattern and their occurrence
in the source code. We studied this approach with several sample programs.
Initial results depict a performance improvement of up to 20%.

The remainder of this paper is organized as following. Section 2 briefly de-
scribes existing research work in the field of cache prefetching. In Section 3 the
analysis tool, together with the instrumentor for access trace, is introduced. This
is followed by a detailed description of the precompiler in Section 4. In Section 5
first experimental results are presented. The paper concludes in Section 6 with
a short summary and several future directions.

2 Related Work

Earlier techniques for cache prefetching are simple, where a prefetch is always is-
sued to the next cache block [13] or several consecutive blocks [7]. This approach
is still used by processor-associated prefetching, e.g. Pentium 4, for a straight-
forward implementation. However, due to its inefficiency current research work
focuses on prefetching with access pattern like stride and linked memory refer-
ences. Hardware-based prefetches often use a specific hardware component to
trace repeated execution of a particular memory instruction and detect thereby
reference strides, while software approaches usually rely on a compiler to analyze
array references in program loops.

Baer and Chen [1] deployed a hardware function unit with the basic idea of
keeping track of access patterns in a Reference Prediction Table (RPT). This
RPT stores the last known strides. Prefetches are issued when the strides between
the last three memory addresses of a memory reference instruction are the same.

Another hardware-based prefetching applies the Markov predictor [6] that
remembers past sequences of cache misses. When a miss is found which matches
a miss in the sequence, prefetches for the subsequent misses in the sequence are
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issued. The advantage of this approach is to be able to prefetch any sequence of
memory references as long as it has been observed once.

The converse approach is software-based prefetching, in which access patterns
are usually discovered by compilers. Luk and Mowry [9] use a compiler to detect
linked memory references. Since addresses are not known at compile time, the
compiler observes data structures containing an element that points to some
other or the same data structure. Inagaki et al. [4] also uses profiling to guide
compilers to perform stride prefetching. They proposed a profiling algorithm
capable of detecting both inter- and intra-iteration stride patterns. This is a
kind of partial interpretation technique and only dynamic compiler can perform
such profiling. The profile information is gathered during the compiling process.
The algorithm is evaluated with a Java just-in-time compiler and experimental
results show an up to 25.1% speedup with standard benchmarks.

In summary, for detecting access patterns hardware approaches can take ad-
vantage of the runtime information but do not know the references in the future.
In addition, they need specific support of hardware components and can hence
not be commonly applied. Software prefetching is general and more accurate,
however, the accuracy can only be achieved by compiler techniques in combina-
tion with runtime profiling.

We deploy a straightforward approach to achieve the access patterns. This is
a separate analysis tool which has not to be integrated into modern sophisti-
cated compilers. Since the analysis is based on memory references performed at
the runtime, the accuracy of the access pattern can be guaranteed. More impor-
tantly, the tool can find all strides associated either with arrays or linked memory
references. Additionally, this analysis tool delivers access sequences that are a
number of references targeting different addresses but frequently issued succes-
sively. Clearly, this information also specifies the prefetch targets.

3 Pattern Acquisition

As mentioned, the information for our guided prefetching is directly acquired
from the runtime references. For this, we developed a pattern analysis tool which
is based on a code instrumentor.

3.1 Code Instrumentation for Access Trace

The instrumentor is an altered version of an existing one called Doctor. Doctor
is originally developed as a part of Augmint [11], a multiprocessor simulation
toolkit for Intel x86 architectures. It is designed to augment assembly codes
with instrumentation instructions that generate memory access events. For every
memory reference, Doctor inserts code to pass the accessed address, its size, and
the issuing process to the simulation subsystem of Augmint.

We modified Doctor in order to achieve an individual instrumentor indepen-
dent of the simulation environment. The main contribution is to remove from
Doctor the function calls to Augmint. For example, Doctor relies on Augmint to
acquire the process/thread identifier of the observed memory access. Within the
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modified version, we use the pthread library to obtain this parameter. Hence,
the new instrumentor is capable of generating memory access traces for multi-
threading programs based on the pthread library, like the OpenMP applications.

This instrumentation results in the recording of each memory reference at
runtime. Besides the access address and the thread ID, we also store the position
in the source code for each access. This information is needed to map the accesses
to the source code and further to correctly insert prefetching instructions in it.
For a realistic application, the trace file could be rather large. It is possible to
use specific strategy, such as lossy tracing [10], to reduce the size of the trace
file, however, for the accuracy of the analysis results, needed for the guided
prefetching, a full trace is essential. In this case, we store the access records in
a binary format and additionally develop a tool for transforming the binaries
to the ASCII form if needed. This scheme also reduces the runtime overhead
introduced by the instrumentation.

3.2 Affinity Analysis

For acquiring access patterns we developed an analysis tool [14] which currently
detects both access chain and access stride. The former is a group of accesses that
repeatedly occur together but target on different memory locations. An example is
the successive access to the same component of different instances of a struct. It is
clear that this information directly shows the next requested data which is actually
the prefetching target. The latter is the stride between accesses to the elements of
an array. Similarly, this information also indicates which data is next needed.

For detecting address chains the analysis tool deploys Teiresias [12], an algo-
rithm often used for pattern recognition in Bioinformatics. For pattern discovery,
the algorithmfirstperformsa scan/extensionphase for generating small patterns of
pre-defined length and occurrence. It then combines those small patterns, with the
feature that the prefix of one pattern is the suffix of the other, into larger ones. For
example, from pattern DFCAPT and APTSE pattern DFCAPTSE is generated.

For detecting access strides the analyzer applies an algorithm similar to that
described in [5]. This algorithm uses a search window to record the difference
between each two references. References with the same difference are combined to
form an access stride in the form of < start address, stride, repeating times >.
For example, a stride < 200, 100, 50 > indicates that starting with the address
200, memory locations with an address difference of 100, e.g. 300, 400, 500 etc.,
are also requested, and this pattern repeats for 50 times.

The detected access patterns are stored in an XML file. Together with each
access chain or stride, the position in the source code is also recorded. This allows
us to track the patterns in the program source and hence to find the location
for inserting prefetching codes.

4 Automatic Prefetching

With the access pattern in hand, we now need a precompiler to generate an
optimized source program with prefetching inserted. This is actually the task of
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a parser. We could directly deploy an existing parser of any compilers and build
the prefetching on top of it, however, theses parsers are usually of the complexity
that is not necessary for this work. In this case, we developed a simple parser
specifically for the purpose of prefetching.

The key technique with the parser is to determine what and where to prefetch.
For the former the access chains and strides clearly give the answer. However,
the access patterns are provided in virtual addresses, while the parser works with
variables. Therefore, an additional component was implemented for the goal of
transforming the addresses in the pattern to the corresponding data structures
in the program.

Previously, we relied on specific macros to register variables and generate a
mapping table at the runtime, but currently we obtain the mapping table auto-
matically by extracting the static data structure from the debugging information
and instrumenting the malloc calls for dynamic ones.

Based on the variable names, the parser can build the prefetching instructions
like prefetch(p), where p is the variable to prefetch. Nevertheless, for arrays and
linked references such as the struct data structure in C/C++ programs, it must
additionally examine the corresponding code line to acquire other information
about e.g. dimensions of an array.

The other important issue with prefetching is to decide the location where
the prefetching instruction is inserted. This location directly determines the
prefetching efficiency. For example, if the data is loaded into the cache too earlier,
it can be evicted from the cache before it is used. On the other hand, if the
prefetching is not issued early enough, the data is potentially not in cache as the
processor requests it.

However, it is a quite tedious work to accurately compute the prefetching
location. For simplicity, in this initial work we put the prefetching instruction
several iterations before the associated. Users are asked to specify a prefetch
distance, i.e. the expected number of iterations.

Knowing where to prefetch, the parser now has to identify the individual
code line in the program. For this, the source code is scanned and key words
that represent the start or end of a code line, like if, for, and ;, are searched.
Comments and directives for parallelization are removed before the scanning
process for efficiency, but inserted into the resulted program again after this
process.

Overall, based on the parser and other components, an optimized version of
an application is generated with each prefetching instruction corresponding to
a detected access pattern. This new version can be traditionally compiled and
executed on the target architecture supporting software prefetching.

5 Initial Experimental Results

We used several applications to examine the effectiveness of this approach. In
the following, we show two representative results, one achieved with the matrix
multiplication code and the other with a realistic application.
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The matrix multiplication program is used to examine how the prefetch dis-
tance influence the overall performance of an application. As mentioned in the
previous section, we simply place the prefetching instruction several iterations,
specified by the user, before the data is requested.

For this small code, our pattern analyzer found two strides, but no access chains.
Theses strides correspond to both input matrices, A and B, one with an access
stride of 1 (A) and the other of n (B) where n is the length of a matrix row.

Both matrices are prefetched based on the observed strides. We run the pro-
gram on a Pentium 4 machine using different prefetch distances and the execution
time is measured.

Figure 1 shows the experimental results, where the x-axis presents the various
prefetch distance, while the y-axis depicts the improvement which is calculated
with the execution time of the original code divided by that needed for running
the code version with prefetching.
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Fig. 1. Performance change with the prefetch distance (left: prefetching both A and
B, right: prefetching A or B)

Observing the left diagram in the figure, it can be seen that the performance
improvement arises up to a prefetch distance of 8 where the maximum of 20%
is reached, and then decreases. This indicates that with a prefetch distance of
smaller than 8 the data perhaps have not been loaded to the cache. For a larger
prefetch distance, however, some prefetched data have been potentially evicted
from the cache as the processor requests them. Hence, the best prefetch distance
for this code is 8.

For a more detailed insight into the prefetching impact, we additionally mea-
sured the execution time with prefetching only one matrix, either A or B. The
result is depicted in the right diagram of Figure 1.

As expected, matrix B performs well with prefetching and is therefore the
contributor of the performance achieved with the overall program. However,
prefetching A shows a performance lost of about 3%. It can also be observed
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that the prefetch distance does not influence the prefetching efficiency. This is
caused by the fact that Pentium 4 performs hardware prefetching that preloads
the successive data block of the accessed one. In this case, the requested data
are prefetched by the hardware, indicating that our software prefetching is not
necessary, but introduces overhead. For matrix B with a large access stride,
nevertheless, the hardware prefetching is not efficient. In this case, our guided
prefetching shows its power.

Now we observe a realistic application to evaluate the feasibility of this ap-
proach. The chosen application implements a 2D Discrete Wavelet Transform
(DWT) algorithm, which is usually applied for image and video compression.
This algorithm mainly contains two 1D DWT in both directions: horizontal fil-
tering processes the rows followed by vertical filtering processing the columns.
Our pattern analyzer detected strides with the input and out images in both fil-
tering functions. The application is executed on an AMD and a XEON processor
individually. Figure 2 depicts the experimental results, where the x-axis presents
the image size while the y-axis shows the improvement in execution time to the
original code.
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Fig. 2. Performance of the DWT program on different architectures

As can be seen, we achieved peak performance with each image size of a power
of two. This is because the DWT algorithm has data locality problem with theses
image sizes [3]. Hence, the optimization, specifically for improving the cache
performance, shows its effectiveness. Overall, we achieved a performance gain of
up to 18% with this application.

6 Conclusions

In this paper, we proposed a kind of guided prefetching for tackling cache problems.
The prefetching is based on access patterns acquired by a self-developed analysis
tool. Initial experimental results show a speedup of up to 20% in execution time.
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However, in this prototypical implementation we have not deployed heuristics
for computing the accurate prefetching position. This will be done in the next
step of this research work. In addition, we intend to discover other access patterns
that could be used for choosing the prefetch targets.
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Abstract. Using the Eclipse platform we have provided a centralized re-
source and unified user interface for the encapsulation of existing
command-line based performance analysis tools. In this paper we de-
scribe the user-definable tool workflow system provided by this perfor-
mance framework. We discuss the framework’s implementation and the
rationale for its design. A use case featuring the TAU performance anal-
ysis system demonstrates the utility of the workflow system with respect
to conventional performance analysis procedures.

1 Introduction

Performance analysis is an important component of software development, es-
pecially in high performance and parallel computing. With the proliferation of
multicore systems and the growing reliance upon parallel computing in science
and industry, the number of programmers who need to analyze and optimize
application performance as a matter of course is likely to increase.

Collecting performance data can be a complicated and time consuming un-
dertaking. Depending on the performance metrics one intends to collect and the
tools employed the steps may include source level instrumentation, compilation
with performance tool specific compilers or options, execution with performance
tool specific options or composed with a data collection tool, data collection,
storage, analysis, format conversion and visualization. It often requires knowl-
edge of several distinct tools to effectively perform even a subset of these tasks.
This must be accomplished and any technical hurdles must be overcome before
the true goal of performance analysis, actually using collected performance data
to improve the efficiency of an application, can be pursued.

Because performance analysis tools are usually command-line based, multi-step
performance analysis procedures are generally either done by hand or performed
with scripts. Such scripts are invariably specific to the tools being used and some-
times even the application being analyzed. In any case, managing performance
tool inter-operation is left to the end user. Expertise in the use of individual tools
and the collective use of multiple tools must be developed individually, or obtained
via documentation rather than any easily deployable programmatic means.

In more conventional venues of software development the Integrated Develop-
ment Environment has found favor for its productivity enhancing features. Few
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IDEs offer significant support for the development of high performance appli-
cations. Where IDEs do offer performance analysis solutions, they are typically
unique to the IDE in question. If other tools are required the user must return
to the command line or resort to manual data manipulation.

The performance analysis framework for Eclipse attempts to address these
difficulties by providing an extensible, modular, general system for defining per-
formance analysis workflows. Workflow systems have been shown to increase effi-
ciency and ease of use for complex computational activities composed of discrete
steps [6]. With the growing complexity of and need for performance analysis, the
benefits of workflow techniques seem quite applicable. The expertise required to
perform a given performance analysis task or series of tasks can be encapsulated
in a workflow definition for easy distribution and deployment. So long as the
necessary tools are available on the system, the user need only select the desired
workflow and set any necessary starting parameters.

The performance analysis framework we have developed offers a modular,
extensible solution to the problem of performance analysis in IDEs by encapsu-
lating existing command line based tools. In addition to the basic requirement
of offering performance analysis tool functionality, it allows tools to be linked to-
gether in a workflow of performance analysis steps. The components comprising
this system and the steps that led to its development are described below.

2 Eclipse

The Eclipse integrated development environment [3] began as a platform for the
development of Java applications. In recent years its functionality has expanded
to support multiple languages and programming paradigms. The C/C++ De-
velopment Tools (CDT) [2] and Photran [14] projects provide functionality for
C/C++ and Fortran development, respectively. The Parallel Tools Platform
(PTP) [7] project extends the capabilities of the CDT and Photran by offering
parallel development, launch and debugging. These tools make Eclipse a promis-
ing means of enhancing traditional command line tools with IDE based develop-
ment techniques in high performance computing. However, the requirements of
high performance computing extend beyond the productivity-improving features
of a standard IDE.

The tools available for performance analysis and the breadth of features that
they cover make development of new tools specifically for a given IDE a difficult
task. This is further complicated by the fact that most parallel application devel-
opers are already accustomed to some set of tools and development procedures
available on the command line. Those who take the first steps toward IDE based
parallel application development may find the productivity gains provided by
the IDE significantly curtailed if they are faced with unfamiliar or incomplete
tools. The solution to this problem is to wrap the IDE around existing tools,
fully exposing their capabilities in the GUI. By making performance tools avail-
able within Eclipse we not only simplify their usage, often the tools incorporated
into the environment are made more usable than in their initial command-line
based incarnations.
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The performance analysis framework required a set of general, modular com-
ponents that could be combined to allow any command-line based performance
analysis tool to be incorporated. The movement of other projects toward sup-
porting parallel application development on the Eclipse platform and the plat-
form’s modularity and extensibility makes it an ideal focus for this work.

3 TAU

The performance analysis framework was initially created to add support for
the TAU (Tuning and Analysis Utilities) [8][10]. Like many other performance
analysis systems TAU is primarily oriented toward usage on the command line.
It supports numerous platforms and parallel programming paradigms including
MPI and OpenMP. Its data collection options include tracing, profiling, call-path
profiling, hardware counter data collection and inter-operation with various other
performance analysis systems.

The performance data produced by TAU can be broadly classified as either
trace output or profile output. Depending on TAU’s configuration one or both
types of data may be generated in any of several formats. TAU provides several
performance analysis tools, including ParaProf [1], a scalable graphical profile
analysis tool. It also provides support for database management of performance
profiles via the PerfDMF [4] database system.

TAU’s flexibility necessitates some complexity in deployment. A new config-
uration must be created for each combination of performance analysis options
to be used. In most cases the application to be analyzed must be instrumented
with TAU API calls and linked with the appropriate TAU library.

The use of TAU is greatly simplified by the use of the Performance Database
Toolkit (PDT) [5] and TAU’s compiler wrapper scripts. PDT enables automatic
parsing and instrumentation of a project’s source code, using selective instru-
mentation if necessary. TAU’s compiler wrapper scripts automatically include
the necessary invocations of PDT and modifications to the compilation com-
mand to include TAU libraries. Collecting performance data can be as simple
as replacing the default compiler command with the TAU compiler script in a
project’s makefile and specifying the desired compiler and environmental op-
tions. However, once the raw performance data has been collected there are still
numerous paths to be taken in manipulation and analysis of that data.

4 The TAU Plug-In

The most fundamental way to use TAU in conjunction with Eclipse is to replace
the default compilers used by Eclipse’s build system with the TAU compiler
scripts. Although this can be done manually, the numerous options and features
available to TAU at compile time must still be known to the user to be invoked.
Furthermore the process of adjusting analysis parameters and rebuilding the
application when different performance analysis data are desired still necessitates
manual string editing. Manually collecting performance data with TAU in Eclipse



Performance Tool Workflows 279

Fig. 1. TAU Compiler Option Selection

is no more difficult than typical command-line based usage. The same generally
applies to other performance tools that one might attempt to deploy in Eclipse.
There is clear room for improvement.

The core of the TAU plug-in for Eclipse [9] allows the user to select a TAU con-
figuration graphically. The visual exposure and online documentation of TAU’s
performance data collection options and the easy selection of those options within
the Eclipse environment (Fig. 1) makes the plug-in a significant improvement
over manual inclusion of TAU in the build configuration.

The TAU plug-in also provides options for automatically storing generated
profile data and viewing that data in the ParaProf profile analysis tool. In effect,
it provides a single, static workflow using a pre-set series of tools.

5 The Performance Framework

The development of the TAU plug-in and subsequent refactorings and optimiza-
tions resulted in a modular set of routines for the invocation of tools at various
stages of the Eclipse build and launch procedures. It also resulted in the creation
of a dynamic UI generator which can read user specified option definitions and
create a corresponding set of options in Eclipse’s user interface. Once defined,
these options are automatically applied to the relevant build or launch steps.

Though these components had been directed toward the use of TAU in Eclipse,
many of their capabilities are just as easily applied to other performance analysis
tools. The TAU specific elements of the core plug-ins amounted to the strings
defining the compiler and option names and the logic specific to TAU configura-
tion and option selection. Rather than require other tool developers to develop
their own Eclipse plug-ins, we determined to extend the TAU plug-ins to support
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essentially arbitrary series of commands which could be assembled for any given
tool without significant knowledge of Eclipse plug-in development.

Converting the plug-in to a system capable of dynamic command specification
was not a trivial undertaking. The parameters of a selected tool workflow needed
to be associated with data structures that could efficiently propagate through
each stage of performance data generation and analysis. Furthermore, the in-
ternal representations of tool specific configurations had to support essentially
arbitrary combinations of commands and parameters. Fortunately, the highly
modular implementation of the performance framework makes it fairly simple
to add new functionality or extend the workflow definition format should an
analysis tool with an unsupported interface be discovered.

6 Performance Analysis Workflow

There are two essential goals of the workflow definition format. The first is to
grant flexibility to tool developers to integrate their tools into Eclipse without
the need to modify their tools or to devote a great deal of time to learning Eclipse
plug-in development. The second is to grant performance tool users the ability
to easily configure and deploy project-specific performance analysis capabilities
within Eclipse with a relatively small investment of time and effort.

Fig. 2. A General Performance Analysis Workflow

The performance workflows are defined in an XML document stored outside
of the Eclipse workspace. This document may contain an arbitrary number of
individual workflow definitions. Workflow definitions are broken down into com-
pilation, execution and analysis phases (Fig. 2). A single workflow may consist of
several tools. By composing performance data collection and analysis tools it is
possible to produce an instrumented program, execute that program, collect the
performance data and display that data in the chosen performance data viewer
with a single mouse click.
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6.1 Compilation

The compilation phase definition specifies compilers and compiler arguments to
be used by the Eclipse build system. This is primarily useful for performance
tools that require recompilation of the program for instrumentation. Typically
this section will include specification of a compiler, often a compiler wrapper
script associated with the performance tool, and any relevant arguments. The
arguments specified in the tool definition will be combined with any arguments
provided by the build configuration selected for the build process.

Workflows that define a compilation phase require the user to select a build con-
figuration rather than an existing executable file in Eclipse’s launch configuration.
The selected build configuration us used as the basis for the construction of the
new executable. The user interface adjusts for the selection of an executable or a
build configuration depending on the requirements of the selected workflow.

The default behavior of the performance plug-ins, when recompilation is de-
fined in the workflow, is to compile and execute the program and then run any
specified analysis tools once data generation is complete. However the execu-
tion phase may be disabled, for example if the user intends to run the compiled
program outside of Eclipse.

6.2 Execution

The execution phase accommodates the use of tools that prepend the project’s
compiled executable. This element was intended to support performance tools
such as perfsuite’s psrun [13]. However, it has also proven useful for composing
applications for more general purposes. The ability to define a tool configuration
that automatically runs a compiled application with mpirun, for example, has
proven useful on systems where the PTP is unavailable. The composition of
multiple applications in the launch phase is supported. A typical use of this
capability is to initiate a parallel launch of an application using mpirun composed
with an analysis tool.

Unlike most of the other workflow components, the modifications to the stan-
dard launch system for the execution phase to support arbitrary tools were
almost entirely independent of the work done to support TAU. TAU itself does
not make use of composed executable launching. Additionally, unlike modify-
ing the build configuration system, manually arranging a composed executable
launch in Eclipse is not a straightforward process.

6.3 Analysis

The analysis phase is initiated after execution. It consists of a series of commands
and their arguments to be run in sequence. Information on the output of the
workflow’s performance tool is used to pass performance data to the specified
post-processing, data-management or visualization applications. Additionally,
the output of one application can be directed as an argument to another. The
flexibility of the tool definitions available in the analysis phase allow a great deal
of creativity in its use by tool developers and users.
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It is difficult to dynamically capture the output of the executed program for
use in a given analysis-phase application. In some cases the names of generated
performance files can not be predicted. Presently it is necessary specify the output
to be accessed in the tool definition on a per-application basis. Eventually it should
be possible to specify this dynamically from within the launch configuration.

7 Use Cases

The large number of performance tools and the varied capabilities of each tool
presents a vast number of combinations which can be difficult to wade through for
those who simply want to collect performance data and optimize their software
without focusing on the technical details of performance analysis. Even when
the procedure is straightforward, undertaking a multi-step performance analysis
workflow manually can be time consuming. The use cases presented here provide
some insight into the utility of performance analysis workflows.

7.1 TAU

A common use case for the TAU performance analysis system calls for gener-
ation of trace and profile data for a given application. The trace data is then
merged, converted into a trace format associated with a particular trace viewer
and analyzed in that trace viewer. The profile data is stored in a database and
viewed in ParaProf.

The individual steps are relatively simple once one becomes familiar with the
various tools involved. However, even with expertise in the various tools, the
procedure is still time consuming. To get from compilation to data visualization
as rapidly as possible, it is necessary to observe each of the individual steps and
initiate the next as soon as the previous is complete.

A workflow defined in the performance analysis framework makes this pro-
cedure much more straightforward. After selecting the relevant TAU workflow
(Fig. 3) it is still necessary to select a TAU configuration and specify any com-
pilation or execution specific options. However the user interface provided for
these options require only introductory knowledge of TAU’s capabilities.

With the relevant options selected the performance workflow may be launched.
The application will be recompiled with TAU’s compiler wrapper scripts, au-
tomatically generating instrumented source and linking it with the relevant
libraries. It bears note that for a tool lacking automatic instrumentation ca-
pabilities instrumentation may still need to be performed manually.

The TAU-instrumented executable will be launched immediately with any
parameters specified in the Eclipse launch configuration, in addition to those
provided by the TAU configuration interface. Depending on the type of TAU
configuration specified trace and/or profile data may be produced along with
any output normally generated by the program being analyzed.

By default, profile data will be uploaded to a user-specified PerfDMF database
if one is available. The ParaProf profile analysis tool will be launched on the pro-
file data stored within the database. The profile files are deleted if the database
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Fig. 3. A Workflow for a Common TAU Use Case

upload is successful, otherwise they are placed in a local directory identified by
the launch configuration name and timestamp. The logic for these operations is
coded directly into the performance framework. This behavior is left from the
original TAU specific plug-in. However a similar series of analysis steps could
easily be specified using the workflow definition system.

Trace data manipulation was not supported directly in the TAU specific iter-
ation of the plug-in. In this workflow trace management consists of the following
steps. First tau_treemerge.pl is called to merge tracefiles from multiple pro-
cesses. tau2slog2 is then called on the merged trace output to produce a .slog2
file. Finally, to display the trace Jumpshot is called on the .slog2 file.

Once a launch configuration is configured with the desired workflow and the
relevant performance collection and application options are specified it will per-
sist within the Eclipse workspace. Changes to the source code or the launch
parameters can be tested immediately with minimal oversight by the user.

7.2 Valgrind

A relatively simple workflow using a tool quite different from TAU involves the
use of the memory analysis tool valgrind [12]. A valgrind workflow requires only
the specification of the valgrind executable in the execution phase, along with
any desired options.

When this workflow is selected in the launch configuration no other modifica-
tions are necessary. The executable of the selected project will be composed with
valgrind and any options defined in the workflow. The launch will then proceed
normally. The output from valgrind will be displayed in Eclipse’s console view
unless different output behavior for valgrind is specified in the workflow.

8 Future Work

As of this writing, some of the performance framework’s more advanced capabil-
ities are still somewhat limited to supporting TAU. One priority is extending the
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selective instrumentation capabilities of the system to support the various selec-
tive instrumentation schemes of alternative performance analysis tools. A related
goal is to support the selection tool options usable by multiple tools, such as PAPI
hardware counters [11], for tools other than TAU using a single interface.

Currently the analysis tools are only invoked after an execution phase has
completed. Although this covers the most typical use cases, it may be useful to
initiate an analysis workflow on performance data already present on the file-
system. Support for analysis-only operations is a priority, though the interface
for this feature is not likely to be an extension of the launch configuration.

Presently the workflow definition format only allows for linear workflows using
some combination of compilation, execution and analysis commands. Soon, the
modular nature of the workflow components will allow the addition of some
logical elements to the workflow system. For example, rather than terminate at
the end of the analysis phase, data collected in analysis could be evaluated and
the compilation and execution phases repeated with modified parameters until
a certain set of conditions is met. This will be useful for performance analysis
procedures that require iterative data collection. The initial implementation of
this capability will likely be to facilitate performance scalability testing.

Ultimately we hope to provide a means of visually defining and modifying
tool workflows within Eclipse. This will remove the need for users or developers
to interact with the tool definition XML file and make the full capabilities of the
workflow system more accessible and obvious.

9 Conclusion

By providing a general framework for performance analysis in a popular IDE
we hope to simplify the process of performance analysis just as IDEs have as-
sisted with simplifying other aspects of the software development cycle. Ideally
this work can benefit not only existing software developers, but will also be of
use to newcomers to high performance software engineering who may be more
accustomed to IDE-based software development.

Perhaps more importantly, we have created a means for expert users to en-
capsulate their expertise in a programmatic way. A given series of performance
analysis operations can be defined as a workflow by a tool developer or advanced
user. This can then be made available to others who desire the final output of
the potentially complex performance analysis procedure, but have no desire to
engage in the manual, multi-step process every time they need to collect the
data from their application.
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1   Motivation 

Computational Science techniques are increasingly being applied in both research 
institutions and industry to for example, financial applications, bioinformatics appli-
cations, physical applications, data mining applications based on grid or clusters etc. 
As with other disciplines there are specific issues when planning and developing such 
applications. For example, those applications are generally distributed and based upon 
Grid environments or clusters with specific management and planning issues, design, 
testing, etc.  

This workshop was created with the intention of analysing software engineering is-
sues specific to these types of applications such as adaptation of processes for, plan-
ning, management, verification and validation, testing, quality measurement, etc.  

Also, there is also a motivation for further research on the other direction, i.e., the 
application of computational intelligence techniques to software engineering issues as 
a result of the creation of large metrics databases collected from software projects. 
Examples of computational techniques applied to Software Engineering include ge-
netic algorithms, Bayesian networks, system dynamics, visualization, search based 
software engineering etc. Many emergent issues are subject to research efforts com-
bining both computational techniques and Software Engineering.  

2   Topics of Interest and Objectives 

Therefore, topics of interest of this workshop included:  

• Software processes for computational science applications  
• Analysis and development of computational applications  
• Testing of computational applications  
• Computational intelligence techniques applied to software engineering  
• Mining software engineering repositories  
• Management issues for handling large amount of data  
• Execution of data mining algorithms on grid and cluster environments  
• Etc.  
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And the objectives included: 

• To bring together researchers and practitioners from computational science 
and software engineers backgrounds  

• To steer discussion and debate on various aspects and issues related to soft-
ware engineering processes when applied to computational problems  

• How to apply software engineering techniques to computational intelligence 
problems  

• To open research directions that are deemed essential by the researchers in 
the field and industry  

 

The 9 selected papers out of the 19 submitted cover these topics from both points 
of view, i.e., software engineering issues for large scale applications and using com-
putational science for helping with software engineering issues. 
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Abstract. An application of a method of test case generation for scientific 
computational software is presented. NEWTRNX, neutron transport software 
being developed at Oak Ridge National Laboratory, is treated as a case study. A 
model of dependencies between input parameters of NEWTRNX is created. 
Results of NEWTRNX model analysis and test case generation are evaluated. 

1   Introduction 

Testing scientific computational software has been the subject of research for many 
years (see, for example, [3, 4, 6, 7]). Because of the increase in size and complexity of 
such software, automation of scientific software testing is very important. A part of 
this task is test case selection from a large input space.  

For test automation, model-based approaches are most effective. In particular, we use 
Markov chain models to support automated statistical testing [13, 14]. The method and 
tools were initially applied to systems where sequences of discrete stimuli cause software 
responses and changes in the state of use. However, the behavior of computational 
software is more typically a function of a large multi-parameter static input space rather 
than sequences of discrete stimuli. Often all input parameters are entered as a batch, and 
then the software computes results with no further interaction with users. 

Although other testing methods (combinatorial testing [2, 5], etc.) are applicable to 
this problem, they are not as directly supportive of automated testing as the method 
based on directed graphs and Markov chains. We considered this problem in [12] 
where a method based on dependency relations encoded into Markov chain models 
was described. When mutual dependencies limit the set of valid input combinations, 
the method captures only the valid combinations. In this paper, we consider an 
application of this method to scientific software1. The case study is NEWTRNX [1] – a 
neutron transport simulation developed at Oak Ridge National Laboratory (ORNL)2.  
                                                           
1 This research is supported by the University of Tennessee Computational Science Initiative in 

collaboration with the Computing and Computational Sciences Directorate of Oak Ridge 
National Laboratory. 

2 Research sponsored by the Laboratory Directed Research and Development Program of Oak 
Ridge National Laboratory (ORNL), managed by UT-Battelle, LLC for the U. S. Department 
of Energy under Contract No. DE-AC05-00OR22725. 
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For NEWTRNX, as in most multiphysics simulations, the large number of input 
parameters and values makes manually selecting an arguably sufficient set of test 
cases very challenging. As a first step towards test automation, a model of 
dependencies among NEWTRNX input parameters is created. Then special tools can 
be used to generate test cases automatically from the model. In our test automation, 
we used JUMBL [10] – the J Usage Model Builder Library developed in the Software 
Quality Research Laboratory (SQRL) at the University of Tennessee.  

Sec. 2 presents a brief review of the method for modeling the input space. In Sec. 3, 
we describe the neutron transport software in very general terms. In Sec. 4, we apply 
our method to this specific case to create a model of dependencies among NEWTRNX 
input parameters. Sec. 5 contains results of model analysis and test case generation for 
the model from Sec. 4, using the JUMBL. Conclusions are discussed in Sect. 6. 

2   Modeling Input Space for Software Test Case Generation 

Modeling an input space for the purpose of test case generation was presented in [11] 
for independent input parameters and in [12] for the situations when dependencies 
between input parameters exist. The basis of the method is representation of the input 
space as a directed graph, where nodes represent input parameters and incoming arcs 
represent specific values of the parameters. Any path through the graph (a sequence 
of arcs) corresponds to a test case, so the graph can be used as a model for test case 
generation. 

From a usage point of view, there is some probability (relative frequency) that the 
parameter will have a particular value. We associate these probabilities with 
corresponding arcs of the graph, creating a probability distribution over the exit arcs 
of each node. This creates a model which satisfies the probability law of Markov 
chains, allowing analysis of the testing process via well-known mathematical 
techniques and software.  

Input space modeling can be illustrated with the following small example. 
Consider a system with three input parameters i1, i2, and i3, which can take the 
following values: 

 - i1∈{1, 2, 7, 9} 
 - i2∈{2, 5, 8} 
 - i3∈{3, 6, 9} 

If these parameters are independent, then all combinations are possible. One model of 
the input space for this situation is shown in Fig. 1. 

Enter i1 i2 i3

1

7

9

2

5

8

3

6

9

Exit

2

 

Fig. 1. Model for independent parameters 



 Modeling Input Space for Testing Scientific Computational Software: A Case Study 293 

When dependencies among parameters exist, we modify the model by splitting 
nodes and merging nodes [12]. Splitting nodes is used for a dependency between two 
parameters. For example, consider the following dependency between i2 and i3:   P1(i2) 
⇒ i3=6, where P1(i2) is the characteristic predicate for set {2, 8}. In other words, if i2 
takes value 2 or value 8, then i3 shall take only the value 6. To encode this 
dependency, we split i2 node into to nodes: (i2, P1) and (i2, P2), as shown in Fig. 2, 
where P2 is the characteristic predicate for set {5}. The model in Fig. 2 now satisfies 
the Markov probability law. The model can then be analyzed as a Markov chain and 
used for test case generation.  

Enter i1

i2, P1

i3

1

7

9

2

8
6

6

3
Exit

2

i2, P2

5

9

 

Fig. 2. Model of dependency between i2 and i3 

Merging nodes is used for dependencies among several parameters. For example, 
suppose the pair (i2, i3) is dependent on i1:  

 - P3(i1) ⇒ (i2, i3)∈{(5, 9), (8, 3), (8, 9)}, where P3(i1) is the characteristic predicate 
for set {2, 9}. 

 - P4(i1) ⇒ (i2, i3)∈{(2, 3), (2, 6), (2, 9), (5, 3), (5, 6), (8, 6)}, where P4(i1) is the 
characteristic predicate for set {1, 7}. 

 

This dependency can be modeled in three steps (Fig. 3): 

 - Creating a new derived parameter (i2, i3) by merging parameters i2 and i3, 
 - Splitting parameter i1 according to predicates P3 and P4, 
 - Establishing arcs between i1 and (i2, i3) based on the possible values of (i2, i3).  

Enter

i1, P3

(i2, i3)1

7

9

(5,9)

(8,3)

(8,9)

Exit

2

i1, P4

(2,3)
(2,6)
(2,9)
(5,3)

(5,6)
(8,6)  

Fig. 3. Model of the dependency between i1 and (i2, i3) 
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Detailed information about this method, including the application of the method to 
different types of dependencies, results of test case generation, and more examples 
can be found in [12]. The purpose of the current paper is to apply this approach to an 
existing computational science software application.  

3   A Case Study: Neutron Transport Software (NEWTRNX) 

The NEWTRNX transport solver [1] was developed at ORNL to provide proof-of-
principle software for high-fidelity modeling of nuclear fission energy systems. The 
primary function of the solver is to provide the heat generation distribution of 
neutrons. 

Realistic nuclear reactor simulation is important because it requires an accurate 
understanding of the interactions of multi-scale, multi-physics phenomena through 
complex models that may only be tractable with leadership-class computing facilities. 
The distribution of neutrons within the nuclear vessel is described by the seven-
dimensional isotropic source-driven or forward eigenvalue neutral-particle Boltzmann 
transport equation (equations 1-3) [8], where the fundamental unknown, ψ , is the 

time-dependent space-velocity distribution of neutrons in the system.   

  00

00

00 0

1 1

4 1

pP
p pq

s pq

p q p

t
pP

p pq

s pq f

p q p

dE Y Q isotropic

v t
dE Y dE forward

k

σ φ
ψ

ψ σ ψ
π

σ φ σ φ

∞

= =−

∞ ∞

= =−

′ +
∂

+ Ω • ∇ + =
∂

′ ′+

⎧ ⎫
⎪ ⎪⎪ ⎪
⎨ ⎬

⎡ ⎤⎪ ⎪
⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭

∑ ∑∫

∑ ∑∫ ∫
   (1) 

                     ( ) ( )
4

*

0

, , ,pq

pq
d r E t Y

π

φ ψ′ ′ ′ ′= Ω Ω Ω∫                                                       (2) 

       

( ) ( )

( )
( )
( )
( )

( , , )

, ,

, , , " "

, , " "

, ,

, ,

pq th

t

p th

s

r space x y z

E velocity energy of the neutron direction of travel

r E t angular flux

r E t pq angular moment of the angular flux

r E t total cross section

r E E t p harmonic moment of the scattering cr

ψ

φ

σ

σ

=

Ω =

Ω =

′ =

=

′ → =

( )
( )

( )
( )

( )

, ,

, , ,

f

th

pq

oss section

r E E t energy distribution of fission cross section

Y pq spherical harmonic moment

v E speed of the neutron

Q r E t external source of neutrons

k largest eigenvalue real and positive

σ ′ → =

Ω =

=

Ω =

=

                       (3) 



 Modeling Input Space for Testing Scientific Computational Software: A Case Study 295 

Solving for the space-velocity distribution for even simple geometries requires a 
large number of degrees of freedom (dof) for an accurate solution (traditionally 109 
dof per time-step for small single-processor calculations). To solve the equation, the 
direction of neutron travel is discretized into a set of uncoupled discrete-ordinate 
directions for a given neutron energy.  Similarly, the energy (speed) of the neutron 
utilizes a piecewise-constant (“multigroup”) discretization.  This leads to a multi-level 
iterative solver where “outer” iterations solve for the coupling of the energy terms for 
all space and angular moments and “inner” iterations solve for the coupling of all 
directions for a given energy “group” [8].  

There are various methods to solve the inner and outer iterations, as well as 
possible communications strategies. Many of these options are dependent on other 
options. For example, there are many ways to choose the discrete-ordinate directions, 
such as a 3d level-symmetric or a 2d/1d product quadrature set [8]. The type of 
quadrature set and number of directions constrain the number of angular moments 
that can be accurately computed.  This leads to a large and inter-dependent input 
space that must be regularly tested for robustness and accuracy. This testing task 
necessitates automation.  

4   Modeling Dependencies Among Input Parameters of 
NEWTRNX 

One important aspect of NEWTRNX is the ability to specify different problem 
definitions and various mathematical methods for solving each defined problem.  It 
allows the user to choose various input options by setting values of the following 
input parameters: 

  - mode - type of the problem (isotropic or forward) 
  - nSpherical - number of harmonics moments used to represent the  

anisotropic scattering source 
  - quadrature - type of quadrature set utilized (level-symmetric or product) 
  - nSn - level-symmetric quadrature set order (even numbers) 
  - nAziProd - azimuthal (2d) portion of the product quadrature set 
  - npolar - polar (1d) portion of the product quadrature set (3d is the product of  

nAziProd and npolar) 
The parameters mode and nSpherical can be assigned their values 

independently, but there are dependencies between quadrature and other 
parameters: 
    - If quadrature equals symmetric, then parameter nSn is used and 

nAziProd and npolar are not used. 
    - If quadrature equals product, then parameters npolar and nAziProd 

are used but nSn is not used. 

To reflect this dependency, we split parameter quadrature into two nodes, as 
described in Sec. 3.1. The structure of the dependency is presented in Fig. 4 (values of 
the parameters are not shown). 
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nSpherical

quadrature
=product

Exit

quadrature
=symmetric nSn

npolar nAziProd

 

Fig. 4. Structure of the dependency among quadrature and nSn, nAziProd, npolar 

The dependency among nSpherical, nSn, nAziProd, and npolar is shown in Table 1. 
The left column contains all possible values of nSpherical, and the other columns contain 
corresponding values of nSn, nAziProd, and npolar for every value of nSpherical. 

Table 1. Dependency among nSpherical and nSn, nAziProd and npolar 

nSpherical nSn 

{0, 1} 
{2, 4, 6, 8, 10, 12, 

14, 16} 
{2} {6, 8, 10, 12, 14, 16} 
{3} {10, 12, 14, 16} 
{4} {14, 16} 
{5} - 

nSpherical npolar nAziProd 

{0, 1} 
{1, 2, 3, 
4, 5, 6} 

{1, 2, 3, 4, 
5,…, 12} 

{2, 3} 
{2, 3, 4, 

5, 6} 
{2, 3, 4, 
5,…, 12} 

{4, 5} 
{3, 4, 5, 

6} 
{3, 4, 5,…, 

12} 
 

Five different groups of values of nSpherical correspond to only four groups of 
values of nSn and to three groups of values of nAziProd and npolar. To reflect 
this, we split the node for nSpherical into five different nodes (Fig. 5). Then for 
each of these five nodes, we reflect the dependency on quadrature by splitting the 
node for quadrature into two nodes.  

The model in Fig. 5 shows all dependencies between pairs of NEWTRNX input 
parameters and can be used for test case generation. Note that the model contains only 
necessary states (five for nSpherical, four for nSn, and three for nAziProd and 
npolar). 

5   Test Case Generation for NEWTRNX 

The model in Fig. 5 is a Markov chain model of valid input parameter combinations. 
We use the JUMBL [10] for the following tasks: 

 - Analysis of the Markov chain model. 
 - Test case generation based on the model. 
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To define a model for input to the JUMBL, the model is described in The Model 
Language (TML [9]). First the JUMBL is used to check logical consistency of the 
model and then to produce a model analysis report.  General information includes 
numbers of nodes, arcs, stimuli, etc., as shown in Fig. 6 for the NEWTRNX model. 
Detailed information includes long run model statistics for nodes, arcs, and stimuli. 
Of particular interest are statistics for stimuli (Fig. 7) because they directly describe 
the long run use of different input values represented by the model. 

Here “occupancy” is the number of occurrences of a given value (stimulus) divided 
by the total number of stimuli occurrences. “Mean occurrence” is the average number 
of times the specific value occurs in a single test case.  
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Fig. 5. Dependencies between input parameters of NEWTRNX 
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Fig. 6.  NEWTRNX model statistics (fragment from JUMBL output) 

 

Fig. 7. NEWTRNX stimulus statistics (fragment from JUMBL output) 

Table 2. NEWTRNX weighted test cases (fragment) 

N
Probab
ility mode nSphe 

rical 
quadra 
ture nSn npolar nAziProd 

1 0.027 forward 3 symmetric 10 - - 
2 0.027 forward 0 symmetric 10 - - 
3 0.027 forward 1 symmetric 10 - - 
4 0.022 forward 5 product - 3 6 
5 0.022 forward 5 product - 3 3 
6 0.021 forward 0 product - 3 6 
7 0.021 forward 0 product - 3 3 
8 0.021 forward 1 product - 3 6 
9 0.021 forward 1 product - 3 3 
10 0.016 forward 3 product - 3 6 

 

Various types of test cases can be generated from the model including model 
coverage tests, random tests, and weighted tests. Coverage tests are generated as the 
minimal set of test cases that cover every arc in the model. Thus, to cover all arcs in 
the NEWTRNX model, 53 test cases were generated. Random test cases are generated 
according to the probabilities on the arcs. Weighted test cases are those generated in 
order of decreasing probability. For random and weighted tests, the number of test 
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cases can be specified. A separate file is created for every test case. The ten highest 
probability test cases for the NEWTRNX model are shown in Table 2, with their 
individual probabilities of occurrence. Statistics for the 53 coverage tests and the ten 
most likely tests are provided in separate test analysis reports (Fig. 8).  

Random test cases can be generated for reliability estimation. The "optimum" 
reliability represented by a particular set of test cases can be computed prior to test 
execution by assuming that all test cases will be successful. These values can be used 
during test planning for estimation of the required number of test cases. When testing 
is completed and the number of failures is known, operational reliability estimates are 
included in a test analysis report.  

 

Fig. 8. NEWTRNX model test case statistics (fragment from JUMBL output) 

6   Conclusions 

Specification of all valid test cases from a large input space can be a challenging task, 
especially when there are dependencies among input parameters. We have presented a 
method for solving this problem and demonstrated its practical application on the 
neutron transport software tool NEWTRNX.  

The selection of test cases is performed in two steps. First, a Markov chain model 
of the input space is created, reflecting dependencies among input parameters. 
Second, the JUMBL library of software tools is used for model analysis and test case 
generation. Results for NEWTRNX test planning are provided. The case study shows 
the applicability of model-based statistical testing for testing large scientific 
computational software systems. The next phase of this effort will investigate 
methods for automating both test execution and results checking. 
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Abstract. In this paper we investigate the capabilities and shortcomings of 
UML 2 in the field of executable modelling, with special focus on database ap-
plications. As envisioned in the MDA initiative, this sets the challenges like 
achieving platform-independence of the base model, complete specification of 
behaviour in an adequate way and making the model an unambiguous and suit-
able input for model compilers. Additionally, we need to provide sufficiently 
powerful and abstract means of creating expressions over data, so that our plat-
form-independent language is not inferior in that matter compared to database 
query languages known from DBMSs.  

Keywords: Executable Models, Platform Independent Modelling, Database 
Modelling, Database Query Languages, Model Driven Architecture, UML, 
OCL. 

1   Introduction 

The main expectation behind model-driven development based on platform-
independent models (PIMs) is earning more value in the process of model develop-
ment. As far as the idea of Model Driven Architecture (MDA) [3] is considered, this 
leads to the following requirements: 

• Ability to accompany the modelling solution with highly automated means of pro-
ducing executable code. 

• Platform-independence, which isolates the investment made on producing a model, 
against the future changes of the target deployment platform (for example from 
particular solution of data persistence – relational or object database). 

• Representing behaviour inside the model in a form that offers a level of abstraction 
higher than the one anticipated at the target platform code (otherwise the expres-
siveness of the model would be questionable and producing efficient code would 
be problematic). 

                                                           
* Supported by the EC 6-th FP, Project VIDE, IST 033606 STP. 
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• Modelling notions offered to the developer based on existing technologies and 
standards. This is important from the point of view of the cost of adoption, as well 
as because the reuse of existing modelling tools is desirable. 

• All details (e.g. type information) essential for model compilers need to be easily 
available in the model. For example, if one platform-specific programming lan-
guage represents updates of local variables and persistent data uniformly, but on 
the other platform the processing may differ, model should make the distinction 
easily available. In other words, while in the concrete syntax offered to a modeller 
transparency and uniformity are desirable, the amount of information actually re-
corded in the model needs to take into account processing requirements of various 
target platforms and respective model compilers. 

In this paper we describe a solution for creating and executing platform independent 
models based on UML [4] in the field of data intensive applications, being able to 
process large data sets using a higher-level query language. In the rest of this section, 
we discuss model execution. In the second section, we describe a language created for 
purposes of PIM specification, while in the third section we briefly present the IDE 
for this kind of models. 

1.1   Model Execution 

The technology of executable models is originated from the Shlaer-Mellor method 
[6]. According to [2], Executable UML is a profile of UML allowing the developer to 
define the behaviour of a single subject matter in a sufficient detail that it can be exe-
cuted and tested. An executable platform-independent UML model describes only the 
data and the behaviour, without making any platform specific decisions. It does not 
specify organization of data, even an implementation involving classes and objects is 
not necessarily required. An Executable UML model does not define neither system 
distribution nor the number and allocation of separate threads. Each platform calls for 
a different model compiler according to specific organization of hardware and soft-
ware. This covers also the operating system(s) (if any), the programming language(s) 
of the platform and solutions concerning data persistence. Further platform specific 
issues are the approaches to optimization, transaction framing, fault-tolerance and 
more.  

We consider the ability to execute the model to be valuable for the following three 
main purposes: 

• Software construction. Complete platform-independent models can be used to 
produce software for the target platform. That’s where the increased effort on  
creating models is expected to pay with the savings on coding activities at target 
platform. The degree to which this step can be automated depends, among other 
factors, on the complexity of platform-specific technical details.  

• Testing and debugging. Assuming that the model compilers under consideration 
constitute a mature technology (i.e. construction of platform specific artifacts is a 
more or less automated step and is not error prone itself), the burden of assuring 
that software would work according to the developers’ intent is shifted to the PIM 
level.  Hence the need of easily available model execution engine (not necessarily 
the same as the target deployment platform assumed), which could be invoked 
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from the development environment. In this case, the additional challenge (apart 
from just running the model) is allowing its stepwise execution and tracking. 

• Prototyping and validating with final users. In cases when moving from PIM to 
the target code involves significant effort (which – given the complexity and multi-
tiered nature of the technologies used for building typical business applications – 
may be a quite usual situation), it becomes essential to validate models somehow 
before proceeding to platform-specific work. Involvement of the prospective users 
is desirable; however, the model itself can be not comprehensible enough. Hence, 
we assume the need for at least rudimentary means of prototyping the user inter-
face that could cooperate with executable PIMs. 

The above considerations on model execution lead us towards a language that, at least 
from the designer/programmer point of view, resembles typical database program-
ming languages. This means, that although its area of application lies somewhere 
between traditional modelling tools and programming languages, the level of preci-
sion and skills necessary brings the requirement for the developers of programming 
background.  

1.2   A Textual Language for the PIM 

Here an important question arises: why do we need a textual language at all? Textual 
language is necessary to describe precise behaviour of models since visual syntax 
operates on higher level of abstraction and usually leaves many details unspecified. 
Visual programming/modelling is therefore used only for a limited set of program-
ming constructs leaving possibility for programmers/modellers to switch to textual 
syntax any time and complete programming of details.  

There is also no CASE tool currently available that is able to create complete UML 
actions and activities models. Most of them model only selected features of UML 
standard. This selection is arbitrary and different in each tool making them very often 
incompatible.  

Efficient processing of data structures in typical business applications requires 
means of specifying expressions (queries) with similar power to SQL, OQL or 
XMLQuery. Again, a natural choice for this is to adapt an existing OMG standard – 
namely, the OCL (Object Constraint Language). The language is extensible, prepared 
to be used with UML, and the role of “query language” is among the applications 
anticipated by its authors. 

Concluding, our textual VIDE language defines a textual syntax that is human 
readable and similar to other programming languages, supporting necessary UML 
behavioural constructs accompanied with OCL expressions and queries (in this part 
using the standard OCL’s syntax) but used exclusively on PIM level. 

2   A Programming Language Built on UML and OCL 

As stated in OCL 2.0 [5] specification, the main reason for introducing this language 
in UML models is to be able to describe expressions: 

“Object Constraint Language (OCL) is a formal language used to describe expres-
sions on UML models. (…) OCL expressions can be used to specify operations/actions 
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that, when executed, do alter the state of the system. (…) UML modellers can also use 
OCL to specify queries on the UML model, which are completely programming lan-
guage independent.” 

We then might expect, that OCL makes UML a tool not only for modelling but 
also capable of creating platform independent executable models, with behaviour 
specified by OCL and UML. In this section we shall analyze the integration of these 
two standards and try to conclude whether they can be used for real-life business 
database applications development. 

2.1   Responsibilities of the Standards 

It is important to note that not all features of UML and OCL are useful from VIDE PIM 
language’s point of view. If we analyze OCL 2.0 and UML 2.1 standards, we can ob-
serve that their functionality overlaps in many places, for example: we have ReadStruc-
turalFeatureAction in UML and similar PropertyCallExp in OCL, CallOperationAction 
in UML and corresponding OperationCallExp in OCL, etc. To avoid functional and 
semantic inconsistencies, we divided responsibilities between these two languages fol-
lowing a simple rule: OCL is used as a query and expression language to access data, 
while UML is used to update data and to cover other imperative constructs. Here we 
describe the responsibilities of both standards in our solution:  

• UML – defines data structures, defines program behaviour in the domain of im-
perative constructs (loops, conditionals, program blocks and exceptions), updates 
values and objects in the system;  

• OCL – defines queries over data objects described by UML models and stored in 
the system and represents operation calls. 

2.2   Problems of Integration 

The described integration exposed various problems, however. We must admit that 
even though OCL 2.0 is advertised as a "language that may be used in UML models 
in any place where an expression may be used", it is not fulfilling this expectation. 
Below we enumerate just a few of the most important problems:  

• OCL expression cannot access local variables defined for example in method bodies; 
• Although there is a conversion specified from UML types to OCL types, there is 

no explicit definition of the opposite conversion. It is then formally impossible to 
consume OCL expression results in UML actions and other UML constructs; 

• There is an important problem of correct and common interpretation of collection 
types. In UML, a collection is represented by multiple values. OCL defined dedicated 
collection types, which are containers for stored values. When OCL expression is ac-
cessing UML multiple value, it is converted to appropriate OCL collection instance. 
On the other side also OCL expression (or query) may return multiple values, which 
are packed in a collection type. However, from UML's point of view, OCL collection 
is just a single value. There is no reverse mapping from OCL collections to UML 
multiple value variables. Because of that, standard UML cannot treat OCL collec-
tions properly and cannot handle them for example in Expansion Regions; 
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• OCL allows a programmer to define custom types (for example for collections) but 
does not define how they should be stored in UML models; 

• OCL expressions cannot refer to any of UML actions. This may be unimportant if 
OCL is only used simply as expression and query language, but may become criti-
cal if one would like to use do meta-programming and analyze UML behavioural 
models during query execution. 

2.3   Limitations of Textual Programs Represented in UML Models 

It was surprising to notice that UML cannot cover, in a reasonably straightforward 
way, all variety of constructs that are handy for textual programmers. In fact, some 
constructs become so popular through their presence in mainstream programming 
languages, that their straightforward support in UML seems highly desirable. There 
are three types of these limitations.  

First one is connected to textual syntax shortcuts. For example programmers often 
use shortcuts for assignments or incrementing operations (like +=, *=, ++, etc). There 
are no corresponding notions in UML. When such constructs are expanded to com-
plete statements and then translated to appropriate UML elements, we loose informa-
tion about the original syntax, which is important if we want to be able to switch back 
to a textual view of the model. 

Second one appeared in constructs like loops and switch statements. UML contains 
only one element for all kinds of loops (although with appropriate flags to distinguish 
for example between do…while and while...do). Similarly, the switch statement is 
modelled with elements which are also used for if...then...else statement. Also differ-
ent types of comments fall into this category. Again, we loose information on the 
original syntax in the textual code. 

Last but not least, there is a potentially useful information about the current state of 
textual view, which also should be stored in the model to be able to present exactly 
the same view to the programmer when moving back from model view.  

Above limitations are not really any kinds of flaws of the standard, but rather 
points, which must be taken into consideration when designing a tool for high-level 
programming based on UML. Thanks to extensibility mechanisms and model annota-
tions, these programming requirements may be fulfilled quite simply. 

2.4   UML Class Diagram as an Object Database Schema 

Adopting class diagrams to represent object database schema requires several addi-
tional explanations. From object oriented database point of view we need at least 
names for all objects (names for classes are not enough) and starting point for queries 
(so called set of root objects). Root objects constitute main part of the schema, which 
may be compared to a main module or an entry point for procedural programs. Fig 1. 
presents an example schema adopted to needs of object database.  

There are five classes: Person, Author, Editor, Book and SoldItem. They are de-
fined using regular UML notions. From database point of view we need to give also 
names to objects, that is instances of these classes. To achieve this goal we introduce 
a container singleton object, which will be a main module of our system: Bookstore-
System. It contains properties named authors, editors, books and soldItems which in 
fact model a place, where our root object will appear. BookstoreSystem is in the same 
time context and starting point for all queries.  
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Fig. 1. Example UML schema adapted to database needs 

Another observation which we made during implementation of UML execution en-
gine is lack of global variables which may be important for database programs. We 
simply should be able to write a query starting from root objects in any possible con-
text in the schema. Unfortunatelly even when Author class instances are embeded as 
properties of BookstoreSystem (as authors collection) procedure getIncomeFromTo( 
from:Date, to:Date):Real cannot access for example books collection. To make is 
possible we added explicitly associations from all objects to BookstoreSystem object, 
which is the global context for the schema.  

2.5   Means of Achieving Semantically Complete Model Compiler Input 

In order to achieve functionally complete and semantically consistent models, we 
have chosen not to extend UML's meta model, willing to be able to analyze VIDE 
models in any UML 2.0 capable CASE tool. Thus, all the constructs which appear in 
the VIDE code repository are standard meta model compliant. There are, however, 
three types of modifications that had to be done to achieve semantic completeness and 
to overcome the fact some constructs are inexpressible in the standard way: 

1. Adding more information to UML constructs. This was implemented using EMF 
annotations facility. All information required for modelling tools and for easing the 
translation from textual code to models and vice versa is provided this way (like 
annotation letting us to distinguish := and += when transformed to 
Add*ValueAction element) . 

2. Limiting model details to the level acceptable by VIDE programs and expressible 
by VIDE programmers. This was done simply by omitting UML meta model con-
structs that are not relevant to VIDE. 

3. Extending the semantics of OCL-UML integration. This was done by clear expla-
nation of new or updated behaviour of already existing UML constructs, which, 
similarly to UML and OCL standards, needed to be communicated to all involved 
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developers of the toolset element; particularly – to model compiler developers, and 
may be subject to future standardization process. 

3   Model Editor and Compiler (IDE) 

3.1   Model Creation and Compilation Process 

A user of the VIDE editor first creates the data model of the application. The data 
model has the form of a UML class diagram. Then, the user generates stubs of the 
methods declared by this diagram. These stubs can be filled by means of one of the 
code editors: either textual, visual or other domain specific wizards. The method bod-
ies are then type checked, compiled and eventually put into the UML model reposi-
tory besides the elements implied by the class diagrams.  

If the user wants to execute and test the model, he/she will have to provide a con-
nection to an execution platform (in our case ODRA database server). Model compi-
lation generates code for specific platform (in our case ODRA) directly from the 
UML repository. The generated code is then run on the ODRA server thus installing 
all the objects of the compiled model. The user can now write and run ad-hoc code 
(e.g. method calls) in order to test methods or the sole schema. The whole process is 
presented on the semi-formal Fig. 2. Three actors are depicted on this picture: the 
user, the VIDE editor and the ODRA database. Dashed arrows denote derivation 
dependencies between documents (diagrams, code and repository content). Solid 
labelled arrows represent authoring or usage relationships between actors and docu-
ments. For example, the solid arrow, which connects the user with the class diagram, 
means that the user creates this diagram. 

3.2   ODRA Platform and Platform Specific Parameters  

The experimental DBMS ODRA (Object Database for Rapid Application Develop-
ment) [1] is the model execution platform in our project. ODRA is built according to 
the Stack-Based Architecture (SBA) which has been presented in a number of papers 
(e.g. [7]), but currently the best description of SBA can be found in [8].  ODRA 
DBMS perfectly suits the needs of a model execution platform because of language 
SBQL, programming abstractions and adaptive semi-strong type checker. 

This platform implies that persistent objects are similar to volatile ones and are 
generally indistinguishable. ODRA assumes that all local variables are only temporal, 
while properties of classes marked as module are persistent. ODRA model compiler 
translates typical object manipulating statements to ODRA language, which operates 
on dedicated object store. Other compilers, for example for Java platform, could 
translate them to code working on JDO or other JEE solution.  

ODRA also assumes bidirectional references, exceptions throwing and catching 
and procedure driven program execution. All these platform dependent features are 
introduced by ODRA model compiler.  
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Fig. 2. ODRA IDE with integrated model compiler 

4   Example Model and Its Execution 

In this chapter we present a continuation of an example application shown in Fig 1. 
The structure of objects is already defined there. Now, we add some very high level 
behaviour inside procedure getIncomeFromTo. The languge is a minimal textual 
representation for UML Actions and Activities supplied with OCL expressions. Its 
code may look as follows: 

context Bookstore::Author.getIncomeFromTo body { 

authorsBooks : Bag[0..*]( Book ); 
soldItemsFromTo : Bag[0..*]( SoldItem ); 

authorsBooks insert global.books-> 
  select( b | b.author.name->includes(self.name) ); 

soldItemsFromTo insert global.soldItems->select(  
  (transactionDate >= fromDate) and  
    (transactionDate <= toDate) );  

return soldItemsFromTo->select( i | global.books->  
  includes(i.item) )->collect( i |  
    i.amount * i.item.price * 0.05) -> sum();  

}  
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This simple procedure was divided into three queries but obviously can be much more 
compressed. This rather declarative code is transformed automatically to UML PIM 
model, which is partially shown in Fig. 3. You may see an activity with all behav-
ioural UML constructs inside. They are then transformed to code acceptable by 
ODRA database, sent there and executed. A user may analyse results, call procedures 
or execute queries on a resulting object database, which is implementing all structures 
and behaviours from UML model. 

 

 

Fig. 3. A part of PIM repository for BookstoreSystem example 

5   Conclusions 

In this paper we investigated possibilities of using UML for executable modelling in 
the field of database applications. Due to its popularity, rich data model and the pres-
ence of modelling and model transformation tools, UML seems a promising mean of 
development of platform independent executable models. Applying that approach to 
applications based on a database brings a significant challenge for the development of 
model compiler solutions. Investigating the model compilers based on a fully object 
oriented system eases the development of model execution engine and will allow  
to find out, how much of the model compiler functionality is related to data model 
differences. 

Apart from that, this area of application requires powerful constructs for building 
expressions. This brings the need of adapting and applying OCL as a query language 
for Executable UML PIMs. However, due to the shortcomings of existing versions of 
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those specifications, achieving the above outlined functionality needs to involve re-
search and updates to future versions of the standard.    
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Abstract. Despite the specification of OCL mentions “query language” as one 
of its possible applications, there are rather few efforts in that direction. How-
ever, the problem becomes central where applying MDA to data intensive ap-
plication modelling is considered. Recently added UML elements of Actions 
and Structured Activities make it possible to represent a level of detail similar 
to the one of common programming languages, but data processing requires 
adequate querying capability as well. As the OMG specification of the UML 
family, the Object Constraint Language becomes the most obvious candidate to 
serve this purpose. In this paper we research this role of OCL. Especially, we 
address the issues of seamless integration with UML metamodel and the useful 
features of query languages that are missing from OCL. 

Keywords: OCL, query language, MDA, UML. 

1   Introduction 

The approach of model-driven software development and the MDA initiative in par-
ticular, sketch the vision of the next big step in raising the level of abstraction and 
flexibility of programming tools. While any method which focuses on modelling 
activities can be considered “model-driven”, the key expectation behind MDA is 
achieving a productivity gain through the automating software construction based on 
models. This results in a significant shift of expectations regarding modelling con-
structs – from being merely a semi-formal mean for outlining and communicating 
project ideas, to machine-readable specification demanding precise semantics. Thus 
MDA creates a spectrum of model applications. In this paper we focus on one of 
them, namely executable models. If models are to be executable, precise semantics is 
inevitable. Furthermore, executable models could blur the distinction between model-
ling and programming, since they would facilitate automatic production of executable 
code. 
                                                           
* Supported by the EC 6-th FP, Project VIDE, IST 033606 STP. 
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In our approach to this problem we strive to combine available standards in order 
to ease the adoption of the developed solution. If most things to be learned by a pro-
spective user are relatively well-known (which should concern OO standards), the 
user will be more eager to accept and employ such a solution. In our opinion UML 
Structures unit seems to be rich and versatile enough to be considered as a foundation 
for a data model used in the platform-independent development. A number of seman-
tic details need to be clarified to achieve that aim though. To make the model com-
plete, the means of imperative programming need to be available at the PIM level. To 
raise the intuitiveness and productivity compared to the mainstream platform-specific 
technologies, the statements and queries should be integrated into a single language in 
a truly seamless way. We will also provide an execution engine for PIMs as a refer-
ence implementation. It is essential as a modelling tool component serving for plat-
form-neutral model validation. 

Within the VIDE project [14], as a part of visual development toolset we have de-
veloped VIDE-L, which stands for VIDE language. VIDE-L is a textual language for 
PIM level representation of behaviour in terms of UML Actions and Activities with 
the Object Constraint Language (OCL) as an expression/query language. Most appli-
cations developed nowadays are database applications in the sense that their function-
ality highly depends on persistent and shared business data. On the PIM level we have 
a chance to avoid the impedance mismatch and provide a query language seamlessly 
integrated with the host language. We have chosen to use OCL as this query lan-
guage, since its specification claims that it is suitable for this purpose. In this paper 
we will describe our reference implementation of OCL as a database query language 
and a textual language for UML Actions and Activities as the host language. This 
reference implementation of VIDE-L is based on the Stack-Based Approach to query 
languages [8−10]. We use its query language (SBQL) as the assembly language un-
derlying OCL executions. OCL queries are mapped onto SBQL queries which are 
eventually executed. SBA/SBQL is a well-elaborated execution framework with very 
general data store model, strong typing [11] and query optimisation [12],[13]. This 
solves the issue of type checking and optimisation of OCL queries. Those features 
also prove that the idea of the language is realistic in terms of the requirements the 
code generated from it needs to meet at the execution platforms. As a small off-topic 
remark we note that SBA has also a powerful updateable view mechanism, which 
makes OCL views stand just behind the corner.  

The rest of the paper is organized as follows. In Sec. 2 ODRA DBMS is presented. 
Sec. 3 and Sec. 4 describe the problems solved during the implementation of OCL. 
Sec. 5 gives some examples of using OCL in method bodies, ad-hoc queries and pro-
grams. Sec. 6 outlines open details and some of standards’ refinements needed. Sec. 7 
shows related works while Sec. 8 concludes. 

2   ODRA DBMS 

ODRA (Object Database for Rapid Application development) is a database manage-
ment system which implements SBA and OCL on top of it. Users can post queries  
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either in SBQL or OCL. SBQL is treated as the assembly language, so OCL queries 
are compiled to and executed as SBQL queries. If the client query is formulated in 
OCL, it will be mapped onto SBQL during parsing. OCL-SBQL mapper is a com-
ponent of the ODRA parser. Since SBQL is very powerful, there is no limitation on 
query languages which can be implemented this way. Soon, we plan to add to 
ODRA mapper components for other query languages: XQuery and RDQL. ODRA 
implements type checking and query optimization. Mapping any query language 
onto SBQL makes it possible to employ its optimization and strong typing  
capabilities. After mapping onto SBQL the query is type checked, and optimized by 
rewriting (also view expansion if possible) and exploitation of indices. Then it gets 
compiled to bytecode. The compiled query is then executed by the bytecode  
interpreter.  

3   OCL Grammar Disambiguation 

The main problem with the implementation of OCL was implied by its ambiguous 
syntax. The specification [3] contains the whole chapter titled Concrete syntax. Un-
fortunately this syntax is (probably intentionally) ambiguous. Let us take a look at the 
following obvious example fragments of rules taken from the specification: 

OclExpressionCS ::= PropertyCallExpCS  
OclExpressionCS ::= VariableExpCS 
… 
PropertyCallExpCS ::= ModelPropertyCallExpCS 
… 
ModelPropertyCallExpCS ::= AttributeCallExpCS 
… 
AttributeCallExpCS ::= simpleNameCS isMarkedPreCS? 
… 
VariableExpCS ::= simpleNameCS 

If the parser has to analyze an OclExpressionCS and sees an identifier token (i.e. 
simpleNameCS in the terminology of OCL) on the input, it cannot make a choice 
which rule to reduce. Among the rules shown above it could be VariableExpCS 
or PropertyCallExpCS. However, there are a lot of other possibilities in the 
grammar for syntactical analysis of an identifier. . It is a well known fact, that the 
OCL grammar as defined in the language specification is ambiguous [15]. The speci-
fication uses contextual information, which is not available during a purely syntax 
based analysis (such as parsing). 

Since ODRA DBMS is written in Java, we have chosen Cup from many available 
LALR(1) parser generators. When run for the first time on the OCL grammar, Cup 
reported 104 shift/reduce conflicts and 164 reduce/reduce conflicts. Moreover, 23 
rules were never reduced, mainly due to conflicts. We strived to disambiguate this 
grammar and eventually succeeded. Most of the branches of OclExpressionCS 
had to be deleted or factored upwards to the rule for OclExpressionCS. We 
faced the last mile problem. 20% of the effort was devoted to the first 80% conflicts, 
but  80% of the effort was devoted to the last 20% conflicts. The less the number of 
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conflicts was, the harder was to remove of remaining conflicts. We managed to retain 
the weirdest part of the syntax, i.e. Smalltalk-like prefix and infix method calls: 

OperationCallExpCS ::=  
OclExpressionCS simpleNameCS OclExpressionCS 

… 
OperationCallExpCS ::= simpleNameCS OclExpressionCS 

The question is why the specification [3] calls it a concrete syntax, if it is not suitable 
for parsing? This rather defines an abstract syntax. The so called ‘disambiguating 
rules’ require the parser to consult some meta information in a database. This is not 
the way how generated LALR(1) parser make their choices.  

4   Improvements Towards Data Intensive Operations 

First of all, we have to agree with [18] that OCL’s syntax is not the best for database 
programmers. It is not intuitive, too complicated and too elaborate. However, for the 
reasons mentioned in the introduction we follow the standard.  

We are also conscious that database community would welcome modification of 
several operations. One of them would be a Cartesian product operator, which is too 
limited in its abilities. Another candidate for extension would be introduction of a 
transitive closure operation, which is as important for modern databases as recursion 
for programming languages. Its lack, even if justified in OCL, certainly limits queries 
possible to be expressed. 

For basic consistency with database systems we added some features, which are 
not modifying the language syntax and would be obvious for any programmer. OCL 
defines only two aggregation functions: size and sum. Using them we can compute 
the number of employees of a department or the total salary in a department, e.g.: 

Dept->allInstances()->select(name=’toys’).employs 
  ->size() 

Dept->allInstances() 
  ->select(name=’toys’).employs.salary->sum() 

We added min, max and avg aggregation, so that more statistics can be computed: 

Dept->allInstances() 
  ->select(name=’toys’).employs.salary->avg() 

Dept->allInstances() 
  ->select(name=’toys’).employs.salary->min() 

Dept->allInstances() 
  ->select(name=’toys’).employs.salary->max() 

The rest of the implementation of OCL was relatively easy, since SBQL (the query 
language we mapped OCL onto) is quite powerful compared to OCL. There were 
almost no problems in finding this mapping.  



 OCL as the Query Language for UML Model Execution 315 

 

Fig. 1. Example database schema 

5   Examples 

In this section we will show some examples of the code written in VIDE-L (OCL is 
seamlessly embedded in VIDE-L). We use the database schema from Fig. 1. The 
schema also contains multiple inheritance which is smoothly implemented in ODRA. 
VIDE-L with OCL will be used in method bodies and ad-hoc queries. 

Let us start from definitions of some methods. Of course we have to augment the 
OCL context phrase, since it was not originally intended to define arbitrary method 
bodies. We will use the keyword body to indicate that a particular context phrase 
introduced a method body. Here are the methods of the class Person (apart from the 
method getIncome which will be discussed later): 

context Person::getFullName() : String  
  body { return fName + ‘ ‘ + lName; } 

context Person::adjustAge(amount : Integer)  
  body { age += amount; } 

context Person::setLastName(newLastName : String)  
  body { lName := newLastName; } 

The method raiseScholarship is rather straightforward: 

context Student::raiseScholarship(amount : Integer) : 
Integer   body {     scholarship += amount; 
                     return scholarship; } 
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The method raiseSalary is more complex since we have check if a subobject salary 
exists, because it is optional. If it does not exist, it must be created and inserted by 
appropriate UML Action represented in textual syntax. Note the smooth integration of 
the OCL query and VIDE-L. 

context Emp::raiseSalary(amount : Integer) : Integer     
  body {    if (self.salary->size() = 0)  
              self.salary insert amount; 
            else self.salary := amount; 
            return self.salary; } 

The getIncome method is overridden in all classes in the hierarchy of class Person: 

context Person::getIncome() : Integer 
  body { return 0; } 

context Student::getIncome() : Integer  
  body { return scholarship; } 

context Emp:: getIncome() : Integer  
  body { return  
      if salary->size() = 0 then 0 else salary endif; } 

context EmpStudent:: getIncome() : Integer  
  body {  
    return scholarship  
     + if salary->size() = 0 then 0 else salary endif;} 

These methods and multiple inheritance are properly handled by the ODRA run-time, 
so to compute the total income of all persons in the database we issue the query: 

Person->allInstances()->collect(getIncome())->sum() 

We can also find the average salary for each department by means of the following 
query which reminds a dependent join: 

Dept->allInstances()->collect(d | 
  Tuple { dept = d,  
          totalSal = d.employs.getSalary()->avg() } ) 

Now we will show some examples of ad-hoc imperative statements which can be 
executed against such a database. The first one assigns minimal salary in a department 
to all employees of this department who do not have established salaries yet: 

Emp->allInstances()->select(salary->size()=0) foreach 
  { e | e.raiseSalary(e.worksIn.getSalary()->min()); } 

The next one moves all employees from the Toys department to the Research depart-
ment. We will show two ways of finding all subject employees. The first one starts 
from the Toy department (Dept) and collects all its employees: 

Dept->allInstances()->select(name=‘Toys’) 
  ->collect(employees) foreach { e | 
      e unlink worksIn; 
      e link worksIn to Dept->allInstances() 
        ->select(name = ‘Research’); } 
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The second one starts from employees (Emp) and selects those who work in the toy 
department. The body of the loop is the same. 

Emp->allInstances()->select(worksIn.name = ‘Toys’) 
foreach { e | 
  e unlink worksIn; 
  e link worksIn to  
    Dept->allInstances()->select(name = ‘Research’); } 

The last example program gives 10% raise to all students which are also employees of 
departments located in Warsaw. Note that the selection of departments by location is 
slightly more complex because it is a multi-valued attribute.  

EmpStudent->allInstances() 
  ->select(worksIn.location->exists(l | l = ‘Warsaw’) ) 
foreach { es | es.raiseSalary(es.getSalary * 0.1)); } 

As we can see even complex tasks can be solved by relatively simple OCL queries. 
Furthermore, imperative constructs of VIDE-L embed OCL queries in a very natural 
way. VIDE-L has statements which handle collections (like the foreach statement) 
returned by OCL queries. Each expression in this language is a query and vice versa. 
The impedance mismatch is mostly eliminated this way.  

6   Improving the Integration with the Imperative Part 

Despite the obvious benefit of reusing popular specification (that is, OCL) for the 
purpose of a model-level query language, a number of issues arise resulting from the 
fact this purpose was not fully foreseen at the time OCL was designed. Some of the 
problems can be removed by updating UML and OCL specifications to fully integrate 
them and to reduce redundancy between UML Actions and OCL expressions. To this 
extent the postulates would include: 

• Completing the UML expressions metamodel part with the means of accessing 
local variables defined by UML – e.g. inside method bodies. 

• Reducing the number of UML actions by those that overlap with OCL (various 
“read” actions dealing with: properties, variables, extents, links, and self variable). 

• Unifying a type system between OCL and UML to assure bidirectional interopera-
bility (so that not only OCL can read any UML-defined features, but also that OCL 
expression results can be consumed by UML actions and activities). 

To illustrate, how the pragmatic features of the language are dependent on unifying 
the types between UML and OCL, consider the case of tuple results. The example 
below illustrates, how the style of coding changes (for a pure query method), depend-
ing whether the tuple results are allowed for UML methods. 

The example (see Fig. 2 for its schema) assumes producing a nested data structure 
retrieved from objects of several different classes. This may be needed for construct-
ing report or e.g. for feeding a GUI forms. The first version (getOrderDetailsObjects 
operation) uses objects being created inside a method. The second version (getOr-
derDetailsTuples) attempts to take full advantage of the OCL, and hence is imple-
mented by a single OCL expression. 
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Although, due to the way UML class diagrams can describe nested structures, the 
both approaches are similarly complex in terms of their static model, the difference of 
method behaviour code is significant.  

Consider the first variant that assumes that Tuple types are supported only inside 
OCL expressions and (accordingly to straightforward understanding of UML Actions 
validity constraints) each assignment deals with a single value. 

ShopModule.getOrderDetailsObjects(in cName : String) : 
OrderDetailsClass [0..*] { 
  oList : Bag [0..*] (OrderDetailsClass); 
  order->select(customer.name=cName) foreach { o | 
    oDetail : OrderDetails =  
     OrderDetailsClass create { id := o.ID;  
                           custName := o.customer.name;  
                           comments := o.comments }; 
    o.items foreach oDetail.item insert  
      ItemInfoClass create { prodName := product.name;      
                             prodQuantity := quantity}; 
    oList insert oDetail; } 
  return oList;} 

Now we can compare it with the variant in which tuples are allowed to be used in 
operation result declarations. 

ShopModule.getOrderDetailsTuples(in cName : String) : 
OrderDetailsTuple [0..*] { 
  return order->select(customer.name=cName) 
   ->collect(o | Tuple { id = o.ID,                   
     custName = o.customer.name, comments = o.comments,  
     item = o.item->collect( Tuple { prodName =   
          product.name, prodQuantity = quantity}) }); } 

 

Fig. 2. Exemplary schema involving tuple results 
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As can be seen, allowing the use of Tuple types in method signatures can spare us a 
number of statements. In this particular example, two variable declarations, two 
foreach loops (realized by UML’s ExpansionRegion construct), two object creation 
actions and several respective assignment actions are avoided. 

7   Related Work 

Although our VIDE-L seems to be the first application of OCL as a database query 
language, there were other OCL based tools which should be mentioned. Most of 
them implemented OCL in version 1.4 or 1.5. We know of only two that are compli-
ant with the latest specification. Dresden OCL Toolkit [16] provides an OCL 2.0 
parser and interpreter but is a metamodel based solution. It provides an API to define 
and execute constraints of UML models in version 1.5. It is not intended to be a data-
base query engine, thus it does not provide any kind of optimizations and it does not 
define any database specific operators. Another implementation of OCL is MDT-OCL 
(Eclipse Model Development Tools) plug-in [17]. It provides a single metamodel 
integrated from UML 2.1 and OCL 2.0 plus OCL parser and interpreter. Its main 
purpose is to evaluate UML model constraints, thus to work on M2 meta-level, but 
may also be used to query data stored as a model instance. It is probably one of the 
best OCL based tools but still cannot be accepted as a database solution.  

8   Conclusions 

In this paper we described the implementation of OCL as a database query language. 
We presented the problems which were solved during this work (especially with am-
biguous grammar) and augments which have been added to OCL so that it could be 
called a query language. Our implementation efforts have a wider purpose. OCL was 
embedded into a high level programming language VIDE-L. In our opinion this em-
bedding is perfectly smooth and allows formulating even complex queries and pro-
gram quite compactly. This creates a good starting point for further research which 
aims at development of modeling tools which follow MDA philosophy of creating 
machine-readable executable specifications to be executable on PIM level. Since 
these tools will use standards like OCL and UML Actions and Activities, it can be 
easier adopted by the community of developers and modellers. 
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Abstract. The iRODS system, created by the San Diego Supercomput-
ing Centre, is a rule oriented data management system that allows the
user to create sets of rules to define how the data is to be managed.
Each rule corresponds to a particular action or operation (such as check-
summing a file) and the system is flexible enough to allow the user to
create new rules for new types of operations. The iRODS system can
interface to any storage system (provided an iRODS driver is built for
that system) and relies on its’ metadata catalogue to provide a virtual
file-system that can handle files of any size and type.

However, some storage systems (such as tape systems) do not handle
small files efficiently and prefer small files to be packaged up (or “bun-
dled”) into larger units. We have developed a system that can bundle
small data files of any type into larger units - mounted collections. The
system can create collection families and contains its’ own extensible
metadata, including metadata on which family the collection belongs to.
The mounted collection system can work standalone and is being in-
corporated into the iRODS system to enhance the systems flexibility to
handle small files.

In this paper we describe the motivation for creating a mounted col-
lection system, its’ architecture and how it has been incorporated into
the iRODS system. We describe different technologies used to create the
mounted collection system and provide some performance numbers.

1 Introduction

The SDSC Storage Resource Broker (SRB) is a data grid management system,
which is able to unite and manage storage media of many kinds on heterogeneous
systems across the network and, as a result, to make the storage infrastructure
appear transparent for the end user. The software supports data grids, digital
libraries, and persistent archives [1]. The success of the Storage Resource Broker
has shown the demand for such data management systems. Currently petabytes
of data are stored in various SRB systems, such as the Biomedical Information
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Research Network, UK eScience (e-minerals/e-materials project) or Taiwan Na-
tional Digital Archives Program. The SRB is a complex system with built-in
abilities which are not easily changeable. Therefore, one of the main goals for
developing a new data management system is to provide the user with a system
which is easier to administrate and is flexible enough to change with different
existing environments.

The Rule Oriented Data System (iRODS), also developed by the San Diego
Supercomputing Center (SDSC), is a state of the art open source client-server
middleware to manage huge amount of data in a grid environment. It supports
in addition to the SRB features real-time sensor data collection and large scale
data analysis [2].

Fig. 1. iRODS Architecture

One of the main difference between iRODS and SRB is that within iRODS
the data is managed automatically by rules [3]. Fig. 1 [2] displays the iRODS
architecture with its’ main modules. The client connects to the server and the
client request will always go through the rule engine. Another subject which
distinguish the iRODS from SRB are the levels of virtualisation which are work-
flow, management policy, service and rule virtualisation [2]. This is also provided
through the administration interface with its’ modules.

With the introduction of rules, the user is able the manage their own data
in almost any way. Additionally, the implementation of services to manage or
process the data, such as data conversion can be easily archived by the end user.
The above mentioned rules are operations which are executed on the server
side [2]. Each iRODS server has its’ own rule engine. Fig. 2 [2] shows a flow
diagram, which gives a basic overview about the way the rule engine works. The
rule engine acts as interpreter of the rules [2] and is one of the core modules
of iRODS. Rules are composed of the actual event, conditions, action sets and
recovery sets [2]. The rule format can be seen as follows.

actionDef|condition|workflow-chain|recovery-chain
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Rules consist of micro services. Micro services are C-functions [2], which can be
provided by anyone to organise and structure the data. This above format put
in action could look like the following example.

HAAW(*A,*B)||HAAW-Bundle(*A,*B)|nop

The name of the rule is HAAW. For this rule no conditions are attached. The micro
service which is executed is called HAAW-Bundle. Two parameters (A and B) are
passed to the function. Further, there is no recovery function provided. The sign
“|” servers as a separator [2]. There are different types of rules namely, rules
which can be applied immediately, rules where the application can be deferred
and rules that could be applied periodically.

Due to the rule and micro service structure the iRODS becomes a highly
configurable and flexible data management system, a system which is able to
respond to many kinds of different requirements. Those requirements can be
located in the data preprocessing or postprocessing. In terms of managing files
within iRODS rules enable the user to automatically archive or organise files.
To achieve that desired automatism a certain framework is needed, which will
allow to plug-in any archive system.

Fig. 2. Rule Engine Flow Diagram

2 Mounted Collection - Concept

2.1 Motivation

Nowadays almost every system has the desire to perform as fast as possible.
While working with SRB a common problem was faced when archiving a large
number of small files [4]. Small files typically make very inefficient use of mass
storage capabilities which can have deleterious effects on the system performance
[4]. This problem becomes very clear when tape systems are involved. The op-
erations required to successfully write a file to a tape are time consuming, e.g.
seek operation to find the right position [4].
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To overcome the above listed performance problems within SRB the container
concept was introduced. However, this concept of containers has certain short-
comings. The way containers are handled within SRB are not very efficient.
Once the data is deleted from the container the space is not released and can
not be reused. Therefore, the size of the container does not decrease. Further,
the container concept does not leave much space for different archiving systems
and are unfortunately tied to SRB. It is not possible to extract and therefore
handle a container outside of the SRB system. To extract individual files from
a container the metadata held within SRB is necessary. Consequently, the need
emerged to develop a flexible system, which will be able to accept different kinds
of mounted collections or archiving systems and which will overcome the weak
points of the container concept.

2.2 Requirements

Out of the aforementioned reasons the following requirements for the mounted
collections are stated. The mounted collection should

– be able to store all types of files and be a single file only
– be able to add, replace (update) and delete files to the mounted collection
– be able to pre-size the mounted collection
– be able to create mounted collection families
– hold checksums of files inside the mounted collection
– be as compact as possible (or compressible)
– be accessible/ usable inside and outside of iRODS
– be searchable to gain information about the files in the mounted collection

without actually unpacking the mounted collection
– provide the ability to add limited metadata
– reflect the original folder structure
– should hold sufficient metadata to manage the mounted collection files in

different environments

The possibility to take a whole mounted collection out of the iRODS system
and still be able to access the information which are held in the mounted collec-
tion is a useful feature. This will allow to move huge amount of data efficiently
between different systems.

In addition of the basic functionality a few further issues were taken into con-
sideration during the development. The operations in connection with mounted
collection have to be reasonable fast. Further, the overhead of the mounted col-
lection structure itself should be as small as possible concerning the needed
memory. To be able to use the mounted collections outside of the iRODS envi-
ronment efficiently, flexible metadata capabilities are very useful. The possibility
to compress individual files within the mounted collection will make the system
more desirable. More, the mounted collection should support hierarchies and
should be platform independent with a long term support.

Before integrating the mounted collection into iRODS a standalone moun-
ted collection application was developed. By doing so, the performance of the
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mounted collection operation could be determined. Furthermore, through the
application the possibility is provided to handle the collection outside of iRODS.

There are many concepts on the market to organise data and information
in a structured way. A very efficient way is offered by databases. During the
development databases were examined regarding speed, interface possibilities,
database file structure, database operation possibilities and open source based
code.

Finally, three database engines were chosen - SQLite version 3.3.8., Berkeley
Database version 4.4.20 and Apache Derby version 10.2.2.0.

SQLite is a small C library that implements a self-contained, embeddable,
zero-configuration SQL database engine [5]. This and the fact that the database
file only consist of one single file made this engine an ideal candidate. As for the
Berkeley DB, the developer promise a high performance and embeddable engine
[6]. Derby is a light database engine using the SQL standard [7]. To be able to
give an appropriate statement concerning the mentioned criteria all database
engines were tested.

3 Finding the Right System

First of all, a standalone application was developed, which is currently a com-
mand line tool that performs the required mounted collection operations. On one
hand, this application allows the user to handle the collections outside iRODS.
On the other hand, the application is used for performance tests of the individual
collections operations to determine the most suitable database engine.

The mounted collection can hold any kind of data (files). With each data cer-
tain metadata are associated, e.g. folder structure or file size, which will enable
other potential applications to manage the collections with its’ content success-
fully. The metadata can be extended according to the users request. For each
file a checksum is computed using the Message Digest 5 (MD5) hash algorithm.
This will detect any tampering with or corruption of the mounted collection.
Files can be added, extracted, updated. The collection content can be listed in
two different ways, short and long versions.

The test environment consists of functions, which are later embedded into the
iRODS system. Each mounted collection operation is presented by a function.
These procedures perform basic operation, e.g. open a collection, add file to a
collection or delete file from a collection. For each function a certain version for
each database engine has been implemented under the restriction to keep the
code as similar as possible.

For testing purposes 1,000 to 100,000 files were created with different sizes
(1KB - 10 MB). Then the time was measured for the mounted collection op-
erations. Fig. 3 depicts the time measurement for all three database engine,
executing the insert and extract function.

The Berkeley database is faster than the SQLite engine. The results for the
Derby engine are not acceptable for the needed purpose. Currently Java pro-
grams are slower in performance than C programs. First of all, the Java code is
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run in a virtual machine. This causes a significant delay in the start up progress,
since everything is being loaded [8]. By increasing the size of the files the SQLite
database engine becomes faster compared to the Berkeley engine (Fig. 4)

Concerning the needed memory, the SQLite and Berkeley engines are very
similar. The SQLite database consist only of one database file (Berkeley creates
one file for each table). Due to the fact, that the SQLite database engine per-
foms faster with growing file size and the SQLite API is easier to incorporate
into C code, the SQLite database is the most suitable for a mounted collection
prototype.
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4 Mounted Collections within iRODS

By integrating the mounted collection into iRODS two things need to be achie-
ved. Firstly, the collection forming process has to be executable manually and
secondly, through rules. To accomplish that it is important to understand the
concept of the iRODS framework.

4.1 iRODS Framework

The client-server architecture of the iRODS separates the software in two major
parts. The icommands is one possibility to present the client side. Each basic
file operations such as list or make a directory, are presented by an individual
commands, e.g. ils, imkdir or iput, to submit a file to the iRODS. According to
the given task (command), on the client side a certain amount of preprocessing
is executed, e.g. mapping file name to the iRODS environment.

Fig. 5. iRODS Mounted Collection Framework

The iRODS can be divided in three basic layers on the server side, as shown
in Fig. 5. The user requests are evaluated and processed in the logical layer. The
logical layer queries the iRODS catalogue (ICAT). The ICAT (a database) holds
all the metadata and information needed to manage the data within iRODS.
To be able to map the logical name to the right physical location the mapping
layer serves as glue layer. The actual access to the physical medium is done in
the physical layer. On the basis of this layer frame work the iRODS becomes
highly scalable. By providing the correct driver in the physical layer the system
can adjust to many different environments. Based on that concept, the mounted
collection framework was developed.
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4.2 Mounted Collection Framework

General Concept. Mounted collections are only managed on the server side.
That means, a file can not be transfered directly from the client into a collection.
The user has to submit a file first to the iRODS and then the file can be transfered
from there to a collection. This goes conform with rule oriented idea of iRODS.
Once a file is relocated to the mounted collection, the actual file and its’ metadata
will be deleted from the iRODS environment. The collection itself is able to
hold certain metadata, which are sufficient to reintegrate the files back into the
iRODS.

A new icommand is introduced - ibundle. This command accepts a directory.
This directory will be bundlized on the server side. It is not possible to submit a
single file directly to a collection using an icommand. Further, the user has the
possibility to specify the name of the new mounted collection. The iRODS itself
contains “special” files. Those files are not visible to the user and can not be
accessed directly by the user. The location of those files are determined by the
iRODS system. Mounted collections are defined as special files they will be stored
under their own collection hierarchy, which will be determined by the manage-
ment system. This way, all the collection files will be hold in one location and the
user can not accidentally tamper with the collection files. Mounted Collection
files are registered with the ICAT, indicating that this file is a mounted collec-
tion/archive file. The user will also has a choice of different collection types. If
the corresponding drivers are provided any archive or collection type is possible.

Retrieving a file from a mounted collection directly to the user (client side) is
also not possible. First, the user has to extract the file within the iRODS. From
there the file can then be transfered to the user.

Furthermore, the user will be able to segment the collection file. This is called
mounted collection families. The user can specify a maximum size of a single
collection member. If this size is exceeded a new member of this family is created.
The family management is done within the mounted collection itself.

Framework. A basic overview of the mounted collection framework embedded
into the iRODS framework can be seen in Fig. 5. On the client side the icommand
ibundle is provided. The submitted user information, e.g. collection name or
collection type, are evaluated on the client side. Those formated information
are put into a structure, which will be transfered to the server side. From the
iRODS framework an application interface (API) handler is provided, which
will connect the client API call with its’ opponent call on the server side. On
the server side the new API rsBundlize was developed. The client counterpart
is rcBundlize. In the logical layer the information provided by the the client
are processed (validation), e.g. is the collection really existing? If the mounted
collection is not available it will be created. In order to do that, another API was
developed - rsDataObjCreateBundle. This will create the mounted collection
and register this as a special file at the ICAT. To meet the conditions of the
existing iRODS framework the new API’s follow the concept of dividing the
processing into 3 basic layers. That means, procedures for the logical layer, which
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involves all ICAT handling, are provided. Further, glue functions are developed
to be able to map the information to the physical layer. The physical layer has
also mapping routines. First of all, the mapping to the correct collection type
driver has to be done (mapping layer). After this, the mapping to corresponding
driver for the current operating system in use is needed (physical layer). Each
mounted collection/archive system may use a different descriptor to access their
own collection/archive. This creates the need to allow any descriptor needed.
The demanded flexibility is offered through the mapping system.

The glue function and the function to access the media can also be seen as
API calls. Through this level of abstraction any other function from the level
above is able to use the API calls in the lower level. This leads to the possibility
to extended existing functionality to increase the functionality of the system. For
example the icommand ils, which is used to list directory contents, is extended
to list the mounted collection content as well.

The new mounted collections framework structure is modular. That means,
each of the new functions can be accessed easily from the core functions of the
iRODS system. This makes the framework accessible for the rule engine. With
the provided functions microservices can easily be created and therefore, rules
to automatically make use of the mounted collection can be established.

5 Future Work

The current prototype fulfils the requested conditions. But the SQLite database
has a deflating limitation. Currently this engine supports terabyte-sized databases
and gigabyte-sized strings and blobs [5]. To avoid any of those limitations a col-
lection will be developed, which will be a hybrid out of the SQLite engine and
7-Zip. 7-Zip is a open source file archiver with a high compression ratio [9]. The
combination of a collection with a high compression rate and certain amount of
useable metadata, which will be fast searchable, will make the mounted collec-
tions even more interesting. With the incorporation of 7-Zip the limitation in
size will only depend on the hardware.

Security is an important, but complicated issue. First of all, the mounted
collections, since handled outside of iRODS needs more security features such
as password protection and encryption possibilities. The user also only wants
to authenticate once at the system. There are different systems available on the
market. Kerberos is such a service [10]. Another identity management possibility
is provided by Shibboleth [11]. In future both authentication management system
could be embedded within iRODS.

6 Conclusion

In this paper the iRODS framework was briefly described and its’ difference to
the Storage Resource Broker are highlighted. A certain emphasis was placed on
rules, which define the rule oriented data system. The need for mounted col-
lections or archives within such systems where pointed out, which lead to the
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presentation of the philosophy behind the new mounted collection concept. To
reach a high flexibility in handling the collection a standalone application was
developed. The new collection is based on a database engine. The standalone ap-
plication was used to determine the best database engine through performance
tests. Some results are presented within this paper. Further, major develop-
ment steps which led to the mounted collection framework are outlined. The pa-
per shows how the iRODS framework the mounted collection framework defines
and how the collection was successfully incorporated into the rule oriented data
management system. With the collection framework embedded into the iRODS
this management system becomes even more flexible and powerful compared to
other existing systems. Furthermore, the made enhancement of iRODS by the
described collection framework makes the system more attractive for the public.
iRODSs’ rule oriented nature is supported in any way by the here presented
contribution.
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Abstract. Automated annotation of the web documents is a key challenge of the 
Semantic Web effort. Web documents are structured but their structure is 
understandable only for a human that is the major problem of the Semantic Web. 
Semantic Web can be exploited only if metadata understood by a computer reach 
critical mass. Semantic metadata can be created manually, using automated 
annotation or tagging tools. Automated semantic annotation tools with the best 
results are built on different machine learning algorithms requiring training sets. 
Another approach is to use pattern based semantic annotation solutions built on 
NLP, information retrieval or information extraction methods. Most of developed 
methods are tested and evaluated on hundreds of documents which cannot prove 
its real usage on large scale data such as web or email communication in 
enterprise or community environment. In this paper we present how a pattern 
based annotation tool can benefit from Google’s MapReduce architecture to 
process large amount of text data. 

Keywords: semantic annotation, information extraction, metadata, MapReduce. 

1   Introduction 

Automated annotation tools can provide semantic metadata for semantic web as well 
as for knowledge management [4] or other enterprise applications [11]. 

Pattern based automatic or semi-automatic solutions for semantic annotation or 
tagging are usually based on NLP, information retrieval or information extraction 
fields or minimally method algorithms common in the mentioned fields are applied. 

Information Extraction - IE [1] is closed to semantic annotation or tagging by 
Named Entity recognition – NE defined by series of MUC conferences. 

Semi automatic annotation approaches can be divided into two groups with regards 
to produced results [1]: 

 identification of concept instances from the ontology in the text 
 automatic population of ontologies with instances in the text 

One of pattern based solutions for semi-automatic annotation is Ontea [2] [3] that 
uses regular expression patterns to detect or create instances in ontology. In our previous 
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works [2] [3] we compared Ontea with other annotation methods and we conducted  
experiments to demonstrate its success rate above 60% that is comparable to well 
known annotation methods with easier applicability on concrete domain specific appli-
cation due to relatively simple method built on regular expressions. This is another rea-
son behind our decision to port Ontea into MapReduce architecture. We believe other 
well known semantic annotation or IE solutions such as C-PANKOW, KIM, GATE or 
different wrappers can be ported into MapReduce architecture. For survey on semantic 
annotation please see [4] [5] [14].  

To our best knowledge the only semantic annotation solution which runs on dis-
tributed architecture is SemTag [6]. It uses the Seeker [6] information retrieval plat-
form to support annotation tasks. SemTag annotates web pages using Stanford TAP 
ontology [7]. However, SemTag is able to identify but not create new instances in the 
ontology. Moreover, its results as well as TAP ontology are not available on the web 
for a longer period of time.  

In our previous work we ported semantic annotation into Grid [3] with good results 
but with no easy and direct implementation and results integration. Thus we have fo-
cused on different parallel and distributed architectures.  

Google’s MapReduce [8] architecture seems to be a good choice for several reasons: 

 Information processing tasks can benefit from parallel and distributed archi-
tecture with simply programming of Map and Reduce methods 

 Architecture can process Terabytes of data on PC clusters with handling failures 
 Most of information retrieval and information extraction tasks can be ported 

into MapReduce architecture, similar to pattern based annotation algorithms. 
E.g. distributed grep using regular expressions, one of basic examples for 
MapReduce, is similar to Ontea pattern approach using regular expressions 
as well.  

 
 

Fig. 1. MapReduce Architecture figure (source: Hadoop website) 

 
On Figure 1 we can see main components of the MapReduce architecture: Map and 

Reduce methods, data in distributed file system (DFS), inputs and outputs. Several 
replicas of data are created on different nodes, when data are copied to DFS. Map 
tasks are executed on the nodes where data are available. Results of Map tasks are key 
value pairs which are reduced to results produced by Reduce method. All developer 
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need to do is implement Map and Reduce method and architecture will take care of 
distribution, execution of tasks as well as fault tolerance. For more details on MapRe-
duce please see [8]. 

Two open source implementation of MapReduce are available: 

 Hadoop [9], developed as Apache project with relation to Lucene and Nuch 
information retrieval systems, implemented in Java. Hadoop is well tested on 
many nodes. Yahoo! is currently running Hadoop on 10,000 nodes [15] in 
production environment [16].  

 Phoenix [10], developed at Stanford University, implemented in C++. 

In this paper we discuss work in progress - porting of pattern based semantic anno-
tation solution Ontea into MapReduce architecture and its Hadoop implementation. We 
provide preliminary results on 8 nodes Hadoop cluster on email documents. 

2   Ontea 

The method used in Ontea [2] [3] is comparable particularly with methods such as 
those used in GATE, C-PANKOW, KIM, or SemTag. It process texts or documents 
of an application domain that is described by a domain ontological model and uses 
regular expressions to identify relations between text and a semantic model. In addi-
tion to having pattern implementation over regular expressions, created Ontea’s archi-
tecture allows simply implementation of other methods based on patterns such as 
wrapers, solutions using document structure, language patterns similar to GATE, C-
PANKOW and many others. Ontea [17] is being created as an Open source project 
under Sourceforge.net. 

2.1   Ontea Scenarios and Results Examples 

Current Ontea implementation can be executed in 3 different scenarios: 

 Ontea: searching relevant individuals in knowledge base (KB) according to 
generic patterns 

 Ontea creation: creating new individuals of objects found in text 
 Ontea IR: Similar as previous with the feedback of information retrieval 

methods and tools (e.g. Lucene) to get relevance computed above word oc-
currence and decide weather to create instance or not. 

Table 1. Examples of Instances and Patterns 

# Text  Instance Patterns – regular expressions 
1 Apple, Inc. Company: Apple Company: ([A-Za-z0-9]+)[, ]+(Inc|Ltd) 
2 Mountain View, CA 94043 

 
Settlement: Mountain View Settlement: ([A-Z][a-z]+[ ]*[A-Za-z]*)[ 

]+[A-Z]{2}[ ]*[0-9]{5} 
3 laclavik.ui@savba.sk Email: laclavik.ui@savba.sk Email:  

[-_.a-z0-9]+@[-_.a-zA-Z0-9]+\.[a-z]{2,8} 
4 Mr. Michal Laclavik Person: Michal Laclavik Person: 

(Mr.|Mrs.|Dr.) ([A-Z][a-z]+ [A-Z][a-z]+) 

New application scenarios can be created by combination of Result Transformers, 
which is discussed in next chapter.  
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2.2   Ontea Architecture 

The fundamental building elements of the tool are the following java interfaces and 
extended and implemented objects: 

 ontea.core.Pattern: interface for adaptation for different pattern search. Cur-
rently implemented pattern search uses regular expressions PatternRegExp. 

 onetea.core.Result: a class representing annotation results by means object 
instance of defined type/class. Its extensions are different types of instances 
depending on implementation in ontology (Jena, Sesame) or as value and 
type pairs.  

 ontea.transform.ResultTransformer: interface that after implementation con-
tains different types of transformations among annotation results. Thus it can 
transforms set of results and include in transformation various scenarios of 
annotation such as relevance, result lemmatization, transformation of found 
value/type pairs (Table 1) into OWL instances in sesame or Jena API im-
plementation. It is used to transform type value pairs into different type value 
pairs represented e.g. by URI or lemmatized text value. It can be also used to 
eliminate irrelevant annotation results.  

 

Fig. 2. Basic classes of Ontea platform 

On the Figure 2 you can see Result class, Pattern and ResultTransformer inter-
faces. Such design allows extending Ontea for different patterns implementations or 
for the integrations of existing pattern annotation solutions. Also it is possible to im-
plement various result transformations by implementing ResultTransformer, which 
can be used also as inputs and outputs between Map tasks in MapReduce architecture. 
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2.3   Integration of Ontea with External Tools 

Ontea tool can be easily integrated with external tools. Some tools can be integrated 
by implementation of result transformers and other need to be integrated directly. 

 MapReduce: Large scale semantic annotation using MapReduce Architecture 
– is main topic of this article. Integration with Hadoop requires implementa-
tion of Map and Reduce methods as described in next chapter. 

 Language Identification: In order to use correct regexes or other patterns, of-
ten we need to identify language of use. For this reason it is convenient to in-
tegrate Ontea with language detection tool. We have tested Ontea with Nalit 
[11]. Nalit is able to identify Slovak and English texts as well as others if 
trained. 

As already mentioned some integration can be done by implementing Result  
transformers: 

 Lemmatization: When concrete text is extracted as representation of an indi-
vidual, often we need to lemmatize found text to found or create correct  
instance. For example capital of Slovakia can be identified in different mor-
phological forms: Bratislava, Bratislave, Bratislavu, or Bratislovou and by 
lemmatization we can identify it always as individual Bratislava. We have 
tested Ontea with Slovak lemmatizer Morphonary [12]. It is also possible to 
use lemmatizers or stemmers from Snowball project [18], where java code 
can be generated.  

 Relevance Identification: When new instance is being created or found, it is 
important to decide on instance relevance. This can be solved using informa-
tion retrieval methods and tools such as Lucene [19]. When connecting with 
Lucene, Ontea asks for percentage of occurrence of matched regular expres-
sion pattern to detected element represented by word on used document set. 
Document set need to be indexed by Lucene. Example can be Google, Inc. 
matched by pattern for company search: \\s+([-A-Za-z0-9][ ]*[A-Za-z0-
9]*),[ ]*Inc[.\\s]+”, where relevance is computed as “Google, Inc.” occur-
rence divided by “Google” occurrence. Use of Lucene is related to Ontea IR 
scenario and LuceneRelevance implementation of ResultTransformer inter-
face. Similarly, other relevance algorithms such as cosine measure can be 
implemented. This was used for example in SemTag [6].   

 OWL Instance Transformation: Sesame, Jena: Transformation of found key – 
value pairs into RDFS or OWL instances in Sesame or Jena API. With this  
integration, Ontea is able to find existing instances in knowledge base if exist-
ing and create new once if no instance found in DB. Ontea also use inference 
to found appropriate instance. For example if Ontea process sentence “Slova-
kia is in Europe.” using pattern for location detection (in|near) 
+(\\p{Lu}\\p{L}+) following type value pair is detected Location: Europe. If 
we have Location ontology with Subclasses as Continents, Settlements, Coun-
tries or Cities and Europe is already present as instance of continent, Ontea 
can detect existing Europe instance in knowledge base using inference.  
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3   Ontea Ported into Hadoop 

For porting Ontea or any semantic annotation solution it is important to understand 
results of annotations as well as how they can correspond to key/value pairs - outputs 
of Map and Reduce methods to be implemented in MapReduce architecture. In table 1 
we show a simple example of Ontea possible annotation results such as settlements, 
company names, persons or email addresses. Used regular expressions are simplified 
to be more readable and understandable.  

In the Map method, input is a text line which is processed by Ontea’s regex pat-
terns and outputs are key value pairs: 

 Key: string starting with detected instance type and continue with instance 
value similar to instance row in table 1. This can be extended to return also 
instance properties e.g. address, phone or email as properties of company.  

 Value: File name with detection of instance. It can be extended with position 
in file e.g. line number and character line position if needed. 

 

Basic building blocks of Ontea are the following java classes and interfaces de-
scribed earlier, which can be extended. Here we describe them in scope of MapRe-
duce architecture: 

 ontea.core.Pattern: interface for adaptation of pattern based searching in text. 
Main Pattern method Pattern.annotate() runs inside of Map method in MapRe-
duce implementation. 

 onetea.core.Result: a class which represents the result of annotation – an ontol-
ogy instance. It is based on the type and value pairs as in table 1, instance col-
umn. Ontology results extension contains also URI of ontology individual created 
or found in ontology. Results are transformed into text keys as output of Map 
method in MapReduce implementation. 

 ontea.transform.ResultTransformer: interface which transform results of annota-
tion. Transformers are used in Map or Reduce methods in MapReduce implemen-
tation to transform individuals into OWL file or eliminate some results using  
Ontea IR scenario.  

3.1   Ontea Running on Hadoop MapReduce Cluster 

We wrapped up Ontea functionality into Hadoop MapReduce library. We tested it on 
Enron email corpus [20] containing of 88MB of data and our personal email contain-
ing of 770MB of data. We run same annotation patterns on both email data sets, on 
single machine as well as 8 node Hadoop cluster. We have used Intel(R) Core(TM)2 
CPU 2.40GHz with 2GB RAM hardware on all machines. 

As you can see from Table 2, the performance increased 12 times on 16 CPUs in 
case of large data set. In case of smaller data set it was only twice faster then on single 
machine and MapReduce overhead is much more visible. In the table 2 we present 
only 2 concrete runs on 2 different datasets, but in reality we have executed several 
runs on these datasets and computational time was very similar so we can conclude 
that times presented in table 2 are very close to average. 
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Table 2. Performance and execution results 

Description Enron corpus (88MB) Personal email (770MB)

Time on single machine 2min, 5sec 3hours, 37mins, 4sec
Time on 8 nodes hadoop 

      cluster 1min, 6sec 18mins, 4sec

Performance increased  1.9 times 12 times

Launched map tasks 45 187

Launched reduce tasks 1 1

Data-local map tasks 44 186

Map input records 2,205,910 10,656,904

Map output records 23,571 37,571

Map input bytes 88,171,505 770,924,437

Map output bytes 1,257,795 1,959,363

Combine input records 23,571 37,571

Combine output records 10,214 3,511

Reduce input groups 7,445 861

Reduce input records 10,214 3,511

Reduce output records 7,445 861

 
In our tests we run only one Map method implementation and one Reduce method 

implementation. We would like to implement also passing Map results to another 
Map method as an input and thus fully exploit potential of ResultTransformers in On-
tea architecture. However, we believe that this new tests does not change – decrees 
performance of semantic annotation on MapReduce architecture.   

4   Conclusion and Future Work 

In this paper we discussed briefly how pattern based semantic annotation could bene-
fit from MapReduce architecture to process a large collection of data. We demon-
strated how Ontea pattern solution could be ported to implement basic Map and Re-
duce methods. Furthermore we provided preliminary results on 8 node Hadoop clus-
ter. As we can see from preliminary results, performance on large datasets is very 
reasonable on Hadoop. MapReduce architecture is scalable to thousands machines. 
We believe semantic annotation can be successful only if able to annotate or tag large 
collections of documents.  

In our future work we would like to test MapReduce also on several Map tasks in a 
row and publish implemented code under Ontea.sourceforrge.net project. We also 
want to use MapReduce architecture to solve concrete application domains such as 
geographical location identification of web pages and large scale email processing to 
improve automated email management and semantic searching. 
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Abstract. The ability to store large volumes of data is increasing faster
than processing power. Some existing data management methods often
result in data loss, inaccessibility or repetition of scientific simulations.
We propose a framework which promotes collaboration and simplifies data
management. We propose an implementation independent framework to
promote collaboration and data management across a distributed environ-
ment. The framework features are demonstrated using a .NET Framework
implementation called the Storage and Processing Framework.
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1 Introduction

It is generally accepted that processing power doubles every 18 – 24 months
and data storage density every 12 – 18 months [1]. The result is that the cost
per Gibibyte (GiB) to the end user is falling which indicates that the ratio of
processing power to data storage will decrease. This opens up new opportunities
to consider more efficient methods of data management.

Databases for example [2], provide a low level data management repository
capable of storing and manipulating data. They are often considered too rigid
for dynamic data and too complex for non-technical users.

Many users utilise proprietary or custom applications as an alternative to
generic databases [3] [4]. These are usually designed for a particular task and
tend to be more user friendly but often less flexible. For example the BioSimGrid
project [5] [6] is establishing a worldwide repository for simulation results using
Grid [7] technologies to distribute and manage the large volumes of data.

Filesystems are ideal for managing data but support for storing and searching
the metadata is minimal [8].

Users prefer to keep data in a format with which they are familiar. File systems
are capable of dealing with large volumes of data and databases are suitable for
managing metadata about the data. There is a need to leverage the benefits of
both advanced databases and robust filesystems to provide a simple and easy to
use data management solution for scientific users.

Based on these challenges, we propose a method to assist with the collabora-
tion and management of data, particularly scientific data. The proposed method
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aims to transparently bring advanced database features to the inexperienced
database user.

We propose a method of associating code with data files by treating them
as objects. This provides users with additional functions or operations on a
file, without having to customise code to process the file. We fully describe the
proposed method and demonstrate a specific implementation of the proposal.

2 File Object Method

Most operating systems are capable of associating an application to a specific
data file type, e.g. files with the extension txt are often associated with a text
editor. This enables the user to open the file by ‘double-clicking’ an icon and
relying on the operating system to open the appropriate application, capable of
reading the file.

This mechanism is achieved either by associating the file extension, txt with
an application or by associating the Multipurpose Internet Mail Extensions
(MIME) [9] type with an application. Alternatively it is possible to inspect the
content of the file to determine its type using a file signature [10].

When a user loads an application associated with a data file, the application
can be thought of as a library of functions or methods which are capable of
operating on that file. For example a txt file is opened using an editor which
has features to count the words or change the data encoding.

We propose an infrastructure to extend this common functionality to support
custom ‘applications’, in the form of user defined code. Instead of a data file
having an associated application we propose that the data file has associated
functions and methods which originate from user code.

We propose treating files like programming objects in an infrastructure called
the File Object Method (FOM). The FOM associates code with files providing
users with the ability to execute these routines as methods on file objects. The
aim of the FOM is to extend the usefulness of flatfiles using object oriented
programming techniques. This can then be used by hybrid database systems, as
well as by users who manage data using flatfiles.

Extending files to appear as objects ensures users execute the correct methods
on the correct file types, thus removing the responsibility for users to ensure they
have the correct file format.

There are two ways with which a user can associate methods to files in the
FOM. The first is to simply associate code with a single file i.e. its path and
filename. The second is to associate a type with each method or set of methods,
and then associate this with file types. This means that users can deposit a
file into the FOM, and without any intervention be able to list and execute
methods that are associated with that file type, using the data they have just
deposited. In the text file example, when a user adds a new text file to the file
system they will be able to see that there is a method to count the words in that
file.
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3 Implementation

We demonstrate the FOM using a prototype, called the Storage and Processing
Framework (SPF) which demonstrates all the FOM features in a secure and
distributed environment.

The SPF is implemented using the .NET framework and is based on web
services. The underlying infrastructure supports a secure and distributed file
system upon which we demonstrate the FOM features using two examples. The
examples are written in different .NET languages and used to demonstrate the
multi-language support of the SPF.

The SPF has three key components: the storage service, the storage manager
and the client layer.

The storage service manages the data, mapping it to a physical resource. The
SPF can have many storage services each controlling a single resource. All the
storage services are controlled by a single storage manager. The storage manager
is the point of entry for the client layer which exposes all the SPF features to
the end users. As each storage service has to register with the storage manager,
the user layer can locate any data in the SPF.

3.1 Storage Layer

The key objective of the storage layer is to provide a mechanism for accessing
files on a given machine via a web service. By implementing the storage layer it
is possible to show how this FOM model can be used to perform calculations in
a distributed environment. This storage layer is not intended to be a substitute
for a distributed file system and is merely a testing platform for the SPF.

The storage layer is responsible for making the files transparently accessible
to the client layer, regardless of location. The storage layer is built up with many
storage services and a single storage manager, both of which are web services.

3.2 Storage Service

Each machine has one storage service which manages the data stored on that
resource. The storage service is responsible for taking files and storing them on
the storage space provided by a resource. The service then responds to requests
for files and information about files. The storage service instance has two key
components: i) the storage API and ii) the DLL manager.

The storage API maps the SPF file requests to local files and is responsible for
invoking the DLL manager. When a file is deposited, it is stored in the local file
system and the name and file type are registered with the local SQL database.

The users .NET code is compiled into an assembly called a Dynamically
Linked Library (DLL). The DLL manager stores all the user’s code and maps it
to files and file types. When a file is selected, either programmatically or through
the user interface, the DLL manager provides information about the user’s code
associated with that file and what methods are available. When a user executes
a method the DLL manager locates the code and executes the constructor using
the local file as a parameter.
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The DLL manager caches the results returned by an SPF method. These
results are stored in the DLL SQL database and are used to speed up SPF
execution. The DLL cache stores the last modified time of all SPF files. When
an SPF method is invoked the timestamps are compared. If an SPF file has been
altered the SPF cache is flushed.

3.3 Storage Manager

Each storage service has to register itself with the storage manager which is
responsible for receiving file requests from the client layer and returning a list
of storage web services that store the requested data file.

There are many storage services: one per machine and one storage manager in
the SPF. The FOM architecture can support more than one storage manager to
allow users to have more than a single point of entry. This can assist with load
balancing although the SPF implementation utilises a single storage manager.

The storage manager’s function is to provide a point of entry for the client
service. When a client requests a file it first asks the storage manager to return
the file providing the location of the client web service which requires the file.
The storage manager is a lightweight index of the files stored in the SPF. If a
requested file is unknown the storage manager polls all the known storage services
requesting the file. The location of files are cached in the storage manager and
the client layer.

3.4 File Objects

The storage layer identifies files using a SPF Uniform Resource Indicator (URI).
Each storage service has its own root folder where all the SPF data files are
located. The SPF URI is relative to the root folder. Thus each file does not need
to have the same location on each storage service.

The client layer treats a replicated file as a single file object. When a user
requests data from the file, the most appropriate storage service is selected. This
is based on Central Processing Unit (CPU) utilisation but can be substituted
for other machine parameters e.g. memory or storage requirements. If the file
replications are not synchronised, the client layer flags the file as dirty. If the
user chooses to ignore this then the file with the most recent time stamp is used.
When the client layer marks a file as dirty it notifies all the out-of-date replicas
of the storage service where the most recent data is stored. The replica storage
services then synchronises the data files.

The client layer can query all known storage services for a list of files and
directories contained within a specific SPF folder.

3.5 Client Layer

All the client features are accessible through the client Application Programming
Interface (API). This interface provides a .NET library upon which all the client
layers are built.
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The client API must have a point of entry into the SPF. This is accomplished
by supplying the location of one storage manager web service. Once this is es-
tablished, the API can query the SPF for files, names, locations and associated
user code. If the API does not know of the storage service where a data file is
located, it first asks the storage manager to supply a list of valid storage services.
The locations of files are cached in the API to speed up frequent access. The
API can then query one of the storage services to retrieve information about the
associated code.

The client API provides methods to retrieve data files as well as query the
associated user code. This provides a list of associated user classes which can in
turn provide a list of associated user methods.

Once the user’s method has been selected the API can call the storage service
to invoke the associated code on the selected SPF file. The results are then
transferred back to the API layer where users are free to manipulate the data.
The results of a user method invocation are returned as .NET objects which the
users can then use programmatically in future code.

The Graphical User Interface (GUI) provides a visual representation of the
underlying API capabilities and is intended as an example application of the
SPF. All the features exposed in the GUI can be programmatically utilised by
the user.

4 Example Scenario

To demonstrate the FOM capabilities we provide two examples.
A C# class which provides metadata about a specific file. The Advanced

FileInfo class takes a file name as a constructor parameter and provides three
methods to return information about the selected file, using the following
methods.

The contact method returns a string indicating whom the user can contact
for further information about the class. The getFullLocalPath method returns
the full path and file name of the selected file. This is useful in a distributed
environment as the SPF file name masks the real location of the data files. The
getLastAccessTime method returns a DateTime object showing when the file
was last accessed.

The second example, written in Visual Basic, the WordCount class takes a
filename as a constructor parameter and provides the following methods to return
information about the selected file:

The countWords method returns the number of words in the selected text file.
The countLines method returns the number of lines in the selected text file.
The countCharacters method returns the number of characters in the selected
text file

Both .NET classes are compiled into a .NET library (DLL) which are then
imported into the SPF so they become available to all users.
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4.1 Selecting an SPF Method

The SPF windows GUI shown in Fig. 1 is divided into five regions. The lower
region displays the properties of the currently selected object.

The upper four regions are used to find and select methods associated with
data files. For example, to select the GetLastAccessedTime method on the
readme.txt file, the user’s four steps are shown in Fig. 1.

Fig. 1. The SPF client GUI (Left). The GUI to execute an SPF method Right.

Step 1: When the user interface loads, the client layer connects to a storage
manager web service. The client then requests that all storage services
return a list of all files and folders stored within the root SPF directory.
These files are then collated and displayed in the SPF file tree view of
the user interface. In this example the user has selected the readme.txt
file.

Step 2: When a file is selected in the SPF file tree, the packages tree is then popu-
lated. This provides a list of all the packages (collections of classes) which
are associated with the selected file. In this example the readme.txt file
has two associated packages, the AdvancedFileInfo and the TextInfo
package. Not all storage services have the capability to run all user code
as the DLL may not exist on a particular resource. The client layer will
automatically select a storage service to execute a method base on the
machine’s load. In the GUI a user can see which machines are capable of
running particular user code. In this example the user has selected the
AdvancedFileInfo package.

Step 3: When a package is selected in the packages tree, the classes tree is
populated. This is a list of all the classes contained within the selected
package. In this example there is just one class, AdvancedFileInfo.

Step 4: When a class is selected in the classes tree, the methods tree is populated.
When the AdvancedFileInfo class is selected the three methods are
displayed. The user can then select a method and execute it.
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4.2 Executing an SPF Method

Once a user has selected the SPF method to execute, it can then be invoked and
the results returned. When a user selects a method in the SPF Windows client
the Execute SPF method window appears, as shown in Fig. 1.

In the GUI interface, users can supply primitive parameters using the con-
structor parameters option. In this example the class only has one constructor
which takes the file name, thus the default options are used.

The default behaviour of the SPF is to execute a method without any param-
eters. Users can provide parameters by selecting the method parameter option.

Once a user has set the optional constructor and method parameters it can
be invoked using the execute method button. This will cause the storage service
where the file is located to request the DLL Manager to create an instance of
the class and invoke the selected method. The results from this method are then
serialised and passed back to the client layer using web services. The client layer
returns the results object to the calling interface, in this example the GUI.

The results of the method are returned as an object, displayed the properties
of the object in the results view as show in Fig. 1. It is expected that a user will
take the return object and utilise it in a calling application. The GUI is intended
to demonstrate the capabilities of the underlying API.

5 File Object Method Features

All the storage services run on the host machine’s file system and the structure
of the files remain unchanged. Simulation and experimental data can be written
directly into the storage service using the user’s preferred method.

User codes must be compiled into a class library (DLL) which is common
practice in the .NET framework.

When a class is selected the associated files and file types are displayed. To
associate additional files with the currently selected class, users can add full SPF
file names. Users can associate the selected class with any file of a particular type.
In this example entering *.txt will associate the AdvancedFileInfo class with
all text files.

Directories and files are treated the same in the SPF, thus users can associate
code on a one-to-one basis with directories.

The example shown in section 4 demonstrates how users can discover methods
using the client API. All the methods associated with a data file can be listed,
queried and executed.

When an SPF method is executed the results are returned as .NET objects.
These objects allow the user to programmatically integrate the SPF into existing
applications.

Users cannot directly return SPF method results as file objects. If the SPF
method creates a file when executed this will then appear in the same directory
as the data file. This mechanism can be used to retrieve data from SPF methods
as file objects.
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5.1 Load Balancing

The load balancing is managed in the API layer. When an SPF method is called
the API looks at all the storage services and selects the one with the lowest
CPU load. The rules which determine how a machine is selected are stored in a
single class. Further SPF optimisations can include additional rules to manage
the load balancing. For example, rules which take the available RAM, network
speed and available storage can be added to the load balancing rules.

5.2 Security

All the SPF user accounts are created and managed by the Windows operat-
ing system and Active direcotry (AD). The SPF security is managed at the
operating system level ensuring that the data and hosting machines remain
robust against malicious users. When data is deposited it is marked as read-
only for all users and read-write for the depositing user. Other users can be
given permission to alter data files using the OS user permission settings. Users
can change the file permissions to suit their task using the methods currently
used.

All the code executed in the SPF framework runs as a restricted user. The
SPF, by default only supports managed code. This reduces the users ability to
execute malicious code on any of the SPF storage services.

Users can see all the methods available on any data file, the users code is
restricted by the OS user account under which it is executed.

Users have the ability to turn on transport security features in the SPF. For
example the Message Transmission Optimisation Mechanism (MTOM) data en-
cryption can be used to encrypt data sent to the storage services. The .NET
framework supports Simple Object Access Protocol (SOAP) extensions to en-
crypt web service data.

In addition the option to run reliable message transacted messages is available
using the web service standards.

5.3 Method Results Cache

When an SPF method is executed the results are requested from a storage ser-
vice. Each storage service is completely autonomous and is responsible for in-
voking the DLL Manager. This provides a good opportunity to cache previously
computed results.

Every time an SPF method is executed the calling parameters and the re-
sults are stored by the DLL manager. If the method is executed with the same
parameters the cached results are returned.

The cache is only valid for a single storage service to ensure that data is kept
consistent. If the data in a file is changed all the cached method results are
removed.
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6 Discussion

The ability of the FOM to support many programming languages adds complex-
ity to the project. Wrapping or integrating different programming languages can
often be impossible or prone to errors. It is for this reason that the FOM will
never support all programming languages.

To ensure that the FOM is non-intrusive and of benefit to users we aim to
support as many of the key programming languages as possible. It is important
that users are free to write FOM methods in their programming language of
preference. This is enhanced with the use of the .NET Framework which supports
many programming languages.

The issue of code quality will always be in dispute as it is not possible to
check all the code submitted. This feature remains in the FOM specification as
the aim is to provide some assurances, i) user’s code cannot compromise the host
system, ii) user’s code cannot corrupt the data stored in the FOM.

The FOM data security comes from the underlying Operating System (OS),
providing a user has permissions to change data the FOM permits the operation.

The FOM does not control the names that users provide for methods and
classes, hence naming clashes are expected. This could be overcome using a
namespace similar to that used in Extensible Markup Language (XML) or
providing an internal FOM name. The end result has to ensure that the FOM
is capable of dealing with methods of the same name from different users.

When users submit code it is copied to a single storage service. Multiple
submissions are required if the user wishes to make the code available on many
machines. The client API supports methods to copy user code to other machines.
Currently this copies the user’s compiled library to a different machine. It is
possible to automatically copy all users’ code to all storage services but this
does not deal with code dependencies. It is for this reason that code exists only
on the machine where it is deposited.

The SPF results cache is only flushed when a data file has been altered. Since
an SPF method may return large volumes of data the cache can quickly grow.
Currently the cache is limited by available storage space. It would be beneficial
to change this cache so that only methods which are time consuming are cached.
There needs to be a mechanism to limit the size of the cache and rules dictating
which cached results are removed first.

7 Summary

We have proposed a concept, called FOM, where files are treated as objects,
exposing users’ code as methods on these file objects. The aim is to enhance
the user’s data management experience without drastic changes to the user’s
existing workflow.

The key objectives of the FOM are to preserve the user’s data format, and
the ability to reuse existing code such that the FOM is non-intrusive to the user.
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The FOM provides operations which enable users to deposit and retrieve data
into the repository. Once the data is stored in the FOM, users have the ability
to submit and execute code on the data.

The FOM objectives and operations are discussed along with an implementa-
tion independent description of the FOM. The FOM provides a series of features
which are then described in the context of the SPF implementation.

We demonstrate all the FOM features using a fully-functional prototype called
the SPF. This prototype is implemented using the .NET framework and inte-
grates data across a distributed environment.

We demonstrate the SPF capabilities using two user examples written in dif-
ferent programming languages. The SPF provides the ability to execute methods
on remote machines and returns the results as .NET objects. The capabilities of
the SPF underlying client API are demonstrated with the use of a GUI.

Using this interface we show how users can locate data and view its associated
methods. The GUI can invoke SPF methods and display the results.

Future works involves securing user code, leveraging existing distributed file
systems and interoperability across heterogeneous systems.
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Abstract. Much of the information used by an organization is collected in the 
form of manuals, regulations, news etc. These are grouped into controlled 
documentary collections, which are normally digitized and accessible via a 
content management system. However, obtaining new knowledge from 
collected documents in an organization requires not only sound search and 
retrieval of information tools, but also the techniques to establish relationships, 
discover patterns and provide overall descriptions of the entire contents of the 
collection. This article explores the nature of knowledge and the role that 
occupy the documentary collections as a source of obtaining him knowledge. It 
also describes the collection of documents will be used along the exposure of 
this study and the techniques of processing information in order to obtain the 
desired results. This paper describes the use of computational methods, support 
vector machines in particular, in a large organisation for document 
classification.  

Keywords: Stemming, Indexation, Support Vector Machines, Documentation 
and Knowledge management. 

1   Introduction 

Knowledge Management (KM) as discipline has acquired importance in recent years. 
The number of scientific articles devoted to this discipline has increased in recent 
years. One of the main features of knowledge management is its heavy reliance on 
related disciplines such as information retrieval, data mining, databases and content 
management systems (CMS). It can even become the standard technology for the 
implementation of programs of knowledge management [1]. 

2   Document Collection 

In this work, we used a collection of articles published by a Spanish newspaper 
between July 1, 2004 and June 30, 2006 (two years). The collection consisted of a 
total of 2,067 documents. The sum of all the words in all documents of the collection 
was 883,425. The number different character was 104 and the total number of 
characters used in all documents was 5,441,472. Most of the documents have a length 
between 350 and 500 words (83%). 
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2.1   Modelling Documents  

Regardless of who is elected one level or another in the choice of terms, in all cases 
are going to get vectors with many dimensions. In our case, the dimensionality of 
space vector is given by the number of different words that are used in each and every 
one of the documents that are part of the collection. Of the 883,425 words contained 
in the collection, 37,402 are different, which is the vocabulary V of the collection of 
37,402 words. 
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One way to reduce the dimensionality is to delete words that do not add any 
meaning to the text (empty words) and another way is to group words that have the 
same root in a single lexical (Stemming) such that the total number of different words 
is reduced. These two processes are described below. 

2.2   Normalization Process  

In order to be able to run the algorithms, the first step is to transform the documents 
into plain text and extract the vectors that represent each of the documents. Then, 
there is a standardization step to facilitate the extraction of measures, such as 
frequencies and being the normalization the most common operation [2]. 

2.3   Selection of the Vocabulary 

Since the documents will be classified according to their textual content, it is possible 
to discard all those terms that do not provide relevant information for this purpose. 
Human languages include many words that are only used to articulate phrases, but do 
not add any meaning to the text. Also, those words have with very high frequencies. 
Other words less frequent but more useful for the text to discriminate on the basis of 
their content. 

The set of words that can be regarded as irrelevant or empty for a given language, 
in our case Spanish, is a priori comprised of the following categories: common 
adjectives, articles, adverbs, prepositions, conjunctions. Interjections, pronouns, 
auxiliary verbs (e.g., be, can, do, etc.) and modal verbs (e.g., power, hold, sing, etc.).  

Once the list of empty words is built and after their removal, we have the following 
values: total number of empty words is 503,198; total number no empty words: 
380,227 and number of different not empty words: 36,352. 

While the elimination of empty words considerably reduces the size of the text, 
another technique is to remove those words does not reach a certain threshold to 
reduce the dimensionality of space vector [3]. This technique is based on the idea that 
when a term appears very infrequently in a collection of documents, their 
discrimination capabilities is virtually zero, so it can be ruled out at the time of  
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building the model to represent the documents [4]. With this threshold, and after the 
stemming the process described in the next section, the size of vocabulary will 
increase from V=13,256 to be V = 6,768, i.e. get a reduction of the dimensionality of 
nearly only 50% by removing words that appear only once, twice or three times in the 
set of all documents that form the collection. 

3   Stemming 

The basis of a lemmatizer consists of a finite state machine that tries to represent 
changes in a certain suffix stem. Each suffix involves a series of rules that express 
how a suffix has been incorporated into the stemming. Since, there can be many 
variations and exceptions for the same suffix, the PLC can sometimes be quite 
complex. From these bases, are developing various algorithms stemming for years, 
such as those based on the probability that a word belongs to the class defined for a 
stem [5]. 

Almost all lemmatizers are built upon the foundation of the work by Lovin [6] in 
1968 and variants such as those described by Dawson [7], Porter [8] and Chris D. 
Dave [9]. We have also built a Lemmatizer to apply to documents from the collection 
object of our study, based on the works of Porter and other more specific to the 
Spanish language [10].  

3.1   Vector Construction 

With a very large number of elements that are zero, the following the nomenclature is 
used to represent every element of the non-zero vector: {Position: Value}, where 
Position is an ordinal representing the position it occupies in the lexeme vocabulary, 
and Value is the measure of the contribution that lexeme in the full meaning of the 
document, Di. Therefore, a document is represented by the vector:  

{ },:....,:,: 2211 ninii fwfwfwD =  (2) 

The metrics to be used is TF x IDF and vectors will be standardized (|Di | = 1) so 
that the values of fj will be given as: 
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Where TF(pj,Di) represents the frequency with which appears lexeme that took the 
position pi in the document Di; DF(pj) is the frequency of that same lexeme in the 
entire collection. Applying the formula to documents, get vectors as shown in Fig. 1 
and who will be that we use from this point forward. 
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4   Classification of Documents 

In our study, we use the thesaurus Eurovoc [11] for selecting the categories to which 
documents may be assigned. This choice was justified by the need to have a package 
that covers all possible areas addressed in the documents. Moreover, it has been 
developed by experts following strict criteria. 

Prior to the construction and implementation of our own classifier based on the 
technique known as Support Vector Machine (SVM) [12], which is the one that 
obtained better results classifying documents [13] , we will give a brief description of 
some of the most commonly used methods for grading. 

In all cases it is building a model by automatic learning from a set of documents 
previously tagged by an expert. The model thus constructed will be able to deduct the 
class to which should be given every new document unknown to be present. This type 
is called supervised learning, because it gives the system the list of categories to 
which they belong all documents of a collection. A system of unsupervised learning, 
which builds a model able to infer the existence of clusters of documents, and hence 
"discover" a class structure that is not known in advance. The action taken by this 
type of system will call the "grouping of documents", and will be treated in the 
following point, to differentiate it from the classification of documents "or" text 
categorization "study in this point. 

4.1   Support Vector Machines 

Recent studies [14], [15], [16], [17] show that Support Vector Machines (SMV) are 
the preferred method for text classification. Unlike other methods, SVM can work 
efficiently with thousand of dimensions whereas in other classifiers, when there is a 
large number of attributes with little discrimination power, attributes need to be 
discarded by some preprocessing filters affecting their performance [18]. However, 
despite their high accuracy documented in numerous publications, and perhaps 
because of their complexity, SVMs have failed to completely replace simpler methods 
of automatic classification such as Naïve-Bayes [19]. 

SVM is based on the concept of minimizing risk structural which is found in the 
vector space which is represented as vectors documents, hyperplane separating those 
who belong to two different categories, and also do so with the greatest possible 
margin of separation. The position in space, occupy any new document, the class to 
determine who should be allocated. It is therefore a classifier binary and to build a 
multi classifier must be calculated so as hyperplans classes there. 

To carry out the classification of the collection, we are going to use the program 
package SVM light [20] that allow us to employ algorithms SVM learning, with 
different parameters and kernel functions, to suit the nature of our problem. However, 
how to use through orders or commands in text mode has lifted us to develop a GUI 
to implement the programs. In the preparation phase are formed vectors that are going 
to represent the set of documents or evidence of learning, properly labelled according 
to their membership in the class for which we construct the grid. Through panel 
“svm_learn” (Fig. 1) allows the user to execute the learning module with the options 
you choose. To carry out this operation is necessary and at least one file of learning. 
The outcome of this panel will be a file with the model for classifying built. 
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Fig. 1. Panel WinSvm for obtaining model in the training phase 

5   Experimental Results 

To calculate the optimal values to apply when constructing models for qualifying, we 
chose the three categories that belong to a larger number of documents on joint 
training. These are: “04 Life policy” “08 International relations” and “28 Social 
Affairs”. In order to have two sets of classified documents manually, one for the 
training phase and the other to check the behaviour of the model built, the initial set of 
104 documents have been divided into two sets of 52 papers each. It has been tested 
with the four types of kernel function possible and the results are shown in Table 1. 

Table 1. Classification with 52 papers training 

 

 Model construction                                Test over 52 

Category Kernel Iterant. Kern Evl. %Success #Failures Precision Recall 

04 Lineal 17 1556 69,23 16 72,22 54,17 

04 Polynomic 19 3044 71,15 15 73,68 58,33 

04 Sigmoid 9 2490 46,15 28 46,15 100,00 

04 RBF 20 3099 73,08 14 75,00 62,50 

08 Lineal 19 1666 71,15 15 60,00 35,29 

08 Polynomic 23 3264 71,15 15 75,00 17,65 
08 Sigmoid 16 2870 67,31 17 - - 
08 RBF 26 3429 67,31 17 50,00 5,88 

28 Lineal 19 1666 71,15 15 - - 
28 Polynomic 26 3429 73,08 14 100,00 6,67 
28 Sigmoid 17 2934 71,15 15 - - 

28 RBF 22 3209 71,15 15 - - 
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The kernel function used to construct the model of learning, in all cases is SVMlight, 
a very efficient algorithm in relation to CPU time. Therefore, the only criterion we 
should look to choose between the modes is the rate of accuracy, leaving aside other 
considerations such as the number of iterations or the number of reviews of the kernel 
function used. Table 1 shows that is the best-performing kernel functions are linear 
functions and polynomic, with a slightly advantage for the latter. Therefore, for the 

construction of the binder will use a polynomic kernel 
3
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5   The Emergence the New Knowledge 

There are several algorithms to identify relevant phrases in a document. The most 
interesting are supervised learning algorithms, as C4.5, KEA or GenEx attempting to 
document as a set of phrases that should be classified as relevant or irrelevant. To do 
so, it must provide before a set of documents belonging to a body similar to those 
discussed and whose relevant phrases are known in advance. From this set and 
through a process of training builds a table of discretization of the characteristics 
associated with the terms deemed relevant documents joint training. Once the system 
is trained, the process of automatic identification of the terms will be considered the 
metadata value of a new document. It consists of the following: after a period of 
normalization of the text obtained a first relationship sintagmes candidates, discarding 
those that do not meet a number of conditions (that is not its length between a 
maximum and a minimum preset, which begin or end with empty words, which do 
not reach a minimum frequency of occurrence, etc.). . It was also put to candidates for 
a phase Stemming with the aim of considering only the roots of words and thus 
increase the value of their frequencies. Then, a discreet rate of each term, based on the 
following values: 

• Relative frequency of occurrence of S phrase in the text in relation to the 
overall control (TF × IDF), as measured: 
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where frequency (S, D) is the number of times the phrase appeared in the 
paper S D size (D) is the number of words that has the document, df (S) 
indicates the number of documents corpus overall contain the term S (adds 1 
to avoid log 0) and N is the total number of documents in the overall corpus). 

• Distance, in the words from the beginning of the text until the first 
appearance of the words. The result is a number between 0 and 1 which 
represents the portion of the document that precedes the first appearance of a 
word: 

ocuments of the dtotal word

sintagme to see a first time
distance =  

 

(5) 

• Frequency with which he has already been considered as relevant among the 
objects of all control. This measure is known as frequency k and the 
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underlying idea is that a word candidate is more likely to be relevant if it has 
been found as other relevant documents corpus training. 

For the construction program, we started KEA system, developed in the "Digital 
Libraries and Machine Learning Labs" [21] at the University of Waikato and is 
distributed under the GNU Public License. 

5.1   Clustering 

The grouping a collection of papers has historically been perceived by the researchers 
as a discovery tool and to help reduce redundancy and demand cognitive [22]. A 
system of grouping should have the ability to assign each new document to the group 
most appropriate and should therefore be able to solve three problems: how to create 
groups, how to identify the relationships between the groups and how to keep the 
group system. 

The most interesting approach in the form of documents and added that in addition, 
has the advantage of providing direct labels of the groups, is to extract the most 
relevant phrases for each document in the collection and use as a criterion for 
grouping. The relevant phrases are good descriptors of the topics covered in a 
document and therefore help build subspaces small, but representative of space full of 
documents. The method used to form aggregates is to sort the relevant phrases by the 
number of documents that share, from highest to lowest. The first group of documents 
on this list, will form the nucleus of the first added, and the term will be shared by the 
label of this aggregate. Then he goes through the list of documents added and are 
appended documents with which it shares other relevant phrases. When this process is 
completed recursive, passed to the next term of the ordered list, and so complete. 

Table 2. Aggregates from syntagms of long> = 1 in category 28 

Social Issues  

Descriptor Eurovoc Aggregates 

2811.- Movimientos migratorios Ley de Extranjería 
2816.- Demografía y población - 
2821.- Marco social alto el fuego 

política antiterrorista 
2826.- Vida social matrimonio homosexual 

Juan Pablo II 
2831.- Cultura y religión EE UU 

Benedicto XVI 
Bin Laden 
Conferencia Episcopal 

2836.- Protección social Ceuta y Melilla 
accidentes de tráfico 

2841.- Sanidad Severo Ochoa 
2846.- Urbanismo y construcción plan de choque 
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During the process of forming aggregates in each category, you get the average 
length of the documents that form, expressed as the average number of days between 
July 1, 2004 and the date of publication of document (column "Days (Dias)" on the 
Table 2). 

6   Conclusions 

In this work, we presented the development of a bespoke computational science 
application that is going to be used by a large organization to classify documents. To 
do so, on the one hand, we presented the latest developments in the techniques of 
automatic classification and clustering textual documents. On the other hand, we 
showed how to build and validated models using a medium size collection of 
documents text in Spanish to perform measurements and results that were not 
previously available. Results show that it is possible to generate patterns of searching 
documents from the collection, exclusively using automatic learning techniques based 
on statistical methods, without having to implement other techniques of natural 
language processing. 
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Abstract. Large-scale distributed applications tend to become more
and more complex and hard to develop, and execute. Approaches used
when building such systems have to be revised, in order to decrease
coupling within the code and increase productivity during the devel-
opment process. Especially event-based programming applied to Web
services should gain much attention. In this paper, we present an experi-
mental publish/subscribe infrastructure, which introduces robust event-
based mechanisms to be used with Web services-enabled applications.
The concept of this solution is built upon the extensibility and config-
urability principles. We show that performance gap between traditional
distributed event-based technologies and the Web also services-based ap-
proach is not necessarily as significant as most people tend to think.

Keywords: Large-scale computing, distributed computing, decoupling,
Web services, event infrastructure, publish/subscribe, WS-Notification.

1 Introduction

The main characteristic of an event-based design is its striving to decrease cou-
pling in a system [5]. Coupling, usually contrasted with cohesion, is the degree
of association between modules, components, subsystems, etc. [6] Over the past
three decades a lot of attention has been paid to this concept, both in scientific
and commercial computing. Besides many other measures, the level of coupling
started to be treated as quality metrics for software design. It has been observed
that tight coupling can lead to problems in all phases of application’s life cycle.
It can make introducing changes in particular parts much complicated and force
developers working on distinct modules to frequently synchronize their activities.
Tight coupling can also make it impossible to test components separately. On
the other hand, loose coupling is usually achieved at the cost of performance:
”Loose coupling intentionally sacrifices interface optimization to achieve flexi-
ble interoperability among systems that are disparate in technology, location,
performance and availability” [11].

Cain and McCrindle state that unmanaged coupling is an indicator of po-
tential productivity bottlenecks [1]. They accentuate the impact of a flawed
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architecture on the number of developers that can work in parallel. They con-
clude with the statement that improperly coupled software causes people to be
improperly coupled.

The event-based programming paradigm is built upon the concept of an event
object, an entity that represents a situation, an occurrence of interest to third
parties. This approach reduces the overall complexity of a system, providing
much flexibility when coding, testing and maintaining the application. Unfortu-
nately, it can lead to an increase in complexity of the parts’ internals, making it
extremely difficult to understand their operation without analyzing the rest of
the system.

Event-based approach is becoming more important in contemporary software
systems, as the volume of real-time data that enterprises must process and man-
age continues to increase. The most advanced event-based approach – Complex
Event Processing (CEP), which is predicted to become mainstream in the near-
est future, emphasizes the act of processing multiple events, aiming at identifying
the meaningful ones and discovering complex events. CEP introduces new areas
where events could be applicable and defines additional challenges to be faced
[14]. Complex Event Processing is even predicted to be heavily used in Enterprise
Service Buses.

Many real world examples could also be observed in the Grid environment.
The Flood Forecasting Simulation Cascade (FFSC) [9], developed as a part of
the K-Wf Grid project, is a loosely coupled large-scale application addressing
the complex problem of flood prediction. FFSC takes advantage of the Service-
Oriented Architecture (SOA) to handle real-time forecasting. In such application
scenarios Web services-based event-driven mechanisms seem a natural approach,
providing a flexible and efficient means to handle high data rates.

The publish/subscribe pattern, decoupling subscribers from publishers, has
become a critical part of many system architectures [3] and is increasingly be-
ing used in a Web services context. The Web services, which are currently the
preferred standards-based way to realize Service-Oriented Architecture (SOA),
are emerging as the next generation platform for large-scale distributed appli-
cations. While the standard enables applications to communicate over Internet
protocols, it is still lacking built-in mechanisms supporting the publish/subscribe
model. As a response to the need of standardization two partially overlapping
specifications, offering a foundation for event-driven architectures built using
Web services, were proposed: Web Services Notification (WSN) [13] and Web
Services Eventing [12]. Both of these families of specifications and related white
papers define standard interoperable protocols through which Web services can
exchange event objects. The single greatest drawback of the event-based ap-
proach applied to Web services is the delegation of validation of message payload
against some contract to the application logic. The WSDL documents based on
WS-Notification or WS-Eventing standards will not provide definition for the
format of message payload.

Running event-based applications using the Web services technology still
remains a challenging problem. There is no single widely accepted standard,
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providing interoperability between any Web services-based publish/subscribe ap-
plications. Another important issue is that the Web Services Notification and
Web Services Eventing specifications do not address all of the problems which
arise when using publish/subscribe communication with Web services and are
considered to be rough drafts, not solid, stable specifications.

Currently none of the publish/subscribe infrastructures based on the above-
mentioned specifications provide features that would make them successfully
compete with the traditional approaches, like Java Message Service (JMS) or
CORBA Notification Service. The performance of these frameworks is far from
being satisfactory. What is more, these solutions fail to provide straightforward
ways to be employed into an application without the need to understand various
complicated mechanisms used. The main assumption is that the designer and
the developer should be unaware of the complexity of the infrastructure.

In this paper, we describe our approach to development of an efficient pub-
lish/subscribe infrastructure compliant with the Web Services Notification spec-
ification (WSN-PSI). The main advantages of this solution are its extensibility
and configurability which make it possible to adjust the solution to meet various
requirements. While providing these features, WSN-PSI still puts emphasis on
performance, showing that the gap between traditional distributed event-based
technologies and Web services-based solutions does not have to be enormous.

2 Background

A number of projects is being developed, that aim in providing event-based in-
frastructures build upon Web services. Those solutions implement WS-Eventing,
WS-Notification, or both of these specifications. Hopefully, a new composite
standard, WS-EventNotification, was announced and is planned to be available
in 2008 [4]. It is intended to solve the interoperability problems between the two
specifications currently used.

The WS-Messanger [10] is an implementation of both the Web Services No-
tification and Web Services Eventing specifications. This solution attempts to
support mediation between these two incompatible standards.

Apache Muse [7] provides the functionality defined in Web Services Notifi-
cation. It also implements other WS-* specifications – Web Services Resource
Framework and Web Services Distributed Management.

ServiceMix [8] is an Open Source Enterprise Service Bus (ESB) with support
for WS-Notification. This functionality is provided as a binding component and
cannot run separately.

A new emerging framework for notification in Grid systems is presented in [2].
This content-based distributed notification service is based on WS-Notification.
Unfortunately, the project is still in its initial phase.

Despite the number of Web services-based publish/subscribe infrastructure
providers, none of them offers a high degree of extensibility and configurabil-
ity. What is more, those solutions do not meet the performance requirements
of contemporary distributed systems and cannot compete with the traditional
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event-based solutions. Furthermore, most of the WS-Notification implementa-
tions mentioned above are inherent parts of larger, more complex solutions, and
cannot run separately. One is unable to only use the publish/subscribe modules.

3 Concept of WSN-PSI

3.1 Requirements

The basic and obvious assumption that the solution is to be founded on the
concept of Service-Oriented Architecture and Web services implicates numerous
requirements, like service contract or reusability. These obvious requirements will
not be enlisted within the objectives below. The following paragraphs present
features that would define a noteworthy Web services-based publish/subscribe
solution.

Among the most significant functional requirements we can mention:

– well-defined message exchanges – all of the communication scenarios associ-
ated with actions other than notification exchange should be precisely de-
fined, enabling full compatibility between different implementations or ver-
sions of the infrastructure,

– dynamic reconfiguration of the environment – endpoints taking part in com-
munication need have no knowledge of other endpoints prior to registration
or subscription, nodes can be created and destroyed without having negative
impact on infrastructure operation,

– messaging brokers – it should be possible to decouple producers and con-
sumers by placing intermediary services (brokers) between them,

– topics – a topic (subject) should be attached to every message, enabling
clients to separate independent message exchanges,

– filtering – it should be possible to limit number of messages sent to a con-
sumer using filter constraints.

Non-functional requirements concerning our publish/subscribe solution are as
follows:

– standards-based approach – will provide optimal solution adoption and re-
duce efforts involved in building and maintaining applications founded on
this infrastructure,

– performance – reduce complexity to get as fast and efficient infrastructure
as it is possible with contemporary Web services technologies,

– usability – the solution has to be easy to employ in order to produce a special-
ized messaging infrastructure, minimizing the effort required to switch from
using the standard request/response pattern to the event-based approach,

– extensibility – should provide for change while minimizing impact to existing
infrastructure fragments,

– configurability – the constituent parts of the solution should be configurable
and exchangeable,

– scalability – the infrastructure should be capable of dynamic messaging end-
point allocation and environment reconfiguration.
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3.2 Design

We decided to build the infrastructure on the basis of the already mentioned
WS-Notification (WSN) specification to ensure better adoption of the solution.
WSN is a natural successor of the Open Grid Services Infrastructure (OGSI) No-
tification standard, which makes it the approved event-based approach for the
Grid environment. Moreover, WS-Notification provides many advanced features,
mechanisms and application scenarios. Last but not least, using WS-Notification
lets us observe which areas are sill covered inadequately by the available stan-
dards and need to be improved.

The overall architecture of the system is founded on entities defined in WS-
Notification. WSN-PSI implements a large part of WS-BaseNotification and
WS-BrokeredNotification, and a basic subset of concepts defined in WS-Topics.
Worth mentioning is the fact that WSN-PSI does not restrict selection of coop-
erating nodes to some predefined architectures and does not require endpoints
taking part in communication to have knowledge of other endpoints prior to
subscription or registration. Because of this approach, WSN-PSI provides really
flexible and dynamically reconfigurable environment. Also by providing support
for intermediary services WSN-PSI empowers the process of decoupling.

The whole infrastructure is built with the assumption that the only way to
make the system usable is to provide a high level of extensibility and configura-
bility. WSN-PSI provides a collection of configurable building blocks, enabling
one to construct a specialized publish/subscribe solution. They were designed
with care for loose coupling, high cohesion, and the fundamental object-oriented
design principle – the single responsibility principle. Fig. 1 presents the approach
used to implement WSN services.

Fig. 1. Design of a WS-Notification-based entity
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«interface»

Topic

+ getPhysicalName() : String
+ isComposite() : boolean
+ getCompositeDestinations() : Topic[]
+ isPartOf(Topic) : boolean

«interface»
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+ getTopic() : Topic
+ destroy() : void
+ getId() : String
+ isDestroyed() : boolean
+ getManager() : MessagingManager

«interface»

MessageListener

+ onMessage(NotificationMessageHolderType) : void

Runnable

MessageSender

~ MessageSender(Subscriber, NotificationMessageHolderType)
+ run() : void

MessagingManager

+ MessagingManager(int, int, long, boolean)
+ createTopic(String) : Topic
- addTopic(Topic) : void
- addSingleTopic(Topic) : void
~ destroySubscriber(Subscriber) : void
~ destroyPublisher(Publisher) : void
+ createSubscriber(Topic, MessageListener) : Subscriber
+ createPublisher(Topic, OnDemandPublishingListener) : Publisher
~ publish(Topic, NotificationMessageHolderType) : void
~ execute(OnDemandNotifier) : void
+ destroy() : void

Runnable

OnDemandNotifier

+ OnDemandNotifier(boolean, Publisher)
+ init(OnDemandNotifier) : void
+ run() : void
~ hasFinished() : boolean

«interface»

OnDemandPublishingListener

+ onStop(Publisher) : void
+ onStart(Publisher) : void

«interface»

Publisher

+ getOnDemandListener() : OnDemandPublishingListener
+ publish(Topic, NotificationMessageHolderType) : void

«interface»

Subscriber

+ getMessageListener() : MessageListener
+ isPaused() : boolean
+ pause() : boolean
+ resume() : boolean

-next

-
target -

subscribers

Fig. 2. WSN-PSI: a simplified class diagram of the internal brokering system

The full-featured and highly configurable notification broker is a good illustra-
tion of the application of this model. Mechanisms dedicated to broker customiza-
tion include, among others, the ability to select the method of event notification
dispatching inside the broker. One can currently choose between JMS-based
dissemination and an efficient internal dispatching technique. Fig. 2 provides a
simplified class diagram, presenting the design of this internal brokering sys-
tem incorporated into WSN-PSI. This module defines only two types of actors:
Publishers and Subscribers. They can be created and are managed by a cen-
tralized Messaging Manager, build upon a thread pool dedicated to executing
long tasks. Every Subscriber is provided a Message Listener. Each time a no-
tification message is routed to the Subscriber, a task wrapped into a Message
Sender object is sent to the Messaging Manager, which plays the role of a task
scheduler. Similarly, every demand-based Publisher is provided an On-Demand
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Publishing Listener. Publishers utilize On-Demand Notifiers to wrap tasks asso-
ciated with pausing and resuming WSN on-demand publishers. The advantage
of the described approach is that the messages are dispatched locally, no exter-
nal messaging provider is used. This reduces additional overhead associated with
transferring the messages. What is more, this broker directly uses build-in Java
thread pooling mechanisms which also causes an increase in performance. One
significant drawback of this approach is that, unlike in JMS-based broker, it is
impossible to plug into the local messaging system using non-WSN clients.

The design is not the only element that makes the solution highly usable
and efficient. Also the selection of technologies has a significant impact on the
characteristics of the infrastructure. WSN-PSI is founded on many widely ac-
cepted standards and libraries. As it was stated when specifying requirements,
one of the main principles employed when designing the infrastructure was to use
standardized approaches whenever possible. Adoption of well-known standards
makes the infrastructure easier to understand and use, reducing efforts involved
in building and maintaining applications founded on WSN-PSI. Standards-based
approach also simplifies the process of evolution of the infrastructure and in-
creases portability. To ensure required performance level, technologies had to
be picked carefully. For example XFire, which proved to be really efficient, was
chosen as the SOAP framework.

4 Performance Analysis

The approach described here attempts to show that performance of Web services-
based solutions does not necessarily have to be much worse than performance
of the traditional distributed event-based technologies. To prove this hypothesis
a series of tests was prepared and executed. All the tests were run on a single
PC machine and were designed to present the same single scenario implemented
using different technologies. This scenario defined two endpoints, a master and
a slave, communicating through a broker. Messages were sent from the master
to the broker, further to the slave node and back to the master through the
intermediary service. Each time round trip time (RTT) was evaluated and the
time required to send a message from one node through the broker to the other
endpoint was calculated. This scenario was repeated 1000 times using messages
with 1024 characters long payloads.

The tests cover two configurations of WSN-PSI infrastructure and the most
significant WS-Notification implementations currently available. The first WSN-
PSI notification broker version was based on internal message dispatching mech-
anisms, while the second one used dispatching mechanisms implemented on the
basis of JMS. The ServiceMix ESB was run with the Servicemix-wsn2005 bind-
ing component deployed. The WS-Notification implementation provided by the
Apache Software Foundation, Apache Muse, had to be modified to be suitable for
the test scenario. Muse does not implement the notification broker functionality
and an internal bridge between notification consumer and producer had to be
added. To have the possibility to compare Web services-based solutions and the
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distributed event-based technologies a sample Java Message Service (JMS) spec-
ification implementation provided by JBoss Application Server was also taken
into account. Tab. 1 presents results of the experiments.

Table 1. Average delivery time

Technology/solution
Average delivery

time (ms)
Java Message Service (JMS) 11.8

WSN-PSI (internal) 16.1
WSN-PSI (JMS) 26.4

ServiceMix 28.5
Apache Muse 42.2
WS-Messenger 106.9

The experimental data shows that it is possible to create a Web services-based
solution that will successfully compete with JMS. The results also suggest that
most of the infrastructures currently available tend to underperform and could
easily be improved. On the other hand, one should take into account that using
the same payload sizes for the messages being disseminated in different tests does
not make the overall size of the messages equal. Various strategies to building
notification messages, possibly incorporating WS-Addressing support, may have
considerable impact on the empirical results.

Additionally, we conclude that the performance gap between traditional event-
based approaches and the Web services-based solutions grows considerably with
the number of advanced filtering and Quality of Service (QoS) mechanisms
employed.

5 Possible Applications

WSN-PSI is designed to cover a wide spectrum of scenarios. It provides a high
level of scalability, being 100% compliant with the WS-Notification specification.
This causes the topology not to be restricted by any means, enabling developers
or users to have full freedom to build their own specialized configuration. WSN-
PSI also uses a layered architecture with many interchangeable modules, easily
configurable using XML files.

The intermediary service is fully implemented and could be used with min-
imum changes in the configuration files. The project also provides many stubs
and samples written in Java programming language. These could straightfor-
wardly be used to incorporate Web Services Notification functionality into an
existing large-scale application. All of these services could be deployed using the
embedded Jetty WebServer. This significantly simplifies the process of packag-
ing and running the application, and could be used when the standard, Web
ARchive-based, approach to deployment is undesirable.
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WSN-PSI could also be used in scenarios requiring support for security. The
infrastructure uses WS-Security, which provides basic security mechanisms for
Web Services Notification message exchanges. Unfortunately, the mechanisms
employed when handling WS-Security data cause a serious decrease in
performance.

Worth mentioning is the fact that the Java programming language was chosen
for developing the experimental solution, to provide sufficient level of portability
and to be able to take advantage of existing implementations of Web services-
based technologies. Java is the only programming language used in WSN-PSI.
Development of sample infrastructures for other languages is considered to be
out of scope of this work and may be added in the future phases of the project.
Also no cross-language clients are provided. Fortunately, the Web Services Noti-
fication compliant WSDL files shipped with WSN-PSI could by used to generate
clients in any programming language.

6 Conclusions and Future Work

In this paper we presented WSN-PSI: an efficient publish/subscribe infrastruc-
ture that could be successfully used to decrease coupling in large-scale Web
services-based applications. The solution was designed to meet tough perfor-
mance requirements and make Web services-based technologies an option when
choosing communication means for a highly decoupled system.

One considerable drawback of using the event-based approach with Web ser-
vices, which was identified during early development, is the incompleteness of
Quality of Service (QoS) mechanisms available. QoS comprises various aspects
of messaging, including reliable delivery, order, security, duplicate elimination
and many more. The family of second-generation Web services documents (WS-
*) provides WS-Security, WS-ReliableMessaging and WS-Reliability specifica-
tions. Unfortunately, these standards are immature and do not cover all of
the desirable mechanisms. Moreover, both WS-Notification and WS-Eventing
leave many areas unstandardized, increasing the risk of incompatibility between
various infrastructures. Absence of some advanced mechanisms, like support
for event object routing, may also cause the more complex configurations to
malfunction.

Future plans for the WSN-PSI project include, amongst all the other goals,
experimenting with various technologies that could be applicable to the in-
frastructure. It also seems reasonable to experiment with some specifications
from the huge family of second-generation Web services documents, other than
WS-Notification and WS-Security already used in WSN-PSI. Furthermore, the
project lacks more complex tests in a real grid environment.
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Abstract. Computational science studies often rely on the availability of large 
datasets through the Web. Web services (WS) provide a convenient way for 
making those datasets available, since they rely on a standard and widely avail-
able technology. However, there are many ways to devise a Web service inter-
face for a given dataset, and the resulting interfaces vary in their properties  
related to cohesion, distribution, flexibility and communication overhead, 
among other parameters. This paper explores these attributes and provides some 
directions on how they can be measured. Concretely, a well-known cohesion 
metric is explored as a way to characterize the possible kinds of Web service in-
terface designs. This is discussed for a concrete distributed context of service-
oriented architectures. 

Keywords: Computational science, Web services, cohesion, performance, dis-
tribution, flexibility. 

1   Introduction 

Computational science requires the use of large amounts of data for the construction 
of models and simulation analyses in order to solve scientific problems. In recent 
years, vast amounts of data have been made available through the Web as Web ser-
vices (WS) provide a way to obtain pieces of these kinds of information through stan-
dard Web technology, and many on-line databases currently use WS interfaces [8]. 
Most of these interfaces provide access to schemas containing the scientific data 
through a collection of services that clients must call to obtain the data.  

It is known that current the current way of implementing Web services based on 
SOAP1 messaging over the HTTP2 protocol incorporates some additional overheads 
[7]. Depending on the design of the Web services interfaces, client applications would 
require to issue a larger or smaller number of Web service invocations, thus incurring 
in more or less overhead respectively. An extreme case occurs when a single Web 
service retrieves all the data in a particular dataset, which reduces to the minimum the 
                                                           
1 http://www.w3.org/TR/soap12-part0/  
2 http://www.w3.org/Protocols/ 
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number of remote method calls but clearly compromises flexibility to build applica-
tions on top of it. In the opposite extreme, a design in which the data in each entity in 
the data model is provided by a separate Web service provides maximum flexibility. 
In addition, some Web service interface designs delegate complex query processing to 
the server while others only retrieve data, and processing needs to be done in the 
client side. Depending on the computing power provided by the server, one or other 
option could be desirable. In consequence, Web service interface design critically 
impacts the flexibility, performance and distribution properties of a system. These 
trade-offs can be analysed with metrics defined for structured or Object Oriented 
(OO) systems. For example, Perepletchikov et al [6] have analysed the design of 3 
different designs for a Service Oriented Architecture (SOA) with traditional metrics 
such as Lines of Code and Cyclomatic Complexity [2, 4] and the set of OO metrics 
defined by Chidamber and Kemerer (C&H) [1]. As authors state, most OO metrics 
need to be adapted for Web services, mainly assuming that a class is a service or set 
of services (business process).  

Designers facing the analysis or design of Web service interfaces could find bene-
ficial the availability of metrics, indicators or guidelines for measuring designs flexi-
bility, degree of distribution and communication overheads. Computational science 
applications are typically characterized by relatively stable data schemas but with 
large volumes of data, which implies that communication overhead is an issue for this 
kind of applications. Also, since new research directions would impose additional 
requirements, designers need to be able to adapt systems to unpredicted new uses, and 
thus, flexibility is also a requirement.   

This paper attempts to delineate some possible indicators that could be used to 
measure how a concrete Web service design affects these variables. It explores basic 
design issues and the potential use of cohesion as an indicator of some properties of 
the quality of the design.  

The rest of this paper is structured as follows. Section 2 discusses the some metrics 
and the reformulation of a metric for Web services. Next, we present a small case 
study in Section 3. Finally, Section 4 concludes the paper and points to future re-
search directions. 

2   Communications Overhead, Flexibility and Web Services 
Design 

The Web service architecture defined by the W3C enables applications to communi-
cate over the Internet, in other words, Web services allow applications to access  
software components through standard Web technology. The use of Web services 
introduces, however, additional overheads in communications as a trade-off for the 
increase in flexibility they provide. In particular, due to the usage of XML, not only 
requests and replies are larger when compared to traditional Web interactions [5] but 
also the need for parsing the XML code in the requests adds additional server  
overhead. 

Here we are concerned with computational science applications, in which (i) large 
amounts of data need to be transferred through the net, and (ii) the interfaces need to 
be flexible to serve the needs of different applications and research needs. Web  
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service interfaces that wrap datasets can be devised with different styles, and this 
affects performance due to communication overheads. In general, finer grain service 
calls produce additional latency due to the increase in the number of verbose SOAP 
messages and established connections needed. In contrast, coarse-grained interfaces 
will reduce network latency but are less flexible for applications that require only 
some specific pieces of whole information. In addition, some Web services perform 
complex queries against the schema that should be performed at the client side if they 
were not available. 

These tradeoffs could be subjected to measure in an attempt to develop a metric 
that combines flexibility, performance and distribution when designing Web services 
interfaces. Since the amount of services offered for the same schema will ultimately 
depend on the parts of the data model that are read, cohesion can be used as a candi-
date property to develop the measures sought. In the area of OO systems, one of the 
metrics defined by Chidamber and Kemerer (C&K) [1] is the Lack of Cohesion in 
Methods (LCOM). It is as a quality metric of the cohesiveness of a class by measuring 
the number of method pairs that do not have common instance attributes. More for-
mally, LCOM measures the extent to which methods reference the class instance data. 
Let us consider a class C1 with n methods M1, M2, …, Mn. and let {Ij} = set of instance 
variables used by method Mi. There are n such sets {I1},...,{In}. Let P = {(Ii, Ij) | Ii ∩ Ij 
= ∅}, and Q = { (Ii, Ij) | Ii ∩ I j≠ ∅}.  If all n sets {I1},..., {In} are ∅ then let P = ∅. 

otherwise
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For example, consider a class C with 3 methods (M1, M2, M3) and Let {I1} = {a, b, c, 
d, e}, {I2} = {a, b, e}, and {I3} = {x, y, z}. {I1} ∩ {I2} is nonempty but {I1} ∩ {I3} 
and {I2} ∩ {I3} are null sets. LCOM is the number of number of null intersections – 
number of nonempty intersections), which in this case is 1 A high value of LCOM 
implies that there is a lack of cohesion, i.e., low similarity between the methods of a 
class and as a result, the class can be composed of unrelated objects. High cohesive-
ness of methods within a class is desirable, since classes cannot be divided and pro-
motes the encapsulation. Low cohesiveness increases complexity, thereby increasing 
the likelihood of errors during the development process. 

There are other reformulations of cohesion that can be found in the literature since 
the original LCOM C&K metric has been criticized. For example, Henderson-Sellers 
[3] comments that two classes can have a LCOM=0 while one has more common 
attributes than the other. Also, there is no maximum value so it is difficult to interpret 
the values. As a result Henderson-Sellers [3] defined a modification, LCOM-HS, as 
follows. Let us consider a set of methods {MI} (I=1,…,m) assessing a set of attributes 
{Aj} (j=1,…,a) and the number of methods that access each attribute μ(Aj), then de-
fine LCOM-HS is defined as: 
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The LCOM-HS range is between 0 and 2. If all methods access all attributes, then 
Σ μ(Aj) = ma, so that LCOM-HS = 0, which indicates perfect cohesion. If each 
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method access only 1 attribute then Σ μ(Aj) = a and LCOM-HS = 1, which indicates 
already a high level of lack of cohesion. Therefore, for OO systems values near 0 are 
preferred for this metric, where most methods refer to most instance variables.  

The same measure can be extrapolated to the case of Web services, if we consider 
methods to be Web Services, and attributes to be Entities in the data model. Therefore, 
the reformulated the Henderson-Sellers LCOM metric for Web services, let us call 
this metric LCOM-WS, can be defined as: 
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When all information is retrieved in a single service, the denominator is 0, so a 
separate definition is provided for it. Obviously, a single service retrieving all the data 
is fully cohesive according to the idea behind LCOM, but it lacks flexibility; the 
whole set of information, which many applications possibly do not need (at least at a 
give instant of time), is retrieved for all calls all the time. Same as with the original 
metric, a case of minimum cohesion occurs when every entity has just one associated 
Web service to retrieve the data from it, including intermediate tables. In this case, the 
result of the formula is equals to 1, yielding a high lack of cohesion value. Regarding 
processing in that case, the server acts as a simple processor of queries on single enti-
ties, and no join or other kind of expensive computations are carried out.  

The key here is to explore why low cohesion leads to more efficient interfaces in 
terms of the ratio of data transferred to total communication overload. They, however, 
tend to be less flexible when obtaining concrete data elements. When cohesion is 
increased, so is the network overload as more data than needed is transferred (inter-
faces are of coarser granularity). 

3   Case Study 

For the sake of contrasting designs, we will consider a data schema ξ that for practical 
purposes will be considered a relational data schema. The schema is considered to be 
formed by a group of entities, E={e1,…, en}, some of which are related by referential 
integrity constraints ej→ ek. Then, a maximum cohesiveness (i.e., low Lack of Cohe-
sion) in the Web services interface will be achieved when the entire data set is re-
trieved in a single Web service, or horizontal portions of the dataset (subsets of the 
tuples in a table, for example) which take one piece of information for each of the 
entities. Then, here communication overheads is minimal (but maximal latency, i.e., 
time to transfer the whole dataset or most of it), except for the case that horizontal 
slices are taken, e.g when the Web services are instructed to retrieve tuples in slice of 
say, 30 rows per call. Obviously, the case of minimal communication overhead ap-
proximately corresponds to download or bulk export functionality. In this case, C&K 
LCOM is 0, which means high cohesion.  
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As a way to analyze the impact of Web services design in flexibility, performance 
and distribution in computational science applications, we will study a concrete, rela-
tively simple application, using the Multilocus Sequence Typing (MLST) database3 
containing genetic information of different types of organisms. Figure 1 provides a 
summary of one of its databases in the form of a relational schema4.  There are some 
attributes that occur several times depending on the kind of organism or information 
represented, e.g. allelic_profiles. Also, the table locus is actually a set of 
tables, but these issues do not affect our current analysis, since we can consider the 
tables to be conceptual entities accessed by the WS interface. 

isolates

PK,FK3 id

strain
reference1
...
referenceN
date_entered
datestamp

FK2 curator
FK1 sender

allelic_profile1
...
allelic_profileN

users

PK id

username
first_name
surname
email
affiliation
status
datestamp
curator

locus*

PK id

FK2 sender
datestamp

FK1 curator
sequence

profiles

PK id

st
FK3 locus1

...
FK4 locusN

datestamp
FK1 curator
FK2 sender

clonal complex
 

Fig. 1. Database Schema for the MLST database 

Table 1 provides the counts and attributes of the Web services interface provided 
by MLST at the time of this writing. Services marked with (*) have been excluded 
from the analysis since they are actually providers of URI-based ways of retrieving 
data, which is a mechanism not homogeneous with the rest of them. The column “at-
tributes retrieved” identifies which attributes are the outputs of Web services. It 
should be noted that some of the services do not actually retrieve actual information, 
but information on the database schema or on the number of records (rows) contained 
in a table, these are marked as such in the “support iteration” column, since their in-
tent is that of providing information for calling other services. Also, the column 
“processing” indicates which services are considered to retrieve information from 
several entities, thus involving a join or other kind of processing.  

                                                           
3 http://pubmlst.org/  
4 The data model is an abstraction on the documentation of the MLST database for the purpose 

of analysis, we do not claim it is actually the underlying data schema of the service. 
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Table 1. Web Services interfaces provided by MLTS 

Web Service Entities readAttributes retrievedMultiplicity Support 
iteration 

Processing 

getIsolate Isolates all 1   
getIsolateCount Isolates none 1 yes  
getIsolateFields Isolates none N yes  
getRelatedIsolateIdsByProfile isolates, 

profiles 
id N  join 

getRelatedIsolateIdsByST isolates id N  logical 
isolateQuery isolates id N  logical 
Blast locus id N  complex 
getAlleleCount locus none 1 yes  
getAlleleSequence locus sequence 1   
getAlleleSequences locus sequence No   
getAlleleSequencesURL (*)      
getForwardConsensus locus sequence 1  complex 
getLocusLength locus none 1 yes  
getReverseConsensus locus sequence 1  complex 
locusBlast locus id N  complex 
locusQuery locus id N  complex 

getClonalComplex profiles clonal complex 1   

getClonalComplexes profiles clonal  
complexes 

N   

getProfile profiles Several 1   

getProfileCount profiles None 1 Yes  

getProfileListURL (*)      

getRelatedProfilesByST profiles All N   
getRelatedProfilesByProfile profiles All N   
getRelatedSTsByProfile profiles St N   

getRelatedSTsByST profiles St N   
getSTs profiles St N   

If we apply the LCOM-WS and LCOM-CK metrics described above, the informa-
tion can be contrasted with the design of the WS interface as showed in Table 2. Case 
(iii) in the Table is the counting for the interfaces analyzed in Table 1, and cases (i) 
and (ii) are the two “extreme” cases commented before. The contrast of cases (i) and 
(ii) shows that the former is measured as highly cohesive, but it provides the mini-
mum flexibility since all the data is transferred in a single invocation. In contrast, the 
flexibility in case (ii) is maximum, in the sense that applications can obtain the con-
crete information blocks required down to the granularity of single entities (this can 
be seen considering the getIsolate, getAlleleSequence and getProfile 
services). For case (ii), cohesion is low, but cases of non-flexible interface might also 
yield intermediate cohesion values. For example, two Web services that obtain two 
unrelated parts of a data model would yield a LCOM-WS of 0.33. The first conse-
quence then is that the studied cohesion metrics cannot be used to compare any arbi-
trary WS interface design when flexibility is a requirement. Flexibility is a property of 
design that can be inspected from the specification of WS. Table 2 shows also how 
the two extreme cases coincide in that they rely all the processing of data to the client, 
but they are opposites in communication overhead and flexibility. It should be noted 
that some of the services in Table 1 provide server-side processing of considerable  



374 M.-A. Sicilia and D. Rodríguez 

 

Table 2. Results of the Analysis 

Property Case (i): 
A single WS 

Case (ii): 
A WS per 
entity 

Case (iii): 
 Actual 
interface 

Case (iii): 
Actual interface  
+ one more query 
WS 

Case (iii):  
Actual interface  
+ five more  
query WS 

LCOM-WS 0 1 0.77 0.74 0.63 
LCOM-CK 0 6 274 270 254 
Flexibility Minimum maximum maximum5 = = 
Communications 
overhead 

Minimum maximum intermediate Eventually  
slightly  

increased 

Eventually  
slightly  

increased 
Distribution all client  

side 
all client  

side 
6 out of 24 7 out of 25 11 out of 29 

 
complexity, e.g. the blast service provides sequence matching through heuristics 
with no linear computational complexity in the worst case. 

Then, for interfaces with maximum flexibility, the increase in cohesion comes 
from the addition of services that require joining information from different entities or 
performing complex queries, which entails delegating workload to the server side. 
This idea could be used to explore metrics of distribution in Web service interfaces, 
which are relevant for the design of solutions to complex applications. It is important 
to consider that data servers on the Web could be facades for parallel computing or 
Grid systems, so that delegating to the server is the preferred way of developing the 
application. In that direction, a possible additional metric for distribution could be 
derived from the WMC (Weighted Methods per Class) metric proposed by C&K [1]. 
Fig 2 depicts this abstract relationship.  

 
 

Fig 2. Relationship between no. of WS, cohesion and distribution flexibility 

                                                           
5 We do not consider the fact that some of the attributes in the users entity can not be retrieved 

with the list of services presented, since flexibility here deals with not getting undesired data 
only. 
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4   Conclusions and Future Work 

The comparison of potential designs for WS interfaces to computational science data-
sets reveals the importance of considering at least cohesion, flexibility, communica-
tion overload and distribution. Using the data entities as units, maximum flexibility is 
achieved in these interfaces by methods retrieving information for each of the entities, 
and measures of lack of cohesion go smaller if additional query services are provided. 
These services are often used in WS interfaces to distribute part of the processing to 
the server side, since they could be executed at the client side after getting the data. 
The data gathered for the case study points out that flexible interfaces will yield high 
values of the LCOM metric, and the provision of additional query services make these 
figures lower. However, less flexible interfaces would yield better cohesion figures 
but loosing entity-based flexibility. 

Future work will deal with measuring the actual impact of additional communica-
tion overload in these interfaces as well as defining new metrics that combine trade-
offs between the different properties studied in this paper.  
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1 Motivation

Technological advances in high-speed networking and computational grids do
not only transform the methods applied to everyday science, but also the collab-
oration and cooperation between scientists at almost arbitrary locations around
the world. The additional provision of multi-sensory, immersive Virtual Reality
interfaces as tools to improve the collaboration between groups of human users
is another hot topic in this research domain, which will most likely increase the
potential benefits of these distributed research communities. The vision to fa-
cilitate large scale, complex simulations, which may be steered through natural
and intuitive interfaces, is both intriguing and of high scientific interest.

This workshop at the ICCS 2008 in Cracow comprises the best submitted
papers concerning the application and usage of collaborative and cooperative
environments, as well as the technologies supporting them in the scientific and
industrial context. The workshop on collaborative and cooperative environments
has offered the possibility to discuss the different approaches in this domain, to
show the latest results, products, or research prototypes to potential users, and
to establish connections between developers and users of associated technologies.
The attendants were asked to present and discuss the following technologies:

– Collaborative and cooperative tools and environments
– Development of associated parallel and distributed computing solutions
– Integration of networking and grid computing technology
– Provision of multi-sensory, natural and intuitive interfaces
– Immersive Virtual and Augmented Reality approaches
– Requirement studies for future collaboration tools
– Evaluation of existing collaboration environments and practical experiences

Each of the submitted papers has been reviewed by at least three international
referees in this domain. The highest ranking contributions are presented here.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 379–380, 2008.
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2 Overview of Contributions

The paper by Choiński et al., Multi-Agent System for Collaboration in Hybrid
Control, investigates an ontology-based multi-agent system augmented with web
engineering for the for validation of hybrid control of biotechnological plant.
In order to acquire knowledge and configure the multi-agent system, the data
gathered from the web is reduced, filtered and validated.

The problem of geographically distributed software engineering is addressed
by Penichet et al. in their contribution Design and Evaluation of a Service
Oriented Architecture-based Application to Support the Collaborative Edition of
UML Class Diagrams. The authors present a collaborative CASE tool called
CE4WEB to support the edition of UML diagrams using the Service Oriented
Architecture paradigm.

Another contribution from the domain of software engineering, g-Eclipse -
a contextualised framework for Grid users, Grid resource providers and Grid
application developers, by Kornmayer et al. introduces an eco-system to access
Grid infrastructures with support for contextualised user roles. The abstraction
layer of the g-Eclipse system, its integration in the Eclipse framework and the
main use cases are presented.

Zuzek et al. propose a model to support the process of setting up a Virtual
Organization (VO) in their paper Formal Model for Contract Negotiation in
Knowledge-based Virtual Organizations. They discuss in detail the formal model
underlying the process of contract negotiation and how the ontological descrip-
tion of domains related to given VO supports this process.

In An Approach for Enriching Information for Supporting Collaborative e-
Work, Anya et al. combine latent semantic analysis, domain task modelling
and conceptual learning to enrich information in order to support collabora-
tive e-Work. They illustrate their approach using the prototypical e-Workbench
system.

The contribution by Dunk et al., Dynamic Virtual Environments Using Really
Simple Syndication, investigates the use of really simple syndication (RSS) to
dynamically change virtual environments (VE). Instead of simulating weather
conditions in training scenarios, actual weather conditions can be incorporated,
improving the scenario and immersion. This weather data is gathered by incor-
porating an up-to-date RSS feed in the VE.

Jamieson et al. present another contribution from the Virtual Reality domain.
In Immersive Co-operative Psychological Virtual Environments (ICPVE) they
discuss their approach to develop a variety of different applications from the field
of psychology, using a single framework.

In the paper Environment for collaborative development and execution of vir-
tual laboratory applications by Funika et al., a user interface system is intro-
duced which enables collaboration between developers and users, to improve
experiments and introduce more refinements to the research conducted within
the ViroLab Virtual Laboratory.
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Abstract. Research and design in novel branches of technology usually require 
experts with different skills to cooperate on the same project.  Participation of 
external experts is crucial for the best possible results of any significant ex-
perimentations and research. Successive iterations in these tasks need flexible 
validation. An ontology-based Multi-Agent System augmented with Web engi-
neering is proposed for validation of hybrid control of biotechnological plant. 
For acquiring knowledge through Web, the proposed system carries out reduc-
tion, selection and validation of data and of its structures and then reconfigura-
tion of multi agent hybrid control system. 

Keywords: MAS, ontology, hybrid control, validation, scalability and  
reconfigurability. 

1   Introduction 

Research and design in novel branches of technology usually require experts with 
different skills to cooperate on the same project. For example, designing state-of-the-
art biotechnological processes requires not only a deep biological and chemical un-
derstanding of the phenomena employed, but also an integration of the process with 
control and computer systems that are used to monitor and supervise the process. 
Hence, collaboration between biotechnological engineers or scientists and control or 
computer engineers is crucial. 

Design and development, as well as operation and control of modern industrial 
processes are characterised by no common understanding and terminology related to 
these tasks (see e.g. [1]). On the other hand, research and design quite often require 
continuous iterations (changes) during experimentations or design phase. An addi-
tional, remote expert can be helpful in both design and operating control with an ap-
plication of Internet (see e.g. [2]). In such activities, better understanding between 
humans and information systems within the net is expected. These requirements can 
be fulfilled using Semantic Web (see e.g. [3]). The fundamentals of such kind of un-
derstanding are based on ontologies, with appropriate rules (see e.g. [4]). Ontologies 
are simple for discrete systems because of being based on discrete logic, however, for 
continuous processes with infinite number of states when the problem is more diffi-
cult, creating ontology may be possible in some cases [4], [5]. Synthesis of ontology 
for physical processes is similar to synthesis of phenomenological models when ob-
ject-based description is used. 
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Using object-based description with decomposition to subsystems and functions, it 
is possible to treat subsystems as hybrid automata [6], [7] and to apply flexible control 
of hybrid systems [8], [9]. The major advantage of a hybrid system deals with its 
particular proprieties when event-driven part (hybrid automaton subsystem) and time-
driven part (continuous state equations subsystem) can be corrected separately with-
out disturbing the whole system. Hybrid control facilitates recognition of discrete 
states required by technology. If it is possible to define those states and technology 
rules, than binding of those states by ontology is also possible. In this case a Multi 
Agent System (MAS) iterative improvement of hybrid control is applicable (the MAS 
notion is well-established in the scientific domain – see [10] as an example of general 
description and [11] of an industrial applications). In this paper such kind of hybrid 
control for a biotechnological process is proposed, developed and evaluated.  

The proposed hybrid control system compiles techniques discussed above. De-
scription of industrial equipment and instrumentation as well as automatic control 
deals with hierarchical description – even for small plants it has a very complicated 
structure which is difficult to survey. On the other hand, browsing of database is 
based on relation models. That is why, in most cases, these tasks are incoherent. Our 
contribution includes: a) a mechanism that reflects dynamical hierarchical structure in 
a relational database, b) possibility for browsing the process data by the remote ex-
pert, with the hierarchical structure of the process reproduced from the relational 
database. It can be also noticed, that for acquiring knowledge through Web, the pro-
posed system carries out reduction, selection and validation of data and its structures. 
On the basis of such information, it is possible to take appropriate operating decisions 
(for example choosing a sequence transition to a new process state). Such operations 
should be treated as a particular kind of scalability and reconfigurability of a con-
trolled process under consideration because, according to external demands, the proc-
ess can change its structure, number of states and configuration of agents. 

The paper is organised as follows. Sect. 2 provides a brief description of a multi 
agent system used for control. Sect. 3 provides formalisms for ontology-based MAS. 
The proposed implementation is presented in sect. 4. Concluding remarks are pre-
sented in sect. 5. 

2   Hybrid-Hierarchical Control of Biotechnological Process 

The biotechnological pilot-plant designed and operated at the Faculty of Automatic 
Control, Electronics and Computer Science serves as a platform for investigations 
regarding activated sludge process in aquatic environment. Depending on the needs of 
the researching team, the structure of the biological process involved may be changed. 
For example, the plant may be operated as a continuous or sequencing activated 
sludge process, the later involving cyclic utilization of the biological reactor for reac-
tion and settling phases, the former involving continuous sedimentation of activated 
sludge in the settler with recycle of the thickened sludge back to the reactor. 

Those possibilities of different modes of process operation make it necessary  
to automatically move the process state into a different region. Therefore, the consid-
ered object model is described as a state machine augmented with differential equa-
tions, namely as a hybrid automaton. Because of the complexity of a biotechnological 
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process model, it is convenient to split the model into smaller operating entities that 
are associated with a particular, locally valid subsystem.  

The necessity of state transitions, partitioning of the process model and the com-
plexity of the whole controlled process makes the application of MAS for control 
purposes justified. Fig. 1 illustrates this problem, where Ω denotes a set of objects 
states. For example, the object state may be changed from continuous control (Ωi) to 
discrete control (Ωi+1) for changing biomass concentration and identification of OTR 
(oxygen transfer rate) and return to continuous control (Ωi+2) of object with additional 
function based on calculated OTR coefficient for better dissolved oxygen control. 
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Fig. 1. An example [2] of object states transition in hybrid hierarchical and multi-agent control 
system 

Structure of the control system is hierarchical, and consists of the following hierar-
chically dependent agents: 

• Control agent – implementing all the closed-loop and open-loop control algo-
rithms, hence this part of the control system is time-driven, e.g., the measurements 
are read and controls are transmitted to the plant in fixed time intervals regardless 
of the process behaviour. 

• Supervisory agent – responsible for general supervision of the process performance 
and basic automatic compensation against process fluctuations 

• Expert agent – provides remote expert knowledge in case of some off-nominal 
situations than can not be dealt with by the supervisory or control agent. 

Because the presented control system has been designed hierarchically and the con-
trol scheme is hybrid in nature, the whole system may be considered as agent-ready, 
that is, application of MAS should not require any additional adaptation of the system. 
This structure will also enable the control system to be easily adapted in case of the 
system’s expansions, modification and scaling. 



384 D. Choiński, W. Nocoń, and M. Metzger 

3   Design of a Multi-Agent Control System 

Formalism of the technological projects, the DCS (Distributed Control System) archi-
tecture and software is based on, is commonly realized by CAD software compatible 
with the IEC 61346 standard. This standard specifies rules for structuring and refer-
ence designations. The structure defines dependencies and relations between objects 
that are considered in the process of designing, construction, realising, operation, 
exploitation and disposal. A set of mutually connected objects is a system. Informa-
tion about objects and about the system may be chosen based on different aspects. 
Therefore, the structure of the system and of the particular objects may be described 
in many different ways. The standard provides three examples of structures: function-
oriented, location-oriented and product-oriented. The particular structures are organ-
ized hierarchically and should specify the information regarding the system, content 
of the particular documents and composition of reference designations. 

The functions hierarchy tree enables engineers of different specializations to work 
on the project using a consistent naming convention, hence reducing organizational 
effort. In addition, the CAD software used for the reference designations creation, 
enables automatic update of this functions hierarchy tree in case of the system’s ex-
pansions, modification and scaling. The presented hierarchy is also used to specify the 
OPC structure of the information needed for the implementation of control algo-
rithms. OPC technology is selected because it is versatile and commonly used in 
process automation systems. Based on component ontology, different subsystems of 
the automated process are distinguished.  

Apart from the hierarchy of functions, synthesis of control algorithms for the 
automated process requires additional information (Fig. 2). First, knowledge about the 
process behaviour, both static and dynamic must be considered in order for a correct 
control algorithm to be synthesised. Such knowledge is usually represented by phe-
nomenological models existing as a set of ordinary or partial differential equations 
extended with conditions for changing the process state by certain transitions. Hence, 
as was discussed in sect. 2, the system is modelled as a hybrid automaton. The taxon-
omy of functions based on phenomenological models, together with the particular 
component ontology, serves as a basis for the needed functions to be implemented. 

Additionally, knowledge about the process and control equipment boundary condi-
tions and constraints must be taken into account. Control algorithms must not be  
created regardless of those constraints and conditions. Therefore, once a particular 
subsystem is distinguished, a deterministic finite state automaton is created that takes 
the boundary conditions and constraints into account. 

Both the taxonomy-based functions and the knowledge about constraints serves as 
a basis for a hybrid control system realization. One should note, that because the hier-
archy of functions based on the IEC 61346 standard [12] is automatically updated in 
case of system expansions or modifications (realized by the CAD software), update of 
the control system software and/or the control system architecture is facilitated. Easy 
scaling of the control system is therefore enabled. 
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Fig. 2. System architecture 

4   Implementation 

Implementation of control system architecture, algorithms and software for a biotech-
nological process requires collaboration of different specialists. Once a preliminary 
control system architecture is created, distant experts my be employed to correct this 
system in a proper way. Fig. 3 presents a general idea of a remote corrector taking 
part in designing and testing of the control system. 

The Corrector application enables reading of the hierarchical structure of items in 
database, selection of those that are interesting for the Corrector, monitoring of cur-
rent and historical data and the realization of control algorithms that utilize this data. 
Mechanisms for establishing connection to the database, sending the defined user 
configuration and sending values of items with write-to-OPC-server request into the  
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Fig. 3. Corrector realization in the Web environment 

database, are also implemented. Visualization and coupling of dynamically loaded 
clips to the measurements is realized as well. 

The most crucial element of the Corrector is a Mediator [13] which, by gathering 
knowledge about the plant and by gathering data, ensures limitation of basic errors 
resulting from a bad understanding of structure and states of the system (refer to Fig. 3).  
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Fig. 4. Taxonomy for model and functions 
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The taxonomy is a set of tools that assure encapsulation and polymorphism of phe-
nomenological models (Fig. 4). Encapsulation should ensure division of model prop-
erties into the private part that is enclosed in the subsystem parameter range, and into 
the public part that defines interactions between other subsystems. At the same time, 
formalized methods exist that enable modifications of model properties. Consecutive 
derived classes correspond to models. Methods and properties of the base class are 
virtual. Private properties are only modified by methods. The base class, designed as 
an abstract class, will enable a polymorphism-based design of controls utilizing mod-
els represented by objects. This enables the assignment of the base class address to the 
derived model of a particular object.  

In order to avoid the need for creation of a virtual constructor of the derived class, 
the base class possesses a cloning method that clones the derived-class object. The 
abstract base class may for example represent a class of models that are based on the 
mass balance and reaction rate. The parameters of this type of models are encapsu-
lated so that only the allowed procedures (methods) may change those parameters. 
Every consecutive type of models (a class) is created using the inheritance mecha-
nism, hence by creating child classes. On the other hand, an object of a particular 
derived-class is created as a pointer (an address) to the base class (polymorphism). 
Because of that, an extended class of models may by used in the distributed hierarchi-
cal system. The major reason for such description is the possibility of utilizing pro-
gramming tools that enable creation of distributed, object-oriented applications, for 
example the EN 61499 [14] compatible CAD software. 

5   Concluding Remarks 

The biotechnological pilot-plant designed and operated continuously for three years at 
the Faculty of Automatic Control, Electronics and Computer Science serves as a plat-
form for investigations regarding activated sludge processes in aquatic environment. 
Depending on the particular set of control algorithms applied, the structure of the 
biological process involved may be changed. For example, the plant may be operated 
as a continuous or sequencing activated sludge process, the later involving cyclic 
utilization of the biological reactor for reaction and settling phases, the former involv-
ing continuous sedimentation of activated sludge in the settler with recycle of the 
thickened sludge back to the reactor. 

Such kind of operations are difficult tasks. Hence, a participation of external ex-
perts in process operations as well as in equipment corrections is crucial for success-
ful maintenance of the biological processes and for the process improvement. The 
proposed system evidently enables these tasks. The proposed system has been benefi-
cially functioning for two years. Therefore, future work will include adaptation of this 
system to other types of continuous processes. 
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Abstract. Developers in modern and geographically distributed software com-
panies need to collaborate because most of them are part of big development 
teams involved in large projects. CASE tools are commonly used to model 
software applications. However, most of them are not really prepared to support 
collaboration in the sense that they do not provide developers with a real col-
laborative environment. In this paper, we show the design and the implementa-
tion of a cooperative CASE tool called CE4WEB to support the edition of UML 
diagrams using the Service Oriented Architecture (SOA) paradigm. The tool 
described in this paper demonstrates the successful use of groupware tools and 
Software Engineering techniques. An evaluation method is also presented to 
show the validity of the proposal. 

Keywords: groupware, SOA, collaborative CASE tool. 

1   Introduction 

Nowadays, software development tends to be decentralized; online collaboration 
among different development teams is something that software companies wish to 
incorporate in their development environments.  

Positive effects of the globalization phenomenon are, among others, the possibility 
of configuring distributed development teams belonging to different countries that 
collaborate in the same project. SourceForge or Linux are good examples of the dis-
tributed software engineering [8]. 

CSCW research field helps people to work better by means of computers. Software 
development is one of the scenarios where groupware may improve the way pro-
grammers work together providing collaborative tools and methods [7]. 

In this paper, the design and the implementation of CE4WEB (Cooperative UML 
Editor for the Web) is presented. CE4WEB is a cooperative CASE tool that supports 
the edition of UML [12] diagrams. This tool demonstrates the emerging use of group-
ware tools and techniques in software engineering. 

The structure of the paper is as follows: Section 2 describes how collaboration is 
supported by the common CASE tools. Section 3 describes the design and the imple-
mentation of our proposal. Section 4 shows how the tool works in real cases. Section 5 
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describes the evaluation method we have performed to validate the tool and Section 6 
shows the metrics applied and the results obtained from the experiment. Finally, some 
conclusions and future works are presented in Section 7. 

2   Collaborative CASE Tools: An Overview 

Traditional CASE tools provide some collaborative functionality; therefore we can 
consider them as collaborative tools. However, from the CSCW research field point 
of view, most common CASE tools do not provide a real cooperative scenario for 
software development. In this section, we describe the way in which these tools sup-
port collaboration in the modeling process of software applications with UML.  

Modelling provides the first step to improve workgroup, though market demands 
more powerful tools to support UML modelling by combining the functions of tradi-
tional UML applications with the advantages of real time collaboration [9]. 

The evolution of UML modelling tools covers these stages: standalone tools, re-
pository-based model sharing, Web-based model sharing, Real-time model sharing 
and collaboration. The main motivation of our work is the lack of UML editors spe-
cially designed to support collaboration. Many authors identify this lack as one of the 
future needs of CASE tools [1, 2, 5, 13]. 

Rational Rose supports some kind of collaboration by allowing the parallel devel-
opment of a model by dividing it in versionable units, sharing models among different 
teams and a complete integration with common version control tools. The Teamwork 
release of Visual Paradigm for UML offers a similar support for version controlling. 
Microsoft Visio offers collaboration support by means of SharePoint Portal Server to 
publish and share diagrams among the different users. EclipseUML is integrated in-
side the Eclipse framework. Team’s members can access to the artefacts from differ-
ent stages of the development at any time. Enterprise Architect for UML is one of the 
most powerful tools from the team support point of view. This environment offers the 
usual version control system and other additional functions to maintain all members 
of the team informed and connected with the project. PoseidonUML and Konesa are 
well-known environments that offer an advanced collaboration support for develop-
ment teams. They supply advanced functions as real-time collaboration, versioning 
control, central repository, news board, etc. 

All these tools have common features: support for UML diagrams, reverse engi-
neering, code generation, version controlling, and so on, but collaboration support is 
poor or incomplete. CO2DE [11] is the tool we have used as reference. It is a coop-
erative class diagram editor where users can work simultaneously in the same dia-
gram keeping a version list.  

Some authors establish that the main collaborative features that are missed in these 
known tools [3] are the following:  

• Collaboration: Although PoseidonUML and Konesa support collaboration, most 
of them do not provide real-time collaboration. 

• Perception: The tools revised do not support user perception of the work devel-
oped by other members of the team. 
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• Communication: Users communication is not supported. 
• Workgroup memory: There is no support for storing the information that the 

workgroup produces when different people are working in the same project. 

3   Designing and Implementing the Collaborative Editor 

In this section, we describe the design and implementation of our cooperative editor 
called CE4WEB. The description is focused on the cooperative aspects of the system.  

As a result of the former analysis of the most common UML tools, we have de-
fined the following list of the most important requirements that a cooperative CASE 
tool should include:  

• Allow the geographical distribution of users working in the same diagram. 
• Support real time cooperation (synchronous working). 
• Support informal and formal communication. 
• Store and share a collective memory. 
• Provide a way to let users know the work developed by others (awareness). 

The first requirement made us to select the Web platform, as some authors recom-
mended [4, 6]. In this way, we can support the distribution of users and their need of 
synchronous and asynchronous collaboration. The second requirement implies the use 
of a concurrency control system which includes coordination services and data consis-
tency. Regarding the third requirement, we decided to include the following units: an 
alarm and notifications system, an asynchronous communication system (electronic 
mail), a comment and annotations system and a synchronous communication system 
(chat). The fourth requirement implies the use of a repository or a group memory 
space implemented by a versioning system. The tool also provides a log file to store 
all users’ actions. And the last requirement can be reached by providing a list of par-
ticipants, a friendly interface where the changes introduced by any user are immedi-
ately reflected on the interface. We have also decided to apply the telepointer tech-
nique used in CO2DE [11].  

The system should also accomplish a series of non functional requirements such as 
portability, easiness, low response time, availability, and generality (not only for 
UML diagrams). 

The main components of the system are the following. An UML Editor that allows 
the creation and modification of UML class diagrams in a cooperative way, a compo-
nent responsible for the synchronous cooperative process of the UML Editor (SCS), a 
reduced version of a control system that supports maintenance and management proc-
esses (Versioning Control System, SCV), the user management system responsible 
for controlling and maintaining users and workgroups (SGU), and a system to control 
the access to the Database containing both the application data and the information 
generated the by workgroups (CAD). 

The general view of the system architecture containing the components described 
above is shown on Fig. 1. 
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Fig. 1. System architecture 

4   Collaborative Editing of UML Diagrams: CE4WEB at Work 

We have followed the typical schema of three-layer architecture in the implementa-
tion of the system. The layout layer is implemented by the UML Editor and the Web 
Application. The business layer is implemented by the Users Management System, 
the Versioning Control System and the Synchronous Collaboration System. The data 
layer is implemented by the Data Access Component and the database. 
 The UML Editor allows a real-time interaction among multiple users to create or 
modify an UML class diagram. The editor offers two main behaviours: as a UML 
editor, it offers a limited functionality compared to Rational Rose or MS Visio; as a 
collaborative tool, it offers a shared blackboard, a list panel of connected users, a list 
panel of actions, the position of the users’ pointers, a computer log for actions and 
changes, and a chat for communicating. 
A group of users that want to work together in the same project have to log on the 
system. The User and Group System offer users the possibility of organizing them-
selves in groups sharing resources and a common space. This part of the system is 
responsible for group and security management.  

When users log on the system, different options are offered to them. Users can ac-
cess a previous project or create a new one. Users can see the information about the 
group they belong. An interesting point here is the possibility for a user to join an 
active session and cooperate with other users in the same group or starting a new 
session. 

The Versioning Control System is responsible for offering a shared workgroup 
memory. The information and artifacts are organized in the following way: a project 
is composed by a set of diagrams. Each diagram has associated a set of versions. A 
version is created in a session. A new version is generated when the diagram is modi-
fied. Fig. 3 shows a versioning tree, where each node represents a different version of 
a diagram and the number represents the order in which they were created.  
 



 Design and Evaluation of a Service Oriented Architecture-Based Application 393 

 
 

Fig. 2. UML editor’s interface 

 
A user can see the information of a specific version by selecting one of the nodes. 

The information of a version is shown in Fig. 4. This figure has several tabs contain-
ing different functionality; reviewing the status of the diagram, showing the list of 
users’ actions, showing a list of the chat’s posts, and the users’ annotations.  

The Synchronous Collaboration System supports the communication, coordination 
and information sharing processes that allow users to work synchronously when they 
are editing an UML diagram. This component guarantees shared data integrity and is 
responsible for propagating users’ actions efficiently. 

 

  
 

Fig. 3. Information page about diagram versions (right) and version tree (left) 

 
The communication between the Web client and the server is implemented by 

means of Web services. In this way, the UML collaborative editor takes advantage of 
the SOA paradigm.  

The CE4WEB has been developed with C# using a special library called Netron 
Graph. The client application does not need any ActiveX or COM component but it 
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uses a technology called Fusion that allows embedding WinForm controls in a HTML 
page. This technology is similar to Java Applets or JavaBeans. These technologies 
can be used to build smart Web clients. In this case, the UML editor is encapsulated 
in a DLL file called ControlUML.dll and it is stored in the server, together with the 
other application components. The assembled is embedded in the Web page Edi-
tor.aspx using the <object> HTML tag. 

<OBJECT id="EditorUML" standby="Loading UML Editor..."  
classid="http:ControlUML.dll#ControlUML.Control_UML" 
VIEWASTEXT></OBJECT> 

The classid parameter indicates: the name of the assembled: ControlUML.dll and 
the class implementing WinForm: ControlUML.Control_UML. When the Editor.aspx 
is invoked, the assembled travels together with the HTML code to the client browser 
and is executed in the client side. 

5   Evaluating the Collaboration in the CE4WEB Tool 

Several interesting quality aspects of the CE4WEB tool could be evaluated. We may 
divide the system in different layers and select some parameters to be measured in 
each layer. If we consider architecture, we should evaluate the tool performance by 
monitoring the CPU and network utilization among other parameters. On the other 
hand, we might consider collaboration aspects only and focus the evaluation on how 
the CE4WEB tool helps people to work together. General users’ satisfaction should 
also be measured as an important quality dimension.  

First of all, we had to define the objective of our evaluation (hardware, software, 
and architecture or usability aspects) and then we had to determine the evaluation 
method including the specification of the different experiments to be carried out and 
the metrics we should use in those experiments. 

CE4WEB was designed to allow software designers to work in groups; therefore 
our main interest was to know if the tool actually helped people to work together in 
the same project, modelling the same diagram. Thus, assessing the collaborative is-
sues of the CE4WEB CASE tool was the main goal of our evaluation. 

The next step is to find out how to evaluate groupware users’ satisfaction. It must 
be noted that user’s satisfaction and group’s satisfaction cannot be obtained in the 
same way, although it is possible to adapt some traditional HCI evaluation methods to 
test groupware systems. 

Taking all these considerations into account, we describe the evaluation method we 
defined in order to assess the main aspects of groupware systems, as is cooperation, 
coordination, information sharing and collaboration together with the spatial and 
temporal dimensions. 

Groupware main features were assessed during the process of modelling a unique 
medium-sized UML diagram. This artefact was concretely the class diagram corre-
sponding to a booking system for sport facilities and other associated materials (rack-
ets, balls, etc). The diagram has nine classes, nine relationships and a set of methods 
and attributes associated to each class. Users can introduce more classes and relation-
ships if needed. 

Regarding people involved in the experiment, we decided to test the CE4WEB tool 
using groups of 2, 3, 4, and 5 people. Testing groupware tools take an extra time  
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because users have to learn previously the different tasks and the very tool as well. In 
order to reproduce a realistic scenario, we defined different roles on each experiment. 
Two roles were defined: Depicting classes, and depicting relationships.  

Other tasks, as introducing methods, attributes and comments were left out of the 
roles and could be completed by whoever remaining idle, once completed the classes 
and the relationships. 

After describing important aspects of the evaluation, it is time to present the 
evaluation method, which covers the following phases. Warming-up phase: Before 
beginning the experiment, each user learns the basic functions of the system in order 
to avoid measuring the user’s experience instead of the degree of collaboration sup-
ported by the tool. In this phase users employed main functionalities of the CE4WEB 
tool. These functions were the same as the ones to be used during the experiment. Lab 
1: Synchronous modeling of the UML diagram by a group of two people. Lab 2: Syn-
chronous modeling of the UML diagram by a group of three people. Lab 3: Synchro-
nous modeling of the UML diagram by a group of four people. Lab 4: Synchronous 
modeling of the UML diagram by a group of five people. 

As it can be noted, all the experiments were carried out at the same time, which is 
known as synchronous cooperation. Regarding the spatial dimension, each user was in 
his/her office and all the experiments were performed on the Internet. It is important 
to remark this fact, because most of the known collaborative CASE tools only work in 
an intranet because of the chosen technology.  

One important consideration we took into account when performing the experiment 
was the fact that users could only communicate by means of the functionality pro-
vided by the tool. This requirement was important in order to evaluate the quality of 
the groupware features supported by the tool itself without any external help. 

Asynchronous experiment was not considered in this occasion, because conditions 
of synchronous collaboration are much harder and interesting than the asynchronous 
ones in order to assess the CE4WEB tool. 

Next section presents the metrics employed and the outcomes of the experiment.  

6   Presentation of Metrics and Results 

The evaluation process started with the Warm-up phase. Each user was guided by a 
personal instructor who taught him/her the basic functionality of the CE4WEB tool. A 
correct instruction of users takes over 30 minutes and also some extra time for users 
to learn by themselves. To perform the different experiments, users received a list of 
15 tasks that should be completed in 10 minutes.  

Before presenting the results of the experiment, we will talk about the selected 
metrics to measure the quality degree of the cooperation in CE4WEB. 

Users involved in the different experiments should write down the next values: 
Number of tasks completed in the defined period; Number and description of errors 
introduced, if any; and a list of suggestions and improvements and Fill in the satisfac-
tion questionnaire (10 questions). 

All users completed all tasks in the predefined time. Additionally, the more users 
were involved in the experiment the faster tasks were performed. This is an interest-
ing aspect when it is needed to point out some benefits of groupware systems. In this 
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case, we are talking about obtaining a higher throughput when the number of users 
that are working together is higher. 

Some errors were detected during the execution of the experiments. The most im-
portant one is related to the need of using a communication mechanism from the very 
beginning, just when users log into the system. The CE4WEB tool offers a Chat tool 
but it is only available once users have entered to the drawing area to start the creation 
of the model. 

The satisfaction questionnaire was defined using the recommendations of the 
ISO/IEC 9126-4, part 4 about Quality in Use [10]. The formula to measure users’ 
satisfaction can be shown here: 

     
∑

=

⋅=
L

l

l

N

x

L

l
Sq

1

 (1) 

Where Sq is the satisfaction level of question q, L is the amount of possible answers 
(in this case 5), xl is the amount of people that answered l in question q, and N is 
amount of people that filled in the questionnaire. 

The questionnaire was composed by ten questions evaluating whether the system is 
capable of performing the task, whether the system works properly, whether the tasks 
have been performed on time, there have been problems to perform tasks, the prob-
lems found could be solved, the cooperative task has been a richer experience than if 
it would have been done in an individual way, the communication among the mem-
bers of the group was correct, the tool provides the sufficient cooperative functions 
needed to perform tasks in a cooperative way, the tool allows information exchange 
among the different users and whether the tasks have been performed synchronously. 

The users’ satisfaction degree is expressed in 5 levels. The satisfaction degree 
mapping is the following: 1-absolutely disagree, 2-disagree, 3-indifferent, 4-agree, 5-
absolutely agree. 

This questionnaire was filled in by 3 university professors and 3 PhD students re-
lated to the collaborative research field. The results obtained applying this expression 
to the questionnaire that the users filled in can be seen in Fig. 4. 
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Fig. 4. Users’ satisfaction results (values for each question) 
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Only in question number 6 users were completely agree with the system. This 
question was “The collaborative task has been a richer experience than if it would 
have been done in an individual way”. On the other hand, we can note the very low 
value in question 7. This question was “The communication among the members of 
the group was correct” and this was due to the lack of suitable tools inside the tool to 
enable communication from the very beginning. This lack of communication systems 
before starting the drawing process made users to use additional communication tools 
to bypass some complicated tasks.  A complementary view of the former results can 
be found in Table 1. In this case we can see the results of users’ satisfaction according 
to each participant.  

Table 1. Users’ satisfaction by participant 

Participant 1 2 3 4 5 Mean Std. Dev. Max Min 

Satisfaction 3.8 3.9 3.9 3.9 3.7 3.84 0.08 3.9 3.7 

 
Analyzing Table 1 we can conclude that users are satisfied enough with the col-

laboration quality offered by the CE4WEB tool as the values obtained are near 4 that 
means “Agree”. As it can be noted, the standard deviation is very low, what shows the 
coincident opinion among the different users. 

7   Conclusions and Future Work 

The wide use of broadband communications technology propitiates the growing of 
collaborative systems. This is particularly useful in the field of Software Engineering 
where developers and software companies need modern collaborative tools in order to 
face complex projects in a globalized world. Many experts have noted that most of the 
problems appearing in software projects are due to the lack of communication, col-
laboration and coordination among the members of the team.  

This paper presents a cooperative editor to support the process of modelling UML 
diagrams called CE4WEB. This CASE tool supports the main CSCW features: coor-
dination, communication and information sharing. This tool has been developed as a 
SOA application in order to cover the real needs demanding by development teams 
when they are physically distributed in different countries. 

The tool has been evaluated using a special evaluation method defined to measure 
the quality of the collaboration, communication, coordination and information sharing 
provided by the tool. The evaluation outcomes demonstrate the validity of the imple-
mented tool and point out the need of this kind of collaborative tools. 

The paper shows also the effort put in the definition of the evaluation method. 
However it is possible to make a recurrent question about the validity of the method 
applied and additional tools should be introduced to prove that formally. This is part 
of the future work. 
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Abstract. As the future pervasive and ubiquitous computing environ-
ment will be composed of resources from local computing, Grid, SOA
and Web infrastructures, the complexity of this distributed system will
increase significantly. At the same time the end user wants easy and sim-
ple access to his computing environment while he receives more respon-
sibilities i.e. for the composition and the management of the system. In
order to perform his daily work, the end user needs a general workbench
toolset which supports customisation and contextualisation for the user.
The g-Eclipse framework offers an eco-system to access Grid infrastruc-
tures with support for contextualised user roles. Currently, the g-Eclipse
framework includes contextualised perspectives for Grid end users, Grid
resource provider and Grid application developers. The abstraction layer
of the g-Eclipse system, its integration in the Eclipse framework and the
main use cases are presented.

1 Introduction

Wide-scale distributed infrastructures, called Grids [1], emerged in the recent
years to enable the sharing of geographically distributed, heterogeneous com-
puting, storage and network resources. These infrastructures are connected by
Grid middlewares which offer the basic services to interact with the underly-
ing Grid infrastructure, but each middleware system follows a slightly different
approach, although there is a trend towards interoperable, service-oriented im-
plementations of Grid-services.

Grid providers can build “Virtual Organisations” on top of these infrastruc-
tures, which users can belong to, in order to solve complex problems. The benefit
of such a general infrastructure for scientific and commercial applications was
demonstrated by many Grid projects. But many of the potential users restrain
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themselves from using the Grid because of the inherent complexity of using and
interacting with Grid technologies. Furthermore, the Grid user is often limited
to the “end user” role, but a user may also take the roles of providing resources,
applications and/or services. A user of Grid resources does not cover only one
role in only one context as in desktop computing, but many roles are aggregated
in a single Grid user depending on the tasks he wants/has to fulfill [2]. Therefore,
user-friendly and intuitive user interfaces are needed to make the look-and-feel
of Grid infrastructures similar to that of existing computer desktop systems.
Additionally, these frameworks must provide support for contextualisation and
customisation for the Grid user to support his daily work.

The g-Eclipse project [3] currently develops such a framework for different
Grid roles and contexts. As it relies on the Open Source framework Eclipse [4],
the g-Eclipse project delivers extensions for the Eclipse workbench to inte-
grate Grid resources and to support the different Grid roles. The future g-
Eclipse framework aims to devise a middleware independent, integrated work-
bench toolset to enable contextualisation for different Grid user roles.

Results of this work are presented in this paper which is structured as follows:
The different roles and contexts are described in Sec. 2. A short overview of
the Eclipse framework is given in Sec. 3. In Sec. 4 the g-Eclipse architecture,
the abstraction layer for the Grid resources and its integration into the Eclipse
framework are presented. Sec. 5 describes a number of tasks that a user, operator
or developer can perform using the g-Eclipse framework. Sec. 6 concludes.

2 Grid Roles and Contexts

Grid users act on service-oriented infrastructures in different roles and contexts.
An analysis of these roles and contexts build the base for the design and devel-
opment of a contextualised Grid workbench.

2.1 Grid Roles

The following main roles of Grid users have been identified within the g-Eclipse
project.

Grid application users want to interact with Grid resources in the same man-
ner as with local resources to perform their daily work. I.e. they start appli-
cations and monitor the progress of the submitted jobs. The access to their
distributed data (i.e. opening, copying, moving, renaming, visualising, . . . )
is another important action they need to perform.

Grid operators manage the distributed Grid resources. This includes the con-
figuration of the infrastructure and services as well as the monitoring, testing
and benchmarking of Grid resources.

Grid application developers develop applications for Grid infrastructures
including compiling, debugging and deployment of applications and services.
They want the freedom to develop their applications with their preferred
programming language.
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The interaction with Grid resources should not differ from the interaction with
local resources for these three Grid user roles.

2.2 Grid Contexts

Even with different roles, a Grid user can interact with Grid infrastructures in
different contexts. The following contexts had big impact on the design of the
g-Eclipse framework.

Virtual Organisations (VO): As Grids are seen as a tool for distributed col-
laborations, users organise themselves and their resources into Virtual Or-
ganisations (VO) in order to improve scalability and manageability while
addressing security issues. Of course, a single user can belong to multiple
VOs. A resource provider allocates his resources on a VO basis instead of a
per actor basis to improve scalability. This means, that resources are supplied
to VOs based on some service level agreements and not to individual actors.
A VO can be seen as a virtual brace around the distributed resources and
services which were connected to collaboratively solve a task. Membership
in an Virtual Organisation is managed by some kind of membership service.
Based on different access roles in a VO and a given membership of the users,
the access to the distributed resources is managed. This collaborative aspect
of Grid infrastructures is seen as very essential for the design of the g-Eclipse
framework.

Projects: In his daily work, a user organise his tasks and subtasks in projects
and folders. The Eclipse framework follows this approach by organising files
and configurations within a project in the workbench. The project is a place-
holder for all possible interactions which an actor initiates in a specific con-
text. This approach would be helpful for Grid users too, as not all tasks
can be organised in a common Grid workspace. I.e. an Grid user can have
multiple research projects that are using resources from different VOs at the
same time. It was envisioned that the information belonging to one research
project should be organised into a Grid project which includes a description
of the VO assigned for this project. All resources and artefacts of a Grid
project (data files, job descriptions, information about submitted jobs, . . . )
should be collected within the scope of one project.

3 Eclipse as Underlying Platform

To reach the goal of a reliable, contextualised framework for Grid users, the
g-Eclipse team decided to reuse the Eclipse platform [4]. The Eclipse framework
was designed as an open platform for a wide range of tools and the initial contri-
bution was an integrated development environment for Java. The central point of
the Eclipse architecture and framework is its plug-in architecture, a component-
based software architecture that leads to a clear and modular design [5]. In the
Eclipse world, every plug-in amends the functionality of other plug-ins. This is
achieved by the underlying OSGi [6] framework that defines the dependencies
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between the different plug-ins, and how and when additional plug-ins are loaded.
In addition, the Eclipse framework relies on the mechanisms of extension points
and extensions. An extension point is a definition of how to enhance existing
functionality. This way of building software components leads to an extensible
architecture with well-defined interfaces.

The graphical front-end of Eclipse is organised with the concepts of views, ed-
itors, wizards, preference pages, etc. These components provide the basic func-
tionality to integrate new GUI elements into the framework. These basic ele-
ments are grouped in so called perspectives. Perspectives determine the visible
actions and views within the workbench, but go well beyond this by providing
mechanisms for task oriented interaction with resources in the Eclipse Platform.
Users can rearrange their workbench and therefore customise it to their needs
and habits with the help of these components.

4 g-Eclipse Architecture

The overall architecture of the g-Eclipse framework is shown in Fig. 1. Based
on the Eclipse framework, g-Eclipse provides a core Grid model [7] for the inte-
gration including abstract implementations. The user interface (UI) components
of the g-Eclipse framework will reuse the components of the Eclipse framework
(i.e. Views, Editors, Wizards, . . . ). Middleware specific implementations can be
build on top of the g-Eclipse core model and will reuse the UI components of
the g-Eclipse framework. This architecture enables the g-Eclipse framework to be
middleware independent and to deliver two middleware specific implementations
for gLite [8] and GRIA [9] up to now.

Fig. 1. The g-Eclipse Architecture
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4.1 Integration with Eclipse

The integration of UI elements in the Eclipse workbench relies on the interfaces
IAdaptable and IResource of the Eclipse framework. The g-Eclipse interface
IGridElement helps to integrate the g-Eclipse Grid model in the Eclipse frame-
work by providing the method getResource. All other interfaces of the g-Eclipse
Grid model are based on this interface. The Grid element and its subclasses offer
further methods to integrate both local entities and remote Grid elements.

4.2 The Abstraction Layer of the g-Eclipse Grid Model

The abstraction layer of the Grid model contains a multitude of Java interfaces
that define the basic functionalities of the various Grid model elements. Fig. 2

Fig. 2. The Interface of the g-Eclipse Core Grid Model

shows a simplified outline of the inheritance tree of these interfaces. As this layer
only contains interfaces, multiple inheritance is allowed. This is used to map
the structure of local and Grid elements to the model as well as mapping the
relations between the different elements. Basically, the leaves of this inheritance
tree are thought to be implemented either internally by the model or externally
by middleware specific implementations.

4.3 Grid Project

The Grid project shape the base for the integration of g-Eclipse in the Eclipse
environment. As described in Sec. 2, a Grid project is the fundamental context
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for a user to interact with a Grid infrastructure. A Grid project is a direct child
of the Grid workspace root and holds all information necessary to access the
Grid. Within g-Eclipse, a Grid project is always connected with one Virtual
Organisation. Furthermore, a Grid project follows some structure and consists
of the following standard folders (see Fig. 3):

Fig. 3. The g-Eclipse Grid project view

Filesystems holds the connections to local and remote filesystems and enables
the seamless access to users’ data.

Job description holds the definition of Grid jobs created by the user and en-
ables the user to start computation jobs on Grid infrastructures.

Jobs holds instances of Grid jobs, which are submitted Job descriptions. These
instances will be updated frequently to get the actual status.

Virtual Organisation holds the computing and storage resources and avail-
able services of the VO of this project. This folder is purely virtual as all
information about its entries will be collected from the VO declaration or
from VO specific information systems.

By defining a clear correlation between a Grid project and a Virtual Organ-
isation the g-Eclipse project nature and the corresponding Grid project view
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is essential for the contextualisation of the user workbench. Therefore the Grid
project view will be part of the different perspectives for the different Grid user
roles and their implementations as Eclipse perspectives.

5 Contextualised Grid User Perspectives

The role based contextualisation of users within the g-Eclipse framework relies
on the Eclipse perspective pattern. The current g-Eclipse perspectives consist
of a set of GUI elements provided by plug-ins and which combined provide an
abstraction of the Grid and assist the actor in the role based Grid interaction.

5.1 Grid Application User

The goal of the user perspective is to simplify the procedure of accessing Grid
resources. By using this perspective a Grid application user is able to create a
Grid project including remote Grid resources, manage its data, utilise an editor
to specify the job particulars and manage the execution of them on a Grid
infrastructure.

The predefined user perspective for Grid application users is shown in Fig. 4.
This contextualised Grid workbench perspective consists of the following
components:

– The Grid project view is part of all contextualised and predefined g-Eclipse
perspectives and shown on the top-left of Fig. 4. This view enables the access
to Grid data, Grid job descriptions, Grid jobs and to the virtual resources
of the assigned VO of the project.

– More details about the Grid resources are available from the Grid informa-
tion view (see bottom-left). The shown Grid information view supports the
GLUE information schema [10].

– The central part of the workbench is the editor area, where data content
is shown. In Fig. 4 the JSDL multipage editor is shown as an example of
integrated tools of the g-Eclipse framework. This editor supports the Grid
application user in the definition of Grid jobs by supporting the JSDL schema
[11].

– On the right, the properties view of the Eclipse framework shows the prop-
erties of the selected Grid element in the Grid project view.

– The Authentication Token view (bottom right) is part of the security infras-
tructure of the g-Eclipse framework and supports the Grid user with details
about his current security tokens.

– The Jobs view, shown in the lower part of Fig. 4 shows the status of current
and past Grid jobs.

– The Connection view (not shown) enables the user to create, move, copy and
delete directories and files on local or remote storage devices.

– The Job Description wizard and Job Submission wizard (not shown) sup-
ports the user in the process of creating job description and submitting it to
the Grid.
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Fig. 4. The g-Eclipse Grid Application User Perspective

5.2 Grid Operator

Grid users can manage and test existing Grid infrastructures by using the
g-Eclipse operator perspective. Additionally to the Grid project view and the
Grid information view, the operator perspective consists of the following prede-
fined components:

– The Batch service editor supports the operator of a Grid computing resource
to manage the available batch system with the help of a graphical editor.
The details of the selected batch resource are shown in the properties view.

– The Batch Job view enables the mapping from Grid Jobs to local jobs in the
batch queue. With the help of this view, resources providers can organise
the execution of jobs in the local batch system.

– The Terminal view enables the operator to connect himself directly to a
computing or storage resource.

5.3 Grid Application Developer

Support for the development of Grid applications is provided by the g-Eclipse
developer perspective. Nowadays, Grid applications are legacy applications and
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therefore the migration of these application must be supported by the devel-
opers perspective. Applications are developed as separate projects in the local
workspace. With the help of the g-Eclipse perspective and its wizards these appli-
cations can be compiled and debugged on remote resources, deployed on selected
Grid resources. For the development of more complex Grid workflows, a dedi-
cated workflow editor is currently being integrated in the g-Eclipse
framework.

5.4 Customisation

The above mentioned perspectives offer only predefined configurations for the
proposed Grid user roles. As g-Eclipse is build on top of the Eclipse framework
it supports the customisation of these perspectives. The layout of the perspec-
tives is persistent between sessions. Users can customise each of the proposed
perspectives to their needs and preferences. Furthermore, new Grid roles can be
supported by defining a corresponding predefined g-Eclipse perspective.

6 Conclusions

The g-Eclipse project provides an extensible framework to enable various Grid
actors to access Grid resources in an intuitive and easy way. g-Eclipse relies on
the Eclipse framework and provides a Grid model to seamlessly integrate Grid
resources into the Eclipse framework. Based on this middleware independent
Grid model, the g-Eclipse framework can be extended to support different Grid
middleware systems. The concepts of Virtual Organisations and Grid projects
are important to contextualise the work of Grid users.

The g-Eclipse framework offers a set of tools which are composed to so called
g-Eclipse perspectives to support different Grid actors. Currently, three actors –
Grid application users, Grid resource operators and Grid application developers
– have been identified and are supported with predefined contextualised Grid
workbenches. These predefined workbenches can be customised by the Grid users
to adjust the workbench to their needs and preferences. Grid actors can easily
switch to different workspaces depending on the planned interaction with the
Grid infrastructure.

The g-Eclipse framework has been available for potential users since end of
2007. The framework will be tested with an application from the airplane in-
dustry when support for the GRIA middleware is completed. The interest in
the g-Eclipse framework is increasing and more users are expected to use the
g-Eclipse framework for their applications. Reports on user experience with the
g-Eclipse framework will be addressed in the future.

The g-Eclipse Grid model and its integration in the Eclipse perspectives frame-
work offer a framework that can be contextualised and customised to the need
of future Grid users. The architecture of g-Eclipse enables further mashups be-
tween Grid GUI components, SOA GUI components and GUI for Web2.0 by
defining personalised and contextualised user workbenches and environments.
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Abstract. In this paper we propose a formal model which supports
the process of setting up a Virtual Organization by means of allowing
contract negotiation between parties pariticipating in such VO. The ne-
gotiated contract is used to configure the necessary Grid middleware
components for the purpose of contract enforcement during the lifetime
of the Virtual Organization. We present a brief overview of the frame-
work and discuss in detail the formal model underlying the process of
contract negotiation and how the ontological description of the domains
related to given VO supports this process.

Keywords: Virtual Organization, Contract Negotiation, Ontology, Grid

1 Introduction

As Grid systems are being moved from academic and research facilities to more
challenging business and commercial applications, such issues as control of re-
source sharing become of crucial importance. In order to manage and share
resources within the Grid the idea of Virtual Organizations emerged, which en-
ables sharing only subsets of resources among partners of such Virtual Organi-
zation within a potentially larger Grid setting. In order to support creation and
management of such Virtual Organization, Grid middleware must support sev-
eral aspects such as security, resource sharing policy definition and enforcement,
resource discovery and usage limited according to the VO policy and other. We
propose a semantic based approach, implemented in the form of a framework,
called FiVO (Framework for intelligent Virtual Organization) that supports cre-
ation and management of dynamic Virtual Organizations with special focus on
authorization of access to resources based on ontologies [1,2]. In this paper we fo-
cus on its contract negotiation component and in particular on the formal model
which allows to control and verify the negotiations process and its result. The con-
tract, described by a special ontology, provides all information necessary for con-
figuration of Virtual Organization in a Grid system, by automatically translating
proper contract statements to configuration options of such systems as for exam-
ple VOMS (Virtual Organization Management System) [3] or PERMIS [4]. Con-
tracts also allow for specification of non-functional parameters of the envisioned
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VO collaborations, especially SLA’s (Service Level Agreements) in order to pro-
vide for the Grid monitoring layer necessary data for the contract enforcement
[5]. Our work is being evaluated within the EU-IST project Gredia [6], on two
commercial applications. First is related to inter-banking solution for automatic
credit-scoring of bank users credit requests. The second one is a media application
oriented on providing a collaborative environment for nomadic journalists.

2 Related Work

The idea of supporting Virtual Organizations with formal model of contract ne-
gotiation process is not present in existing works. However, some attempts were
already made in order to deal with supporting Virtual Organizations with con-
tract based agreements on how to share the resources of the entities participating
in some VO. The authors of [7] describe requirements for automating the contract
management in a VO. They identify 3 kinds of contracts in a VO: business con-
tract, ICT contract and ASP (Application Service Provider) contract. In [8] an
attempt was made to formalize a definition of contract based multi-agent Virtual
Organization. The authors define 4 key properties of VOs: Autonomy, Hetero-
geneity, Dynamism and Structure. They use terminology from agent-based sys-
tems, e.g. they refer to the VO itself as an agent. The contract is defined as a
set of commitments, goals and agents in some context. The paper introduces a
formal definition of a hierarchical VO with a set of agents (which can be VOs
themselves), policies, goals and commitments. The VO is then a set of bilateral
contracts between agents in a VO, and can be more easily defined in a distributed
setting. For example for 3 partners and 2 contracts A ↔ B and B ↔ C, A and C
don’t event need to know about each other. Another example of contract based
VO’s is presented in [10]. Authors present web-Pilarcos J2EE based agent frame-
work for managing contract based Virtual Organizations. The contract itself is an
object (J2EE EntityBean) and can be in several states such as In-negotiation, Ter-
minated etc. The proposed solution is not based on ontologies, and the metadata
reasoning is mentioned briefly. The proposed architecture has many different com-
ponents - which might make it hard for integration with custom systems - should
rather provide a more unified interface based on easily adaptable standards. The
paper discusses the basic requirements for a VO contract such as modeling of ser-
vice behaviour, communication services and some non-functional properties such
as QoS. In [9] authors present an event based protocol for decision making in Vir-
tual Organizations, for multi-agent systems. The authors introduce a voting pro-
tocol based on RONR (Robert’s Rules of Order). Thorough discussion of require-
ments necessary for a general VO management system can be found in [11].

3 Contract Negotiation Approach in Gredia

The GREDIA project aims at the development of a Grid application platform,
providing high level support for implementation of Grid business applications
concerned with users mobility. This platform is generic in order to combine both
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Fig. 1. FiVO overall vision in a distributed Gredia environment

existing and arising Grid middleware, and facilitates the provision of business ser-
vices, which mainly require access and sharing of large quantities of distributed
annotated numerical and multimedia content. One of the main GREDIA features
is its focus on mobile users to exploit Grid technologies in a seamless way by
enabling mobile access and sharing of distributed content. The potential results
of the platform are being validated through two pilot applications, including
media and banking. Fig. 1 presents example deployment of the FiVO framework
in a distributed Gredia environment. Four organizations are sharing their re-
sources within the VO-1. FiVO component is deployed within each organization
and is responsible for storing semantic descriptions of its contents (i.e. resources
provided to other organizations). These descriptions can include such aspects
of organization as its structure and business logic described in proper ontology
as well as hardware, data and service resources available and provide for shar-
ing with other organizations including security and QoS rules. FiVO instances
deployed in particular environment can connect through a peer-to-peer overlay,
based on Grid Organizational Memory (GOM) knowledge base [12], in order
to form a VO and collaborate on emerging tasks. The main feature of FiVO
is the support for contract negotiation and management, which enables coor-
dinated establishment of agreement among partners who want to create a new
Virtual Organization. In order to enable organizations to define an unambigous
agreement on how to share their resources in the form of ontology, the con-
tract ontology provides all the necessary generic concepts, covering such aspects
as the notion of Virtual Organization, security and authorization rights, Quality
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of Service in the form of Service Level Agreement statements as well as the nego-
tiation process itself. These generic concepts have to be extended by the domain
specific concepts of a particular VO in order to reflect its actual intented goal.
The contract itself is simply a set of ontology individuals. Abstract statements
from the contract are used to configure the VO middleware, including security
and monitoring infrastructure, in order to enforce proper access authorization
and QoS, as described by the contract.

4 Formal Model of Contract Negotiation

The formal model of contract negotiations in FiVO framework will be presented
by the introduction of several definitions. In general we can say, that the con-
tract is a set of statements which state the rules of cooperation between parties,
referred to here as agents (A) and the rules specifying how their resources (X)
can be shared.

Definition 1. Let R : A → 2X be resource ownership function which assigns
the sets of resources to agents who own them, with the assumption that agents
do not own the same resources at the same time, i.e.:

∀a1, a2 ∈ A : a1 �= a2 ⇒ R(a1) ∩ R(a2) = ∅ (1)

Definition 2. Atom, p, is a logical expression concerning one agent and one of
his resources. The set of all possible atoms can be defined as:

P = {p = (a, x, z, d) : a ∈ A ∧ x ∈ R(a)∧
d = {(u, v) : u ∈ Ω ∧ v ∈ V al(u)}} (2)

where a is the agent, x is the resource owned by the agent, z represents an action
that is supposed to be taken by the agent and d contains the parameters of the
action (Ω is the set of possible attributes and V al maps the parameters to their
possible values).

Definition 3. Statement, s, is a set of atoms in the form of a logical sentence. It
represents agents’ requirement or commitment depending on whether the state-
ment is still under negotiations or is already accepted. All atoms of a given
statement must relate to one agent. The set of all possible statements can be
defined as:

S = {s = (p1, p2, ..., pn) : n ∈ N+ ∧ pi = (a, xi, zi, di), i = 1, 2, ..., n} (3)

In order to allow separation of the negotiation process for the whole VO into
partial negotiations on subsets of resources that will be included in the overall
contract, we introduce the concept of a negotiation table.

Definition 4. The negotiation table is a couple (O, C) of disjunctive sets of
statements, where O includes opened statements which are still being negotiatied,
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and C contains already accepted statements (closed). The set of all possible tables
can be defined as:

Φ = Φ̊ ∪ Φ̂ = {(O, C) ∈ 2S × 2S : O ∩ C = ∅} (4)

We say that negotiation table is closed when it does not contain any opened
statements, otherwise it is opened. Thus we can define the sets of opened and
closed negotiation tables as:

Φ̊ = {(O, C) ∈ Φ : O �= ∅} (5)

Φ̂ = {(O, C) ∈ Φ : O = ∅} (6)

Since all negotations take place on at least one negotiation table we can define
a negotation state as a subset of the possible negotiations set, i.e.:

Definition 5. The negotiation state is any set of negotiation tables, i.e. q ⊂ Φ

The changes in the negotiation tables can only be achieved by means of sending
proper messages. These messages define who states what about which resources:

Definition 6. By message, m, we mean a quintuple defined as:

(a, I, Y, U, R) ∈ M = A × MI × MY × MU × 2Φ̊ (7)

where a represents the agent who sends the message, I is the set of pairs table-
statement, which specifies which statements should be added to which negotiation
table (MI), thus:

MI = {I ⊂ Φ̊ × S : ((O, C), s) ∈ I ⇒ s /∈ O ∩ C} (8)

The above definition disallows adding statements which are already in a given ne-
gotiation table. Y is the set of statements accepted by the agent (only statements
already added to the given negotiation table can be accepted), i.e:

MY = {Y ⊂ Φ̊ × S : ((O, C), s) ∈ Y ⇒ s ∈ O} (9)

U specifies the set of statements updated by the current message and it contains
triples, which contain the set on which the statement is updated, statement al-
ready existing in this table and the new statement which does not yet exist in
this table:

MU = {U ⊂ Φ̊ × S × S : ((O, C), s1, s2) ∈ U ⇒ s1 ∈ O ∧ s2 /∈ O ∪ C} (10)

The statement from the set U can only modify parameters (d) of existing state-
ments, thus the following holds:

((O, C), (a1, x1, z1, d1), (a2, x2, z2, d2)) ∈ U ⇒ a1 = a2 ∧ x1 = x2 ∧ z1 = z2 (11)
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Finally the set R is the set of tables rejected by the agent. It cannot contain
already closed negotiation tables, as well as it cannot contain the sets mentioned
by statements in I, Y and U , thus we have:

((O, C), s) ∈ I ∨ ((O, C), s) ∈ Y ∨ ((O, C), s1, s2) ∈ U ⇒ (O, C) �∈ R (12)

Since agent cannot accept statements which are not related to him, we have:

(a, I, Y, U, R) ∈ M ∧ ((O, C), (ã, x̃, z̃, d̃)) ∈ Y ⇒ a = ã (13)

Now, we can use these definitions to verify that a message is valid with respect
to the negotiation state:

Definition 7. Let V : 2Φ → M be a mapping, such that:

m = (a, I, Y, U, R) ∈ V (q) ⇔
[((O, C), s) ∈ Y ∨ ((O, C), s1, s2) ∈ U ∨ (O, C) ∈ C] ⇒ (O, C) ∈ q (14)

In a given negotiations state, as correct messages from the set V (q), we mean
those, which accept or modify statements from the negotiation tables which are
actually contained within that negotiation state. Invalid messages, are those,
which relate to statements not present in any of the negotiation tables for the
given state.

Definition 8. Let Q : {(q, m) ∈ 2Φ × M : m ∈ V (q)} → 2Φ be a transfer
function which assigns to every negotiation state and message the consecutive
state. Assuming m = (a, I, Y, U, R) we get:

Q(q, m) = q∪( ∪
((O,C),s)∈I

(O ∪ {s}, C)) \ ( ∪
((O,C),s)∈Y

(O, C))∪

( ∪
((O,C),s)∈I

(O \ {s}, C ∪ {s})) \ ( ∪
((O,C),s)∈Y

(O, C))∪

( ∪
((O,C),s1,s2)∈U

(O ∪ {s2} \ {s1}, C)) \ ( ∪
((O,C),s1,s2)∈U

(O, C)) \ C (15)

The message modifies the negotiation state according to these rules:

– statements of the form ((O, C), s) from set I create new statements s in the
negotiation table (O, C), so the negotiation table changes to (O ∪ {s}, C)

– statements of the form ((O, C), s) from set Y change the statement to close,
i.e. it moves them from the set O to set C: (O \ {s}, C ∪ {s}

– statements of the form ((O, C), s1, s2) from the set U , cause replacement of
the statement s1 with statement s2 within the table (O, C), thus: (O∪{s2}\
{s1}, C)

– negotiation tables from the set C are removed from the input state

Each valid message sent to a negotiation table, modifies the state of the nego-
tiation process. Thus we can define a mapping which gives us the negotiation
state from the sequence of messages:
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Definition 9. Let us define a mapping ϕ : Dϕ → 2Φ, such that:

∅ ∈ Dϕ (16)

ϕ(∅) = ∅ (17)

∀
i=0,1,2,...,n+1

mi ∈ M ∧ Ψ = (m0, ..., mn) ∧ Ψ̃ = (m0, ..., mn+1) ∧ Ψ ∈ Dϕ

⇒ [mn+1 ∈ V (ϕ(Ψ)) ⇒ Ψ̃ ∈ Dϕ ∧ ϕ(Ψ̃ ) = Q(ϕ(Ψ), mn+1)] (18)

The above mapping maps sequences of messages into negotiation states. An
empty sequence is assigned an empty negotiation state. If a given negotiation
sequence Ψ belongs to the domain of state function (which means it represents
correct negotiation process) then the value of function ϕ(Ψ) is the state of ne-
gotiations after applying all messages from this function.

Definition 10. Negotiations is any finite sequence of messages which belongs
to the domain of state function ϕ.

We say that negotiations completed successfully when the last state contains at
least one closed negotiation table and does not contain any opened negotiation
tables. Thus finally we can define a contract:

Definition 11. A contract is a set of statements contained in the final negoti-
ations state. i.e.:

K = ∪
(O,C)∈ϕ(Ψ)

C (19)

The definitions presented above specify formal way of negotiating a contract for
a VO, therefore VO can be understood as a practical realization of the above
defined contract. This allows to verify that the negotiations were fair and that
they completed successfully, i.e. all parties were finally satisfied. Another step is
to use the definition of a VO goal, defined as a set of requirements for the contract
to automatically verify, whether all initial requirements for the VO were satisfied.
In order to support dynamic VOs, where the conditions can change during the
operation of VO, the contract, as defined above can be ammended, by starting
the negotiations again with the current state of the contract as the initial state.

5 From Contract Model to VO Ontology

The formal model provides means to implement a negotiation framework which
can allow parties to define the rules of cooperation within a given Virtual Organi-
zation. After the contract is successfuly negotiated, the framework should ensure
the rules agreed upon are obeyed. According to the presented formal model a
sample statement from the EasyLoan banking Virtual Organization looks like
below:
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s = StCreditCalculation =
{p = (a=’#Marco’, x=’#CreditCalculationService’, z=’#ProvidesService’,

d={(’#TimeToComplete’, ’15minutes’), (’#accessRole’,’#BankClerk’)})}
These statements are encoded in the Web Ontology Language with respect to

proper contract ontology, and the above statement in this ontology is rendered
as:

<j.0:VirtualOrganization rdf:ID="EasyLoan">
<j.0:name rdf:datatype="...">

EasyLoan Application VO</j.0:name>
<j.0:administeredBy rdf:resource="l#Marco"/>
<j.3:hasContract>
<j.3:Contract rdf:ID="EasyLoanContract">
<j.3:hasStatement>
<j.3:Statement rdf:ID="StCreditCalculation">
<j.3:hasAtom>
<j.3:Atom rdf:ID="AtomCreditCalculationService">
<j.3:hasActor rdf:ID="#Marco"/>
<j.3:hasResource>
<j.2:Service rdf:ID="CreditCalculationService">
<j.0:isOwnedBy rdf:resource="#HappyBank"/>
<j.0:belongsTo rdf:resource="#EasyLoan"/>
</j.2:Service>

</j.3:hasResource>
<j.3:hasAction>
<j.3:Action rdf:ID="ProvidesService"/>

</j.3:hasAction>
<j.3:hasParameter>
<j.3:Parameter>
<j.0:hasQoSAttribute>
---- j.5:QoSAttribute - #j.6:TimeToComplete
</j.0:hasQoSAttribute>
<j.6:hasValue>
---- { "15", #owlTime::unitMinute }

</j.6:hasValue>
</j.3:Parameter>
</j.3:hasParameter>
<j.3:hasParameter>
<j.3:Parameter>
<j.0:hasAuthorizationRestriction>
---- j.5:accessRole
</j.0:hasAuthorizationRestriction>

<j.6:hasValue>
---- { "#BankClerk" }

</j.6:hasValue>
</j.3:Parameter>
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</j.3:hasParameter>
---- more parameters ...

</j.3:Atom>
</j.3:hasAtom>

</j.3:Statement>
</j.3:hasStatement>

</j.3:Contract>
</j.3:hasContract>
</j.0:VirtualOrganization>

In Fig. 2, we can see sample contract ontology visualization for EasyLoan Virtual
Organization of the banking scenario.

Fig. 2. Graphical representation of ontological contract for Banking application

This contract is used by FiVO to configure Grid middleware services such
as VOMS, PERMIS or MDS in order to actually deploy the Virtual Organiza-
tion in the Grid environment. Further enforcement of the contract statements is
performed automatically by these services.

6 Conclusions and Future Work

In this paper we have presented the vision and architecture of the FiVO (Frame-
work for Intelligent Virtual Organizations) which enables contract negotiation
and management for Grid-based Virtual Organizations in a business setting.
We believe that such functionality will foster the adoption of Grid and Virtual
Organizations in commercial applications by simiplifying the process of Virtual
Organization inception and management of agreements on how the resources
of each participating organizations should be shared among partners of a VO.
The framework is currently being implemented and the future work will include,
development of ontologies required for contract definition and evaluation of the
framework on pilot applications. The formal model will be extended with a
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equivalence relation by means of the type of resources and allowing OR operator
between atoms in a statement.
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Abstract. As a result of the high level of knowledge required in collaborative e-
Work as well as its changing work contexts, e-Work support systems need to 
provide not only information in the form of documents and articles, but also ex-
pert-level explanations in the form of supporting literature and references to 
theories and related cases, to justify retrieved information and offer cognitive 
support to e-Work.  In this paper, we present a novel approach for enriching in-
formation for supporting collaborative e-Work, which combines latent semantic 
analysis, domain task modelling and conceptual learning. We illustrate the po-
tential of our approach using our e-Workbench system. e-Workbench is a proto-
type system for adaptive collaborative e-Work. 

Keywords: Collaborative e-Work, information enrichment, concept-based 
knowledge acquisition, cognitive support. 

1   Introduction 

Collaborative e-Work is highly knowledge-intensive, and involves experts, often, 
with different knowledge backgrounds and from different work organisations who 
share knowledge in order to arrive at an optimal decision or problem-solving strategy 
[2], [9]. Such work activity requires both documented and experience-based knowl-
edge. As a result, collaborative e-Work support systems need to provide not only in-
formation in the form of documents and articles, but also expert-level explanations in 
the form of supporting literature and references to theories and related cases to justify 
retrieved information and offer cognitive support to augment workers' ideas.  

Different techniques have been proposed in advanced information processing, the 
semantic Web and knowledge management, towards information enrichment. In ma-
chine learning, natural language processing and information retrieval, various tech-
niques have been combined in efforts to identify features for indexing information 
resources. A number of these methods employ shallow statistical inferences that do 
not typically result in knowledge-rich representations. Techniques in natural language 
processing have been explored but their huge reliance on grammar makes them less 
attractive, especially in domains where problem-solving methodologies have not re-
corded using strict grammatical structure [3]. Within the Semantic Web community, 
the use of metadata annotations, such as tagging [4] has proved immensely popular as 
a technique for enriching information resources, but its employment of domain ex-
perts makes it less cost-effective. 
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This paper presents a novel approach for enriching information for supporting col-
laborative e-Work, which combines latent semantic analysis (LSA), domain task 
modelling (DTM) and conceptual learning. The focus is to enable the work environ-
ment to acquire sufficient knowledge of a work domain in terms of key terms and 
concepts within the domain and their relationships, (previous) cases, as well as possi-
ble tasks and task goals in order to provide expert-level explanations to justify re-
trieved information resources and offer cognitive support to augment workers' ideas. 
We illustrate the potential of our approach using e-Workbench [5]. 

2   Related Work 

A number of researches have been carried in areas, such as advanced information 
processing, computer supported cooperative work and group decision making, knowl-
edge management and the semantic Web, towards information enrichment for various 
purposes. Feng et al. [1] proposed a model of an information space, consisting of 
knowledge and document subspaces, to enable the acquisition of knowledge from 
digital libraries. The authors noted that two shortcomings in the effort towards satisfy-
ing man’s information needs to support decision making are inadequate strategic level 
cognition support and inadequate knowledge sharing facilities. Ackerman [8] pre-
sented the Answer Garden, which is aimed to achieve knowledge acquisition in two 
intertwined ways – by making relevant information retrievable and by making people 
with knowledge accessible. The issue of common understanding in collaborative deci-
sion making is addressed in [7] through argumentative discourse and collaboration. 
Evangelou et al. [6] presented an approach for supporting knowledge-based collabora-
tive decision making, which aims at developing knowledge management services for 
the capturing of organisational knowledge in order to augment teamwork, and thus 
enhance decision making quality.  

An underlying goal of most of these efforts is to analyse information and/or inte-
grate multiple knowledge resources so as to derive a semantic relationship among the 
basic concepts. The novelty in our approach lies in the ability to employ an integrated 
approach aimed to enable a work support system to acquire sufficient knowledge of a 
work domain in order to cognitively provide expert-level explanations to justify the 
use of an information resource. 

3   e-Workbench Overview  

We developed e-Workbench in [5], a prototype intelligent system aimed to equip fu-
ture collaborative workspaces to adapt to work, and creatively support problem solv-
ing and decision making by leveraging on distributed knowledge resources in order to 
proactively augment workers’ capabilities. The ultimate goal is to enable the work 
environment to become not only a workspace, but also ‘a co-worker’ and ‘a collabo-
rator’ as a result of its knowledge of work and creative participation in problem solv-
ing and decision making.  

We use a semi-automated approach in enabling e-Workbench to acquire knowl-
edge of work and appropriately understand the users’ domain of work. This involves: 
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(1) ‘Training’ e-Workbench to learn about key concepts and threads of ideal problem 
solving strategies within the domain of work. (2) Generating knowledge element 
models (KEMs) of the domain based on a DTM as well as cases and tasks that consti-
tute best problem solving strategies. With the knowledge acquired during training and 
the KEMs generated, e-Workbench is able to retrieve appropriate information to assist 
in decision making and provide justifications for e-workers’ views. Fig. 1 depicts an 
overview of the e-Workbench approach. 
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Fig. 1. The e-Workbench Approach 

4   Information Enrichment Approach  

Our approach to information enrichment for supporting collaborative e-Work involves 
the following processes: 

− Posing a question to a knowledge expert or an information retrieval agent such as 
a search engine, and obtaining retrieved results. 

− Selecting the most appropriate result(s) based on domain expert knowledge. 
− Using LSA to infer deeper meanings from the selected documents. 
− Using DTM, conceptual learning and project-specific ontologies to construct con-

cept structures, relevant cases and KEMs based on work context tree (WCT) in or-
der to acquire contextual knowledge about work. 
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− Mapping the knowledge extracted to the meanings inferred from the selected 
documents in order to conceptually enrich retrieved information. 

During collaborative problem solving and decision making, information is usually 
retrieved when a user poses a question to a knowledge expert or a search engine in 
order to resolve an exception. Our experience in developing e-Workbench, however, 
shows that this process of enriching the retrieved information cannot be completely 
automated particularly with regard to e-Work because of its rapidly changing work 
contexts and the likely use of loosely coupled teams from multiple domains of exper-
tise. As a result, we use a semi-automatic approach, which is described as follows, to 
achieve this. 

4.1   Query Analysis 

A search query is manually elaborated by a domain expert in order to accentuate rele-
vant terms and domain concepts that relate to the query. The elaboration process  
involves (1) extracting representative terms, which are likely to contain domain 
knowledge and which actually contain the expected results from a given query, and 
(2) incorporating relevant terms that may not appear in the query, but could be used to 
capture key concepts and domain rules within the domain. The extracted and incorpo-
rated terms are used to build an accentuated matrix of key terms/concepts used during 
the LSA-based indexing process (see sec. 4.4). During the elaboration process, terms 
with different names across different sub-domains, e.g. civil engineering, building site 
and estate development, which semantically refer to the same object, are identified. 
We refer to such terms as synonyms. On the other hand, terms, which we refer to as 
polysemys that have different shades of meaning across sub-domains, are equally 
identified. Our elaboration approach enables us to solve the problem of the apparent 
inability of Web users to formulate effective search queries that accurately reflect 
their information needs [10], which thus poses the challenge of finding the optimum 
search word size of a query that will give the most effective search result. Our tech-
nique is to identify the key terms within a search query, or that are related to a search 
query, their synonyms and polysemys, accentuate those terms within the query, and 
relate them to the concept and context of work for effective knowledge support. The 
accentuated terms from the search query may also be used as subsequent queries. 
Based on our conceptual query analysis, each term is related to a domain concept, and 
relevant documents selected from the retrieved query results. 

4.2   Conceptual Learning 

Using a conceptual learning mechanism [11], e-Workbench is trained on the domain 
of work. The goal of conceptual learning is to enable the system to build a “knowl-
edge space” for understanding relevant concepts, principles and facts within the iden-
tified domain(s), and a “conceptual space” for inferring relationships among them. 
This forms the semantic memory [12] of e-Workbench, which allows it to build the  
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cognitive capabilities required for accurate perception of concepts (and objects) 
within the domain of work. In intelligent systems, perception is accomplished by the 
ability of a system to recognise and analyse features of concepts (and objects), which 
it encounters (and interacts with). For a given search query, we identify two levels of 
concepts: the high level composite concept and the low level primitive concept. Using 
simple mapping rules, we denote these generically, and using an example from the 
domain of civil construction, as: 

<composite concept>::=<composite concept> | <primitive concept> 
<primitive concept>::=<feature> | … | <feature> 
<civil engineering>::=<building site>|<road construction> 
<building site>::=<engineer>|<hoarding>|<concrete>|<scaffolding>|< crane> 
<hoarding> ::= <is-a-fence>|<is-temporary>| 

<screens-off-a-building-site>|<serves-to-discourage-theft> 
where ::= denotes a classification or mapping rule, and | denotes a semantic operator.  

A feature is a psychological representation of properties of the world that can be 
processed independently of other properties and that are relevant to a task, such as 
categorisation, in collaborative e-Work. They are identified by their functional role in 
cognitive processing, such as the act of including (or excluding) an entity as a mem-
ber of a category [13]. We represent a feature as a 2-tuple: 

feature (V,  T) 
where V is a set of properties of a feature and T, a set of types for corresponding 
properties. V φ≠ ; T φ≠ . 

The next stage of our conceptual learning technique consists of building the epi-
sodic memory [12] of e-Workbench. Episodic memory is used for storing events 
(within collaborative e-Work) having features of a particular time and space, and for 
storing episodes and traces of learning – about skills, problem solving strategies and 
processes, decision making procedures, contextual use of information resources – that 
occur within relevant cases through case-based reasoning. Episodic memory is asso-
ciative in nature and content-addressable [12]. As a result, it could be used to appro-
priately hold episodic information about a case in collaborative e-work by storing 
tasks based on concept as well as context, storing logical associations between tasks, 
specifying appropriate action plans and storing dynamic references to information 
resources. In e-Workbench, this memory is populated with cases, which are, in turn, 
composed of conceptually categorised tasks. A case and a task are both represented as 
a 3-tuple entity as follows:  

case (P, A, S) 
task (C, R, E) 

where P is the problem (or case) description, which includes the initial problem state, 
relevant concepts and their feature values, a description of problem execution context 
and possible actors (people and virtual roles), one or more tasks and their (sub)goals 
as well as associated action plans or behaviour streams required to achieve those 
goals; A is an action plan or behaviour stream whose execution transforms the prob-
lem from the problem state to a goal state; and S is the expected result when A is  
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applied to P. C is the case under which the task is valid or, at least, applicable, R is the 
set of resources required to perform the task, and E is the set of operations of corre-
sponding resources. 

4.3   Domain Task Modelling 

The domain concepts related to the given search query are manually analysed using 
WCT [5]. The goal is to filter out, from the DTM, possible motives of a worker’s ac-
tions and ideas, and correlate them conceptually based work goal. To achieve this, we 
analyse the given e-Work project in terms of the domain(s), existing knowledge, 
given terms of reference, previous cases and possible tasks and task goals. The work 
context tree enables us to generate semantically rich service descriptions used to 
meaningfully encapsulate ideas and knowledge resources within an e-Work task 
structure. We refer to these semantic rich service descriptions as KEMs. We use a 
KEM to refer to concept knowledge, which could be described by an information re-
source (i.e., an entity that has identity, for example, given by a URI) that is capable of 
supplying coherent statements of facts, empirical results, reasoned decisions or ideas 
(i.e., data, information, processes), which can be applied to justify the use of retrieved 
information in collaborative problem solving and decision making, to corroborate or 
refute a worker’s view or to build new knowledge. 

Fig. 2 shows a WCT. The root, KW, of the top-down tree is the given e-Work pro-
ject or problem of interest. The root node contains three items: the domain ontology, 
D, which provides domain permissible procedures, rules and conceptual information 
relevant to KW, existing knowledge, K and work goal, G. K comprises theories, sto-
ries, hypotheses, philosophies, assertions, rules, metaphors and initial work input, in 
the form of terms of references, relevant to KW. G is the expected result of work. The 
next level consists of a set of nodes that describes cases within the KW. Each case 
node contains two items: the work, KW (as defined in the root node) and the case 
context, CC. CC comprises goals, motives, conditions and information that pertain to 
the case. The third level consists of nodes that describe tasks in the KW. Each task 
node consists of three items: the next upper level case node, Cx (1 )nx ≤≤ , the task 

context, CT and the task goal, O. The fourth level (the leaves) consists of the KEMs. 
A KEM has four items: the next upper level task, Tx (1 )nx ≤≤ , a knowledge de-

scriptor, S, the role, R, the effect, E and N, the referred cognitive node(s). The knowl-
edge descriptor provides metadata descriptions about the KEM. R is the action per-
formed or knowledge supplied by KEM, while E is the expected change brought 
about by R in Tx. N refers to the node(s) in a knowledge network that possibly has (or 
have) the resource (information, service or human expertise) required to perform Tx, 
or augment the process of performing Tx or taking a decision towards performing Tx. 
N could be Web resources, denoted by a URL, non-Web resources, e.g. a book, hu-
man agents, such as an expert in the given domain of work or non-human agents, such 
as knowledge repositories, Web sites, content and referral databases, avatars, and 
“webbots” [14] that have additional information with which to support retrieved in-
formation. The three nodes provide three cognitive planes, with which to analyse 
work at the domain, conceptual and task levels. 
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Fig. 2. Work Context Tree for Generating Knowledge Element Models 

4.4   Latent Semantic Analysis 

We use LSA [15] to infer deeper meanings and relations from the words, phrases and 
sentences in an elaborated search query, and associate those meanings to the docu-
ments retrieved. Using LSA, we aim to enable the system to predict what terms “actu-
ally” are implied by a query or apply to a retrieved document. Table 1 shows four 
documents D1, D2, D3 and D4, which are the selected results from the query: impor-
tance of hoarding materials. Key terms from the elaborated search query are shown 
on the first row of the table. The key concept being considered is building construc-
tion, and is represented in the table by p. The context of work, q, is described by the 
phrase “a building construction site”. 

From the table, the user would have considered documents 2, 3 and 4 relevant (col-
umn R). Document 2 contains words within the context of work, while document 3 
contains a key word, but relates to neither the underlying concept nor the context of 
work. Document 1, though not considered relevant by the user, matches the query 
because it relates to the underlying concept, while document 4 matches the query be-
cause it relates to both the concept and context of work.  

 

Table 1. Sample Term by Document Matrix 
 

 hoarding building material board fence p q R M 
D1 * *    *   * 
D2   * * *  * *  
D3 *       *  
D4 * * *   * * * * 
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LSA uses the technique of singular value decomposition in which a rectangular 
matrix, A of terms by documents, m x n, is decomposed into a product of three other 
matrices from which the original matrix can be approximated by linear combination, 
as denoted by eqn. 1: 

A(mxn) = TO(mxm) SO(mxn) DO(nxn)΄ .                                    (1) 

such that TO represents the term matrix, DO΄ represents the document matrix, and  SO, 
a diagonal matrix containing singular values arranged in descending order. Our goal is 
to capture the significance of every term in the query to the underlying concept of 
work. As shown in fig. 3, the g highest singular values identify the g most importance 
concepts in TO, which is represented by a T(mxg) matrix. The weights in S(gxg) reflect 
the importance of concepts in T(mxg). Multiplying T(mxg) by S(gxg) results in  the accen-
tuation of the entries (concepts) in T(mxg). 

 

=

Documents

Term
s 
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’
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g g

 

Fig. 3. Singular Value Decomposition of a Term by Document Matrix 

4.5   Enriching Retrieved Information 

Fig. 4 shows our model for mapping extracted concepts to acquired knowledge in 
order to enrich retrieved information for supporting collaborative e-Work. The model 
consists of a knowledge space (KS), an information space (IS) and a cognition sup-
port area (CS). A retrieved information resource is analysed (see sec. 4.1) and input 
into the knowledge space, and KEMs are generated from it based on fig. 2. KS con-
tains the DTM for the given e-Work project, ontology definitions and work goal as 
well as concept models, cases and possible tasks and task goals. In e-Workbench, 
ontologies are defined based on the combined ontologies and knowledge structure of 
all organisations participating in the given e-Work project as well as the DTM of the 
e-Work project (see fig. 1). Within the IS, users and agents search for relevant docu-
ments using the generated KEMs and key terms as search guide. From the generated 
KEMs, a KEM is selected. Work context information is applied to it; and best evi-
dence literature information, used to enrich it to provide justifications for retrieved 
resources. Concepts and deeper meanings are extracted from the retrieved documents 
(see sec. 4.2 – sec. 4.4) to provide explanations and enhance their information base. 
Finally cognition support (expert-level knowledge) is provided in the CS in the form 
of rich information (i.e. enhanced retrieved document + supporting explanations and 
justifications.  
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Fig. 4. Information Enrichment Framework 

5   Conclusion and Future Work 

This paper presents an approach for enriching information for supporting collabora-
tive e-Work, which combines LSA, DTM and conceptual learning. The focus is to 
enable the work environment to acquire knowledge of the domain of work in terms of 
key terms and concepts within the domain and their relationships to previous cases, as 
well as possible tasks and task goals in order to provide expert-level explanations to 
justify retrieved information resources, and offer cognitive support to augment work-
ers' ideas. Our future work will focus on developing mechanisms to keep track of the 
changing work contexts in collaborative e-Work so as to ensure that enriched infor-
mation resources are effectively used to cognitively support decision making and 
problem solving. 
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Abstract. This paper investigates the use of really simple syndication
(RSS) to dynamically change virtual environments. The case study pre-
sented here uses meteorological data downloaded from the Internet in
the form of an RSS feed, this data is used to simulate current weather
patterns in a virtual environment. The downloaded data is aggregated
and interpreted in conjunction with a configuration file, used to associate
relevant weather information to the rendering engine. The engine is able
to animate a wide range of basic weather patterns. Virtual reality is a
way of immersing a user into a different environment, the amount of im-
mersion the user experiences is important. Collaborative virtual reality
will benefit from this work by gaining a simple way to incorporate up-to-
date RSS feed data into any environment scenario. Instead of simulating
weather conditions in training scenarios, actual weather conditions can
be incorporated, improving the scenario and immersion.

Keywords: Virtual Reality, Weather, RSS, XML, OpenSG.

1 Introduction

Virtual Reality is a way of showing information to users in such a way that it can
be interacted with, as you would expect to interact with the real world. However
it is not limited to this, it also allows users to view fictional items or objects
that would not be possible to visualise easily in the real world. The most popular
method for achieving a virtual reality is to use three dimensional visualisations
for the users to view. The senses of touch (haptics), sound, smell and even taste
have been experimented with as well.

A CAVE [4] is a fully immersive 3D environment able to display stereo imagery
that can span 4 walls, the floor and ceiling, giving the user the impression that
they are physically in the virtual environment being displayed. Presence is a
measure of how accepting a user is to a virtual environment, or how detached
they are from the real world. By bringing real world information into the virtual
one like the current weather, or information that users are accustomed to, like
a mobile phone telephone book, helps users to accept the virtual environment,
increasing their presence.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 429–437, 2008.
c© Springer-Verlag Berlin Heidelberg 2008

http://www.acet.reading.ac.uk


430 A. Dunk, R. Jamieson, and V. Alexandrov

This work is a continuation of the Virtual Weather [5] project, which aimed to
create a virtual reality environment to simulate some basic weather types over a
loaded model. This work will concentrate and generalise the area of download-
ing and parsing data from the Internet, by implementing a suitable Extensible
Markup Language (XML) parser to be used for both configuring the application
and parsing any RSS data downloaded from the Internet. This generalisation
enables relationships of any RSS data to variables of a rendering engine. Includ-
ing but not limiting the application to downloading different weather sources
and rendering them into a virtual environment. Fig.1 shows the result of an RSS
weather feed downloaded from the Internet and its representation rendered in a
CAVE.

Collaborative virtual environments (CVE), scenario training, product search-
ing, and other real world data related applications can benefit from this work
by gaining a simple way to incorporate up-to-date RSS feed data into their sys-
tems. The ability to dynamically change environment variables from RSS feeds
enables a vast amount of information to be incorporated into a CVE, increasing
immersion, productivity, and quality of the system.

Another goal for the project is platform independance, to allow the application
to run on multiple architectures.

Fig. 1. Downloaded RSS weather data representation rendered in the CAVE

2 Related Work and Background

There is a large amount of work in rendering weather and animating weather
conditions, including photo-realistic weather animations in real time. Modern
day computer games are becoming involved in using more realistic weather sim-
ulations, quite recently Second Life [7] has just started improving its environment
by integrating a new photo realistic weather rendering system [6] from Wind-
ward Mark Interactive [1] called NimbleTMand WindLightTMwhich use physics
based algorithms for rendering volumetric clouds and calculating the effects the
atmosphere has on a lighting model. The Second Life game environment has
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simulated weather patterns that change during play but the weather informa-
tion is generated for the game environment and does not relate to the real world
weather. This must not be confused with the 3D Weather Data Visualization in
Second Life [11] which is an in game 3D map of the United States of America
with up-to-date weather data of America.

Architects use similar technologies to view their designs in the real world,
enabling them to see casting shadows and other aesthetics that may be difficult
to visualise normally. These systems can simulate the effects of the sun during
any time of the day, but do not gather weather information from the Internet.

There are a few games that support real world weather conditions, these
include some of the more recent flight simulators like the Microsoft Flight Sim-
ulator [9], and Black & White [10] a real time strategy game. Both these games
use dedicated weather information that is specifically formed to work with the
application and is downloaded from a dedicated server. In Black & White you
are able to simulate a weather location by typing in your zip or postal code into
the game, and Microsoft Flight Simulator simulates up-to-date weather of the
location you are flying in.

A mobile phone application named Mobile Weather [3] uses Yahoo Weather
[12] RSS feeds to display location based weather information to the user on their
mobile phone but does not render the data in any way, it displays the data in
an easy to read format.

3 Overview of Approach

This work differs from other work by having the ability to use any RSS data
source, linking select information with a rendering engine. This section describes
the integral sections of the work and how they combine together with a rendering
engine. The use case describes this projects use in rendering a weather simula-
tion. Fig.2 shows a basic representation of the systems structure.

3.1 RSS Downloader

All underlying networking used to connect to the Internet and download RSS
feeds is achieved through the use of sockets and a very basic set of HTTP 1.1
protocol [8] commands. Connections to a web server can also be made via a proxy
with or without basic authentication, the proxy server settings are set in the
configuration file for the application. Sensitive data such as proxy authentication
can be left blank in the configuration file, the application will ask for these details
at runtime.

When downloading an RSS feed, first a connection request is made to the
specified server, on success a page request of a known RSS feed is sent and the
response is stored into memory, the RSS data is retrieved from this response and
passed to the XML parser.
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Fig. 2. A System Overview

3.2 XML Parser

RSS feeds are written using XML, therefore a very small, fast and effective,
open-source, cross platform C++ XML parser [2] is used within the application
to both parse the downloaded RSS feeds, and the configuration files that help
link the RSS feed data to relevant variables in the rendering engine as well as
general configuration options for the application itself.

The XML parser loads a full XML file into memory, this can either be from
physical file or memory location, it parses the data and generates a tree struc-
ture representing the XML file. Once parsed successfully its possible to easily
explore the tree and retrieve any data required. Modifications to the tree are also
possible. Memory management is totally transparent through the use of smart
pointers so there is no need to call new, delete, malloc or free, decreasing
the possibility of memory leaks and increasing its efficiency.

3.3 Data to Variable Linker

On request from the rendering engine the data to variable linker will use the RSS
configuration file information to request the required RSS data from the XML
parser for a given variable name and return the data to the rendering engine.

3.4 RSS Configuration File

A new configuration file is created for every RSS feed downloaded from the Inter-
net unless it already exists. The generated configuration file lists all the variables



Dynamic Virtual Environments Using Really Simple Syndication 433

found in the RSS feed as a comment, to be used as a reference when editing the
configuration file. This does not necessarily include all possible variables as the
feed may change over time. For accuracy it is advised to still read about the the
particular RSS feed you are attempting to use from its origin. The file needs to
be edited to create links between the RSS data and the rendering engine, once
this is done it dose not need editing unless the RSS feed changes.

The configuration files are implemented in this way so that its possible to
easily change the data being used within the system, it also gives the added
advantage of quickly and easily adapting the system to new or changed RSS
feeds. An example of the RSS configuration file is given below.

<!-- XML Config file RSS feed links -->
<?xml version="1.0" encoding="UTF-8" standalone="yes" ?>
<feed>

<url></url>
<date></date>

</feed>
<link name=""> <!-- name to request from rendering engine -->

<rssData><!-- RSS data to find -->
<type></type>
<name></name>

</rssData>

<!-- return rules: return, equal, notequal, grater, less -->
<return>

<value rule="" data=""></value>
<default></default>

</return>
</link>

Each link has a name, this would be the name requested from the rendering
engine. The rssData values are used to find the RSS data required, type refers
to an attribute or node, and name refers to the type name in the RSS feed. It
is possible to set up basic rules when returning data, these are return which
simply returns the RSS data value, equal, grater, and less, which compare
the RSS data to some constant value, and will return the RSS data value or a
given return value if the rule is true. If the rule fails or is false a default value is
returned instead.

4 Use Cases

Accurate weather simulation and prediction can be a complicated and very
compute intensive process, by using pre processed weather data that gives the
predicted weather, this task of compiling the metrological data into useful infor-
mation is skipped. There are may sites on the Internet that use RSS feeds for
weather prediction information, Yahoo Weather being one of them. This section
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describes the use of a weather RSS feed in conjunction with the described work
and a weather rendering engine to produce a virtual environment that’s able
to display the current weather of a specified geographical location around the
world.

4.1 Rendering Engine

The rendering engine is able to animate various weather effects including the sun,
clouds, rain, and the effect of the wind. The engine has been written in a modular
form and is now not limited to these weather types, additional modules can be
added to increase the diversity of weather patterns that the engine can simulate.
Each module of the rendering engine is able to take parameters associated with
their type of weather, the rendering engine currently has nine parameters that are
used when rendering all weather simulations and are mentioned in the following
sections. All the module parameters are linked with the RSS configuration files
mentioned above, and the rendering engine requests the required data from the
data to variable linker during runtime.

Rain and Clouds. The rain and cloud objects are able to load a 3D model to
be used for each rain drop or cloud rendered in the environment. They are ef-
fected by the wind speed and direction, during animation the objects are pushed
in the direction of the wind. The objects are randomly scattered over the envi-
ronment and in the case of clouds are morphed in size to give the appearance
of different cloud shapes. The volume of rain and cloud objects rendered related
to the parameters passed to the rendering engine and can render from zero to
MAX RAIN or MAX CLOUD number of objects which is defined at compile time of
the application. Transitions between different amounts of rain and clouds are
performed gradually over time to give a more realistic weather changing effect.

Sky Background. The entire environment is enclosed in a coloured dome with
makes the background sky. The sky colour can be change to any value and will
gradually fade to that value from it’s current colour over time. During cloudy
rainy weather a greyer sky is perceived, where as hot weather will produce a
brighter shade of blue.

During sunrise and sunset hours the sky will change accordingly, during the
night the sky will darken.

The Sun. The sun uses the current time of day and places itself accurately
in the sky according to sunrise and sunset times. The sun will light all of the
models in the environment according to its position in the sky. It is also possible
to speed up time and see a whole day’s cycle.

Fog. Fog was implemented in a novel fashion; a plane is placed in front of the
user, and as the user moves the plane moves with them. Different transparencies
are set depending on the weather visibility. If the plane is set to be completely
transparent, it shows the scene as normal and is not noticed. A semi-translucent
plane shows a partially foggy scene and an opaque plane results in a very foggy
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scene. Fog was implemented this way for simplicity, at a slight sacrifice of aes-
thetic look. Transitions between visibility levels are changed over time to give
the effect of fog either emerging or dispersing. Fig.3 shows an example of the
simple fog effect.

Fig. 3. An example of a scene with and without fog present

Wind. The wind object does not render any graphics but manipulates the rain
and cloud objects. The wind speed and direction are converted into a translation
that is applied to both the clouds and rain. The wind will randomly deviate
slightly from its true speed and direction to more closely resemble wind in the
real world as it is never constantly blowing in exactly the same direction or speed
all the time.

Time. The time object has two main roles. It either returns the current time of
day converted into minutes, or a custom time interval can be set to increase or
decrease the speed of time. The time object is used mostly by the sun but can
also be used to check for updated RSS feeds after an elapsed time period.

Configuration File. There are many weather feeds available on the Internet
today and each is specific to it’s source, therefore a system needed to be devel-
oped that would allow easy configuration of this received data so it could be
easily converted into useful information for the rendering engine.

The applications configuration file allows you to map selected values from a
specified RSS feed to the weather parameters needed by the rendering engine.
It also stores default values for parameters that cannot be mapped, details of
the location the RSS weather data is associated with, proxy details and authen-
tication information if needed, a specific model can be loaded with the weather
simulation, as well as custom models for the rain and clouds. The functionality
for adding custom files for the rain and cloud models was added for diverse effects
like being able to render a scene with it literally raining cats and dogs, or to use
a superior cloud model than the one provided. An example of the application
configuration file is given below.
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<!-- XML Config file for mangoXML Weather Simulation -->
<?xml version="1.0" encoding="UTF-8" standalone="yes" ?>
<configuration>

<proxy host="" port="">
<authentication username="" password="" />

</proxy>
<location name="">

<rss host="" file="" />
<model file="" />

</location>
<defaults>

<model file="" />
<rain file="" />
<cloud file="" />

</defaults>
</configuration>

If a proxy isn’t used then these details should be removed from the configu-
ration file so that the application knows not to attempt to connect via proxy.
If any attributes are left blank, they will be requested during runtime of the
application, giving the option of not needing to save usernames and passwords
into the configuration file.

5 Conclusion

This work demonstrates a novel way of using RSS data from the Internet enabling
an easier way to integrate it into an application or virtual environment. The
system is completely configurable and very easy to use. With the added ability of
being able to connect to the Internet via proxy services using basic authentication
methods.

Many applications will benefit from this work as they gain a simple way
to incorporate up-to-date RSS feed data into their systems. The work give the
ability to dynamically change environment variables from RSS feeds, and enables
a vast amount of information to be incorporated into their systems, increasing
productivity, and quality.

The case study has been successfully implemented, and the addition of an
XML parser and variable linker has increased its usability, giving it the ability
to use many different weather sources. The application is also cross platform
compatible and able to run on multiple architectures.

6 Future Work

Further tests from other RSS sources need to be carried out to show that similar
results can be achieved with different RSS feeds. The application still has much
more to offer, further development in the XML configuration files could include
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a more generalised and intelligent way to integrate the RSS feed data to the
rendering engine so that the configuration files are easier to configure. Incor-
porating all the defined variables of the rendering engine into the configuration
files will allow further changes to the rendering engine without recompiling the
source code. Implementing a callback structure for the RSS data linker would
allow seemless updates to single variables rather than requesting an update for
all variables from the engine. The rendering engine can have many graphic im-
provements including volumetric clouds and fog. Weather after effects like wet
shiny surfaces during and after rainfall. Inclusion of further weather types, snow
and hail could easily be produced from a derived rain class. The inclusion of
audio would increase the realism of the weather types. The work should also be
expanded into other areas of use to enable an easy way of intergrating RSS data
into applications, opening them to larger resources of data.
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Abstract. Virtual Reality (VR) has been used in a variety of forms
to assist in the treatment of a wide range of psychological illness. VR
can also fulfil the need that psychologists have for safe environments in
which to conduct experiments. Currently the main barrier against using
this technology is the complexity in developing applications. This paper
presents two different co-operative psychological applications which have
been developed using a single framework. These applications require dif-
ferent levels of co-operation between the users and clients, ranging from
full psychologist involvement to their minimal intervention. This paper
will also discuss our approach to developing these different environments
and our experiences to date in utilising these environments.

1 Introduction

Psychologists are constantly seeking new methods and technologies for treat-
ing a range of psychological illness. They also have a need to created realistic
controllable environments in which to conduct research into the different psy-
chological aspects of human behaviour. One such technology that can fulfil both
these requirements is VR, which provides users with the means to create 3D
computer generated virtual environments (VE’s). These virtual environments
can be viewed in a variety of ways using different display technology from non-
immersive systems (e.g. PC desktops) to semi-immersive (e.g. head mounted
displays, HMD’s[1]) right to fully-immersive systems (e.g. CAVE[2]). A fully im-
mersive system allows us to be bodily immersed within the virtual environment,
this assists in creating a feeling of presence. As mentioned by Slater “presence
means that the user constructs a mental spatial model out of virtual stimuli
and the perception of the self in the virtual environment”[3]. The advantage
that a fully-immersive system gives the therapist/psychologist is, providing the
client/user with a increased feeling of presence. This will help lead to a more
successful treatment outcome for the client, as the environment will be more in-
volving. Our applications will be focusing on utilising a fully immersive system
for these reasons.

There are many different options on what constitutes a co-operative virtual
environment, and some of these will be discussed in more detail in the next sec-
tion. In terms of what is considered a co-operative virtual environment for this
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paper the following approach has been taken which has had to also consider the
terms from a physiological point of view as well. From a psychological viewpoint
different types of environments require varying levels of co-operation between
client/user and therapist/psychologist. Therefore we have used the term in the
following context. A full co-operative environments requires continual feedback
from the client to enable the therapist to modify the environment. This mod-
ification is required to enable the client to overcome their phobias/fears and
bring about a positive treatment outcome. Where as an automatic co-operative
environment reduces the needs on the physiologist to continually control the
environment as once the user completes a set task then the system can automat-
ically move onto the next defined task, this allows the physiologist to focus on
analysing the actions of the user. Also all actions of the user (e.g. head move-
ment, length of time in a particular position/area) is recorded by the system
for further off-line analysis. It should be noted that co-operation should not
be confused with collaboration, in terms of VE these are two distinct different
approaches.

The following section examines the related work concerning using VR for
treating physiological illness and as an experiential tool. It also outlines current
research into what is considered a co-operative virtual environments. Section
three provides an overview of how we have used our framework to create our
different environments and discuss some of the specific requirements that each
environment has. This is then followed by an examination of our two application
areas that were chosen. Finally our conclusions are presented and future work if
required is outlined.

2 Related Work

When investigating previous work carried out in this area it becomes apparent
that there are two main topics that needed to be considered. The first being the
use of VR in the treatment of psychological illness. The second being, what is
considered co-operation when using VEs.

The main focus for using VR with treating clients psychological problems has
focused on using HMD’s to created the virtual environment in which clients are
treated. Using this techology the most successfully treated illness have been sit-
uational based phobias. This is due to the fact the VR is a powerful medium
which allows for the creation of realistic environments. Situational phobias are
related to a persistent fear of a particular stimulus and therefore leads to an
avoidance of that stimulus. Acrophobia is an example of this type of phobia, it
is concerned with the fear of heights. Traditional therapy uses in-vivo techniques
to treat this, where as VR has been found to be as if not more successful than this
technique[4]. With the added benefits of the being able conduct the treatment
in the privacy and safety of the therapists office. Also complex and potentially
costly situations are possible to recreate virtually. Another area that VR is cur-
rently being investigated as a potential therapeutic tool is Post Traumatic Stress
Disorder (PTSD)[5].
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When implementing a co-operative psychological VE it is important to un-
derstand what interactions will be required and approaches others have taken.
In an traditional VE when dealing with users, who share the same VE and are
manipulating the same objects, there are some clear distinctions to be made in
the way that they work together. In terms of VE there is a difference between co-
operation and collaboration. According to Broll, co-operative implies joint edit-
ing of shared objects, while collaborative additionally allows truly concurrent
editing[6] . Where as Margery defines co-operation as a situation where two or
more people interact on the same object in a concurrent but co-operative way[7].
As our interactions involve both the client/user and therapist/psychologist our
version of co-operation is very similar but different, depending on what outcome
is required. In our case both parties are jointly engaged in the environment and
through their actions (conscious and sub-conscious) act on objects with in the
scenario which effects the overall outcome of the session.

3 System Overview

Our two different environments have been developed using a single framework,
VieGen[8], which is used for the creation and control of Virtual Interactive En-
vironments. It aims to provide users with limited technical ability the power to
create their own virtual environments without the need of learning a complex
programming language. It also has a API for more advanced users.

A system overview of our approach can be seen in figure 1. This approach
allows us to take advantage of the modular nature of VieGen.
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The following features of the framework are used in our applications:

3.1 Scene Configuration

The Scene Configuration module is responsible for loading the scene file. The
scene file is a text file written either in plain text or XML. It contains a descrip-
tion of the objects we require to create the environment, also the position and
scale of these objects. We can also assign attributes to objects if we require (e.g.
a car object can be dynamic and thus will be able to move around the scene
either on a random or pre-set path).

3.2 Logging

The Logging Module allows the psychologist to automatically capture data from
the experimental sessions. This data can be of various different parameters and
date/time stamped. An example of these parameters could be the position the
users head was in at a particular location within the environment and for how
long they remained in a particular pose. It is a fully configurable module, which
allows the psychologist to decide which parameters they require capturing before
the commencing of the session.

3.3 Cave Scene Manager (CSM)

The Cave Scene Manager Module is used for the internal representation of a user
in the VE and manages the basic hierarchy. It provides a generic abstraction layer
to the underlying VR hardware allowing system independence. By utilising the
tracked users head position and field of view, it manages which objects would
be observed and thus require rendering. It controls how this should be achieved
and maps the resulting display onto the VR hardware.

3.4 Scene Controller

The Scene Controller Module takes care of the maintenance and control of the
active environment. It handles the position and movements of any dynamic ob-
jects. It looks after the the logical hierarchies between objects, and uses these
for grouping their behaviour.

4 Application Areas

Creating applications that fulfil the needs of psychologists and therapists has
traditionally being an expensive and complex process, involving large amounts
of a developers time and effort. This has not always delivered what the end
users required. But by using our approach we aim to assist the end users in
developing co-operative environments that fulfil their needs, by allowing them
to quickly and easily build these environments themselves.



442 R. Jamieson, A. Haffegee, and V. Alexandrov

Two specific applications have been develop which address different psycholog-
ical needs with varying levels of co-operation. The first application is concerned
with addressing the requirements of creating a fully co-operative environment for
the treatment of situational phobias. Where as the second application is used to
create a automatic co-operative experimental environment for studying aspect of
human behaviour. These have been both developed using the same framework,
using modules of the VieGen framework that fulfil their requirements.

4.1 Fully Co-operative Virtual Environment

As mentioned previously VR has been used for the successful treatment of sit-
uational phobias. One such phobia, that has very serious consequences for the
clients who suffer from it is, Post Traumatic Stress Disorder (PTSD). This is usu-
ally caused by the client being placed in a scenario that causes a traumatic event
to occur to that person. This could be a violent assault, terrorist attacks, military
combat amongst others. We have based our application on a military combat
environment. This application was required to be fully co-operative due to the
fact that the client must engage with their therapist. They share the environ-
ment in terms of the client and therapist are communicating continually about
the environment and situations that occur within the session. They discuss the
feelings/emotions that gets invoked during the session. This co-operation must
take place to allow the client to move on emotionality/psychologically.

The therapist uses an input devices with contains a GUI, which allows them
to control the environment variables (e.g. time of day, audio, movement of peo-
ple/vehicle). Based on the clients case notes, the therapist will have a record of
the traumatic event that lead to the clients PTSD. From this information the
therapist can increase the intensity of the environment (e.g. more explosions, in-
surgents appearing) and guide the client to a successful outcome. This outcome
will involve a reduction in the clients PTSD symptoms. The current application
is based on a simple environment that allows the client to navigate through an
scenario that resembles a downtown market in a middle eastern country (see
Figure 2(a)), there are also people and Vehicles within the environment (e.g.
soldiers, Humvee). Other features include the ability to add extra audio effects
(e.g. gunfire, explosions, sirens), we can also add and remove insurgents (see
Figure 2(b)) from the environment.

The environment has been tested on a number of volunteers. Due to the serious
nature of the illness, it was not possible to intially test the environment with
clients suffering from PTSD. The volunteers time was used to test the immersion
of the environment versus a HMD version. Also tested was the interaction with
the different elements within the environment (e.g. insurgents being added and
remove from the scene). The audio elements are vital to the feeling of presence
with the environment and various combinations where tested with the volunteers
feeding back on the most realistic audio effects.
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Fig. 1. (a) Market Place (b) Insurgent Appearing

4.2 Automatic Co-operative Virtual Environment

The ability to create controllable, measurable and realistic environments is a
requirement for psychologists that seek to study different aspect of human be-
haviour. The developed application was required to be a fully automatic co-
operative environment, the user would complete the task set and the system
would move onto the following task, thereby the system and user are automat-
ically co-operating with the psychologist. This feature allowed the psychologist
to observe and analyse the users behaviour and reactions. The application de-
veloped was concerned with customer shopping behaviour, with the aim being
to carry out a psychological analysis of whether different layouts of products,
both in positioning and in shelf dressing around them, would have any effect on
the choice of users’ selected products.

Two series of trials of the environment were carried out with a range of different
users. The first being a Search Test, this test was to record the movements and
time taken for a user attempting to locate a product in a VE. The user started
next to one of a number of different shelf layouts. They were shown one or two
virtual products when they then had to locate on the shelf. By recording how the
user moved with the environment, including their head positions and movements,
it was possible to reconstruct the way they acted within the test. The purpose of
this test was to discover if there was any relationship between searching and the
layouts used. An example of this trail can be seen in Figure 3(a).

The second trail was a Primed Selection Test, this test required the user
to move along a fixed path within the environment. Along the path were ten
categories of products. The first time along the path the subjects were asked to
select specific items from a list, and the second time they were free to choose
themselves. The hypothesis being investigated, was whether priming the users
with the sample product would cause them to select, or at least notice those
items. An example of this trail can be seen in Figure 3(b).

These trials were conducted with 16 users, who completed both tasks. The main
points of note that came from these trails were that the effects of the differnet
layouts did have an noticeable effect on the users ability to find particular products
and that if a user was primed about a certain product they could find it quicker,
and were more likely to choose the primed product when given a free choice.
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Fig. 2. (a) Search Trail (b) Primed Selection trail

5 Conclusion and Future Work

This paper has described the successful development of two different co-operative
psychological environments for immersive VR systems. Each application has
incorporated the required levels of co-operation that is needed. This ranged from
fully co-operative to automatic co-operative environments. These applications
are currently at different stages of implementation, the automatic co-operative
environment (i.e. customer shopping behaviour) has been utilised in successfully
testing various different hypothesis on a wide range of different consumers, where
as the fully co-operative environment (i.e. PTSD) is awaiting user trails which
should commence shortly.

Future work will include expanding the range and complexity of the consumer
trails in the automatic environment. We will also endeavour to increase the cross
section of consumers that are to be tested. Automatic environments that incor-
porate tracking the eye position of the consumer rather than head position will
be investigated as this should increase the accuracy of the gaze data captured.
Increasing the realism of the fully co-operative environment by the use of hap-
tic feedback will be researched. The range of audio clips for both environments
will be expanded which also should increase the feeling of presence within each
application. Expanding the range of PTSD environments will be investigated,
to try and discover if there is a need for this approach within other professions
which are exposed to potentially stressful scenarios (e.g. fire-fighters, police). Re-
search will also be carried out into the possibilities and advantages of enabling
the environments to be networked.
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Abstract. This paper presents the solutions for a user interface envi-
ronment which have been developed within the ViroLab Virtual Lab-
oratory to enable developers and medical researchers to develop and
execute experiments. Experiments require support in form of a script
editor easily extendible by a number of additional functions related to
the functionality of the Virtual Laboratory, like sharing experiments,
and an experiment management mechanism which enables the experi-
ments to be executed with a number of facilities allowing, e.g. tracking
the execution, logging errors. Moreover, two user groups, developers and
users, need to collaborate to improve experiments and introduce more re-
finements to the research conducted, which imposes many requirements
on the environment which becomes the main collaboration platform for
the researchers. The work identifies these requirements in the domain
of medical sciences and proposes solutions for efficient and convenient
collaboration.

Keywords: virtual laboratory, experiment plan, user interface, collab-
oration environment, distributed development.

1 Introduction

Working in research projects which involve building applications in new fields
of science often demands implementing reliable multi-purpose graphical user
interfaces. One of the main tasks of the EU IST ViroLab project [1], [2] is
to provide an easy way for different specialists – computer scientists as well as
medical researchers – to access distributed resources with sharing and processing
clinical data coming from medical practitioners.

The way of accessing data or using computational resources should be simpli-
fied so the end users do not need to know about the underlying infrastructure.
Groups of researchers working on a project should use the facilities provided
by the computer domain, as they would use laboratory equipment during con-
ducting an experiment. ViroLab Virtual Laboratory defines experiment as a
“process that combines together data with a set of activities that act on that
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data in order to yield experiment results” [3]. Furthermore, it is required that
the software would constitute a virtual laboratory in which scientists from dif-
ferent geographical locations may collaborate and take part in an experiment.
This involves preparing a presentation layer which is well-tailored for specific
needs of scientific collaboration environments.

One of the primary functionalities the presentation layer must support is to
provide facilities for the developer to edit an experiment plan with any enhance-
ments which allow to share experiments (store/retrieve), access data and ser-
vices (browse/fetch), test experiment plans Grid (track execution/report errors).
Whenever an experiment plan is considered mature enough to be submitted for
a real execution, some other presentation functionality is needed for the user,
which assumes that via a standard Web browser they can launch the experiment
plan and get a feedback in form of execution results, moreover, observe whether
the experiment is running well or any errors occur. Challenges to be addressed
are easing the development process, bridging a gap between the developer and
the user, the reusability of components [4] and providing a common collaboration
space, a typical issue of distributed development in various domains (e.g. [5]).

This paper presents an approach how to address the needs of two different
groups of users, the ones who plan experiments and those who run them and how
to meet their demands which turn into collaboration issues. A novel approach
is presented to cover the development on the Grid and the interaction with the
Grid problems.

The rest of the paper is organized as follows: we give an overview of related
work in Section 2, then we are coming to a solution we have adopted for the re-
search, in Section 3. The implementation status presented in Section 6 is followed
by concluding remarks and future plans.

2 Related Work

A graphical user interface is built according to the specific requirements of a
given project. In the area of grid programming, many efforts were undertaken
to satisfy the needs of end users with respect to graphical user interfaces, espe-
cially if we are speaking of application composition. Many solutions refer to the
workflow approach of representing the internal component dependencies of the
applications.

In the K-WF Grid project [6], the User Interface is available through the Grid-
Sphere portal [7]. A task is defined through the Grid Workflow User Interface
(GWUI) which is a Java applet. The user starts a workflow definition by provid-
ing a text sentence which describes the problem. At the next stage this sentence
is analyzed and a proper context based on it is selected. GWUI is underlied by
GWES – Grid Workflow Execution Service. All conflicts from within this layer
are automatically delegated into GWUI – after that the user is able to see a
description of the problem.

P-Grade project [8] uses a special designed graphical language – Grapnel.
It is used for defining relations between resources. This language hides calls
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to low level communication functions; it uses predefined topology templates for
communication between resources (pipe, ring, etc.). A workflow is defined graph-
ically. The use of the Grapnel language resulted in the emergence of a Grapnel
language-oriented Editor (GRED) which features automated positioning of ports
and flow controls elements and support of grid portals. While this approach is
very user-friendly for beginners, experienced users want to have more control on
what and how is designed, e.g., with text editors.

Taverna project [9] represents another approach to building application work-
flows problem, mainly used in bioinformatic domain. User Interface is represented
by a standalone application (called Taverna Workbench) within which the user
composes a workflow from prepared blocks, e.g. services. No technical knowl-
edge about workflows is required, thus it can be used by the scientist without
programmistic skills.

The myExperiment project [10] is closely connected to Taverna. Its main goal
is to provide a so called collaborative space for the Taverna project community
via web portal. It can be used to present (as a screenshot exported from Taverna
Workbench), share or collect feedback from users about a workflow.

However, these solutions do not decouple the processes of building and execut-
ing the applications, which very often induces additional overhead for end-users
who also need to be experts in workflow construction and constrains the envi-
ronment just to executing workflows without the capabilities that are required
by scientific communities (e.g. sharing knowledge, managing results, etc.).

Recently, the area of web development has gained a lot of attention thanks
to the new technologies often related to as Web 2.0 technologies. There are
many examples of applying the techniques that come with the new trend of
web development in e-Science [11]. The capabilities of the new approach allow
to create collaboration environments based on well-known web standards which
are already successfully used by social communities all over the world, such as
MySpace [12] or Facebook [13]. The content in such environments is provided
and assessed by the users themselves, which makes it very dynamic and rich. An
important goal would be to create such environments applicable to the science
domain, where knowledge is provided and shared in communities of scientists,
using standard web tools (web browsers, web services).

3 Requirements for UI and a Solution in Virolab

Our approach to providing user interfaces reflects the adopted assumptions on
classifying the ViroLab users’ community into two groups with respect to user
interfaces.

The first user group of the ViroLab Virtual Laboratory are experiment de-
velopers who combine their domain knowledge and technical skills to plan and
develop new experiments. Therefore providing tools that support experiment
development process is crucial. Another aspect that should be kept in mind is
collaboration. Mechanisms for sharing knowledge and experience should be as
important as development tools. These features are provided by a dedicated
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Integrated Development Environment (IDE), we call ViroLab Experiment Plan-
ning Environment (EPE). The idea behind EPE is to gather the facilities sup-
porting the above activities into a single integrated environment.

A challenge is to prepare and integrate a set of tools that will be on the one
hand powerful enough to satisfy an advanced user and on the other hand it should
be user friendly, so that users who are not familiar with applied technologies
could use it. In either situation EPE should decrease the complexity level of the
experiment management and publishing process.

The functionality of the environment is concentrated around two main parts
that address the above mentioned issues:

– a dedicated editor for experiment development that provides syntax high-
lighting and code auto-completion,

– the Experiment Repository client that enables sharing experiments between
developers and publish experiments to the scientific community.

Moreover, due to the distributed nature of computation in the Virolab Vir-
tual Laboratory a tool that provides information about available computational
resources, which are stored in the Grid Resource Registry, is needed. Another
feature that facilitates experiment planning is access to the data model which is
available in an ontology form. Also an Outline view that shows each object from
the source code, e.g., variables or methods definitions, is available.

¿From the collaboration point of view, EPE provides a mechanism for ex-
changing information between experiment developers and scientists. It is also
possible to share a single experiment among a group of developers who are geo-
graphically distributed. It is especially important when developers from different
institutes want to collaborate on a single project.

The second user group of the Virtual Laboratory involves the experiment users
who need to manipulate the queue of run experiments and trace the execution of
experiment plans. This group concentrates mostly around clinicians and doctors
of specific medical domains, who are not assumed to have complex knowledge
about scientific computing. Therefore developing a generic interface for experi-
ment management is a challenge. Our analysis of user requirements has resulted
in the identification of four main purposes regarding the functionality of the
Experiment Management Interface (EMI).

The first task is to locate a desired experiment by browsing through various
experiment repositories and then through experiment versions. The repositories
are populated by developers in the process of creating experiments with EPE.
Different versions deliver different functionalities with respect to the same ex-
periment plan (e.g. enhancements like mail notification or use of a service with
different algorithm). Another task would be to manage the experiment execution
and to monitor its status. This part also includes interacting with the exper-
iment by providing data when needed. The data requests are planned by the
experiment developer during the implementation phase. The third task is to
gather, store and share results. This involves building a collaboration space for
the users executing the experiments, which enables sharing the data returned
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by an experiment and the knowledge which comes with the results. Finally, it
is desirable to enable providing feedback on the quality of an experiment to its
developers. And last but not least is the user-friendliness of the interface, which
refers to both accessibility and use.

While the described solution delivers two separate graphical user interfaces,
specific for each user group, there are possible common fields of cooperation
between these two user groups. It can comprise reporting problems of the cor-
rectness of experiment plans, identifying new requirements, enhancements, etc.
This issue imposes a need in a collaboration space between EMI and EPE users.
This role is played by an experiment repository, which is used by EPE to store
and manage versions of the developed experiments and by EMI to list and present
details of the available experiments. The solution under discussion allows to use
more than a single repository, one per specific field of interest.

Fig. 1. General concept of user interfaces in ViroLab

In Fig. 1 an overview of User Interfaces with the underlying system struc-
ture is presented. On the left, experiment-user side, an easily accessible solution
using well-known standards is required. To accomplish this, the interface is im-
plemented as a lightweight web application. The concept of thin client enables
users to manage their experiments through even mobile devices.
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4 Experiment Planning Environment

As mentioned above, the main goal of EPE is to simplify the experiment de-
velopment process by providing an extendible collection of dedicated tools. In
order to fulfill this requirement, EPE is based on the Eclipse Rich Client Plat-
form (Eclipse RCP) [14]. The core of the platform includes a component called
Equinox which is an implementation of the OSGi core framework specification
[15]. From the user’s viewpoint this means that each part of the environment is
treated separately and can be loaded during runtime on demand, which is known
as the lazy initialization technique.

As mentioned, we do not want to limit the environment to a fixed set of
tools. Therefore another feature of the EPE architecture should be extendibility.
From the very beginning Eclipse RCP was assumed to be a platform that should
be extended easily by new features. Therefore, a special kind of component,
called plugin, that provides some functionality along with information about
itself which is processed by the platform, is used. Thus it is possible to develop
new plugins and add them to the environment or publish them and allow other
experiment developers to make use of them.

However, plugins make the environment too fine grained, thus it becomes
difficult to manage EPE that may contain dozens of plugins. To overcome this
problem, the feature was defined as a group of plugins that are logically linked
and address a certain developer activity. This approach facilitates organizing the
internal structure of EPE and extending its functionality.

The current version of the EPE contains the following elements (see Fig. 2):

– Workbench that is the central point of the application that manages the
layout of each part of the EPE. From the workbench one can choose a view
or an editor to open.

– Script editor which supports the experiment development process. It aims
to provide such functions as: syntax coloring and code assistance.

– Experiment Repository client that supports experiment sharing operations.
Dedicated wizards enable to export experiments to or import them from the
Experiment Repository.

– Connector to the execution service. After setting up the experiment inter-
preter (e.g. GSEngine) one can start running an experiment with one click.
Different versions of the interpreter can be applied along with different ex-
periments.

5 Experiment Management Interface

To support interactions with the user EMI provides a set of related visual com-
ponents that allow to perform dedicated actions (e.g. run experiment) via a web
browser. In Fig. 3 several dependencies between visual components and server-
side client libraries are presented. The user is operating in the client layer which
is available through a web browser. This allows for platform-independent inter-
actions between the users and the experiment. Each of the visual components is
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Fig. 2. EPE components and their dependencies

supported by a relevant client library which communicates with the underlying
resource. The basic functionality of the EMI interface includes three components:

– Repository Browser Component – This component is responsible for pre-
senting available experiments to the user. It is possible to connect to several
repositories at a time and browse their contents. The repositories are imple-
mented as SVN code stores. To provide coherence between many repositories
a uniform directory structure of the experiments had been established. Ac-
cess to such repositories is possible only through dedicated clients which keep
the content according to the agreed standard.

– Execution Manager Component – To execute experiments and monitor their
execution status, including handling user data requests, this component was
implemented. It may execute more than one experiment at a time and present
the actual state which can currently be either running, input awaiting or fin-
ished. On the server-side, a client library is responsible to forward experiment
execution requests to the Grid Space Server [16]. Between the client and the
server an independent communication protocol is used based on the secure
TCP layer.

– Result Management Component – This component manages experiment re-
sults. They may be assessed and either removed or saved in an external
Result Store for future use. One of the most important features of this com-
ponent is the ability to share the results with other researchers. This follows
the idea of delivering a collaboration space for groups of scientists.

Another feature supported by the Repository Browser Component is the feed-
back mechanism. This lets users executing an experiment contact a developer
of this particular expeirment and report on its quality. This ensures a user-
developer loop to be a part of the solution’s lifecycle and improves the coopera-
tion between the two groups.
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Fig. 3. EMI visual components and their dependencies to server-side clients and un-
derlying resources

The communication model between the client and the server layers is asyn-
chronous. This is a consequence of using Web 2.0 mechanisms such as AJAX.
While in the standard HTTP request-response model all the contents of a web
page including each of the components would have to be refreshed, using new
mechanisms allows for much lower communication overhead between the client
browser and the server, because only the content that needs updating is re-
freshed. This also decouples the requests coming from individual visual compo-
nents and allows for convenient and less centralized web programming.

Another advantage of using the new web programming techniques, namely
GWT [17] is the possibility of communication between individual visual compo-
nents on the client side without the server’s participation. This allows for fast
content reloads in the client’s web browser (as far as interactions with the server
are not needed).

6 Current Usage of the Environment

The prototypes of both Experiment Planning Environment and Experiment
Management Interface are integrated with other components of the ViroLab
Virtual Laboratory [3]. Now they are being improved according to the reported
end-user requirements. Both user groups successfully exploit and test the inter-
faces, thus cooperating on new scientific experiments. It is also freely available
from [1], where one may provide feedback or notify about a useful feature that
could be included. The EMI web interface is also available and accessible through
the project page [3].
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Both environments have already been used to implement and run a series of
experiments involving simple tests, data access and virology, namely Nucleotide
sequence, HIV subtype or Sequence alignment experiments. A full list of experi-
ments can be found at [1]. The implementation already includes using different
middleware technologies and infrastructures as well as interaction with the end
users running the experiments.

7 Summary and Future Work

In the paper an approach to delivering a presentation layer for Grid users and de-
velopers is presented. The layer aims at fulfilling the collaboration requirements
of those groups by providing on the one hand an integrated Grid development
environment (EPE) and on the other hand a web-based management interface
(EMI). The environments enable tight collaboration among and between those
groups which is seen as a novelty in bridging the gap between Grid develop-
ers and users. One of main goals of this solution is to reach out beyond the
scope of the ViroLab and provide a generic approach to using the Grid. Present
prototypes already work and provide most of the functionality described in this
paper. Many experiments have already been developed and successfully executed
which acknowledged the feasibility of the solution. Subsequent improvements are
applied to the system and include the following.

The main goal of the development layer is to provide the user with facilities
that support experiment development process. Due to the fact that experiment
is planned with a special script language (GScript) it is crucial to provide an
extendible and helpful script code editor. This layer can also involve an integrated
preprocessor, semantic code inspection, code autocompletion and an ontology
browser. Within this layer the user can access the ViroLab Grid Environment and
execute a script code (created in the script code editor) and trace the execution.

The prototypes of EPE and EMI are being enhanced to meet further re-
quirements requested by target users. Specifically, for the EPE environment,
additional administrative plugins are required and a more advanced autocom-
pletion mechanism for convenient experiment planning. As for the EMI, a more
user-friendly interface with a better feedback support and result management
system is going to be implemented. The interactivity issues of the web client
are also addressed, for this purpose Web 2.0 tools such as AJAX are used in the
current implementation course. Further plans include implementing an advanced
mechanism for requesting user data that supports building complex and dynamic
forms. Another extension will let different formats of results to be presented to
the users for convenient data analysis.
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Abstract. The goal of the Workshop on Applications of Workflows in
Computational Sciences (WACS) is to provide a forum for sharing knowl-
edge and experience on developing workflow applications, and to high-
light important requirements for developing workflow systems. This short
paper gives an overview on scientific workflow management systems and
their application in e-Science, and introduces the topics of the Workshop.
Several research focuses on utilizing scientific workflow in enhancing e-
Science applications and on developing workflow management systems
will be enumerated.

Keywords: scientific workflow, e-Science, application integration, data
management, resource discovery, frameworks, security.

1 Aims and Scope

In many scientific domains, workflows become an important mechanism to pro-
totype and perform complex experiments and to achieve scientific discoveries. A
workflow system allows scientists to wrap and integrate legacy applications via
an intuitive interface, to schedule the computing of different tasks at an abstract
level, and to automate the processes in data processing. In this way, domain
scientists can effectively utilize available resources and focus on the logic of the
experiments instead of low level technical details.

During the passed years, a large number of workflow systems have been de-
veloped, e.g., DAGMan[1] and Pegasus[2] focus on managing massive comput-
ing tasks for processing distributed data, Taverna[3] integrates distributed web
services based components, and Kepler[4] provides flexible GUI to prototype
workflows and execute them. Decoupling workflow engine from the GUI and
implementing the engine as a service allow better interoperability among work-
flow management systems, a good example for this interoperability has been
achieved by invoking the WS-VLAM engine[5] from the Taverna workbench as
a sub-workflow in a Taverna workflow.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 459–462, 2008.
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Most of the SWMS are historically driven by applications in specific domains,
e.g., bio informatics, high energy physics, and astronomical observations. In-
vestigating the common characteristics in these domain specific systems and
implement them as part of a generic framework emerges as an important need
for e-Science applications. A number of research projects such MyExperiment[6]
in the UK and VL-e in the Netherlands[7] aim to realize a Grid enabled generic
framework where scientists from different domains can share their knowledge and
resources, and perform domain specific research. Sharing knowledge and resource
requires more interoperability among the major workflow management systems.
More sophisticated solution are needed to achieve a seamless integration among
workflow, approaches like the workflow bus[8] developed in the context of VL-e
present a potential solution to the interoperability problem. Different require-
ments for supporting domain specific applications are important driving force
for the development of workflow systems. It is therefore an important motiva-
tion for us organize such workflow to collect use cases from different application
domains and understand specific requirements.

An overview of available scientific workflow systems and their application in
e-Science is given in[9], while the challenges in this area are examined in[10].
Recently, workflow systems are build exploiting achievements in semantics and
ontologies[11], [12], [13]. The goal of the Workshop on applications of workflows
in computational sciences (WACS) is to provide a forum for sharing knowledge
and experience on developing workflow applications, and highlight important
requirements for system development.

2 Workshop Content

The Workshop addresses a number of issues related to the development of work-
flow applications.

Data management. Jablonski et al. present an infrastructure called DaltOn for
managing the complexity in processing and integrating scientific data. DaltOn
provides a data centered vision, namely data logistics, on modeling processes of
collecting, storing, transporting and processing data in scientific experiments.
The DaltOn aims at decoupling the data processing issues, e.g., syntactic and
semantic conversions, from the actual workflow steps, and promoting the reuse
of experiment logics.

Resource discovery. Huang discusses a resource discovery in distributed envi-
ronment. A P2P environment called Virgo is used as the test bed. A multi-level
virtual group architecture is used to manage the complexity of the system.

Security. Yau, et al. discuss the security and privacy issues scientific workflows.
A trusted computing based scheme is proposed for selecting trusted resource
providers, for protecting confidentiality and integrity of job information, and for
auditing data for process provenance.

Usability. Buckingham et al. present a web accessible scientific workflow system
called GPFlow. A model for collection processing based on key aggregation and
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slicing which guarantee the processing integrity and facilitates automatic associ-
ation of inputs. The GPFlow workflow defined on a single value may be lifted to
operate on a collection of values with no change required to the workflow. Combing
this workflow framework with Grid infrastructure will be the next step to achieve.

Frameworks. Jakimovski et al. present new framework for the Gridification
of Genetic Algorithms. The framework enables easy implementation of Genetic
Algorithms and also enables researchers easy and stable usage of the Grid for
their deployment. The design of the framework was based on principles that
make it very open and extensible.

Wibisono et al. describe ongoing efforts for designing a framework for per-
forming parameter sweep experiments. The paper discusses the requirements
gathered from use cases in various scientific domains indicate that interactivity
is needed but not fully supported by most of existing frameworks designed to
support parameter sweep applications. Preliminary design of a framework that
would support interactivity is presented.

Application use cases. Fernandez-Quiruelas et al. describe how a well known
climate model (CAM) can take advantage of the Grid computing power. In this
work usability and robustness are the major requirements because the potential
end-users have little background in computer systems and should not be both-
ered with the complexity of the underlying infrastructure. This requires involve
managing a complex workflow involving long-term jobs and data management
in a user-transparent way.

3 Summary and Outlooks

Several related workshops have been organized during passed years, e.g., WSES1,
SWF2, and SWBES3 The development of workflow management systems faces
two important challenging issues. On one hand, the domain specific experiments
from different applications require customized solutions in workflows for partic-
ular problems; on the other hand, to enable knowledge transfer and information
sharing between different domains, a generic workflow solution is also demanded.
A successful workflow system no only means it has mature conceptual design and
engineering but more importantly it can be effectively enhance real life appli-
cations. The usability of a workflow system is essential to introduce the system
to different domains scientists: not only suitable interface for composing and
executing workflow, but also a set of user oriented tools for viewing, moving
and processing data and for the provenance of the workflow and reproducing the

1 International Workshop on Workflow Systems in e-Science,
http://staff.science.uva.nl/∼zhiming/workshop/wses/

2 International Workshop on Scientific WorkFlows,
http://www.cs.wayne.edu/∼shiyong/swf/

3 International Workshop on Scientific Workflow and Business workflow standards in
e-Science, http://staff.science.uva.nl/~adam/workshops/e-science2007/cfp-
swbes-2007.htm

http://staff.science.uva.nl/~zhiming/workshop/wses/
http://www.cs.wayne.edu/~shiyong/swf/
http://staff.science.uva.nl/~adam/workshops/e-science2007/cfp-swbes-2007.htm
http://staff.science.uva.nl/~adam/workshops/e-science2007/cfp-swbes-2007.htm
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results. Sharing the knowledge in meaningful workflows is becoming be an impor-
tant requirement for e-Science framework. It is necessary to integrate different
technologies, e.g., semantic based annotation and searching, and collaborative
working facilitates, with scientific workflow system.
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Abstract. In this paper we present new Java framework for Gridification of 
Genetic Algorithms. The framework enables easy implementation of Genetic 
Algorithms and also enables researchers easy and stable usage of the Grid for 
their deployment. The design of the framework was based on principles that 
make it very open and extensible. The Grid components use pure Java imple-
mentation of Grid job submission and retrieval for the Glite grid middleware by 
using Web Services (WS). The framework was tested on the SEEGRID testbed. 
Using this framework we have developed a pilot application for optimizing data 
warehousing VIS problem. 

1   Introduction 

Evolutionary algorithms (EA) are a computational model inspired by the natural proc-
ess of evolution. They have been successfully used for solving complex optimization 
problems. Genetic algorithms (GA), a subclass of EA, search for potential solution by 
encoding the data into a chromosome-like structure. The search is done over a set  
of chromosomes (population) with repetitive application of recombination, mutation 
and selection operators until certain condition is reached. One repetition is called a 
generation. 

Usually the search for a solution using GA is a long and computationally intensive 
process. Fortunately the GA is easily parallelized using data partitioning of the popu-
lation among different processes. This kind of parallelism ensures close to linear 
speedup, and sometimes super-linear speedup. Over the past years many variants of 
parallelization techniques are exploited for parallelization of GA [1][2]. 

Computational Grids [3] represent a technology that enables ultimate computing 
power at the fingertips of users. Today, Grids are evolving in their usability and di-
versity. New technologies and standards are used for improving their capabilities.  

Gridified genetic algorithms have been efficiently used in the past years for solving 
different problems [4][5]. The Grid architecture resources are very suitable for GA 
since the parallel GA algorithms use highly independent data parallelism. Gridifica-
tion and effective utilization of the powerful Grid resources represent a great chal-
lenge. New programming models need to be adopted for implementation of such 
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parallel algorithms. In this paper we present the Java GA Grid Framework that will 
make this utilization easier and more efficient. 

The rest of this paper is organized as follows. In Section 2, we present the architec-
ture of the Java Grid framework for GA (JGFGA). Section 3 describes the Grid com-
ponents of the framework. Real usage of the framework is presented in Section 4 as 
we present the pilot application GROW. Finally, Section 5 concludes this paper and 
gives future development issues. 

2   Java Framework for GA 

In this section we will present the architecture of the new Java Grid framework for 
Genetic Algorithms responsible for implementation of GA. First we will start with the 
architecture design issues and later progress towards presentation of the framework 
components. 

2.1   Designing the Framework 

Various GA frameworks have been developed in the past years, implemented in dif-
ferent programming languages. The reason for developing new GA framework was 
not for introducing new model for parallelizing GA, but to enable easier implementa-
tion, better portability and grid execution of parallel GA. The framework is imple-
mented in Java because of its platform independence and good OO properties. 

The framework design is founded on the following concepts: modularity – the 
framework should be defined as collection of base components that enable modular 
composition when designing a solution; extensibility – one of the main aspects influ-
encing the development of the framework is to provide base components that enable 
easy extension of the framework functionality, i.e. new algorithms or new chromo-
some type with new evaluation function can easily implement this by extending 
classes or implementing interfaces that are part of the framework; flexibility – of the 
way the framework is used either by simply using already defined classes or by im-
plementing extensions, or by choosing parallel or serial execution and other similar 
aspects; and adaptability – a framework should be as adaptable as possible because 
the process of implementation of GA can be divided into several phases, so the 
framework should enable researchers to easily implement new or adapt existing solu-
tions by changing phase implementation. 

2.2   Framework Components 

The Framework organization can be divided in two parts: GA implementation and 
GA gridification. The GA implementation part of the framework consists of compo-
nents that give easy and custom implementation of GA optimizations. On the other 
hand the GA gridification components enable workflow grid parallelization of the 
execution of the implemented GA optimizations. We continue with more detailed 
description of both parts. 

The framework is organized in three main packages: gridapp.grid, gridapp.ga and 
gridapp.util. The focus in this section will be the gridapp.ga package containing  
the core GA classes. Some of the classes are abstract classes, intended for further 



 Framework for Workflow Gridication of Genetic Algorithms in Java 465 

implementation and specialization. Other classes are normal classes that implement 
some aspects of the GA execution, which are not designed to be extended. Most 
common implementations of the abstract classes can be found in gridapp.ga.impl 
package. The package gridadd.util contains utility classes used by many different 
classes in the framework. The last package gridapp.grid will be discussed in the next 
section. We continue with the presentation of the gridapp.ga and gridapp.ga.impl 
class design and available classes. 

2.3   GA Classes 

Fig. 1a presents the design of the core classes that implement or allow the implemen-
tation of GA in the framework. We will briefly describe this design. 

The abstract class Gene<T> represents one gene. Every real implementation of a 
gene needs to inherit this class and implement needed methods. The reason why Gene 
class is defined as generic class of type T is because one gene is an array of alleles. T 
is the type of one allele. Available implementations of the Gene<T> class that can be 
found in the gridapp.ga.impl package are shown in Fig. 1b. 

The abstract class Chromosome<T extends Gene> represents one chromosome. It 
can be seen that chromosomes are derived using one Gene type, and the main purpose 
of the Chromosome class is to act as a container of Genes and implement structure for 
gene organization. The only subclass included in the framework that implements the 
Chromosome class is the ArrayChromosome<T> class that organizes the genes into 
an array. If this is not sufficient the users can implement different structures for the 
chromosomes. The Chromosome class has several methods for accessing and manipu-
lation of its genes. Mainly these are methods for accessing the genes using indexes, 
manipulation of the structure such as cloning or copying parts of the gene which later 
are used for recombination or mutation.  

 
      a)   b) 

Fig. 1. a) Core Genetic Algorithm class design and connection; b) Gene<T> class hierarchy 

The class Population<T extends Chromosome> represents single population of 
chromosomes. This class is not abstract since it is only used as a container of chromo-
somes, with standard methods for data access and manipulation. 

The class Domain<T extends Chromosome> plays key role in GA execution. This 
class represents a structure that holds additional information on the chromosomes and 
genes needed for their interpretation. As shown previously, genes and chromosomes 
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carry only raw data organized in certain data structure. The Domain class adds order 
and meaning to this data, usually by storing additional data specific for the problem. 
The class is not abstract, since simple problems that do not need additional informa-
tion can step over this class. 

The class FitnessFunction<T extends Chromosome, S extends Domain<T>> is the 
class that implements the fitness function evaluation for a certain chromosome type 
and domain over that chromosome type. The Domain is critical since it holds the main 
information for interpretation of the chromosomes. The Domain class also holds a 
link towards its FitnessFunction and Population, and hence represents a description 
of the whole problem we are solving. This makes it one of the key ingredients to the 
class Evolver that implements the actual process of evolution of the population. 

Another class that is used by the Evolver is the Policy<T extends Chromosome> 
class. The Policy class specifies the rules the Evolver will use to implement the opti-
mization. In another words the Policy is a “program” that Evolver will follow. The 
policy uses the subclasses of the abstract classes NaturalSelector and GeneticOpera-
tor to specify which operators will be used to create new chromosomes, and which 
selectors will be used to select the new chromosomes.  

The classes NaturalSelector and GeneticOperator are inherited in many classes 
from the gridapp.ga.impl package. Some of them are: RouletteWheelSelector, 
TournamentSelector, LinearRankSelector, EliteSelector, RandomSelector, Cross-
overOperator and MutationOperator. 

3   Gridification of the GA Framework 

In this section we will present the Grid components of the Grid Java framework for 
GA. Gridification of GA optimizations can be divided in two aspects. The first aspect 
is the choice of parallel GA technique. The second aspect is concerned with the un-
derlying Grid connectivity with the Glite grid middleware. 

3.1   Parallel Genetic Algorithms 

The Parallel Genetic Algorithms (PGAs) are extensions of the single population GA. 
The well-known advantage of PGAs is their ability to perform speciation, a process 
by which different subpopulations evolve in diverse directions simultaneously. They 
have been shown to speed up the search process and to attain higher quality solutions 
on complex design problems [6][7].  

There are three major classes of PGA: Master-slave, Cellular and Island. Master-
slave parallelization uses single population of chromosomes and parallelizes only the 
chromosome evaluation part of the optimization. This makes it suitable for usage 
where the parallel environments have shared memory. Cellular PGA also consists of 
single chromosome population, but the computation can be spatially structured. This 
is mostly suitable for massively parallel systems, consisting of large number of proc-
essing elements organized in a topology, which is followed by the PGA. Most widely 
used and most sophisticated PGA is the Island PGA, or in other words Multi-
population PGA. This approach enables parallel nearly-independent execution of 
populations. The only connection between the populations is occasional migration of 
chromosomes. This PGA is suitable for message passing parallelism environments. 
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The nature of the Grid makes it best suited for Island PGA for achieving high per-
formance parallelism. The available cluster resources can be used using MPI or simi-
lar parallelization mechanism. This approach is extended in the Grid-enable Hierar-
chical PGA (HPGA)[8] which uses two level of population distribution. The first 
level makes several independent islands distributed over several clusters. On each 
cluster several parallel jobs are started which take part of the island (sub-island) on 
which they run the GA. After several iterations the sup-islands are rejoined and muta-
tion is done. This process is repeated. Another positive aspect of using several clusters 
in parallel is having bigger population and separation into islands might increase 
diversity and speed up convergence. 

3.2   Grid Workflow Genetic Algorithms 

The JGFGA implements the PGA by using workflow execution. A grid workflow is a 
directed acyclic graph (DAG), where nodes are individual jobs, and the vertices are 
inter-job communication and dependences. The workflow inter-job communication is 
implemented by input and output files per job. More precisely the first job outputs 
data into files, and after the job terminates the files are transferred as input files to the 
second job. gLite WMS service takes care of the job scheduling and file transfers. 

The JGFGA enables implementation of PGA by menas of four classes (jobs): 
Breeders, Migrator, Creator and Collector, all members of the gridapp.grid package. 
Breeders take as input a domain file and policy file. The domain file is simply Java 
serialized Domain object, while policy file is a java serialized Policy object. Having a 
population and a policy the Breader calls the Evolver and iterates several generations. 
The resulting population is again serialized into a domain file. Migrators on the other 
hand take as input several domain files, execute the inter-population migrations and 
output one resulting domain. The Creator and Collector classes enable easy creation 
of new random populations and collect several populations into one. 

Having this four classes, currently we have implemented the class JobGraph<T ex-
tends Chromosome> that enables automatic workflow generation. Generated work-
flows contain several iterations of Breeder and Migrator jobs where each node is 
mapped to a separate Grid job. One iteration of breeding is called an epoch. An ex-
ample of a sample workflow is shown on Fig. 2. The same class enables users to gen-
erate JDL (Job Description Language) files specifying the workflow for gLite grid 
middleware. These files are later submitted using the Grid submission tools. The 
parameters that can be given to JobGraph in order to model the Grid execution are: 
number of islands, number of epochs and migration width. Additional parameters that 
specify the population and policy are number of iteration per epoch and size of a sin-
gle population. Further parameters that define Grid execution characteristics are the 
Retry counts which make the workflow more resilient when some job hits problem-
atic Grid site and fails to execute. 

The scheduling and execution of the generated workflows are not controlled by the 
framework. The Grid mapping decisions are done by the gLite WMS service. We plan 
in later developments to introduce additional properties for defining constraints in the 
JobGraph class that will enable guided mapping of jobs to Grid resources. 

It can easily be seen that JGFGA has superior flexibility than HPGA. Most impor-
tant disadvantage is the restrictions of HPGA for inter island material exchange. 
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Fig. 2. Sample Grid Workflow GA. The circles are breeders and squares are Migrators. 

3.3   Java Grid Framework Components 

The Grid components of the framework that enable usage of the gLite Grid testbeds 
are based on the Workload Management System (WMS) and Logging and Bookeep-
ing (LB) Web Services (WS). The framework is bundled with several libraries that 
support the WMSWS and LBWS connectivity. Additional functionality of the frame-
work is Grid authentication by using VOMS-proxy-init. This makes the framework 
completely independent from the Glite UI installation and enables users to use it from 
any available platform. 

In order for the framework to work, the user only needs to provide his/hers valid 
certificate, and put it in .globus directory in the his/hers home. For convenience  we 
decided that it is best to provide the certificate in .pkcs12 format, even though the 
framework will work if the certificate is in .pem format. Additionally the user needs 
to specify the directory with the CA certificates and vomses configuration and voms 
certificates. Best place for this directories are .globus/certificate, .globus/vomses, 
.globus/vomsdir. 

For simplicity reasons the Grid components are organized in a single class called 
GridServices. The GridServices class offers the following methods: buildProxy, is-
ProxyValid, jobListMatch, jobSubmit, dagJobSubmit, getJobStatus, getJobOutput and 
jobPurge. The constructor of the class requires for a Properties object that specify the 
Grid configuration parameters: tmpDir, userGlobusDir, proxyFile, vomsesDir, voms-
Dir, caDir, delegationId, WMProxyURL and LBProxyURL. If some of the parameters 
are not supplied the default values are assumed. 

4   Implementation of Pilot Application 

The pilot application that was successfully implemented using the Java Grid  
Framework for GA is the GRid Optimization for data Warehousing (GROW). The 
application problem area is VIS optimization of Data Warehouses. We choose this 
application as it was addressed in our previous research on GA optimizations [9][10]. 

The performance of the system of relational data warehouses depends of several 
factors and the problem of its optimization is very complex. The main elements of a 
system for data warehouse optimization are: definition of solution space, evaluation 
function and the choice of optimization method. The solution space includes factors 
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relevant for data warehouse. Previous research has shown performance and quality 
aspects of different approaches towards solving this problem. Some of them use ge-
netic algorithms for the search for optimal result [10]. 

The focus on this paper is not to develop new optimization algorithm for the VIS 
problem, but to implement the problem using the Java Grid Framework for GA. 

 
ViewGene.java 

Public class ViewGene 
  extends Gene<Boolean> { 
  static Random rand = new Random(); 
  int size = 0; 
  BitSet view; 
  // Constructors … 
  @Override 
  public Boolean getAllele(int index) { 
    return this.view.get(index); 
  } 
  @Override 
  public void setAllele(Boolean allele, int index) { 
    this.view.set(index, allele); 
  } 

  ... 
 
 @Override 
  public void mutate(int index) { 
    this.view.flip(index); 
  } 
  @Override 
  public int size() { 
    return this.size; 
  } 
  public Iterator<Boolean> iterator() { 
    return new BitSetIterator(size, this.view); 
  } 
} 

ViewFunction.java 
Public class ViewFunction 
  extends FitnessFunction<ViewChromosome, ViewDomain> { 
  ViewChromosome ch; 
  double value; 
  private void positiveEffect() {  …  } 
  private void negativeEffect() {  … } 

  public double setFitnessValue(ViewChromosome chromosome) { 
    ch = chromosome; 
    positiveEffect(); 
    negativeEffect(); 
    chromosome.fitnessValue = value; 
    return value; 
  }} 

Fig. 3. Implementation of GROW GA 

The implementation of GROW follows the path of every GA implementation in 
JGFGA. It starts with the implementation of Gene and Chromosome and later contin-
ues with the implementation of the FitnessFunction class for the problem in conjunc-
tion with  the Domain class. All classes need to be implemented as extensions of 
classes from the framework mentioned above. 

The GROW application implements ViewGene using BitSet structure and overrid-
ing the required methods as shown in Fig. 3. The ViewChromosome is extension of 
the ArrayChromosome class and uses ViewGene objects. The evaluation ViewFunc-
tion uses the implemented ViewChromosome and ViewGene classes and is imple-
ments by defining positive and negative functions (Fig. 3). At the end the Domain is 
implemented to hold the Population, ViewFunction and additional information. In 
order to enable easier gridification prior to the implementation of the applications 
frontend the GROW GA was packed into a single jar archive. 

The developed pilot application for data warehousing is currently running on the 
SEE-GRID testbed. We are currently using the application for our future research in 
the field of GA for Data Warehousing. 

5   Conclusion and Future Work 

In this paper we presented the new Java Grid Framework for GA. The framework 
represents a powerful tool in the hands of researchers, enabling easy creation of Gridi-
fied GA optimizations. 

Our current research is oriented on testing different kinds of approaches for Grid 
paralellizations of GA, mainly focused on what kind of models of workflow paralleli-
zation (based on previously defined parameters) can be most effective when using the 
Grid infrastructure. 
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Further development of the JGFGA is oriented towards implementation of grid 
data management and job wrapping per island in order to overcome the problem with 
job failure. The job wrapping can be easily facilitated since the input and output files 
of each job are in the same format (Domain files). Hence in failed nodes we can skip 
the epoch iteration and just copy the input files as output files. This approach will 
decrease the convergence of the optimization process and might produce worse final 
results, but will increase Grid job success rate which is the biggest problem with 
gridified workflows nowadays. 
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Abstract. Recent trends in climate modeling find in GRID comput-
ing a powerful way to achieve results by sharing computing and data
distributed resources. In particular, ensemble prediction is based on the
generation of multiple simulations from perturbed model conditions to
sample the existing uncertainties. In this work, we present a GRID ap-
plication consisting of a state-of-the-art climate model (CAM) [1]. The
main goal of the application is providing a user-friendly platform to
run ensemble-based predictions on the GRID. This requires managing
a complex workflow involving long-term jobs and data management in a
user-transparent way. In doing so, we identified the weaknesses of current
GRID middleware tools and developed a robust workflow by merging the
optimal existing applications with an underlying self-developed workflow.

Keywords: GRID computing, workflow, long term jobs, climate models,
CAM model, El Niño phenomenon, GRID-CAM application.

1 Introduction

GRID technologies emerged in the 90’s as a way to share computer resources
and other scientific equipment across geographically distributed locations in a
user-transparent way [2]. By sharing computer resources it is meant not only
to share their storage capacity, but also the computer power, which would be
used to run applications. The user transparency relies on what is referred to as
“middleware”, a software layer between the applications and the GRID infras-
tructure. A number of research and commercial projects have developed different
middleware solutions and applications (e.g. the EGEE project [3] is the refer-
ence in GRID development in Europe). New applications ported to the GRID
demand new services which are not always available in the existing middleware.
In this paper, we present a new paradigmatic example on the area of numerical
climate simulation which demands solutions in terms of, e.g., job duration and
workflow management.

The EU-funded project EELA (E-Infraestructure shared between Europe and
Latin America) aims at bringing the e-Infrastructures of Latin American coun-
tries to the level of those of Europe, identifying and promoting a sustainable
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framework for e-Science [4]. Among other tasks, EELA aims at identifying new
applications to be ported to the GRID. The present paper describes the new
developments achieved as a result of porting a climate application to the GRID
under the EELA framework with the goal of analysing el Niño phenomenon,
which is a key factor for Latin-American (LA) climate prediction. El Niño has
a special interest due to its direct effect in the Pacific coast of South America
and, in particular, in Peru and Chile (EELA LA partners).

We selected a Global Circulation Model (GCM; see Section 2) as the first
application to be ported to the GRID, since any further simulation or analysis
step would require a global simulation as starting point. The particular features
of the GCM (experiments lasting beyond proxy certificates lifetime, control of
jobs, etc) are described in Section 3. Using the existing middleware solutions
(Section 4) we designed a new application developing extra middleware to run
the GCM in the GRID with a specific workflow, solving most of the problems
encountered.

2 Climate Modeling and GRID Computing

Climate models are complicated computer programs which require large amounts
of CPU power. Most of them are parallelized. However, the GRID cannot make
the most of this kind of parallelism, since the latency across geographically dis-
tributed computers would render the program completely inefficient.

Apart from computer parallelism, climate science is recently making use of a
large number of simulations, referred to as “ensemble”, of the same phenomenon
in order to assess the uncertainty inherent to the simulation [5,6]. Ensembles
of simulations with varying parameters are also used for sensitivity experiments
and many other applications. Each simulation in an ensemble is independent
of the others and can be run asynchronously. This kind of parametric jobs is
well suited for the GRID, since each simulation can be carried out in different
nodes and the results are made available as a uniform data set in the Logical
File Catalogue (LFC; see Section 4 below) [7], ready to be analyzed.

Unlike volunteer computing projects, such as climateprediction.net [8],
where the GCM needs to be simplified and most of the results thrown away to
avoid the overloading of the volunteer hosts, the GRID allows running a full
state-of-the-art model and store the regular output information.

A GCM poses specific problems to the GRID (see Section 3), which cannot
be solved by the existing general solutions to easily port legacy applications to
the GRID. Solutions such as GEMLCA [9] use the application to be ported as
a black box and, thus, cannot monitorize intermediate states of the simulation
or manage the delivery of completed output files to the catalog.

2.1 Climate Model Used

Dynamical climate models are mathematical models that numerically solve the
nonlinear equations governing the atmosphere on a global lattice with horizontal

climateprediction.net
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resolutions ranging from 50km to 300km, depending on the application. These
models require a set of initial conditions (values of climate variables – wind, pres-
sure, temperature, etc, – on the lattice points at the starting time) to propagate
the solution forward in time.

In order to analyze the atmospheric part of the global climate system, we
selected the CAM model (Community Atmosphere Model), which is the latest
in a series of atmosphere GCMs developed at NCAR for the weather and climate
research communities [1]. The model can be run either in parallel (using MPI)
or as a single process. The single-process version has been deployed and run
in the EELA testbed with T42 resolution: 128 (longitude) × 64 (latitude) and
27 vertical levels, i.e. 221184 points per time step. The model produces 32 3-D
and 56 2-D variables over the lattice. Therefore it is expensive in CPU-time and
storage capacity. The simulation of a year takes approximately 48 CPU hours
(i.e. 100 years would take 7 CPU months) and produces 197 MB per time step
(i.e. more than 720 GB per century). We are interested on simulating the climate
during 1.5 years to study El Niño phenomenon. The application we designed aims
to perform sensitivity experiments by running an ensemble of simulations with
varying parameters (related to the sea surface temperature).

3 Requirements and Workflow Management

It is currently uncommon the use of GRID computing to run long-term jobs,
due to the high rate of job failure and the CPU-time limitations for the jobs
on the local management system (typically only jobs lasting less than 48 hours
are allowed). These problems become critical for long simulations such as those
performed with climate models and other similar Earth Science applications.
Thus, unlike many other applications ported to GRID, earth science applications
need to make use of advanced techniques in workflow management. In particular,
the climate application described in this paper has the following requirements:

1. Failure aware: Due to the nature of GRID there are several reasons which
may cause job failures in the testbed, including heterogeneity of resources,
CPU-time limited queues, etc.

2. Checkpointing for restart: The complexity of the climate model runs may
require jobs to be restarted in a different working nodes due, for instance,
to the excessive duration of the job.

3. Monitoring: Since the climate simulations last for a long time, we need to be
aware of the simulation status once it has been sent to the testbed: whether
the model is running or not, which time step is being calculated, which files
have been uploaded to Storage Elements [10], which is the last restarting
point, etc.

4. Data and Metadata storage: The goal of our application is the generation
of output information that can be easily accessed by users, so data and
metadata should be stored in an appropriate form.

The above requirements made necessary the development of a goal-oriented
workflow manager in order to run the experiments and analyze the results with a
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minimum of human intervention. Therefore, we developed the application GRID-
CAM which is a “GRID workflow management tool for simulating climate with
CAM”.

3.1 The GRID-CAM Application

In this section we briefly introduce and define the different components involved
in a typical climate simulation. We define an experiment as an ensemble of
simulations (parametric jobs) designed to answer some scientific question (a
single execution is the simplest experiment); each of these executions is called a
realization and requires a set of input data to run the model in the prescribed
simulation period (typically one year). A particular type of experiments are those
related to climate sensitivity studies. In this case the different sets of input data
are obtained from a single one including certain user-defined perturbations to
form the ensemble (perturbed initial or boundary conditions, etc.).

The lowest level component of our application is a job. This component
matches with a standard GRID job and cannot be related one to one with
a realization since realizations cannot be guaranteed to finish in a single job.
In general, a realization requires several jobs to complete, each one restarted
from the previous one. As the job is running, the model generates information
(files and metadata) that has to be available from every other component of
the GRID: restart files (for failure recovery), current simulation time step, num-
ber of restarts, job id (for monitoring purposes), statistical information, output
data, etc. Hereinafter, all the data and metadata generated by the models will
be referred to as output information.

Therefore, numerical climate simulation on the GRID requires the manage-
ment of a complex workflow formed by experiments composed of realizations
split across jobs. This workflow is not trivially managed by the currently avail-
able GRID middleware, so new features are necessary for a proper execution of
climate simulations.

4 Middleware Used in GRID-CAM

The gLite middleware is an integrated set of components designed to enable
resource sharing in GRID [11]. The core components of the gLite architecture
are the following:

– User Interface (UI): It is the access point to the GRID.
– Computer Element (CE): A set of computing resources localized at a site

(i.e. a cluster, a computing farm).
– Worker node (WN): The cluster nodes where the jobs are run.
– Storage Element (SE): Separate service dedicated to store files.

The Logical file catalog(LFC) [7] is a secure GRID catalog containing logical
to physical file mappings. The primary function of the LFC is to provide central
registration of data files distributed amongst the various Storage Elements [10].
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On the other hand, AMGA [12] is the gLite Metadata Catalogue, and we just
use it as a classical GRID-enabled database where we store all the status and
metadata information we need.

We also used GridWay [13], which is a GRID meta-scheduler that gives a
scheduling framework similar to that found on local Resource Management sys-
tems, supporting resource accounting, fault detection and recovery and the defi-
nition of state-of-the-art scheduling policies. Compared with the LCG workload
management it is much faster and easy to use [14].

Besides the previous existing middleware products, some GRID developments
were necessary in order to deploy the climate application and to develop the
appropriate workflow elements. These new components are described in the fol-
lowing sections.

4.1 The Grid Enabling Layer (GEL)

Climate models are mature applications with thousands of lines of code, which
need to be ported to the GRID introducing small modifications to the code to
perform system calls to specific applications which are in charge of interacting
with the GRID on behalf of the climate model. To this aim, we developed a new
software layer, referred to as GRID Enabling Layer (GEL), which provides the
model with the ability to interact with the GRID. The slightly modified source
code of the model plus its GEL conform a fully featured GRID application. Since
climate models are developed by external institutions, this approach is the best
suited to keep up with the most recent updates with the least effort, since only
the small modifications to interact with the GEL need to be introduced at key
points of any new release.

The GEL provides the following capabilities:

– Realization monitoring: Since our simulations last for a long time, we need
to know their status once they have been sent to the testbed: If the model
is preparing the WN or running, which step of time is calculating, which
files has uploaded to SE-LFC, which is the last restart pointer, etc. This is
analyzed in detail en the next section.

– Management of restart: Each time CAM dumps a new restart file, the GEL
uploads the restart files to the nearest SE and register them in the LFC. It
also publishes the restart field associated to this experiment in the AMGA
database. This way, if the job fails and the realization is rescheduled to
another WN, it will continue calculating from this time step.

– Data and Metadata management: In order to store all the output and restart
information generated by the model, we need that the metadata and files
are permanently registered in a place accessible from any component of the
GRID (AMGA and LFC-SE).

The above issues were solved by introducing Fortran system calls at 4 specific
points of the CAM source code. These calls execute the GEL scripts which
carry out the previously mentioned tasks. The GEL consists of a series of scripts
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written in higher level languages (Shell, Perl and Python) allowing for a faster
development process and an easier interface with the middleware.

4.2 Workflow Design Using GridWay and AMGA

In order to manage the workflow needed to build an unattended application
we used GridWay for scheduling the jobs with re-schedule-on-failure capabilities
and AMGA for monitoring.

GridWay Configuration. After considering several job managers, we found
that GridWay meta-scheduler was the one that best fulfilled our requirements,
since GridWay is able to detect job failures for any of the problems mentioned in
Section 3, and it is able to re-schedule the failed jobs to another CE. Moreover,
once the re-scheduled job starts to run in the WN, a component developed
within the GRID-CAM application queries the AMGA database to find the
latest restart files for this realization in order to continue the simulation started
for the previous job. We have also adopted an additional monitoring feature
provided by GridWay. For debugging purposes, while the job is running in the
WN, a monitor script (running also in the WN) checks the status of the job.
This monitor can copy the output and error files of our job to the UI with a
given frequency. In this way, from the UI we monitorize the exact status of each
of our realizations. Additionally, key information for the application workflow is
stored in AMGA (Section 4.2).

When an ensemble of simulations is sent to the GRID, each realization of the
ensemble is converted to a GridWay job that is sent to the scheduler. When
GridWay receives the jobs, it searches the CE better suited to our application
needs and chooses the best among them. To do so, it uses a powerful scheduling
policy that takes into account the user requested requirements (memory, CPU,
etc.) and an heuristic scheduling based on the jobs sent in the past. For instance,
if all jobs sent to a CE failed, GridWay will not send jobs to that site again.

The components and flow of our workflow design are shown in Fig. 1.
Finally, in order to manage the issue of the expiration of the proxy, which

affects every long lasting job, we used the myproxy credential management sys-
tem as a provisional solution that is able to extend the authenticated time to
one week. More research is required to deploy longer term unattended climate
simulations.

Monitoring with AMGA. The AMGA database has two different tasks in
the application. On one hand, it is used to store the information generated by the
experiments executed in the GRID. On the other hand, it is used for monitoring
purposes, storing all the status information about each of the simulations as
metadata information. The tables and relationships used by GRID-CAM are
shown in Fig. 2. Some of them are also relevant to the workflow, as described
below:

– EXPERIMENT: When preparing the experiment, this table is filled with
the perturbation type used (multiplicative, random, etc), the number of re-
alizations and a description and dates of start and end.
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Fig. 1. Components and flow diagram of GRID-CAM. See Section 5 for details of the
error signals.

– REALIZATION: Each realization can be executed in many different nodes.
This table keeps track of current time step, restart files, id of the current job
executing the realization, etc.

– JOB: This table is used to keep track of the different jobs used in an ex-
periment. It stores the timing information, the WN and the realization it
contributed to. Most of this information is stored for statistical purposes.

– OUTPUTFILE: Each realization generates a number of files as it runs. This
table stores metadata and access information for the files stored in the cat-
alog. This speeds up the data discovery process.

5 Experimental Results

In order to test the GRID-CAM application, we ran a simple experiment con-
sisting of 100 realizations simulating the climate on El Niño region during a
period of two years; to this aim, we used different initial conditions as input for
the realizations (perturbed sea surface temperatures). The GRID-CAM work-
flow used part of the resources from the EELA testbed and was executed within
an arbitrary week. Therefore, the results reported here are just a particular il-
lustration of the application’s performance and cannot be considered for testbed
comparison or benchmarking purposes.

In order to make our experiment as realistic as possible and to observe the
efficiency of the workflow manager, we used the full list of sites from the EELA
project. Some of the sites used for this experiment are located in Latin American
countries. This made even more likely the occurrence of errors in the workflow
due to network latency problems (this is one of the EELA challenges).

The experiment lasted one week and at the end of this period 89 realizations
concluded successfully, 7 were still running and 4 crashed without finishing.
Regarding the workflow, we obtained the following results:
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Fig. 2. Structure of the AMGA database used to store metadata and status information
for the GRID-CAM application

– GridWay needed to run 1080 Globus jobs to complete the 100 realizations,
from which:

28% SUCC or WALL: Finished OK (reaching the end of the simulation or
exhausting the walltime allowed by the local queue)

31% CERR: Failed in the CE. These failures were due to misconfigured CE.
17% SUSP: Suspension timeout. GridWay is configured to kill a Globus job

if the job is waiting on the CE queue more than 5 minutes.
8% PERF: Killed by our monitor in the WN because the CPU time dedicated

to the job in the WN was lower than a 30%.
16% MERR: Killed by our monitor because the GEL experienced problems

contacting the GRID middleware (SE, CE or AMGA). Most of these jobs
were run in Latin America and the main cause of failure was a network
outage.

– The experiment generated 300GB of output data replicated in 2 different
SE in Europe. Metadata of this data was also successfully published in the
AMGA database for later use.

– Our workflow failed to manage 4 realizations. After analysing the output,
we discovered that the errors were due to middleware errors that we did not
manage. We have fixed the application to solve this problem.

The amount of CERR errors was caused by the misconfiguration of 2 sites
where the jobs failed systematically. The rate of SUSP is also higher than ex-
pected. During the experiment there were some sites that did not accept jobs
because their queues were collapsed.

6 Conclusions

We presented a successful port of a state-of-the-art global climate model (CAM)
to run unattended on the GRID. The port consisted of two main components:
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The Grid Enabling Layer to allow CAM interface with the GRID middleware and
a failure-aware workflow built on the GridWay meta-scheduler. The application
was tested in a realistic experiment.

The main conclusion of this test is that, although many problems (inherent to
the GRID [15]) arose during the execution of the experiment, the GRID-CAM
workflow was able to restart the simulations in most of them, allowing to finally
obtain nearly 90% of successful complex realizations suitable for a statistical
study of the problem at hand. Part of the identified errors have been already
corrected, thus the performance of the workflow is expected to increase after a
few more tests.

Without the workflow developed (and considering only the unrealistic –nearly
useless– case of climate runs running for less than 1 simulated year) the success
rate would drop to a 28%.

GRID-CAM is able to run an ensemble of indefinitely long climate simulations
split in jobs of any duration (as imposed by the local queues at each site) in
an unattended and user-transparent way. This application is general enough to
support a wide range of the experiments currently being run in the climate
science.
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Abstract. This paper describes ongoing efforts on adding interactivity
for performing parameter sweep experiments. The literature study and
analysis of requirements gathered from use cases in various scientific do-
mains indicate that interactivity is needed but not fully supported by
most of existing frameworks designed to support parameter sweep appli-
cations. Based on this study we identify the requirements for interactivity
during execution of parameter sweep experiments and the type of inter-
active actions needed to steer parameter sweep execution. Preliminary
design of a framework that would support interactivity is presented and
it will be analyzed further with Model Driven Architecture modelling
approach and ORC to formally analyze grid service interaction used in
this framework. The implementation of this framework will be based on
existing components from WS-VLAM project.

Keywords: e-Science, parameter sweep, interactivity, workflows, virtual
laboratory.

1 Introduction

Applications that can benefit from the computational power offered by Grid based
systems are science and engineering simulations, many of which can be structured
as loosely coupled Parameter Sweep Applications (PSA) [3]. A typical PSA is an
application which has to be executed independently large number of times, to eval-
uate either a single or a multi dimensional parameter space of the experiments
to locate a particular point in the parameter space that satisfies certain criteria.
These applications are very often developed and run as workflows [7].

Albeit simple in terms of computational model, parameter sweep studies oc-
curs frequently in scientific computation across a broad range of scientific dis-
ciplines. For example this application model is needed in bio-medical [10], bio
informatics [8], bio-physics domain [11], data mining [13] and many other sci-
entific domains. Recognizing that science has an exploratory and evolutionary
nature, dynamic and interactive behaviour need to be supported [7]. However,
existing frameworks for performing parameter sweep such as Nimrod-G [1] or
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APST [2] focus mainly on the scheduling and the management of the comput-
ing resources required for the execution of PSAs. Performing parameter sweep
experiments based on these frameworks typically involve multiple batch submis-
sions of parameter ranges. Scientists often prefer to guide the parameter space
exploration based on some heuristics, the current way of performing parameter
sweep experiments does not allow such an action. In this paper we are aiming
to provide interactivity features to support the exploratory scientific process in
parameter sweep applications. This interactivity will allow more efficient ways
of exploring parameter space, thus increasing the productivity of performing
parameter sweep experiments.

The rest of this paper is organized in the following way: in Section 2 we
discuss the basic processes involved in parameter sweep experiments derived from
example use cases. A critical overview of currently available parameter sweep
frameworks is presented in Section 3. Section 4 discussed goals and requirements
to support interactive parameter sweep experiments. A design to satisfy these
requirement is presented in Section 5 along with current prototype status. We
conclude in Section 6 with summary and future research directions.

2 Basic Processes in Parameter Sweep Experiments

In this section we describe two use cases to analyze the basic lifecycle of param-
eter sweep experiments and then distinguish its basic processes. The use cases
will also be used to illustrate issues that have to be addressed in developing
framework to support interactive parameter sweep.

The first use case is the ADDA Distributed Light Scattering. Discrete Dipole
Approximation (DDA) [11] is a general method to calculate scattering and ab-
sorption of electromagnetic waves by particles of arbitrary geometry and com-
position. Amsterdam DDA (ADDA) is used to study light scattering pattern
in red blood cells (RBC). Mature red blod cells are modeled as biconcave disk
in DDA simulations, and the results of this simulation are compared against
experimental results based on scanning flow cytometer of actual RBC. There
are 6 variables that defines the parameter space in ADDA experiments, which
characterize the modelled RBC such as hemoglobin concentration, biconcave disk
dimensions which includes height, width, diameters and angle of rotation. In this
experiments a parameter sweep is conducted to find a set of parameter related
to modelled RBC which will minimize the error when comparing simulation with
experimental results. Currently, the approach of finding appropriate parameters
are by performing 40000 light scattering patterns simulation for RBC randomly
varying the 6 parameters. Result of this simulation is then used to solve inverse
light scattering problems using χ2 test based on direct comparison of experi-
mental LSP and simulated ones. Each of these simulations take in average 10 to
15 minutes, and performing possible combinations of the 6 parameters requires
a couple of processing months.

The second use case is about Functional Magnetic Resonance Imaging (fMRI)
Applications. FMRI is a modality that enables the observation of brain activity
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during physical or cognitive simulation. Acquired MRI scans containing time
series of 3D datasets during brain rest and stimulation phases need to be pro-
cessed to generate brain activation maps. The analysis of fMRI data is performed
with fMRIB software library and statistical parametric mapping tools [12]. Al-
though these packages hide much of the image analysis complexity, the choice
of parameters still plays an important role in fMRI analysis. Most researchers
adopt standard parameter values for spatial smoothing, delay hemodynamic re-
sponse function (HRF) and image registration. However these default values not
always are the appropriate ones for a number of cases. The search for the op-
timal parameter requires investigating a large parameter space. Previous sweep
experiments which varies the HRF delay parameters [10] using ranges from 4s
up to 8s with steps 0.25 seconds applied to 22 different data sets generates 374
jobs. Repeating this experiments up to 6 times with job completion varies from
30 to 140 minutes takes 416.7 hours total experiment times. This search can be
optimized if the experts can interact at run time with the system.

The experiment scenarios of the twouse cases consist ofmany independent tasks,
each of which corresponds to the evaluation of one point in multi-dimensional pa-
rameter space. Each of these tasks are the basic unit of application used in pa-
rameter sweep which usually consists of legacy application or existing library used
such as the ADDA library, or FSL library for the fMRI experiments. The indepen-
dent nature of the tasks composing the two applications makes them suitable for
a parameter sweep approach and opens up possibility to grid enabled computing
resources. Unlike the case for tightly coupled parallel applications which has com-
munication overhead trade offs when using distributed computing resources, the
search the optimal paremeters in the two use cases presented in this section does
not involve any communication among the different runs.

In both scenarios, we can distinguish a number of basic steps. First, a prelim-
inary run is done based on an initial guess of interesting parameter ranges. This
preliminary run is used to determine the predicted behaviour of the modeled
system (parameter space landscape) under limited input conditions. Based on
analysis of this landscape, a process of gradual refinement is started [4]; in each
subsequent runs, the parameter space is reduced by the user and/or through the
parameter optimization method employed. Based on the analysis performed after
each run, a different region of parameter space as well as a different optimization
method can be chosen.

3 Overview of Parameter Sweep Frameworks

A support environment for parameter sweep experiments, namely parameter
sweep framework, allows a scientist to efficiently perform and manage differ-
ent steps of a parameter sweep experiment. A number of parameter sweep
frameworks have been developed e.g Nimrod-G [1], AppLes Parameter Sweep
Template (APST) [2], P-Grade [9], Virtual Instrument [4], Science Experimen-
tal Grid Laboratory (SEGL) [5] and SimX [16]. These systems aim to support
the basic processes in parameter sweep experiments and provide user front end
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to describe, execute and monitor the experiments. Nimrod-G [1] provide a tool
for parameterized simulation on distributed systems designed for large widely
distributed computational systems. APST [2] focuses on adaptive scheduling of
parameter sweep applications on the Grid. P-Grade [9] provide an integrated
portal and workflow based approach for parameter sweep applications. Science
Experimental Grid Laboratory (SEGL) [5] aims at management of complex and
dynamic parameter studies in grid environments, by automating the creation
of complex modules for the computation and providing dynamic control of the
study, utilizing the use of results from previous computational stages. These ex-
isting frameworks focus more on scheduling and management of computing re-
sources to satisfy computational demand of parameter sweep applications. The
essential feature to monitor and to intervene with running parameter sweep sim-
ulation is something which is missing from these existing frameworks, which we
will address in our research. A related research that have similar goal with our ef-
forts is Virtual Instrument [4] which allows user directed parameter space search
on distributed computing resources, specifically targetted for M-Cell applica-
tion. Another related research that allow parameter space adjustment during
experiment execution is SimX [16].

Table 1 summarizes the support from existing environment for performing
parameter sweep. From this table we can see that most of existing systems
does support basic job farming of tasks, provide basic handling of experimen-
tal results, but only few of them attempted to provide interactivity i.e Virtual
Instrument [4] and SimX [16]. The former is a completed project which man-
aged to add interactivity by assigning priority to interesting region of parameter
space. The later is an ongoing effort which is aiming to add interactivity by

Table 1. Features supported by existing parameter sweep environment

Experiment Monitoring Scheduling Result Emphasizes
description Strategy Management

Nimrod-G Parametric MDS Deadline and File Computational
Modelling Budget Based Economy
Language Constraint

APST APST-XML MDS, NWS, Adaptive, SRB, GridFTP Scheduling
Ganglia XSufferage Heuristics

P-Grade PS-Workflow MDS, BDII Condor - Workflow of
(DAG) Dagman Parameter

based Sweep
Virtual Model APST Based APST Based VI Database Interactive
Instrument Description Computational

Language Steering
Sim-X Scirun - Greedy, Shared Object Engineering

dataflow Fairshare Layer (SISOL) Optimization
SEGL Task/ - Unicore OODB Dynamic

data flow Based Parameter
Studies
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allowing user to change optimization strategy during experiments. Other type
of interactivity is not yet studied and fully supported by available systems.

4 Requirements of Framework for Interactive Parameter
Sweep

A support environment for interactive parameter sweep experiments, allows a
scientist to efficiently perform and manage different steps of a parameter sweep
experiment. The goal of performing parameter sweep experiments is to locate
some particular point in the parameter space that satisfies some subjective crite-
ria. Back to our examples, in the ADDA experiments the criteria is to minimize
the error compared to the experimental light scattering pattern of RBC cells,
and in the fMRI applications this criteria is to observe the effect of delay in
hemodynamic response function parameters in the analysis results. User must
be able to guide the search away from certain regions of parameter space to
be explored once it is indicated that intermediate results for this region is not
satisfiying. User can then concentrate on other regions based on intermediate
application results. This requires that the framework allows the creation and
cancellation of application tasks on the fly.

Framework for interactive parameter sweep (FRIPS) extends normal param-
eter sweep framework by adding user support for interactive visualization of
computing results, parameter space choosing, decision making, and provenance
of computation. FRIPS benefits the state of the art results of existing frame-
work but have new requirements on system design. In this section, we discuss
those requirements from user perspective i.e the scientist/expert who wish to ex-
ploit existing parameter sweep applications, application developers perspective
i.e the developer of parameter sweep applications and from the problem solving
environments perspective.

Domain scientists and application developers are basically two types of users
of FRIPS. The domain scientists are experts of the application model and are
interested in using to determine most interesting parameter regions for an appli-
cation. From the point of view of domain scientists, the details and complexity of
underlaying grid environment should be hidden so that they can focus on their
main concern on performing their experiments. They also need to be able to
monitor the job execution, and view intermediate results. For the interactivity
they need to be able to change parameter space or set new policy for execution
at runtime.

Application developers use this framework to develop experiment for specific
applications. From the point of view of application developer, porting legacy
application should be possible with minimal effort. The framework should be
flexible enough to allow for different sampling policy or optimizer for experi-
ments. From the perspective of a problem solving environment, FRIPS provide
high level user seamless access to underlaying computing environments. In gen-
eral the following characteristics are desired scalability, adaptability, platform
independence and fault tolerance.
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5 Design Considerations

In this section we describe the design of interactive parameter sweep framework
which will addresses the requirements mentioned in the previous section. The
main challenges in such framework lies on the dynamic nature of both the exe-
cution environment and the way scientist conduct such experiments. Therefore
the framework need to be adaptive, both to the changes in the resources, and to
parameter space steering initiated by user.

5.1 Functional Components

We distinguish a number of functional components of FRIPS, a front end, vi-
sualizer, a coordinator for parameter sweep experiment, an execution manager,
worker and a result repository, as shown in Fig. 1.

Fig. 1. Main modules of interactive parameter sweep framework

Using the Front End, a user can describe experiments, view computing results,
and steer the execution at runtime. Description of the experiments includes pa-
rameter space, sampling strategy, and observation space description. User would
be able to made such intervention based on feedback that he sees on the visu-
alizer. He might make decisions such as modification of parameter space, abort
the experiment if intermediate results looks not promising etc.

Visualizer is required to allow monitoring of the progress in an ongoing param-
eter sweep experiments. Depending on the user configuration at the beginning
of the experiment, intermediate result visualizer might visualize individual ex-
perimental results or an aggregated result of previous set of parameter spawned
by parameter sweep coordinator.

Parameter Sweep Coordinator (PS-Coordinator) is the main component which
is responsible for managing parameter space region which is currently being
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explored during the experiments. This component determines the next set of
interesting parameter to be explored, cancel pending parameter set which is
considered no longer interesting by the user, and manage the results obtained
from past execution of parameter spaces. The decision taken by parameter sweep
coordinator can be based on interactive steering from user, or based on sampling
strategy defined by user at the beginning of the study. Once the parameter sweep
coordinator made decision about the next set of parameter to be explored, it will
contact resource manager for mapping each of parameter to available resources.

Execution Manager is responsible for spawning workers responsible for execut-
ing each individual experiments to appropriate grid resources. We will possibly
reuse existing resource manager from our previous work [15] since this compo-
nent is concern only with appropriate resource allocation for workers.

Results Repository is needed to keep track of results from previous runs of
experiments. This components will also be responsible for the provenance of the
experiments to ensure that current experiment could be reproduced.

Shared Workspace is component responsible form maintaining a state of run-
ning parameter sweep experiments. It is a tuple space like workspace, which will
be central communication points between components used in the framework.

Worker is the components that wraps real applications used to perform pa-
rameter sweep, to allow the legacy application to be interfaced with our frame-
work. It is responsible for fetching parameters from shared workspace, executing
the application and storing results back to the workspace.

5.2 Current Prototype

We have started to develop a prototype for the proposed framework. Currently
we are focusing on the PS Coordinator, execution manager, and management
of experiment status. We consider these three components as the main building
blocks on top of which the interactivity features is built. One of the most impor-
tant issue to develop these components is to provide a platform to manage the
state of the parameters. All three components (PS Coordinator, execution man-
ager, and management of experiment status) need to have access to the state of
the parameter to perform their task. In the current prototype the state of a run-
ning parameter sweep experiment is maintained by a tuple space like workspace.
Shared workspace allows concurrent access to experiment status such as active
parameters, intermediate results and available workers.

The PS Coordinator, execution manager and later on the visualizer can con-
currently access or modify the status of the experiment stored in the shared
workspace. First PS Coordinator stores the next set of parameters to be exe-
cuted into the workspace. This set is determined by initial sampling strategy, or
on later stage based on feed back from user interaction. The visualizer retrieves
the available intermediate results, and presents them to the end-user allowing
him to follow the progress of the experiment and interact with the system to
make the adequate changes. Finally, the execution manager accesses the exper-
iments to provide information about available workers.
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In the current prototype each worker is spawned by the execution manager,
and provided with the following elements: the location of the workspace, and the
experiments it is associated with. The worker is responsible for retrieving the pa-
rameters needed to execute the experiment, performs the actual execution of the
experiment and stores back results in the shared workspace. If the size of results
is very large only a reference to the actual location of the results is stored.

Since the worker is an active agent pulling parameters from the workspace,
we do not have problem with restriction from common grid infrastructure where
inbound connectivity to worker nodes is prohibited. Using this pull model the
framework is more scalable, any number of workers can be added as soon as
resources are available to accommodate the worker.

The current prototype supports limited interactivity features. At this stage
the user can cancel at will unprocessed parameters and/or replacing with new
set of parameters, stopping the experiment if the scientist consider no further
exploration is necessary and also requesting execution manager to spawn more
workers in resources if needed. For monitoring purposes, users can view active
parameters that are being processed, available workers and intermediate results.
Further interactivities will be supported at the next development stage of this
framework.

5.3 Modelling of the System

We have presented our approach for designing and prototyping the interactive
parameter sweep framework. We will perform further analysis based on Model
Driven Architecture (MDA) [6], an architectural framework based on compu-
tational independent model, platform independent model and platform specific
model that will enables rapid development of new system specification.

We will use available grid services as a building block for this framework. We
consider that it is necessary to formally analyze the interaction among this basic
grid services within our framework. For analysing the interaction among basic
grid services used in the framework, we are considering the use of orchestra-
tion language ORC [14]. Grid service interactions including resource discovery,
resource contract negotiation, job placement is essential in the development of
this interactive framework. It has been shown in [14] that ORC can provide the
means to describe these essential features of grid management.

6 Summary

In this paper we use two use cases to analyze basic scenarios in typical parameter
sweep applications, and then a review on existing parameter sweep frameworks
is given. From the research, we learned that including human knowledge in the
runtime loop of parameter sweep application is essential to improve the effi-
ciency of performing parameter sweep experiments. We argued that the batch
based execution in existing frameworks hampers the inclusion of human exper-
tise in runtime loop of parameter sweep, and we propose a new framework for
interactive parameter sweep.
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We identify the requirements for interactivity during execution of parameter
sweep experiments. We present our initial design supporting these requirements
and describe the modelling approach that we will use to further analyze this
design. A prototype that supports basic interactivity, has been developed.

In this paper we have focused mainly on achieving interactivity on performing
parameter sweep application. In future work, we plan to focus our research on
the adaptive execution of parameter sweep experiments. The added interactivity
poses additional challenge, since changes now come from both dynamic grid
resource environment, and interactive behaviour of the user.
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Abstract. We present a novel, web-accessible scientific workflow system 
which makes large-scale comparative studies accessible without programming 
or excessive configuration requirements. GPFlow allows a workflow defined on 
single input values to be automatically lifted to operate over collections of input 
values and supports the formation and processing of collections of values with-
out the need for explicit iteration constructs. We introduce a new model for  
collection processing based on key aggregation and slicing which guarantees 
processing integrity and facilitates automatic association of inputs, allowing 
scientific users to manage the combinatorial explosion of data values inherent in 
large scale comparative studies. The approach is demonstrated using a core task 
from comparative genomics, and builds upon our previous work in supporting 
combined interactive and batch operation, through a lightweight web-based user 
interface. 

Keywords: Comparative Studies, Collection Processing, eScience. 

1   Introduction 

Collection of large quantities of data is perhaps the defining characteristic of 
eScience, one especially noticeable in the earth and biological sciences through high 
throughput remote sensing and sequencing machines. Collected data is typically 
stored in a database and subsequently analyzed and visualized to address particular 
scientific questions or discover new knowledge. In the latter case, data, as opposed to 
theory or experiment, is starting to drive science. 

The quantities of data now being collected preclude manual analysis, and a compu-
tational approach has been inherent from the start. In consequence, much of the ‘low 
hanging fruit’ from these data sets is now routinely picked, and attention has turned to 
more sophisticated questions and less obvious signals, often based on fine-grained 
comparison across large sets of data records. Such comparative studies are essential to 
the new science, and scientific workflow systems must evolve to support this new re-
ality through: (i) integrated collection and input association processing; (ii) mecha-
nisms for result traceback and ensuring processing integrity; and (iii) tools for result 
filtering and aggregation. This paper is motivated by large-scale comparative genom-
ics, but the work is applicable across many disciplines, with the management of input 
collections and their combinatorial output values a common theme. 
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Bioinformatic sequence data is typically analyzed through a pipeline of different 
tools, perhaps to align sequences and search for motifs. Tool pipelines are either real-
ized manually or through some kind of script or workflow system. The explosive in-
crease in the number of genomes available has made single sequence analyses almost 
obsolete. Bioinformaticians now wish to compare and analyze multiple versions of 
similar sequences, and the greater statistical significance afforded by automated com-
parisons is vital to scientific investigation. 

Unfortunately, existing automation tools make such studies difficult; typically they 
require some level of programming and provide limited support for experimentation. 
Moreover, responsibility for managing the combination and selection of constituent 
data streams remains largely with the user, as does the task of ensuring traceable as-
sociations between input data tuples and result values. The next generation of work-
flow systems should support large scale collection processing in a manner transparent 
to the scientific user. Such a user should be able to analyze a single data point, e.g. a 
sequence, to automatically lift the analysis to operate across a set of data points, and 
subsequently to apply synthesis operations to the resulting collection of values. Few 
available systems transparently support both these properties without requiring an 
element of programmer intervention. Interactive experimentation in comparative stud-
ies is poorly supported. An interactive map-reduce [1] workflow paradigm is required. 

In this paper we present a novel workflow system for undertaking comparative 
studies, which supports interactive experimentation, automatic lifting to collection 
oriented computation, and automatic input association and synthesis of collections. 
This work extends our previously reported GPFlow system [2] – which leverages a 
commercial workflow system – by carefully applying the principles of structure data 
flow to produce a system focused on comparative studies. 

The next section describes approaches taken to collection oriented computation 
within scientific workflow, and describes several other systems which support com-
parative studies through this approach. Sec. 3 presents our model for collection ori-
ented workflow, with an illustration of the approach through the phylogenetic tree in-
ference workflow following in Sec. 4. We conclude by examining the future 
directions for this work and its applications.  

2   Background and Related Work 

Numerous workflow systems have now been developed to support scientific research. 
Most have excellent support for integrating legacy tools, data and web services, but 
few cater for experimentation or provide an elegant model for comparative studies, if 
they directly support comparative studies at all. Fox and Gannon [3] observe that  
scientific workflow is strongly influenced by earlier work in the areas of data flow 
programming and distributed parallel programming. In this section we focus on col-
lection processing in a data flow context. To that end, we first review models of data 
flow programming that relate to collection processing. We subsequently examine col-
lection processing in two extant scientific workflow systems, namely Kepler [4], [5] 
and Taverna [6].  
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2.1   Data Flow Programming Models 

In a data flow programming environment [7] a program is considered to be a directed 
graph in which nodes represent instructions while edges represent data transfer con-
nections. Data arrives at a node on incoming edges (input ports) and leaves via outgo-
ing edges (output ports). A node becomes eligible to fire when a value is available at 
each of its input ports. When a node fires, it removes values from the input ports, per-
forms a computation, and places the resulting values in its output ports. 

Most existing data flow programming environments are based on the token stream 
model. In this model, values are carried along the edges of the graph by tokens. Nodes 
are stream processors, and edges are realized by queues of tokens. When a node fires, 
it removes one token from each incoming queue and generates a new token for each 
output port. At each output port, which may be the origin of one or more edges, a dis-
tinct copy of the resulting token is appended to each queue connected to the port. 

Since collection processing is fundamentally an exercise in the structuring of data, 
it is salutary to examine data structures in data flow environments. Davis and Keller 
[8] proposed two approaches that might be taken to implement data structures. The 
token-based tuple model introduces tuple-type tokens, which in turn contain other to-
kens, including nested tuple tokens where necessary. A tuple would correspond to an 
array in a procedural language, with elements accessible by index selection. 

An alternative to the token stream model is also described in [8]. In the structure 
model, a data structure is incrementally constructed on each edge of the data flow 
graph. Several interpretations would be available for this structure, including that of a 
token stream, a tuple, a tree or a scalar value. During a computation, the entire history 
is retained in the form of the accumulated collection of data structures. In traditional 
data flow research this model has found little support, chiefly due to the potentially 
burdensome memory requirement. However, in scientific workflow often as not the 
history of a computation is as important as the final outcome. With the shift away 
from data flow at the microprogramming level, where the entire history needed to re-
main within physical memory, to coarse grain data flow with ready access to massive 
external storage, this is a less prohibitive consideration. 

2.2   Collection Processing in Scientific Workflow Systems 

In this section we describe collection processing in two widely used scientific work-
flow systems, Kepler [3], [5] and Taverna [6]. We summarize by positioning collec-
tion processing in GPFlow relative to these two systems and the overarching data 
flow theory. 

Kepler is an extension of Ptolemy II [9], a mature and powerful visual data flow 
programming system in which nodes are called actors, edges are called channels, and 
actors communicate by sending messages along channels, following the token stream 
data flow model. Ptolemy II exhibits many features to be found in a general purpose 
programming language: conditional execution, iteration and procedural abstraction. 
Moreover, Ptolemy II provides a broad range of data flow execution modes. 

Kepler implements collection processing by extending the component library rather 
than modifying the underlying language. A system that allows for hierarchical struc-
tures to be encoded and streamed through the actor pipeline is described in detail in 
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[3]. The presence of a collection is indicated by special delimiter tokens which mark 
the beginning and end of a collection. Collections may be nested arbitrarily using bal-
anced begin-end tokens. Collection-aware actors are able to detect the delimiter  
tokens and act on them in a manner akin to SAX XML parsing. Collection-aware 
composite actors introduced in [5] allow conventional actors to be encapsulated and 
lifted to a “collection-aware” mode. The collection-aware composite actor uses scope 
expressions to characterize those parts of the token stream that are of interest and to 
specify how they are to be processed, including explicit support for iteration. 

Taverna [6] is the scientific workflow management tool for the myGrid project 
[10]. Workflows are internally specified using the Simple conceptual unified flow 
language (Scufl), and enacted by the Execution Flow layer, which provides limited 
collection processing. Taverna provides a light-weight internal object model that per-
mits the representation of lists and trees and the attachment of mime types to objects 
flowing through the system, exhibiting some properties of the structure model of data 
flow. Taverna insulates the user from explicit computational detail by providing im-
plicit data-driven iteration over collections. A component, designed to read and write 
single values, is able to be lifted in a map-like way and applied to each element of a 
list, producing a list as the result. However, processing is less convenient if a compo-
nent receives two or more lists in place of the singleton input values it was designed 
to accept. Here, user intervention is required to determine the association mode be-
tween the lists. Moreover, processing is constrained to operate over either the cross or 
dot product of the two lists. 

Philosophically, GPFlow lies closer to Taverna, shielding users from computa-
tional aspects of workflow and freeing them to concentrate on their data and the scien-
tific question at hand. However, in GPFlow collection processing is an integral facet 
of the execution regime, based on a variant of the structure data flow model. As in 
Taverna, a map-like operation lifts the workflow to operate over sets of input values, 
but GPFlow uses the data flow graph to determine automatically the association mode 
to be employed for converging set-valued input streams, and introduces a novel key 
aggregation and slicing mechanism to facilitate selection and ensure processing integ-
rity. Collection processing is further enhanced by providing a simple operation that al-
lows the user to gather disparate values to form an array for subsequent processing. 
Our model is described in the following section. 

3   Collection Processing in GPFlow 

GPFlow provides an interactive web-based workflow environment which allows the 
user to construct workflows from scientifically meaningful components without pro-
gramming. The system implements a structured data flow model, in which a cumula-
tive data structure is created over the lifetime of a computation. A GPFlow workflow 
presents as an acyclic data flow graph, yet provides powerful iteration and collection 
formation capabilities. The remainder of this section describes collection processing 
in GPFlow, in three stages: a conceptual data model; the iteration model supported by 
GPFlow; and finally the rules used to create collections from disparate data items. 
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3.1   Implementing the Data Model 

A step in a scientific workflow is the execution of a computational tool. In GPFlow, 
these tools are wrapped and exposed to users as Components and a GPFlow workflow 
is the execution of a sequence of these components. This sequence is represented by 
organizing components as vertices in an acyclic data flow graph. The use of acyclic 
graphs enables the entire execution history of a workflow to be captured using only a 
simple data structure. In the graph, the termination of an edge at a particular node rep-
resent component inputs, and the origin of edges represent component outputs. We re-
fer to the binding sites of edges as channels.  

If a component takes input parameters, then the value of each parameter can be ei-
ther be bound to the output of another component, shown as a directed edge between 
nodes, or be unbound and provided directly by the user through the user interface. 

If the user specifies a collection through the UI, or binds a collection of values to a 
component’s input channel, then the component will be executed for each element in 
the collection. Each execution is represented by a Processor, which encapsulates the 
result of the execution as well as the input value used to obtain the result. Collec-
tively, the set of processors form the component’s result set. 

The ability to bind collections to channels means that each component output chan-
nel implicitly defines an output collection, which consists of the set of corresponding 
outputs from the Processors in the result set. When a component’s input channel is 
bound to the output channel of another component, and that output channel produces a 
collection, then that component in turn will iterate over the collection to itself produce 
collection of outputs. 

3.2   Data Driven Iteration 

At the most basic level, a Component iterates over the Cartesian product of its input 
collections and queues one Processor for each combination. This works well if the 
data flow graph is a simple pipeline or strictly divergent tree structure, but if the data 
flow graph contains a fork-merge sub-graph, the simple iteration model breaks down 
by introducing spurious computations that could never have occurred if the user in-
puts were each entered in manually. Consider the workflow illustrated in Fig. 1. 

Fig. 1 depicts a hypothetical workflow containing three components, each repre-
senting a step in a user’s workflow. These are denoted by boxes labelled C1…C3. 
C1 is set to iterate over a collection of user supplied inputs, represented by the multi-
document icon labelled U. Result sets generated by components in the workflow are 
represented by multi-document icons labelled A, B, C. Here, component 1 has no 
bound input channels. Component 2 has an input channel bound to the sole output 
channel of component 1. Component 3 has two input channels, bound to the outputs 
of components 1 and 2. 

If the input collection U, contained only one element, u1 | u1∈U i.e. U={u1} then 
the workflow would execute as follows: 

1. Step 1 executes f1, consuming the single supplied value u1 and producing a single 
result a1 = f1 (u1), where a1∈A, A={a1} 

2. Step 2 executes f2, consuming the single supplied output value o2 and producing a 
single result b1 = f2 (a1), where b1∈B, B={b1} 

3. Finally, step 3 executes f3, producing c1 = f3 (a1,b1), where c1∈C, C={c1} 
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Fig. 1. Fork-merge sub-graph 

Note that the cardinality of A, B and C is 1 when the cardinality of U is 1. On the 
other hand, if U contained multiple elements, data-driven iteration lifts the workflow 
to operate over the Cartesian product of the input collections. This gives rise to the 
following sets of output values: 

− A = {f1(u) | u∈U} 
− B = {f2(a) | a∈A} 
− C = {f3(a, b) | a∈A; b∈B} 

If we examine the pairs of output values {(ai, bj) | ai ∈A; bj ∈B } consumed as inputs 
by component 3, we see that although the component definition does not express an 
explicit association between its input channels, an implicit association is introduced 
by the workflow wiring structure. The only elements from A and B that may be paired 
are those derived from a common value of u. For example, given U = {u1, u2}: 

− A = {a1, a2}, a1 = f1(u1), a2 = f1(u2) 
− B = {b1, b2}, b1 = f2(f1(u1)), b2 = f2(f1(u2)) 

In other words, if a user were to manually input the two elements in U, running the 
workflow each time, (which is the kind of labour that we are trying to automate), Step 
3 would execute twice as f3 (a1, b1) and f3 (a2, b2). It would not execute four times us-
ing the Cartesian product of all possible pairs of inputs from A and B. We prevent this 
spurious execution by introducing key-based association. 

Key-based association exploits the fact that every data value in a user input collec-
tion has a unique and well-defined address, from which the originating component, 
collection and position within that collection can be deduced. We use the user input 
addresses to form a key for each result in the system. The key of a user input value is 
its own address. Any value derived, directly or indirectly, from a user input value, 
contains the address of that value as part of its key. Thus a key is a list of user input 
addresses which encodes the provenance of each derived value. 

We consider two user input addresses to be comparable if and only if they originate 
in the same channel of the same component. Two keys k1 and k2 are said to be associ-
ated if and only if: 

 

C1 

A 

C3 

C2 

C 

B 

U 
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− No address a1 in k1 is comparable to an address a2 in k2, or 
− For every address a1 in k1 that is comparable to an address a2 in k2, a1 = a2. 

That is, two values are associated if and only if they derive from completely distinct 
lineages, or in the case that they are derived from overlapping sets of channels, they 
are derived from the same value in each of those channels. 

By ensuring that a Processor is only queued for execution if its input values are 
mutually associated, we preserve the structural integrity of the workflow when it is it-
erated. We also remove the need for user intervention to specify the association mode. 

3.3   Collection Formation: Aggregation and Key-Slicing 

GPFlow provides two ways to form a collection: aggregation and key-slicing. An ex-
ample of aggregation is where we wish to merge the elements of two parallel arrays to 
form a single array of 2-dimensional vectors. An example of key-slicing is where we 
wish to gather all values produced by a component to perform some synthesis or 
summarizing operation. 

If an input field has type “Array of T” for some type T, it may be connected to one 
or more output channels, provided their types are “T” or “Array of T”. When a value 
is assembled for such an input field, a single sequence is constructed. This sequence 
contains all constituent elements of the nominated antecedent output channels, subject 
to the key association criterion described above. This extension alone is sufficient to 
enable aggregation. 

Key-slicing is based on the observation that the collected keys of the result set gen-
erated by a component form a discrete hypercube, with dimensionality defined by the 
set of keys that index the elements of the result set. An output value is associated with 
each point in this hypercube. If we remove a key field, we project onto a hypercube of 
lower dimension, each point of which indexes a collection of values, namely those 
distinguished by the value of the key removed. Intuitively, we take a slice through the 
result cube. 

To implement this in GPFlow, we permit the user to nominate one or more un-
bound input variables to be removed from the key for a particular input channel. 
Sliced inputs may belong to the component that contains the output channel or to any 
of its antecedents. Any sliced input values are selectively ignored when the associa-
tion test is applied during input value assembly. This provides the user with an intui-
tive way to specify collections. 

4   Case Study: A Phylogenetic Tree Inference Workflow 

This paper is focused on the integration of collection processing into scientific work-
flow systems to enable comparative parametric studies and data synthesis. A good ex-
ample of the latter is provided by the workflow fragment described below, which  
mirrors the illustrative case study presented in [3] and provides a clear opportunity for 
comparison of collection processing as seen by users in GPFlow and Kepler. 
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The workflow contains the following steps:  

1. Get Homologs - user supplies the locus tag of one or more reference genes, and a 
list of comparison genomes. BLAST [11] is used to identify homologs of the refer-
ence genes in the comparison genomes.  

2. Get NCR - extracts a DNA sequence adjacent to each of the homologous genes.  
3. Align - uses ClustalW [12] to align the DNA sequences produced by step 2, form-

ing a multiple alignment.  
4. Phylip Pars - takes the multiple alignment emitted by step 3 and executes the Pars 

program [13] once for each of a set of distinct seed values. The result set consists 
of a set of trees.  

5. Consensus Tree - uses the key-slice operator to gather the trees inferred by Pars 
into a collection as required by the Phylip Consense [13] program, which produces 
a single consensus tree.  

 

Fig. 2. Consensus tree workflow 

Fig. 2 shows one of the trees produced by Phylip Pars resulting from a gene drawn 
from the Chlamydia trachomatis genome, indexed according to the seed value sup-
plied to Pars. The user may readily view and compare alternate results by means of 
the drop down menu in the top section of the screen. The navigation component at left 
allows the user to move between components, adjusting parameters as necessary and 
triggering restarts of components whose input state has changed. 

Although it is not immediately apparent in Fig. 2, this workflow contains an im-
plicit loop in step 4 to generate a forest of distinct trees, which are gathered to form a 
collection in step 5 by clicking a single check box in the user interface. Use of data 
driven iteration and key-slicing allows us to hide detail from the scientist, who sees 
this as a simple linear pipeline of components, each of which has a readily identifiable 
role in the experiment. The workflow can be described in the language of the scien-
tific domain without recourse to the language of computer science. This stands in  
contrast with the workflow described in detail in [3], in which the user encounters 
components such as "TextFileReader", "ExceptionCatcher", "NexusFile-Composer" 
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and "TextFileWriter", and where explicit control flow primitives potentially introduce 
further confusion. The actions covered in steps 4 and 5 of the GPFlow workflow re-
quire 10 steps in Kepler. Furthermore, a special kind of actor had to be included in the 
Kepler solution to permit formation of a collection, where this situation is elegantly 
handled by the use of key-slice aggregation in GPFlow. 

The next step for the user, having prototyped this workflow fragment, might be to 
execute the entire workflow over a range of input genes. This is accomplished by se-
lecting two or more reference genes in the Get Homologs input panel. The workflow 
result set is then automatically recalculated, with the single consensus tree produced 
at the end of the run replaced by a corresponding collection of trees. This collection of 
trees would be available for individual analysis or further aggregated processing. Do-
ing this manually would require the user to laboriously run through the entire work-
flow for each input gene. To achieve the same result in Kepler would require coding 
of another explicit loop. 

5   Conclusions and Further Work 

There is a widely acknowledged need for better eScience tools which enable scientists 
to concentrate on their research rather than the technology. We have presented a 
model and system enabling sophisticated comparative studies, vital in eScience, to be 
devised and undertaken without the need for programming or scripting, or for explicit 
management of the collection and data associations. A GPFlow workflow defined on 
a single value may be lifted to operate on a collection of values with no change re-
quired to the workflow. The model supports collective operations on aggregated data 
sets, through workflows encompassing a map reduce style of dataflow, and manages 
dependencies through a novel mechanism based on key aggregation and slicing. Thus, 
GPFlow differs from existing approaches in automatically determining the association 
mode for combinations of collections from the dataflow graph. 

As in earlier versions of our system, the workflow is interactive; workflows can be 
interrupted and changed on the fly, thereby supporting experimentation. Workflows 
can be published and shared, thus enriching the research environment across a  
community. 

Further work will address integration with Grid computing so that grid services 
may be easily invoked – currently the system can support arbitrary web services but 
has no specific facilities for grid computing. A longer term investigation is underway 
to raise the level of abstraction of the workflow further to enable high level questions 
and queries to be posed, ultimately including hypothesis generation. We envisage that 
this will form a layer on top of the current model. Finally we wish to apply the system 
to other fields, notably the analysis of environmental sensor network data. 

The system will be made freely available under a BSD style license. A demonstra-
tion system can be accessed from the project home page (http://www.mquter. 
qut.edu.au). 
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Abstract. Resource discovery plays an important role on scientific
workflows in large scalable network environment. This paper presents
a resource discovery framework based on VIRGO P2P Distributed DNS.
With the convention of resource name as the format– functionscheme”:”
global-hier-part”/”local-name, this framework supports flexible queries
using partial keywords and wildcards, and range queries by a SQL-like
query statement. The global-hier-part is managed by registers the same
as DNS servers except the extension of RRs. The DNS servers construct
n-tuple overlay virtual hierarchical overlay network of VIRGO. With
cached addresses of DNS servers, the overload of traffic in tree structure
can be avoided. The time complexity, space complexity and message-cost
of lookup with this framework is O(L), where L is the number of sub
domains in Domain Name.

1 Introduction

Resource discovery plays an important role on scientific workflows in large scal-
able network environment. Before submitting a job to require a QoS performance,
a suitable workflow engine host node with a set of attributes (such as CPU type,
memory, operating system type) among lots of workflow engines is required to
find for executing the job. Scientific workflow often requires dynamic selection
of workflow routines, Web Services or workflow engines. In some case, we need
to find a suitable Web Service from multiple copies of semantic Web Services
to achieve better performance [1][2]. The most suitable workflow engines are
required to be discovered before submitting sub workflows to these engines to
execute in parallel [3]. In other cases, the Services with the same functions but
with different algorithms (for example, data clustering services implemented by
using the algorithms of Neural Network or SVM) may be only chosen at the just
pre-execution point according to the intermediate results of workflow execution
[4]. All the above cases illustrate the importance of resource discovery(the re-
sources may be static and/or dynamic. The dynamic resources are meant both
in dynamic change of attributes or dynamic exist in the network).

When there are more and more computers connected in Internet and more and
more users use Internet, resources in Internet will be more and more. In this large,
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decentralized, distributed resource sharing environments today or in the future,
the efficient discovery of static and/or dynamic resources is a big challenge.

The resource discovery based on Client/Server is not suitable for huge amount
of resources. There are many approaches for distributed resource discovery based
on P2P technologies[5]. The un-structural P2P technology such as Freenet[6]
using flooding way has shortage of heavy traffic and un-guaranteed search. The
structural P2P technology using DHT such as Chord [7] loses semantic meanings
of discovered objects. Resource discovery based on Virtual and dynamic hierar-
chical architecture( VDHA) [8] has shortage of high traffic load in root nodes
and possible split of virtual trees. VIRGO[9][10] P2P network hybrids structural
and unstructured P2P technologies by merging n-tuple replicated virtual tree
structured route nodes and randomly cached un-structured route nodes( LRU
and MinD) to solve the above problems.

The resources can be classified as hierarchical Domains. It is nature way to use
DNS to discover resources. There are DNS-based resource discovery approached
[11] by using the existing and mature DNS protocols[12]. The main advantage is
the use of existing, widely accepted and consolidated DNS technologies and APIs
to accomplish resource advertisement and dynamic discovery. Although DNS im-
plementation today is scalable for translating Domain Names into IP addresses,
it may encounter problem if using it to discover huge amount resources today and
even more amount resources in the future. The framework proposed here based on
VIRGO P2P technology is suitable for the huge amount of resources’ discovery.

This paper presents a framework for distributed resource discovery based
on VIRGO P2P technologies. The resources are classified as multi-layer hier-
archical catalogue domains according to their semantic meaning. We then name
resources as format– functionscheme ”:”global-hier-part”/”local-name [13]. The
global-hier-part part in this format is taken as Domain name. The authorita-
tive DNS servers controlling these Domain names manage these resources. These
DNS servers construct n-tuple overlay virtual hierarchical overlay network. With
cached addresses of DNS servers, the overload of traffic in tree structure can be
avoided. We here change some places of VIRGO to suit the distributed DNS
implementation[14]. The lookup protocols of distributed DNS is similar as the
protocols in VIRGO[9], which is illustrated in detail in the paper[10]. The re-
source discovery is effective and guaranteed. The time complexity, space com-
plexity and message-cost of lookup protocol is O(L), where L is the number of
sub domains in Domain Name.

The structure of this paper is as follows: section 2 describes VIRGO network
structure for distributed DNS; section 3 presents the Convention for Universal
Resource Name; section 4 discusses Distributed Resource Discovery Framework;
and finally we give out conclusions.

2 VIRGO Network Structure for Distributed DNS

VIRGO [9] is a domain-related hierarchical structure hybridizing un-structural
P2P and structural P2P technology. VIRGO consists of prerequisite virtual
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group tree, and cached connections . Virtual group tree is similar to VDHA
[8] , but with multiple gateway nodes in every group. Virtual group tree is
virtually hierarchical, with one root-layer, several middle-layers, and many leaf
virtual groups. Each group has N-tuple gateway nodes. In VIRGO network, ran-
dom connections cached in a node’s route table are maintained. These cached
connections make VIRGO a distributed network, not just a virtual tree network
like VDHA. With random cached connections, the net-like VIRGO avoids over-
load in root node in virtual tree topology, but keeps the advantage of effective
message routing in tree-like network. As the change of contents in route table,
VIRGO uses different lookup protocol and maintenance protocols from VDHA.

In VIRGO, user uses client to access VIRGO via access point node(called
as entrance node). All users are managed by their owner nodes. Some nodes
(called Gateway node)take route functions in several different layers of virtual
groups. Gateway node is the node which is not only in low-layer group, but also
in up-layer group.

Fig. 1. Two tuple Virtual Hierarchical Tree Topology

Fig. 1 shows two-tuple virtual hierarchical tree topology (the nodes in different
layers connected with dash line are actually the same node). In Figure 1, from
the real network, three virtual overlay groups are organized. From these virtual
groups two nodes per virtual group are chosen to form the upper layer virtual
group.

3 Convention for Universal Resource Name

In Internet, every resource needs an uniform name. There are RFCs URI [15]
,URL[16] and URN[17]. Assuming there are so huge number of resource names,
how to name these resources as to easily resolve is a big issue. Here we argue
that the resources can be classified into a hierarchical structure.
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Therefore, the convention for resource name is formatted as global unique
hierarchical domains like domain names in DNS, and a local name to specify the
local attributes of resource name. The format of convention of resource names
is as follows:

functionscheme” : ”global − hier − part”/”local − name

Here,the functionscheme is type or function or schema for the resource; the
global-hier-part is the global hierarchical name similar as domain name and the
local-name is the local name for the resource.

For example,
blog : Britney.popular.music/storyofBritney is a resource name for a blog

article about the story of Britney Spears. Whereas, song : Britney.popular.
music /Lonely is a resource name for the song Lonely by Britney Spears. Here,
Britney Spears is classified as Britney.popular.music.

The local-name part in the format can be used for the description of resource
semantic meanings. It can also a URL for the other repository such as UDDI ,
Grimoires[18] which contains the resource metadata and/or other information.

The global-hier-part is formed as Domain Names. The resources are classified
into different domains according to their semantic meaning. The top domains
may be governed by International trustee such as The Internet Corporation for
Assigned Names and Numbers (ICANN). Other level domains may be controlled
by virtual organizations organized by the experts with specific knowledge of these
domains. For example, in Domain Name www.Madonna.popular. music, music
Domain is managed by music virtual organization, which reports to ICANN to
approve, popular.music Domain is controlled by popular music virtual organi-
zation,which reports to music virtual organization to approve. The request of
Domain Name www.Madonna.popular.music is sent to virtual organization of
popular music to be approved. In Domain Name www.Beethoven.classic.music,
classic.music Domain is controlled by classic music virtual organization, which
reports to music virtual organization to approve. The request of www.Beethoven.
classic.music is managed by virtual organization of classic music.

4 Distributed Resource Discovery Framework

We treat global-hier-part in the invention of resource name as domain name. We
also use the similar concept of DNS zone for DNS server to manage the domain
names. For example. if a DNS server’s zone is Science.Biology.Bioinformatics,
then this DNS server manages all resource information under the catalogue
of Science.Biology.Bioinformatics. In other case, if a DNS server’s zone is Sci-
ence.Biology, then this DNS server manages all resource information under the
catalogue of Science.Biology, which may includes sub domains of BioInformatics,
botany, zoology,etc.

Resource names are published in their authoritative DNS server. The exten-
sion RRs in DNS server contains the parts of the functionscheme and local-part
of conventions of resource name. The local-part of resource can be a URL for
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Fig. 2. Distributed Resource Discovery Framework

the other repository such as UDDI, Grimoires[18] which contains the resource
metadata and/or other information.

Every DNS server is the same but some coexist in more than one layer. Every
DNS Server maintains a route table and RRs related to its authoritative domain
zone. Route table includes addresses of Foreign Name Servers which are prereq-
uisite for Virtual Hierarchical Overlay Network and cached addresses of Foreign
Name Servers which are refreshed by TTL rule, etc.

The DNS servers join VIRGO network by placing themselves in virtual groups
according to their authoritative domain names(The only root domain- ”root” is
anonymous placed at the top point of all the domains). When a DNS server
joins, its route table will add some other nodes’ entities, and some other nodes
will update their route table by adding the joining node’s entity. The detail of
the algorithm can be in the Internet draft[14].

The query process is as the following(see figure 2): User program sends QUERY
MESSAGE, which contains SQl-like statement in the following subsection, to
Local Name Server. If Local Name Server is the authoritative Domain Name
Server, then the Local Name Server will check its RRs to resolve the request
resource. Otherwise, The Local Name Server will route to the Foreign Name
Server which is closer to the authoritative Domain Name Server by calculating
theoretical hops. Then the Foreign Name Server routes to the even closer Foreign
Domain Name Server. Repeat this process, until the authoritative Domain Name
Server has been found. Finally, the authoritative Domain Name Server resolves
request resource by check its RR record, and responses to the Local Name Server.
The latter will forward the response to the User Program. The details of the
algorithm can be found in [14].

For example, to discover resource chloroP, we first locate the DNS authori-
tative server for domain-Science.Biology.Bioinformatics, then in this server, we
check its extension RRs for the resource, which gives URL of other repository.
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Finally, we find resource information such as URL, metadata ,etc.in the item of
localdirectore/chloroP/ in the repository.

4.1 SQL-Like Query Language and Maintenance Language

The local-part part in resource convention can be formed as entities with at-
tributes in the domain defined by global-hier-part. We use SQL-like query lan-
guage to query resources. The SQL-like query language is formed as the following:

query ::= SELECT {SCHEMA|SUBDOMAIN |ENTITY |ATTRIBUTE|∗
|expr[[AS]c alias]{, expr[[AS]c alias]...}}
FROM domainref [ WHERE search condition];

Here, SCHEMA is for querying functionschema for a Domain; SUBDOMAIN
is for querying subdomain for a given super Domain; ENTITY is for querying all
entities for a given search condition ; ATTRIBUTE is for querying all attributes
for a given search condition ; expr is for the attribute queried, which may be a
set of attributes; [AS] c alias is the alias name for expr; domainref is for Domain
Name, in which we can use * to indicate all sub domains; search condition is
similar to SQL statement in Database.

In the following, there are several examples of query operations.
Operation 1
The form ”?:global-hier-part” is to query all functionschema of the global-hier-

part domain. For example, ”?:Britney.popular.music” queries all functionschema
of Britney.popular.music. We can use the following Statement:

SELECT SCHEMA FROM Britney.popular.music;
Operation 2
The form ”functionschema:global-hier-part/?” is to query all resources with

the functionschema in the global-hier-parts domain. For example, ”song:Britney.
popular.music/?” queries all songs by Britney Spears. We can use the following
Statement:

SELECT * FROM Britney.popular.music WHERE SCHEMA =’song’;
Operation 3
Suppose that global-hier-part can be expressed as leafDomain.superDomain.

The form ”functionschema:?.superDomain/” is to query all leafDomains. This
is possible because of the hierarchical structure and the protocols. For example,
”song:?.popular.music” queries all popular singers. We can use the following
Statement:

SELECT SUBDOMAIN FROM *.popular.music WHERE SCHEMA =’song’;
Operation 4 The form ”functionscheme :global-hier-part/local-name” is to query
specific resource. For example, ”song:Britney.popular.music/Lonely” queries the
information of the song-Lonely. We can use the following Statement:

SELECT Lonely FROM Britney.popular.music WHERE SCHEMA =’song’;
Operation 5
The form ”functionscheme :global-hier-part/expression” is to query the re-

sources which satisfy the conditions of the expression indicated. Expression can
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be scope, maximum, minimum, where condition like SQL statements. For exam-
ple, ”song:Britney.popular.music/where year between 2006 and 2007” queries all
songs by Britney Spears which are produced between 2006 and 2007. We can
use the following Statement:

SELECT * FROM Britney.popular.music WHERE SCHEMA =’song’AND
year ≥ 2006 AND year ≤ 2007;

Another example is the case for selecting an optimal service. We first use
Ganglia to get performance attributes of all machines in a given domain ,and
select an optimal machine by calculating maximum value of the formula –”CPU
speed*CPUnumber/CPUload”; we can use the following statement:

SELECT ServiceAddress FROM cluster.computer.IT WHERE SCHEMA
=’hardware’ AND max(ganglia.CPUspeed*ganglia.CPUnumber/
ganglia.CPUload);

The resources are maintained by the SQL-like maintenance language. Insert
statement registers new resource into the domain. Delete statement drops
the resource registration from the domain. Update statement changes the
information registered in the domain. The formats of these statements are as
the following:

DELETEFROM domainref [WHERE search condition];

INSERTINTO domainref[(entity.attribute){, entity.attribute...})]
V ALUES(expr|NULL{, expr|NULL...});

UPDATE domainref SET entity.attribute = expr|NULL{,
entity.attribute = expr|NULL...};

For example, the following statement deletes all songs by Britney Spears which
are produced between 2006 and 2007.

DELETE FROM Britney.popular.music WHERE SCHEMA =’song’AND
year ≥ 2006 AND year ≤ 2007;

4.2 Complexity

Because the DNS server nodes are virtually organized as a tuple virtual tree,
every DNS server has a route table which includes prerequisite DNS servers’ IP
addresses for Tree Paths (TREE portion) and cached DNS servers’ IP addresses
(CACHED portion).

Because the message is routed according to the minimum of theoretical dis-
tance from destination node , and the route table contains TREE portion, every
hop reduces the distance from destination node by at least one hop, Therefore,
hops(a, b) < length(a) + length(b) − 1 (1)
Where, hops(a,b) is for the hops from node a to node b; length(a),length(b) are
for node a domain name lengths and node b domain name lengths respectively.
For example, the length of www.nic.fr is 3. So,
timecomplexity = O(L) (2)



508 L. Huang

message cost = O(L)(3),
where L is the length of domain name.

Because the route table of the virtual gateway nodes virtually existed from
root layer to bottom layer groups has the maximum route items of nodes’s
information, we have:

MaxItems = L ∗ N tuple ∗ nvg + Max Cached (4),
where L is the length of domain name., N tuple is multiplicity of gateway nodes
for virtual tree, nvg is number of virtual groups, Max Cached is the maximum
number of cached records in the route table

Therefore,
SpaceComplexity = O(L) (5)

5 Conclusion

Resource discovery plays an important role on large scalable scientific workflows.
We here presents a resource discovery framework based on a novel distributed
DNS. The proposed distributed DNS framework is based on VIRGO P2P
technologies. The resources are classified into hierarchical domains, which can
be managed by registers the same as DNS servers except the extension of
RRs. The DNS servers construct n-tuple overlay virtual hierarchical overlay
network of VIRGO. With cached addresses of DNS servers, the overload of
traffic in tree structure can be avoided. The time complexity, space complexity
and message-cost of lookup with this framework is O(L), where L is the
length of domain name. With the convention of resource name as the format–
functionscheme ”:” global-hier-part”/”local-name, this framework supports

flexible queries using partial keywords and wildcards, and range queries. The
framework presented here uses the similar message of DNS. Therefore, we can
use existing, widely accepted and consolidated DNS technologies , APIs and
open source codes to implement the framework. Meanwhile, the framework with
VIRGO P2P technology is scalable for discovery of huge amount of resources
today and even more amount resources in the future. We plan to implement this
framework by merging the source codes of VIRGO project[19] and dnsjava[20].
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Abstract. We propose a novel scheme that uses Trusted Computing technology
to secure Grid workflows. This scheme allows the selection of trustworthy re-
source providers based on their platform states. The integrity and confidentiality
of workflow jobs are provided using cryptographic keys that can only be accessed
when resource provider platforms are in trustworthy states. In addition, platform
attestation is used to detect potential workflow execution problems, and the in-
formation collected can be used for process provenance.

1 Introduction

Grid computing [1] is a distributed computing paradigm which seeks to exploit the syn-
ergies of technology and social collaboration to solve data or computation-intensive
problems. Solving such problems requires the management of multiple tasks, their re-
lationships and execution to produce valid and reliable results — this is the focus of
Grid workflow research [2]. Although the authorisation and authentication of Grid jobs
has been extensively studied [3] [4], the management of Grid workflows introduces ad-
ditional security issues. The risk to a user’s data and results is dramatically increased
when using workflows, because the entire dataset is exposed to the Grid.

The use of historical information has been proposed to schedule jobs so that ‘un-
trusted’ nodes can be avoided [5], but such information may be incorrect or open to
manipulation. Moreover, this approach cannot prevent, detect, or react to single job ma-
nipulation, the effects of which would propagate throughout the associated workflow.
The provision of a data provenance service, which records how data has been collected
and processed [6] [7], helps to address this problem, but only forms part of a reactive
solution to detect problems after running a workflow.

The application of Trusted Computing (TC) technology is emerging as a potential
solution to a number of Grid security problems [8] [9], and this paper investigates how
this technology may be applied to secure Grid workflows. Section 2 provides a brief
summary of Grid workflows, and outlines a set of security requirements. Section 3 gives
an overview of TC and its application to Grid security. Section 4 describes our proposal
for securing Grid workflows, and Section 5 contains an analysis. Final remarks are given
in Section 6.
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2 Grid Workflows

A workflow defines a logical ordering of tasks to be completed, and can be represented
as a directed acyclic graph or flowchart with parallel, sequential and choice branches
and loops [10]. Each workflow task can operate on either a new set of data or the results
from a parent task, i.e. intermediate data. Thus, data is input from storage resources that
may be either internal or external to where the computation is taking place.

Typically, abstract workflow specifications are passed to a Workflow Resource Bro-
ker (WRB), i.e. a workflow execution engine/system, which maps workflow tasks onto
physical jobs that will be submitted to a Grid. The creation of a physical workflow of
Grid jobs requires the WRB to select Grid resource providers and schedule jobs to be
submitted to them. The system will select resource providers that meet static and dy-
namic workflow requirements, for example the availability of software applications and
libraries or, indeed, specific security policies.

During workflow execution, data can be moved using one of three approaches — cen-
tralised, mediated or peer-to-peer [10]. Centrally managed data movement is the easiest
to implement, as all data is transferred via a central point. Mediated data movement
involves a distributed management system with synchronised replication catalogue ser-
vices. Finally, using a peer-to-peer method involves transferring data directly between
resource providers.

2.1 Workflow Security

Trust in the WRB is critical, as it is relied upon by a user to ensure that their workflow
will be executed as expected, and thus produce valid results. A user delegates control to
a WRB to map workflow tasks to jobs, which must then be submitted to the appropriate
resource providers. The WRB is also trusted not to divulge workflow information that
would allow an attacker to coordinate attacks on the workflow. The compromise of a
single job might not reveal any sensitive information, whereas an attack on several jobs
might. Therefore, it is essential to maintain confidentiality of the locations to which
workflow jobs are submitted.

Resource providers might be selected based on direct experience and/or other indi-
rect metrics, such as reputation or trust measurements based on provenance services [5]
[6]. However, there is a risk that this information is unreliable, incorrect or out-of-date.
Thus, a WRB needs to be able to reliably determine if it can trust a resource provider to
behave as expected before sending it a workflow job.

Many observers have commented on the vulnerabilities surrounding Grid middle-
ware and the subsequent risk of job execution compromise [9] [11] . Therefore, it is
also necessary for the assurances determined during the selection process to hold true
until job execution has finished. This includes the protected transport of output data to
the required destination, be it the WRB or another resource provider. If the integrity
of the job execution platform is not maintained, then the WRB must be alerted to the
potential compromise so that it can react accordingly. An undetected compromise could
mean that resources are wasted on executing the rest of the workflow using incorrect
data.
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Finally, audit trail information must be reliably collected. As stated above, prove-
nance information, or the procedure for collecting provenance information itself, could
be flawed and a mechanism is required to detect when this is the case. Audit informa-
tion will also assist the debugging of workflows, as confidence in the resource providers
will help to eliminate a large potential source of errors.

3 Trusted Computing

A trusted platform is one that behaves in a particular manner for a specific purpose. Such
a platform can be built following the Trusted Computing Group’s1 Trusted Platform
Module (TPM) specifications [12] [13] [14]. These specifications describe a tamper-
resistent device with cryptographic coprocessor capabilities. This device provides the
host platform with a number of services including: special purpose registers for record-
ing platform state; a means of reporting this state to remote entities; and asymmetric
key generation, encryption and digital signature capabilities. TC also encompasses new
processor designs [15] and OS support [16] which facilitate software isolation. These
concepts are examined in more detail elsewhere — see, for example [17] [18]. For the
purposes of this paper we examine four TC-related concepts: integrity measurement,
TPM keys, sealing and platform attestation.

3.1 Integrity Measurement

An integrity measurement is the cryptographic hash of a platform component (i.e. a
piece of software executing on the platform) [16]. For example, the integrity measure-
ment of a program can be calculated by computing a cryptographic digest of a pro-
gram’s instruction sequence, its initial state and its input. Integrity measurements are
stored in special purpose registers within the TPM called Platform Configuration Reg-
isters (PCRs).

3.2 TPM Keys

A TPM can generate an unlimited number of asymmetric key pairs. For each of these
pairs, private key use and mobility can be constrained. Key use can be made contingent
upon the presence of a predefined platform state (as reflected in the host platform’s
TPM PCRs). Additionally, a private key can be migratable, non-migratable or certifiable
migratable.

A non-migratable key is inextricably bound to a single TPM instance, and is known
only to the TPM that created it. A certificate for a non-migratable key and its security
properties may be created by the TPM on which it was generated. A certifiable migrat-
able key (CMK) can be migrated but also retains properties which can be certified by the
TPM on which the CMK was generated. When a CMK is created, control of its migra-
tion is delegated to a migration (selection) authority. In this way, controlled migration
of the key is made possible, so that an entity other than the TPM owner helps to decide
where the CMK can be migrated. This ensures that the certified security properties of
the key are maintained.

1 https://www.trustedcomputinggroup.org
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3.3 Sealing

This is the process by which data is encrypted and associated with a set of integrity
measurements representing a particular platform configuration. The protected data can
only be decrypted and released for use by a TPM when the current state of the platform
matches the integrity measurements to which the data was sealed.

3.4 Platform Attestation

Platform attestation enables a TPM to reliably report information about the current state
of the host platform. On request from a challenger, a TPM provides signed2 integrity
measurements reflecting (all or part of) the platform’s software environment. The chal-
lenger can use this information to determine whether it is safe to trust the platform and
its software environment. This involves validating the received integrity measurements
against a set of values it believes to be trustworthy, possibly provided by a trusted third
party such as a software vendor.

However, there are potential issues surrounding the binary representation of software
components — such a representation is static and inflexible; program behaviour has to
be inferred; upgrades and patches are difficult to deal with; and revocation is problem-
atic [19]. In order to overcome these problems, the concept of property-based platform
state representation has been proposed [19] [20], in which a platform’s state is repre-
sented by a set of high-level security properties. Using such techniques, migratable and
certifiable migratable keys can be generated such that private key use is bound to prop-
erties, data can be sealed to properties, and the TPM can attest to platform properties,
rather than specific software integrity measurements.

3.5 Application of TC to Grid Security

A number of authors have considered how Trusted computing could be applied to Grid
Computing [9] [11] [21] [22]; the main goal of much of this prior art is to prevent or de-
tect resource provider misbehaviour. Mao et al. [23] propose Daonity, a system which
establishes a relocatable key enabling controlled group sharing of encrypted content.
Löhr et al. [24] propose a scheme in which resource providers publish attestation to-
kens, which contain public keys from non-migratable TPM key pairs and the platform
states to which private key use is bound. Each token is signed by the TPM to prove that
it was produced by an authentic TPM.

4 Securing Grid Workflows

We now describe how Trusted Computing may be used to provide the following security
services to Grid workflows:

1. Trusted Resource Provider Selection;
2. Confidentiality of job information;

2 Using a private attestation signing key.



514 P.-W. Yau et al.

3. Integrity of job information; and
4. Audit data for process provenance.

Job information can include a job script, any executables, and input and output data.
TC can be used to provide strong assurances to the Grid user that a workflow has exe-
cuted correctly, and that the data was protected from malicious entities.

4.1 Assumptions

In order to fully utilise TC in Grid computing, the supporting TC architecture must be
integrated into Grid environments. The proposal in this paper operates on the following
assumptions:

Trusted Computing prevalence: There exists a Workflow Resource Broker (WRB)
that is equipped with a trusted platform, as described in Section 3. A subset of Grid
resource providers will also have trusted platforms installed; the scheme only uses
such providers to process workflow jobs.

Resource broker verification service: This is provided by a trusted third party, and
will be used to determine whether or not a WRB is trustworthy. This is achieved by
verifying the platform state attested to by a WRB against known trusted states.

Public keys: All entities involved will have a certified copy of the chosen WRB’s pub-
lic signature verification key. Conversely, the WRB will have the public signature
verification keys of all entities.

The underlying assumption is that trusted platforms exist within a Grid network,
supported by the TC infrastructure. With major backing from hardware and software
vendors, TC is becoming more pervasive, which will lead to the greater availability of
TC supporting entities such as migration authorities.

4.2 The Scheme

A user relies on a trusted resource broker verification service to determine the trustwor-
thiness of a WRB, using platform attestation (see Section 3). A workflow specification
tool is used to create an abstract workflow of Grid tasks that is passed to the WRB,
together with an encompassing security policy. The WRB maps the workflow tasks to
a set of jobs, that are scheduled for submission to selected resource providers meeting
the user’s security requirements. To achieve this, the WRB may have to translate high-
level user requirements into low-level platform state requirements. Workflow execution
is then protected using TC services, as we next describe.

Key Distribution. Consider a sequence of jobs a0, a1, ..., an that make up a user’s
workflow. For each job ai, the WRB matches the user’s high-level security require-
ments to a private key SKi, whose use is contingent on the selected resource provider’s
platform satisfying low-level state information α (see Section 3). A resource provider
could use either of the following two methods to obtain a private key in our framework:
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1. The private keys can be created a priori or dynamically by the WRB as certifiable
migratable keys for each of the jobs in the user’s workflow, with the WRB speci-
fying itself as the migration (selection) authority. The WRB specifies the states to
which the private keys are bound prior to their migration to the selected resource
providers.

2. The resource providers themselves each create a non-migratable private key bound
to a specific platform state; this state and the corresponding public key are adver-
tised as part of an attestation token [25]. The WRB pulls the attestation tokens from
a service register and uses them to select appropriate resource providers.

The result is that the WRB can seal data that a resource provider can only access
when it is in a trusted state. This allows the workflow to be protected, as described
below.

Protecting the Workflow. Once the private keys have been provisioned, the WRB
creates a symmetric key Ki for each job ai, and generates a set of information to send
to each chosen resource provider RPi:

WRB → RPi : IDW ||ri||gKi(ai||ri)||ePKi(Ki)||IPi+1||PKi+1||
IDRPi−1 ||V KRPi−1 ||αi−1||σ (1)

where:

– IDW contains the identifiers of the workflow and the WRB;
– ri is a random nonce chosen by the WRB;
– g is the generation-encryption function of an agreed authenticated encryption

scheme [26] [27] — gki(ai||ri) generates the ciphertext and message authentication
code for the concatenation of the job and nonce;

– ePKi(Ki) is the key Ki encrypted using RPi’s public key PKi;
– IPi+1 is the address to which any job output should be sent — this could be either

the WRB or the next resource provider in the workflow RPi+1, either for storage or
further processing;

– PKi+1 is the public key used to encrypt job output;
– IDRPi−1 is the identifier of the preceding resource broker;
– V Ki−1 is the public verification key used to verify messages from RPi−1 (see

Section 4.1);
– αi−1 is the platform state that RPi−1 had to be in in order to process ai−1;
– σ is the digital signature of the WRB on the entire message.

Note that in the case of RP0, RPi−1 would be the WRB. Thus, the state αi−1 sent to
RP0 would be the platform state of the WRB; this information can be used for auditing
purposes (see below).

Executing the workflow. The following is the process of workflow execution at an
arbitrary RPi, after receiving message 1 (see Section 4.2). We assume that each message
also contains both the identifier of its originator and a digital signature.
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RPi−1 → RPi : IDW ||ready (2)

RPi → RPi−1 : IDW ||C(rRPi ) (3)

RPi−1 → RPi : IDW ||αi−1(rRPi )||gK′
i
(R(ai−1))||ePKi(K

′
i) (4)

RPi → WRB : IDW ||rRPi ||αi−1(rRPi ) (5)

For the above interaction, the following are the steps taken by RPi to execute ai upon
receiving message 2:

1. Verify σ from message 1.
2. Use the private key SKi to decrypt the symmetric key Ki.
3. Ki is passed to the appropriate Grid application, which decrypts ai and verifies its

data integrity.
4. Generate a random nonce rRPi and send an attestation challenge C(rRPi ) to RPi−1

(message 3);
5. Compare the response αi−1(rRPi ) from message 4 with αi−1 from message 1;
6. The results of the comparison are sent to the WRB for auditing (see message 5).

If the check has failed, then RPi waits for further instructions from WRB, which
raises an exception.

7. Otherwise, the symmetric key K ′
i from message 4 is decrypted and used to recover

the results R(ai−1) of the previous job. K ′
i would have been generated by RPi−1

(see step 9).
8. Job ai is processed using R(ai−1).
9. Once ai has completed, RPi creates a fresh symmetric key K ′

i+1, generates gK′
i+1

(R(ai)) and encrypts the key ePKi+1(K
′
i+1).

5 Security Analysis

Establishing trust in the WRB is a fundamental precursor to our scheme. It cannot be
expected that a standard Grid user will be able to interpret attestation integrity measure-
ments, hence we require a trusted third party to perform this task on behalf of the user.
From this, we have a basis for determining if the results of a workflow can be secured
and, indeed, trusted.

Part of this trust is formed from assurances that workflow jobs were executed cor-
rectly and not compromised in any way. This requires protection in two directions. In
the forward direction, it is necessary to ensure that only trusted resource providers are
selected to process workflow jobs. These jobs, together with input and output data,
should have confidentiality and integrity protection so that only authorised resource
providers can process them. In the reverse direction it is essential to determine whether
or not the selected resource providers were compromised when processing their allo-
cated jobs. The rest of this analysis focuses upon how well the proposed scheme pro-
vides these security services, with references back to the messages and steps described
in Sections 4.2 and 4.2.
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5.1 Trusted Resource Provider Selection

Job protection is achieved using private keys that have been sealed to particular platform
states that match the user’s security requirements. During job scheduling, the WRB only
considers resource providers that can provide trusted platforms in the required states
(message 1). This means that if a resource provider deviates from the predefined state,
either by accident or due to malicious attack, then that resource provider will be unable
to access the private key to decrypt job information (step 2), and intermediate (input)
data encrypted by preceding resource providers (step 7).

5.2 Confidentiality and Integrity of Job Information

Job information and workflow results are protected using authenticated encryption
which provides both confidentiality and integrity services (messages 1 and 4). This
requires the use of symmetric keys, which are generated by the WRB and resource
providers. In turn, the symmetric keys are encrypted with the private keys procured
before workflow execution. This is a standard key management technique, utilising the
speed of symmetric cryptography to protect the large quantities of data, and the key dis-
tribution advantages of public key cryptography to protect the less bandwidth-intensive
symmetric keys.

5.3 Process Provenance

Platform attestation is used to reliably collate audit data for process provenance. Be-
fore accepting intermediate data from a resource provider, our scheme requires that the
resource provider attests to its platform state post-job execution (steps 4–6). This pro-
vides three advantages. Firstly, any compromise can be detected immediately — if this
occurs near the beginning of the workflow then considerable resources are saved from
unnecessarily processing the rest of the workflow using incorrect data. Secondly, it al-
lows the WRB to react by rescheduling the job to another resource provider. Thirdly, a
record of attestation results are kept to provide a detailed audit trail.

Since the WRB requires resource providers on which workflows terminate to at-
test to their platform states, and input data for the workflow resides on trusted storage
nodes, our proposal provides a complete audit trail to augment any additional prove-
nance system being used. Thus, the proposed scheme enables the detection of any re-
source providers that may have compromised workflow results. An additional system
will be required to manage the audit information collected, and this will be explored in
future work.

6 Final Remarks

Grid workflows provide significant advantages when completing highly complex com-
putations if strong assurances that participating entities will behave as expected can
be provided. This requires both the judicious selection of trustworthy Grid resource
providers, and a means to determine whether or not this trust still holds after job pro-
cessing. This trust is built using Trusted Computing technology — there exists chal-
lenges in the implementation, as discussed in [28], and this will be the focus of future
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work. We have presented a novel scheme that enables trusted resource provider selec-
tion, protects the integrity and confidentiality of jobs within a workflow and provides
data for process provenance. The provision of these security services enables Grid users
to derive confidence in the execution of their workflows, and from this establish trust in
workflow results.
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20. Sadeghi, A.R., Stüble, C.: Property-based attestation for computing platforms: Caring about
properties, not mechanisms. In: Proceedings of the 2004 Workshop on New Security
Paradigms (NSPW 2004), Nova Scotia, Canada, September 20-23, 2004, pp. 67–77. ACM
Press, New York (2004)

21. Cooper, A., Martin, A.: Towards an open, trusted digital rights management platform. In:
Proceedings of the ACM workshop on Digital rights management (DRM 2006), Alexandria,
Virginia, USA, October 30, 2006, pp. 79–88. ACM Press, New York (2006)

22. Yau, P.W., Tomlinson, A.: Using trusted computing in commercial grids. In: Akhgar, B. (ed.)
Proceedings of the 15th International Workshops on Conceptual Structures (ICCS 2007),
Sheffield, UK, July 22-27, 2007, pp. 31–36. Springer, Heidelberg (2007)

23. Chen, H., Chen, J., Mao, W., Yan, F.: Daonity — Grid security from two levels of virtualisa-
tion. Information Security Technical Report 12(3), 123–138 (2007)
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Abstract. It is a common characteristic of scientific applications to require the 
integration of information coming from multiple sources. This aspect usually 
confronts end-users with data management issues which involve the transporta-
tion of data from one system to another as well as the syntactic and semantic  
integration of data, i.e. data come in different formats and have different mean-
ings. In order to deal with these issues in a systematic and well structured way, 
we propose a sophisticated framework based on process modeling. In this pa-
per, we present the three major conceptual architectural abstractions of the sys-
tem and detail its execution.  

1   Introduction 

Information integration aims to enable the rapid development of new applications 
requiring information from multiple sources. This task is becoming a critical issue for 
both businesses and individuals. Its complexity is mainly due to the uprising of data 
volumes and the proliferation of sources, types of information. For instance, in other 
papers we report from a medical application [4] which enables patients to perform 
self-medication safely and efficiently. This web-based application supports patients 
with many services including a drug proposition service. The quality of this service 
partly depends on the ability to integrate coherently valuable information sources (e.g. 
databases) and thus to answer patient's inquiries in a consistent manner. This integra-
tion is not limited to be a syntactical issue (i.e. format alignments) but essentially a 
semantic issue, i.e. the information contained in the sources may not agree on a com-
mon semantics and hence produce inconsistent medical conclusions. 

Furthermore data integration is not a “one shot approach” as it may be needed to 
integrate new sources and to take care of the schema evolution of already integrated 
sources. Thus we promote to incorporate data integration in the information system 
underpinning an application. We consider a process-based information system to be 
the ideal candidate for such incorporation. We call this approach Data Logistics 
(DaLo, [9]) and summarize it in Section 2. Section 3 presents the framework respon-
sible for the data management issues within the DaLo, named DaltOn, and empha-
sizes all execution aspects on a concrete micrometeorology example. Section 4 relates 
our research to other approaches and in Section 5 we conclude this paper. 
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2   Workflow Management and Data Logistics 

As described in several publications [5] [9] we pursue a special approach to workflow 
(process) management in medical and scientific applications which is called Data 
Logistics (DaLo). This approach supports a very flexible execution of workflows as 
compared to the traditional way of prescribed workflow execution in conventional 
workflow management systems [8]. DaLo-workflows propose many interesting fea-
tures but for the purpose of this publication only the focus on modeling data specific 
issues is relevant. What does this mean? In a first phase of the workflow specification 
the principle structure of a workflow is defined. This is the usual way of specifying 
what steps have to be executed in what order, what people (or systems) are responsi-
ble to perform those steps and what applications have to be called when a workflow 
step has to be executed. Next, in a second phase of specification, data management 
issues are focused. This means that issues related to data management must be de-
fined. We will explain this feature with an example in Section 3. 

We call each issue that has to be dealt with when modeling and executing a work-
flow “perspective”. Thus we differentiate at least the following perspectives: The 
functional perspective describes what step has to be executed; the behavioral perspec-
tive defines the execution order of work steps, the organizational perspective deter-
mines agents eligible and responsible to perform a work step and the operational  
perspective describes tools (applications) used when a certain work step is executed. 
All the data management related issues are dealt by the data perspective. The underly-
ing meta model for this perspective oriented approach is called Perspective Oriented 
Process Management (POPM) which is presented in [10].  

Fig. 1 shows a process model taken from a real world scenario of a scientific work-
flow from micrometeorology research. Before we go into more detail of the process 
and its execution, we want to describe the structure of the process according to 
POPM. Each step of a process depicted as a rectangle shows the functional perspec-
tive. The small rectangle underneath the right side of a process step denotes the opera-
tional perspective. A black arc and a small rectangle over the arc (showing data items) 
is considered as the data perspective which deals with both the description of input 
and output data of work steps and data flow between work steps as well. The gray 
arcs depict the behavioral perspective which realizes execution dependencies. It is out 
of the scope of this paper to discuss all the perspectives and their implementation, 
instead our focus is on the implementation of the data perspective. In the next sections 
we will show how our framework implements the data perspective and copes with 
data management issues. 

As already mentioned, the workflow depicted in Fig. 1 is taken from micrometeo-
rology research where weather data is acquired and then analyzed. In data acquisition 
phase, scientists collect datasets from diverse sensors at different locations, prepare 
them, dump the prepared datasets at an intermediate place - so called “FileServer”, 
and finally move them from the FileServer to a central repository (EcoDatabase). In 
the first step “GetData”, data are extracted from sensors and then moved to the next 
step “ValidateData” which uses the in-house built application “ValApp” for validat-
ing the extracted data. Then after validation the (extracted and validated) data are 
dumped into the FileServer at a different location. In order to move the data from the 
FileServer to the central repository, the “DataSelection” step extracts the data and 
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moves it to the next step “StoreSensorData”, in case interpolation is not required. If it 
is required then the step “Interpolation” will be executed; otherwise the data will be 
moved directly to “StoreSensorData”. The step “StoreSensorData” is then responsible 
for storing the data into EcoDatabase using the “DBEco” application. 

Start
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LoggerVaisalaApp
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Get Data
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LoggerVaisalaApp
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Weather  
Data
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Fig. 1. An example workflow from the micrometeorology domain 

It is worth to consider the overall architecture of our workflow management system 
before starting a detailed discussion of those parts that deal with data management 
issues. In principle, the architecture comprises one component for each perspective in 
use. In the context of this paper, the implementation of the data perspective is of most 
interest. Data perspective of the POPM approach is implemented by DaltOn (Data 
Logistics and Ontology based integration). 

Whenever a data transmission between work steps of a workflow takes place, Dal-
tOn is called. A data transmission is always taking place in between two work steps 
regardless whether data must be moved physically or not. Data are exchanged be-
tween data sources which are associated with regarding work steps. Due to different 
notions and namespaces of participating applications of a DaLo workflow, format, 
terminology and ontology transformations are needed. The constitutive idea of this 
data integration task has been published in [5]; in this paper we contribute the archi-
tecture of the DaltOn framework. Section 3 presents this architecture in more detail; 
especially its components are introduced and their orchestration is depicted. 

3   Architecture of DaltOn 

3.1   Introductory Example 

DaltOn is a framework which deals with data management issues such as data ex-
change, semantic and syntactic data integration in well structured and transparent 
way. Thus it facilitates domain users (especially scientists in scientific workflows) in 
managing domain related processes by allowing DaltOn to care about data complex-
ity. Fig. 2 depicts a part of the example workflow shown in Fig. 1. It highlights a 
scenario of the two work steps “DataSelection” and “StoreSensorData”, especially it 
is focusing on the data transfer between these steps. 
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Fig. 2. Focusing data transfer between work steps 

In Fig. 2 we want to zoom into the data perspective, i.e. into the overall transmis-
sion of data between work steps. Each work step consumes input data (INx) and  
produces output data (OUTx). Therefore the input and output of the work step “Data-
Selection” in Fig. 2 are IN1 and OUT1 and those for the work step “StoreSensorData” 
are IN2 and OUT2 respectively. The output of the “DataSelection” step (OUT1) is a 
document containing weather data (single items are separated by spaces) taken from 
sensors in a proprietary format called “PWD”. The schema is defined in terms of an 
ObjectID (OID) which identifies each data item uniquely, a TimeStamp (TS) that 
gives the time at which data has been recorded,  a HardwareError code (HE) which 
shows the status of the (sensor) hardware, the VisibilityPerOneMinute value (VOM) 
which reflects the visibility, an InstantPresentWeather code (IPW) that provides NWS 
codes and WaterIntensity value (WI) which is showing the intensity of water at one 
minute average. The input of the work step “StoreSensorData” (IN2) is again a docu-
ment that contains weather data but this time the format is not PWD but XML. Fur-
thermore the weather data requires filtering since records with a VOM greater than 
2000 are not integrated into the database and thus can be excluded. 

Also a terminological transformation is required since codes in the OUT1 dataset 
will be integrated with values in the IN2 dataset. The schema of IN2 is defined as 
ObjectID (OID), TimeStamp (TS), Status, Visibility, InstantPresentWeather (IPW) 
and WaterIntensity (WI). Obviously, OUT1 must then somehow be related to IN2 
since the output of “DataSelection” should become the input of “StoreSensorData”. 
Here some major conceptual questions arise: Is OUT1 syntactically and semantically 
compatible with IN2? If some incompatibility shows up, how can data transforma-
tions are performed? And how are the data actually transported? We introduce 
“WeatherData” as a kind of common data structure compatible to OUT1 and IN2, 
respectively, and the data that have to be transported from “DataSelection” to “Store-
SensorData”. Then the tasks to be performed by DaltOn are first to convert OUT1 
into “WeatherData”, transport it and finally convert “WeatherData” into IN2. 

3.2   Architectural Components 

Fig. 3 depicts the architecture of DaltOn and its associated components. DaltOn has 
three major conceptual architectural abstractions, namely Data Provision, Data Inte-
gration and the internal Repository. 

Data Provision aims at data exchange between data producing steps (sources)  
and data consuming steps (sinks). It consists of two components, namely Data Trans-
portation (DT) and Data Selection/Filtering (DSF). DT handles the physical data  
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transportation between sources and sinks by utilizing wrapper objects which encapsu-
late each source and sink. DSF is responsible for extracting the dataset based on end-
users’ selection and filtering criteria through configuration data at modeling time, 
hence only the data which are required by sink are extracted.  Wrappers are support-
ing the communication with the sources; they provide a uniform interface for the 
access of each source/sink and extract or insert the data using the source’s/sink’s 
proprietary format and access method (e.g. SQL statements in case the source/sink is 
a relational database).  

Wrapper
Source

DaltOn

Data Provision (DP)

Data Integration (DI)

Data Transportation (DT) Data Selection/Filtering(DSF)

Format Conversion (FC) Semantic Integration (SI)

Repository

Dataset
Sink

Wrapper

 

Fig. 3. DaltOn's architectural components 

Here, it is worth to mention that DaltOn is not restricted to be used solely in the 
context of workflow management. Source and sink are two abstract components 
which represent a data producer and a data consumer, respectively. In our context, 
both data producers and data consumers are work steps; however, they can represent 
conventional applications in other contexts as well. Therefore data wrappers work as 
adapters to the data sources in order to provide a uniform access since each (type of) 
source usually has its own interface and is accessed differently. 

Data Integration instead aims at syntactic and semantic transformations. Accord-
ingly, this module encircles two components, namely Format Conversion (FC) and 
(Ontology-based) Semantic Integration (SI). FC is not only responsible for converting 
data formats between sources and sinks but can also be used by other components of 
the DaltOn framework. For instance, the SI component consumes and produces the 
data only in XML format. This representational format can totally be independent 
from the formats issued by sources and required by sinks. The FC component then 
takes care about these types of format conversions. 

SI deals with data integration using a (semantic) mediation mechanism based on 
ontologies. In order to operate properly, it requires the following from a DaLo work-
flow: (i) a reference ontology, (ii) local ontologies associated to both applications and 
whose elements (i.e. concepts and properties) relate to elements of the reference on-
tology (iii) schema for the IN and OUT data and (iv) mappings between elements of 
the schemata and their respective local ontology. The semantic mediation is per-
formed via matching concepts [15] from one local ontology to another. Since we 
discussed the theory and the algorithms of the SI component in detail in [5], interested 
readers should refer to this publication in order to get more details on this component. 
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Another conceptual abstraction in the DaltOn framework is the Repository. This 
encompasses information about all operations of DaltOn performed on each data item. 
It also contains information needed by every components of DaltOn, in particular SI 
with its reference and local ontologies, document schemata, mappings between 
schema and ontology elements, instance documents and ontology alignments. 

3.3   Execution Semantics 

DaltOn is invoked by the workflow management system (WfMS) each time when a 
work step is ready to be executed. Thus DaltOn prepares and moves the data neces-
sary for performing that particular work step of a process.  

We will now demonstrate how DaltOn components interact with each other and 
with WfMS using the example shown in Fig. 2. The logical sequence of messages 
occurring during this exemplary run of the DaltOn framework is depicted using se-
quence diagram in Fig. 4. Data Integration operations performed by DaltOn can be 
divided into three phases as show in the diagram. The first phase is responsible for 
extracting the data from the source (in our example the work step “DataSelection”) 
and converting it into the format that can be acceptable by the SI component later on. 
The second phase performs semantic integration of the data taken from step “DataSe-
lection” in order to make it compatible with step “StoreSensorData” (the description 
of the example showed that there is some semantic integration necessary). Finally the 
third phase is performed which converts the data into a format that is understood by 
the “StoreSensorData” and transports the converted data to the location where “Store-
SensorData” expects it to be. When DaltOn is invoked by the WfMS it stores all the 
information necessary for the whole integration process into its local repository (we 
did not depict these intermediate storage tasks/messages as they would have over-
crowded Fig. 4). This information comprises the local ontologies of source and sink 
(“DataSelection” and “StoreSensorData”), the reference ontology that connects local 
ontologies, information about formats of source and sink (“PWD” and “XML”) and 
references where data can be found (data wrapper for “FS-Select”), where it is to be 
placed (data wrapper for “DBEco”) and a selection criteria that determines which 
subset of data should be used (“VOM not greater than 2000”). 

In the first phase, the data extraction from “DataSelection” is started by DaltOn 
with the “PrepareSelectionStatement” call to the DSF. The DSF then reads the infor-
mation stored in the repository and creates a statement that is valid for the data source 
(“DataSelection”) and that reflects the selection criteria provided by the user during 
modeling time of the process. After the statement has been prepared, DaltOn asks the 
DT component to move the data from the source (“DataSelection”) into the internal 
repository (message “MoveData”) using the selection criteria generated in the previ-
ous call. As DT component cannot access the data directly, it uses a data wrapper for 
the source to extract the selected subset (message “GetData”). After the data has been 
extracted and moved into the repository, DaltOn triggers FC for format conversion 
since data extracted from “DataSelection” is in a proprietary format (“PWD”) but the 
SI component expects it to be in XML. Thus the FC component converts the data 
from PWD to a XML representation in reaction to the “Convert” message received 
from DaltOn and also stores the resultant data into repository. The second phase,  
the semantic integration, can then be started. DaltOn thus calls the SI component 
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(message “Integrate”). In order to perform the semantic integration, the SI component 
extracts the data, all the relevant ontologies (two local ontologies and the reference 
ontology) and some mapping information from the repository. After the integration 
has been finished, the (converted) data is put again into the repository. This also de-
marks the end of the second phase. 

1. MoveData
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DW
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Fig. 4. Sequence diagram showing the interaction of DaltOn components 

The third and last phase, the transportation of the data, is initiated by DaltOn with a 
call to the FC component (message “Convert”) since the format of the output of the SI 
component may differ from that which is expected by the step “StoreSensorData”. 
After the conversion DaltOn instructs the DSF component to prepare an insertion 
statement (message “PrepareInsertionStatement”). Because a work step may consume 
data combined from several sources, special statements are necessary to tell clearly 
which part of the combined data item has to be stored. After this insertion statement 
has been prepared, DaltOn calls the DT component for transporting the data to a place 
where the work step “StoreSensorData” expect it (message “MoveData”). Again DT 
uses a data wrapper – this time for the sink, i.e. “StoreSensorData”. 

It is noteworthy to mention that all the data exchange in between components is 
performed through the DaltOn Repository. This allows the Repository to track down 
all operations performed on the data and record them for later use (Data Provenance). 
DaltOn does not need to systematically carry out all integration steps; e.g. if both 
source and sink, use the same format and ontology, only data transportation is per-
formed. Thus all the calls for the FC and SI components can be omitted. 

The sequence diagram of Fig. 4 also shows the design rationale of DaltOn: every 
sub-component (e.g. SI, DSF, FC, DT) and the Repository are in principle independ-
ent of each other. This allows for exchanging and re-combining the sub-components 
easily in the future and reduces the resources necessary for maintaining the system. 
This design fosters the sustainability of the DaltOn system. 



 DaltOn: An Infrastructure for Scientific Data Management 527 

4   Related Work 

We want to relate our approach to two domains, data integration solution provided by 
scientific workflows and data integration systems in scientific applications. 

Kepler [11] is a scientific workflow system which has been developed for scientists 
like ecologist, geologist and biologists and it is built on Ptolemy II, a PSE from elec-
trical engineering [14]. Kepler uses a semantic mediation based approach to integrate 
heterogeneous data [3]. Concerning the semantic data integration, the approaches of 
Kepler and DaltOn's SI are quite similar as they both aim to transform data semanti-
cally. This transformation uses ontologies and mappings, called registration map-
pings, to semi-automatically generate mappings between services with heterogeneous 
schemas, named structural types. Although the objectives of these systems are almost 
identical, the design of the solution is different as Kepler does not use the semantics 
of the ontologies to generate the mappings. In fact, end-users define registration map-
pings in the form of correspondences between queries on the service output/input, 
named ports, and contextual paths on the ontologies. The system then treats the paths 
to generate mappings between ports. We argue that SI is a real semantic approach as 
it exploits concept definitions to perform the alignment of ontologies. These ontolo-
gies are represented in Description Logics [1] and thus propose some associated rea-
soning procedures (concept subsumption, instance checking, knowledge base consis-
tency) that are used during ontology matching [15]. 

Regarding syntactic data integration and data transportation, in Kepler the end-user 
has to introduce explicitly predefined and specialized actors for format conversion 
and for data transportation. Taverna [7] is a scientific workflow management system 
like Kepler; it is part of the myGrid project [12]. The Taverna workbench allows users 
to graphically build, edit, and browse workflows. It started life in bioinformatics ap-
plications and workflows are mostly used for the specification and execution of ad 
hoc in silico experiments using bioinformatics resources. These resources might in-
clude information repositories or computational analysis tools providing a Web Ser-
vice based or custom interface. The workflows are enacted by the FreeFluo [6] engine 
and can be monitored within the Taverna workbench. In order to convert data formats, 
Taverna follows almost the same approach as Kepler by introducing so-called 
"Shims". Shims are little services (local workers, beanshell processors/code snippets, 
and in some cases, nested workflows) which transform one format to another. DaltOn 
approach differs from these systems in the way that it handles format conversion 
(syntactical conversion) implicitly by its so called FC component. Taverna doesn't 
support semantic data integration directly [13], instead the end-user typically needs 
some kind of specialized translation services which transform the schemas and per-
form the mappings as well. Thus for semantic data integration, the end-user needs to 
access a service that knows how to map schemas and ontologies. Whereas DaltOn 
approach provides a system which deals with this type of semantic integration issue in 
a systematic way so that end-user doesn’t need to introduce such type of services. 

BACIIS [2] (Biological and chemical information integration system) is an  
on-demand information integration system for life science web-databases. The archi-
tecture of BACIIS is based on the mediator-wrapper approach augmented with  
a knowledge base. The approach is similar to DaltOn approach as it follows a seman-
tic mediation for data integration and extracts data via implementation of specific 
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wrappers. It provides web based interface on which end-users define queries to di-
verse web databases. BACIIS aims at integrating life science data sources and pro-
duces results as an integrated view on a web-based interface, whereas DaltOn aims at 
data exchange between diverse heterogeneous data sources. In addition DaltOn pro-
vides a conceptual separation between data retrieval (data provision) and integration 
mediation. Also in BACIIS, the concepts underlying Data Logistics have not been 
considered. In BACIIS, mediator transform data from its source database format to 
the internal format used by the integration system, while in DaltOn, format conver-
sion is dealt with in a systematic way. 

5   Conclusion 

We are stressing in this paper that data integration is a critical issue for information 
management and processing.  We argue that a novel and valuable approach to ensure 
proper communication between systems and applications is to incorporate the data 
integration and exchange solution within a perspective oriented process modeling. 
DaltOn is such a framework and implements the data perspective of the POPM ap-
proach. The most important advantages to adopt such an approach are the following: 
The first advantage is an increased readability of the scientific workflows. In conven-
tional approaches (cf. Section 4) data management steps (syntactic and semantic con-
versions, filtering etc.) are mixed up with "real" workflow steps which describe the 
scientific analysis to be performed. Through the integration of POPM with DaltOn 
these two issues can adequately be separated (cf. Section 2); thus work steps for sci-
entific analysis are not disguised by work steps that deal with data management  
issues. Second there is a clear modularization inside the DaltOn framework. This 
software engineering principle nicely fosters the adaptation of DaltOn to varying 
application scenarios. For example, if a new format needs to be integrated, only the 
FC component of DaltOn needs to be adjusted. The same applies to the incorporation 
of new data sources (e.g. a new type of sensors); here only a new or adjusted wrapper 
component must be provided to DaltOn. Third, especially in the scientific domain, 
users are interested in information about what happened to their data during the exe-
cution of a workflow. This well recognized request is often referred to as data prove-
nance. The DaltOn repository holds all information about tasks performed on the data 
inside a workflow and can provide it to the user– according to the demand of data 
provenance. Scientists are then able to retrace every single operation performed on 
data. Another major advantage is the possibility to integrate scientists in the work-
flow, i.e. the workflow management system can directly interact with users. This is 
possible because POPM fosters the inclusion of organization models into the organ-
izational perspective. Thus scientists that are developing a process can clearly define 
which step(s) must be executed by a person rather than a computerized agent. This is 
helpful in scenarios where decisions are based on users' experiences which determine 
the continuation of a scientific analysis. 

Last but not least re-use of existing concepts such as processes, data, selection cri-
teria and applications is fostered. The modeling environment for POPM provides 
libraries for each type of concept that store the definitions of these and allow sharing 
information across many applications. DaltOn can be improved in many different 
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ways. For instance, we aim to extend the relation between the internal Repository, the 
data integration and the data provenance issue.  
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The workshop Intelligent Agents and Evolvable Systems has originated as the
fusion of two former workshops: Intelligent Agents and Evolvable Systems and
Algorithms and Evolvable Systems. It has been organized since 2004 within the
frame of the International Conference on Computational Science. Mathematical
considerations, algorithmic aspects and designing computer applications sup-
porting the development and management of systems for the large scale compu-
tation have been emphasized.

Two contributions are related to the formal description of multi agent systems.
The first one delivered by Smołka, concerns agents that carry tasks of distributed,
parallel computation. The results ensure existence of time-optimal scheduling
and locate the optimal scheduling rules among static ones. The second paper
written by Capković, is devoted to the modeling inter-agents relations by Petri
Nets. Main results have been obtained by using the discrete event systems control
theory and illustrated on several examples.

The next three papers contain new agent-based concepts of intrusions detec-
tion (infections) in computer systems. Byrski has introduced the system which
is appropriate for the specific communication in Mobile Ad-hoc Networks in
his paper. Immune-inspired mechanisms allow detecting anomalies coming from
communication threads. Prusiewicz has proposed in his paper another system
detecting the security policy violations in computer networks. Cetnarowicz et.al.
have proposed a social layer that may be used for evaluation of agents behavior.
Agents learn patterns of behaviors, which may be used to detect intruders and
eliminate them from the system.

The following group of papers have dealt with applications of multi-agents
paradigm for solving various, complex engineering problems. Barbucha et al.
have presented application of agents to creation of asynchronous team which
is able to realize an optimization process and giving accessibility by WEB.
Al-Kanhal et al. have proposed an application of multi-agent systems to the
optimization of dynamic uncertain process occurring when optimal uncertain
manufacturing process are created. Problems of uncertain, human-originated
knowledge grounding, accomplished with the use of ontologies in particularly
applying uncertainties and several ontologies have been discussed by Szymański
et al. Turek has presented an agent-based architecture, which should provide
a multi-agent system that enables management of a multi-robot team and its
simple extensibility. An interesting application of multi-agent system has been
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proposed by Srovnal et. al. It is an embedded system for hydrogen powered car
control. Multi-agent architecture with dynamic mutual negotiation is applied. A
new interesting research area is the application of graph grammars for modeling
evolvable systems. The graph grammar can be effectively utilized for modeling
self-adaptive PDE solvers, as it has been presented by Paszyńska et al. The graph
representation of a problem can be stored in distributed manner and maintained
by intelligent agents, as it has been proposed by Kotulski.

Some papers are focused on theoretical aspects of evolutionary computation
and multi-agent systems and are related to real-world applications. Mirabedini
et al. have proposed an ant-based routing algorithm, inspired by swarm intelli-
gence and enhanced by fuzzy systems, to solve the routing problem in networks.
In their system, multiple constrains can be considered in a simple and intuitive
way. Qin et al. have constructed an adapted dynamic vehicle routing problem
model based on multi-objective optimization. Then, they have proposed a hybrid
multi-objective ant colony algorithm to solve this problem. The hybrid algorithm
employs an EA to speed up the convergence of the algorithm. Khelil et al. have
proposed the cancer diagnostic system to classify patients who may be affected
by cancer. Fang et al. have analyzed the advantage of partnership selection based
on grey relation theory and ant colony algorithm. The pre-election process can
help to reduce problem search space and complexity. Ciepiela et al. have pre-
sented the hierarchical approach to multi-objective optimization problem based
on Hierarchical Genetic Strategy (HGS). Barabasz et al. have presented hp-HGS,
an enriched version of the HGS algorithm, to solve parametric inverse problems.
Furthermore, they have analyzed the asymptotic behavior of their algorithm.
Byrski at al. have combined evolutionary algorithms and multi-agent systems
to form evolutionary multi-agent systems. The parameters of such systems can
be tuned on-line. Application of agent-based co-evolutionary approach to the
financial-decision support enabling financial investor planning process by gener-
ation of possible investments strategies have been discussed by Dreżewski et al.
The contribution delivered by Fidanova discusses special kind of the evolvable
systems – the ant colony and its application to finding quasi-optimal solution to
Global Positioning System surveying problems.

Several papers have touched the problem of learning in multi-agent systems.
Gehrke at al. have presented an application of rule induction algorithm for traffic
prediction. Agents use knowledge generated from historical traffic data for route
planning. The learning process in this work is performed outside of the multi-
agent system by AQ21 program. The paper presented by Śnieżyński has proposed
an architecture to design an agent, which has several learning modules for a
number of aspects of its activity and every module can use different learning
strategy. The architecture is tested on Fish-Banks game simulator. Other papers
cover the development of self-learning agents systems. The application of agents
with built-in machine learning routines designed to retrieve and analyze data
coming from civil engineering data-bases has been presented by Kasperkiewicz et
al. The paper by Jurek focuses on self-learning schemes in agents with application
to the syntactic pattern recognition.
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Abstract. The paper contains recent enhancements of a formal model of
agent-based computing systems. In such systems a computational task
together with its data is enveloped in a shell to form a mobile agent.
The shell carries the agent’s logic, ie. abilities to make decisions about
whether to migrate to a less loaded machine, split oneself or continue
the task. The model describes an agent-based computational application
as a controlled Markov chain. In this paper the operation of the agent
hibernation, which is the last resort in the case of a server overload, is
included in the model. This modification has an influence on the form of
the state equations as well as the form of admissible control strategies.

1 Introduction

The multi-agent paradigm is already a classical design approach in a wide variety
of domains (cf. [1], [2]), which can take advantage of the idea of mobile intel-
ligent autonomous application unit. Computing systems are seldom considered
as one of these domains. However, the concept of self-organising computational
application composed of mobile tasks, which can move between interconnected
computers according to a scheduling policy in order to find a better environ-
ment for executing themselves is well-known for several years. The article [3]
describes such a system with a scheduling policy based on the heat conduction
phenomenon.

A step forwards has been to put a task together with its data into an agent
box, give the agent the ability to migrate, to communicate with other agents
and to split itself (first of all its task) into two child agents (typically equal). In
such a case a scheduling strategy may be incorporated in all agents’ (distributed)
intelligence. The strategy tells an agent in what order it should perform its activ-
ities (computations, migration, partitioning) to achieve its goals, which include
typically the finishing of computations in the shortest possible time.

A multi-agent computational system of this type has been developed for the
last several years (cf. [4]). It exploits a scheduling policy based on the phe-
nomenon of the molecular diffusion in crystals (cf. [5], [6]). In this policy an
agent makes decisions about actions to perform resting on its knowledge of the
load of its computational node as well as the load of the node’s direct neighbours.
When an agent wants and is able to migrate, it chooses the least loaded neigh-
bour as the target. The application of the multi-agent paradigm together with
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local, diffusion-based agent scheduling strategies provide us with a relatively
simple decentralised management of large-scale distributed computations.

Many theoretical questions has been raised during the development of the
above mentioned multi-agent system (MAS). The fundamental one is whether
the used heuristic scheduling strategy is in any sense optimal or quasi-optimal.
This in turn requires a precise definition of the optimality of a strategy. If the
answer to the first question is negative, another problem is whether there exists
an optimal policy at all and, if so, what are its characteristics.

To address these (and other) questions a formal model of computing multi-
agent systems has been proposed (cf. [6,7,8]). The model is based on the stochas-
tic optimal control theory. The model is still under development and its last
version is described in [9]. It already provides us with a precise definition of
the optimal task scheduling in our context as well as results on the existence of
optimal scheduling strategies and optimality conditions. The above mentioned
MAS has served as an example for the development of the model, but the latter
has proven more general (and complicated).

In this paper the model is extended by considering the operation of the agent
hibernation. Agents are hibernated eg. in an early stage of migration (cf. [4]),
but migrations has been already considered in our model (cf. [9]). The interesting
case of the hibernation occurs when a computational node is overloaded and an
agent cannot find any neighbouring node to emigrate. The local MAS server will
then serialize the agent to the disk and deserialize it when the load is sufficiently
low. We modify our state equations to allow such hibernations.

Finally we present results on the existence and the characterisation of optimal
scheduling strategies, which are adapted to the modified model.

2 System Architecture

First let us introduce to the reader the architectural principles of our exemplary
computing MAS. They constitute the foundations and the starting point for the
development of the mathematical model. Here we recall only the features most
important for the model, for a more complete description and some implemen-
tation details we refer the reader to [4] and [5].

The suggested architecture of the system is composed of a computational
environment (MAS platform) and a computing application being a collection of
mobile agents called Smart Solid Agents (SSA). The computational environment
is the triple (N, BH , perf), where:

N = {P1, . . . , PN} , where Pi is a MAS server called a Virtual Computational
Node (VCN). Each VCN can maintain a number of agents.

BH is the connection topology BH = {N1, . . . , NN}, Ni ⊂ N is a direct neigh-
bourhood of Pi (including Pi as well).

perf = {perf1, . . . , perfN}, perfi : R+ → R+ is a family of functions where perfi

describes the relative performance of VCN Pi with respect to the total mem-
ory request M i

total of all agents allocated at the node.
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The MAS platform is responsible for maintaining the basic functionalities of
the computing agents. Namely it delivers the information about the local load
concentration Lj and Qj (see (2) and (3) below), it performs agent destruction,
hibernation, partitioning and migration between neighbouring VCN’s and finally
it supports the transparent communication among agents.

We shall denote an SSA by Ai where index i stands for an unambiguous agent
identifier (possibly a UUID). Each Ai contains its computational task and all
data necessary for its computations. Every agent is also equipped with a shell
which is responsible for the agent logic. At any time Ai is able to denominate the
pair (Ei, Mi) where Ei is the estimated remaining computation time measured
in units common for all agents of an application and Mi is the agent’s RAM
requirement in bytes. An agent may undertake autonomously one of the following
actions:

– continue executing its internal task,
– migrate to a neighbouring VCN or
– decide to be partitioned, which results in creating two child agents {Aij =

(Tij , Sij )}, j = 1, 2.

We assume that in the case of the agent partitioning the following conditions
hold:

Ei > Eij , Mi > Mij , j = 1, 2.

The parent SSA disappears after the partition.
A computing application may be characterised by the triple (At, Gt, Scht),

t ∈ [0, +∞) where At is the set of application agents active at the time t, Gt is
the tree representing the history of agents’ partitioning until t. All agents active
till t constitute the set of its nodes

⋃t
s=0 At, while the edges link parent agents to

their children. All information on how to rebuild Gt is spread among all agents
such that each of them knows only its neighbours in the tree. {Scht}t∈[0,+∞)
is the family of functions such that Scht : At → N is the current schedule of
application agents among the MAS platform servers. The function is defined by
the sets ωj containing indices of agents allocated on each Pj ∈ N. Every ωj is
locally stored and managed by Pj .

Each server Pj ∈ N asks periodically all local agents (allocated on Pj) for
their requirements and computes the local load concentration

Lj =
Ej

total

perfj(M
j
total)

where Ej
total =

∑

i∈ωj

Ei and M j
total =

∑

i∈ωj

Mi. (1)

Then Pj communicates with neighbouring servers and establishes

Lj =
{
(Lk, Ek

total, M
k
total, perfk) : Pk ∈ Nj

}
(2)

as well as the set of node indices

Qj = {k �= j : Pk ∈ Nj , Lj − Lk > 0} . (3)
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3 Global State of a Computing Application

In this section we introduce some key concepts appearing in our formal model
of computing multi-agent systems. The detailed description of the model may
be found in [9].

The key idea behind the model is to abandon the considering of single agents’
behaviour in favour of observing a global quantity characterising the state of a
computational application in an appropriate way. To this end we have introduced
the notion of the vector weight of an agent, which is the mapping

w : N × A −→ R
M
+

with M ≥ 1. The weight has at least one positive component as long as the
agent is active (ie. its task is being executed) or hibernated. In other words the
equality

wt(Ai) = 0 (4)

means that the agent Ai does not exist yet or already. Note that we observe the
application state in discrete time moments, so the set of times is N. We assume
that the dependency of the total weight of child agents after partition upon their
parent’s weight before partition is well-known and linear, i.e. there is a matrix
P ∈ R

M×M
+ such that in the case of partition A → {A1, A2} we have

wt+1(A1) + wt+1(A2) = Pwt(A). (5)

The single agent weight is only an auxiliary notion needed to define what shall
be one of the main observed global quantities, ie. the total weight of all agents
allocated on a virtual node P at any time t, which is

Wt(P ) =
∑

Scht(A)=P

wt(A).

In previous papers Wt was the system state, but as we want to differentiate
between active and hibernated agents, we shall split the total weight into two
terms

Wt(P ) = W a
t (P ) + Wh

t (P ),

where W a
t (P ) is the total weight of active agents and Wh

t (P ) is the total weight
of hibernated agents. We shall observe the evolution of both quantities separately.

If the components of w include Ei and Mi defined in Sec. 2 (as in [7], [8]),
then:

– Mi > 0 for active agents and Mi = 0 for hibernated ones,
– Ei is positive till the agent destruction and does not change as long as the

agent is hibernated.

In this case obviously Ei
total and M i

total will be among the components of W .
But in general it may be convenient to find other state variables (see [9] for
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considerations on that topic). In any case both Ei
total and M i

total should remain
observables of our system.

In the sequel we shall assume that the number of virtual nodes

�N = N

is fixed. We could also assume that it is bounded, but this is not a big generali-
sation. For the sake of conciseness we introduce the notation

W a,j
t = W a

t (Pj), Wh,j
t = Wh

t (Pj)

for j = 1, . . . , N . Then W a
t and Wh

t may be interpreted as vectors from R
MN
+

or, if it is more convenient, as nonnegative M × N matrices.
According to the interpretation of (4) the equality Wt = 0, which is equiv-

alent to W a
t = Wh

t = 0, means that at the time t there are neither active nor
hibernated agents, ie. the computations are finished. In other words 0 is the final
state of the application’s evolution.

4 Global State Evolution

In this section we shall formulate the equations of the evolution of our state
variables, ie. W a

t and Wh
t . They are expected to be a generalisation of the state

equations presented in [9], so they should reduce to those equations in the absence
of hibernations. Consequently they shall be stochastic difference equations, which
means that the pair (W a

t , Wh
t ) shall form a discrete stochastic process.

First of all let us recall what has been called the ’established’ evolution equa-
tion. It has been the equation showing the evolution of an application in the
absence of agent migrations and partitions and it has the following form.

Wt+1 = F (Wt, ξt) (6)

where F is a given mapping and (ξt)t=0,1,... is a given sequence of random vari-
ables representing the background load influence. We assume that ξt are mutually
independent, identically distributed and have a common finite set of values Ξ,
which is justified in many natural situations (cf. [8], this paper also considers
more general assumptions on the background load).

In our case, we extend the meaning of the ’established’ evolution by excluding
hibernations as well. This results in the following conditions

Wh
t = 0, W a

t = Wt.

Thus we can rewrite (6) to obtain
{

W a
t+1 = F (W a

t , ξt)
Wh

t+1 = 0.
(7)

Since 0 has to be an absorbing state of W t = (W a
t , Wh

t ), we need to assume that
for every t

F (0, ξt) = 0 (8)
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with probability 1. To guarantee reaching the final state we need also another
assumption stating that there exists t > 0 such that for every initial condition
Ŵ and Wt evolving according to (6) we have

Pr
(
Wt = 0 | W0 = Ŵ

)
> 0. (9)

It is easy to see that a similar condition holds for W t and the natural initial
state (Ŵ , 0). A desired consequence of (9) (cf. [10]) is that with any initial
condition our application will eventually finish the computations, which makes
the assumption quite useful.

The equations of migration and partition are almost the same as in [9], the
only difference is that they describe the behaviour of W a

t (Wh
t does not change

during a migration or a partition).
In the case of sole hibernations and dehibernations at node Pj (and no migra-

tions, partitions or ’established’ evolution) the system shall behave according to
the following equation.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

W a,j
t+1 =

(
I − diag(uh,j

t (W a
t ))

)
W a,j

t + diag(ua,j
t (W t)W

h,j
t

Wh,j
t+1 =

(
I − diag(ua,j

t (W t))
)

Wh,j
t + diag(uh,j

t (W a
t ))W a,j

t

W a,i
t+1 = W a,i

t

Wh,i
t+1 = Wh,i

t for i �= j.

(10)

uh,j
t : R

MN
+ → [0, 1]M and ua,j

t : R
MN
+ × R

MN
+ → [0, 1]M are the proportions of

components of the total weights of agents, respectively, hibernated and activated
(dehibernated) to the corresponding proportions of the total weights of all agents
allocated at node Pj at the moment t. We assume that the decision of hibernating
some agents is the result of a resource shortage. As hibernated agents do not
make use of any resources interesting from our point of view (we assume that
server disks are large enough) this decision is based on the weight of active
agents only. In other words uh

t does not depend on Wh
t . In contrast the decision

of reactivating some hibernated agents may depend on some of their features
(eg. even if some RAM is free, every single hibernated agent may be too big to
be activated), so ua

t depends on both weight components.
Now we are in position to present the complete state equations. They are an

extension of the state equations presented in [9] and they are constructed in a
similar way, ie. as a combination of the above mentioned simplified equations
reducing to these equations in their described particular context. We propose
the following combination.
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

W a,i
t+1 = gi

(
F i(W̃ a

t , ξt), Pdiag(uii
t (W a

t )) W a,i
t ,

∑
j �=i diag(uji

t (W a
t )) W a,j

t ,

diag(ua,i
t (W t)) Wh,i

t

)

Wh,i
t+1 = (I − diag(ua,i

t (W t))) Wh,i
t + diag(uh,i

t (W a
t )) W a,i

t

W a,i
0 = Ŵ i

Wh,i
0 = 0

(11)
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for i = 1, . . . , N , where

W̃ a,i
t =

(
I −

∑N
k=1 diag(uik

t (W a
t )) − diag(uh,i

t (W a
t ))

)
W a,i

t

and Ŵ is a given initial state. For (11) to reduce to simplified equations we
need an assumption on g, which may be eg. g(s, 0, 0, 0) = s, g(0, p, 0, 0) = p,
g(0, 0, m, 0) = m, g(0, 0, 0, h) = h. Note that in [8] and earlier papers we used a
stronger condition, ie. g(s, p, m, h) = s + p + m + h.

It follows that Wt is a controlled stochastic process with a control strategy

π = (ut)t∈N, ut = (ut, u
a
t , uh

t ) : R
MN
+ −→ U. (12)

The control set U contains such elements a = (α, αa, αh) from [0, 1]M(N×N) ×
[0, 1]MN×[0, 1]MN that satisfy at least the following conditions for m = 1, . . . , M .

αij
m · αji

m = 0 for i �= j, αi1
m + · · · + αiN

m + αh,i
m ≤ 1 for i = 1, . . . , N. (13)

The first equation in (13) can be interpreted in the following way: at a given
time migrations between two nodes may happen in only one direction. The sec-
ond equality means that the number of agents leaving a node, partitioned or
hibernated at the node must not exceed the number of agents active at the node.

Remark 1. It is easy to see that the control set U defined by the conditions (13)
is compact (and so are of course its closed subsets).

As in [9] we do not take the whole R
MN
+ × R

MN
+ as the state space. Instead we

choose finite subsets Sa, Sh of N
MN both containing 0 and S = Sa ×Sh = {s0 =

(0, 0), s1, . . . , sK} shall be the state space. Consequently we assume that F and
g have values in Sa. Additionally, we need also to assume that for every t ∈ N

and W = (W a, Wh) ∈ S

ut(W ) ∈ UW =
{
a ∈ U : Ga(W, a, ξ) ∈ Sa, Gh(W, a) ∈ Sh for ξ ∈ Ξ

}

where Ga and Gh denote the right hand sides of, respectively, the first and
the second equation in (11). The above equality implies that Ga(W, 0, ξ) =
F (W a, ξ) ∈ Sa and Gh(W, 0) = Wh ∈ Sh for any W and ξ, which means that
(0, 0) ∈ UW , therefore UW is nonempty for every W ∈ S. On the other hand we
have Ga(0,a, ξ) = F (0, ξ) = 0 and Gh(0, a) = 0, i.e. 0 is an absorbing state of
W t independently of a chosen control strategy.

Remark 2. Similarly to [9] it remains true that W t is a controlled Markov chain
with transition probabilities pij(a) = Pr(G(si,a, ξ0) = sj) for i, j = 0, . . . , K,
a ∈ Usi , G = (Ga, Gh). The transition matrix for the control u is P (u) =
[pij(u(si))]i,j=0,...,K .
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5 Optimal Scheduling Problem

Let us now recall (after [7]) the definition of the optimal scheduling for a com-
puting MAS in terms of the stochastic optimal control theory. We have already
the state equations (11), so we need also a cost functional and a set of admissible
controls.

The general form of considered cost functionals is

V (π; s) = E[
∑∞

t=0 k(W t,ut(W t))] (14)

where π is a control strategy (12) and s = (sa, 0) is the initial state of W t, i.e.
W 0 = s. Since 0 is an absorbing state we shall always assume that remaining
at 0 has no cost, i.e. k(0, ·) = 0. This condition guarantees that the overall cost
can be finite.

The form of the set of admissible strategies is a modification of the one used
in [9], namely

U =
{
π : ut(W ) ∈ UW , t ∈ N

}
.

Now we can formulate the optimal scheduling problem. Namely given an initial
configuration (Ŵ , 0) we look for a control strategy π∗ ∈ U such that

V (π∗; (Ŵ , 0)) = min
{
V (π; (Ŵ , 0)) : π ∈ U, W t is a solution of (11)

}
. (15)

In other words an optimal scheduling for Wt is a control strategy π∗ realising
the minimum in (15).

Our main general tool for proving the existence of optimal scheduling strate-
gies is [9, Prop. 4]. Its key assumptions are (R1) and (R2). They are expressed
in terms of special properties of the transition matrix P (u), but they mean that
K-step (for (R2) n-step for some n) probability of reaching 0 from every initial
state is positive provided we use:

– for (R1) any stationary strategy π = (u,u, . . . );
– for (R2) one particular stationary strategy.

In (R2) we have to impose a stronger assumption on the one-step cost k, nev-
ertheless it is much easier to check than (R1). In our case thanks to (9) the
assumption (R2) is satisfied eg. for the zero control strategy π = (0, 0, . . . ).

For this reason in the sequel we shall consider only costs which satisfy the
second part of (R2), ie.

k(s,a) ≥ ε > 0, for s �= 0, a ∈ Us. (16)

Among cost functionals presented in [9] only the expected total time of com-
putations VT satisfies automatically (16). Let us recall that it has the following
form.

VT (π; s) = E
[
inf{t ≥ 0 : Wt = 0} − 1

]
. (17)
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Remaining two functionals (VL and VM ) do not satisfy the assumption (16),
but we can reduce the problem by adding a term cVT with (maybe small) c > 0
to both of them.

First of the two (the one promoting good load balancing) after such a modi-
fication has the following form.

VLT (π; s) = E
[∑∞

t=0
∑N

i=1(L
i
t − Lt)2

]
+ cVT (π; s), Lt = 1

N

∑N
i=1 Li

t (18)

where Li
t is the load concentration (1) at Pi at the moment t. These quantities

are well defined because we have assumed that Ei
total and M i

total are observables
of our system.

The last cost functional from [9] (penalising migrations) after the modification
has the following form.

VMT (π; s) = E
[∑∞

t=0
∑M

m=1
∑

i�=j μij
m(uij

m,t(W a
t ))

]
+ cVT (π; s). (19)

μij
m : [0, 1] → R+ allows us to take into account the distance between Pi and Pj .
Considerations accompanying (15) along with [9, Prop. 4] result in the follow-

ing corollary.

Corollary 3. Problem (15) for VT , VLT or VMT has the unique solution.

Finally, let us recall the optimality conditions presented in [9, Prop. 6] and
rewrite it in our context in the following corollary.

Corollary 4. Let V denote any of the functionals VT , VLT , VMT . The optimal
solution of (15) is a stationary strategy π∗ = u∞ = (u,u, . . . ) and it is the
unique solution of the equation

V (π∗; s) = mina∈Us

[∑K
j=1 pij(a)V (π∗; sj) + k(s,a)

]
. (20)

The solution of (20) exists and it is the optimal solution of (15).

(20) can be solved by means of an iterative procedure such as Gauss-Seidel.
The complexity of the computational problem depends first of all on the size of
the state space S, which in general is expected to be quite big. To make things
better in a typical situation many states are inaccessible from one another so
the matrix pij is sparse. The complexity is increased on the other hand by the
minimisation and depends on the size (and the structure) of control sets Us.

6 Conclusions

The presented MAS architecture along with diffusion-based agent scheduling
strategies form a relatively easy to manage and quite efficient framework for
large-scale distributed computations. The presented mathematical model pro-
vides us with a precise definition of optimal task scheduling in such an environ-
ment. It also gives us some useful results concerning the existence of optimal
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scheduling strategies (Cor. 3) as well as the optimality conditions (Cor. 4). The
latter show that the choice of scheduling strategies utilised during tests (cf. [5])
was proper, because it is a stationary strategy and according to Cor. 4 the op-
timal strategy belongs to that class. In this paper the formal model has been
extended to consider agent hibernations neglected so far. Also the existence re-
sults and the optimality conditions has been adapted appropriately. It appears
that it is an important extension and omitting hibernations in some cases might
result in a wrong observation of the state of a computing application. Further
plans concerning the model include detailed studies on the form of the optimal
strategies and, on the other hand, finishing some experiments (and starting some
new ones) expected to extend the model’s empirical basis.
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Abstract. The systematic approach to the synthesis of the agent-super-
visor supervising a group of agents is presented. It is based on results of
the DES (discrete event systems) control theory. The agents as well as
the agent-supervisor are understood to be DES and they are modelled
by Petri nets (PN). The method based on PN place invariants is used in
order to synthetise the supervisor. The illustrative example is introduced
to explain the elementary steps of the proposed technique. A counter-
example illustrating the limits of the approach is introduced too.

Keywords: Agent, invariants, MAS, modelling, Petri nets, supervisor.

1 Introduction

Agents are usually understood to be persistent (not only software, but also
material, personal, etc.) entities that can perceive, reason, and act in their
environment, and communicate with other agents. Hence, multiagent systems
(MAS) can be apprehended as a composition of collaborative agents working in
shared environment. The agents together perform a more complex functionality.
Communication enables the agents in MAS to exchange information. Thus, the
agents can coordinate their actions and cooperate with each other. However, an
important question arises here: What communication mechanisms enhance the
cooperation between communicating agents?

In this paper the synthesis of the supervising agent is presented. It utilizes
some results of the DES (discrete event systems) control theory, especially those
concerning the theory of place invariants [8,6] and the supervisor [9] and/or
controller synthesis based on this theory. Mathematical and/or graphical de-
scription of the agents as well as the global MAS will be delt on the background
of place/transition Petri nets (P/T PN) described e.g. in [8].

Consider two simple agents A1, A2 representing, respectively, two processes
P1, P2 given in Fig. 1a). While the resources used by the agents are sufficient,
the agents can work autonomously. However, when the resources are limited a
coordinated action is necessary. In such a case a supervisor or a controller is
necessary. The procedure of the mutex (mutual exclusion) frequently occurs in
� Partially supported by the Slovak Grant Agency for Science (VEGA) under grant

# 2/6102/26.
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546 F. Čapkovič

different systems when it is necessary to solve conflicts among parallelly op-
erating subsystems. It is very frequent also in DES like flexible manufactur-
ing systems (e.g. a robot serves two transport belts), communication systems
(two users want to use the same channel), transport systems (two trains want
to enter the same segment of the railway), etc. The PN model of the sim-
plest form of the mutex - the mutex of two processes - is given in Fig. 1b).
It is not very complicated to synthesize such a supervisor in this simple case.
Contrariwise, in case of more agents and more complicated conditions for co-
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Fig. 1. The PN-based model of the a) two simple processes and b) their mutex

operation among them, founding the supervisor is by far more intricated. Con-
sider the group of 5 autonomous agents GrA = {A1, A2, A3, A4, A5} given
in Fig.2. Consider e.g the situation when it is necessary to ensure that only
one agent from the subgroup Sgr1 = {A1, A4, A5} and only one agent from
the subgroup Sgr2 = {A2, A4, A5} and only one agent from the subgroup
Sgr3 = {A3, A4, A5} can simultaneously cooperate with other agents from
GrA. In other words, the agents inside the designated subgroups must not work
simultaneously. Even, the agents A4 and A5 can work only individually (any
cooperation with other agents is excluded). However, the agents A1, A2, A3 can
work simultaneously. In such a situation the synthesis of the supervisor realizing
such a mutex (i.e. deciding which agents can simultaneously work and when) is
not so simple. Consequently, a systematic (orderly, not stray) approach has to
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Fig. 2. The PN-based model of the group of 5 simple agents

be found. There exists the DES control synthesis method based on the PN place
invariants (P-invariants) in DES control theory [11,7,2,4]. Its principle can be
utilised for our purposes.
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2 The Supervisor Synthesis

Before starting the supervisor synthesis it is necessary to introduce the mathe-
matical model of P/T PN. Namely, the ability to express the states of agents,
the ability to test properties by means of the PN invariants and the reachability
graph (RG) as well as the ability to synthesize the supervisory controllers by
means of the invariants and RG [3,5] utilizing linear algebra predestinate PN to
be frequently used. The model has the form as follows

xk+1 = xk + B.uk , k = 0, N (1)
B = GT − F (2)

F.uk ≤ xk (3)

where k is the discrete step of the dynamics development; xk = (σk
p1

, ..., σk
pn

)T is
the n-dimensional state vector of DEDS in the step k; σk

pi
∈ {0, cpi}, i = 1, ..., n

express the states of the DEDS elementary subprocesses or operations - 0 (pas-
sivity) or 0 < σpi ≤ cpi (activity); cpi is the capacity of the DEDS subprocess pi

as to its activities; uk = (γk
t1 , ..., γ

k
tm

)T is the m-dimensional control vector of the
system in the step k; its components γk

tj
∈ {0, 1}, j = 1, ..., m represent occur-

ring of the DEDS elementary discrete events (e.g. starting or ending the elemen-
tary subprocesses or their activities, failures, etc. - 1 (presence) or 0 (absence)
of the corresponding discrete event; B, F, G are structural matrices of constant
elements; F = {fij}n×m, fij ∈ {0, Mfij}, i = 1, ..., n , j = 1, ..., m expresses
the causal relations among the states of the DEDS (in the role of causes) and the
discrete events occuring during the DEDS operation (in the role of consequences)
- 0 (nonexistence), Mfij > 0 (existence and multiplicity) of the corresponding
causal relations; G = {gij}m×n, gij ∈ {0, Mgij}, i = 1, ..., m, j = 1, ..., n ex-
presses very analogically the causal relations among the discrete events (causes)
and the DEDS states (consequences); because F and G are the arcs incidence
matrices the matrix B is given by means of them according to (2); (.)T symbol-
izes the matrix or vector transposition.

The main idea of the approach to the supervisor synthesis consists in imbed-
ding of additional PN places (slacks) and finding the structural interconnections
between them and the original PN places. Consequently, a new PN subnet rep-
resenting the supervisor and its interface with the original system are found and
added to the PN model. Thus, the desired behaviour of agents is forced. The
definition of the P-invariant v of PN in general is the following

BT .v = 0/ (4)

with v being n-dimensional vector and 0/ is m-dimensional zero vector. How-
ever, usually there are several invariants in PN models. Hence, the set of the
P-invariants of PN is created by the columns of the n × nx-dimensional (nx

expresses the number of invariants) matrix V being the solution of the equation

VT .B = 0/ (5)
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In PN with the slacks mentioned above we have to use the following structure
with augmented matrices. Consequently, the equation (5) has to be writen in
the form

[L, Is].
[
B
Bs

]
= 0/

where Is is (nx × nx)-dimensional identity matrix and L describes conditions
(as to marking of some places in the PN models of agents) of the desired MAS
behaviour. While B is the known structural matrix of the agents (without the
supervisor), Bs is the supervisor structure which is searched by the synthesis
process. Thus,

L.B + Bs = 0/; Bs = −L.B; Bs = GT
s − Fs (6)

where the actual structure of the matrix L has to be respected. The augmented
state vector and the augmented structural matrices (of the original system to-
gether with the supervisor) are the following

xa =
[
x
xs

]
; Fa =

(
F
Fs

)
; GT

a =
(

GT

GT
s

)

where the submatrices Fs and GT
s correspond to the interconnections of the

incorporated slacks with the actual (original) PN structure.

2.1 The Illustrative Example

It can be seen that in the above mentioned case of the five agents the form of
L follows from the imposed conditions prescribing the limited cooperation of
agents expressed mathematically as

σp2 + σp8 + σp10 ≤ 1 (7)
σp4 + σp8 + σp10 ≤ 1 (8)
σp6 + σp8 + σp10 ≤ 1 (9)

The form of the augmented matrix [L, Is] follows from the modified conditions
(introducing the slacks) which are given mathematical terms as

σp2 + σp8 + σp10 + σp11 = 1 (10)
σp4 + σp8 + σp10 + σp12 = 1 (11)
σp6 + σp8 + σp10 + σp13 = 1 (12)

where p11, p12, p13 are the additional places - i.e. the slacks s1, s2, s3 (in general,
the number i of such slacks si can also be different from i = 3, of course) - that
ensure the desired eliminations of the agents cooperation activities. The number
of the slacks depends on the number of conditions and on their form. As it
is clear from the equations (10)-(12), only one place from the set of four places
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p2, p8, p10, p11 can be active while the rest ones have to be passive. Analogically,
the same is valid for the sets p4, p8, p10, p12 and p6, p8, p10, p13.

F =

⎛
⎜⎜⎜⎜⎝

FA1 0 0 0 0
0 FA2 0 0 0
0 0 FA3 0 0
0 0 0 FA4 0
0 0 0 0 FA5

⎞
⎟⎟⎟⎟⎠ ; G =

⎛
⎜⎜⎜⎜⎝

GA1 0 0 0 0
0 GA2 0 0 0
0 0 GA3 0 0
0 0 0 GA4 0
0 0 0 0 GA5

⎞
⎟⎟⎟⎟⎠ (13)

FAi =
(

1 0
0 1

)
; GAi =

(
0 1
1 0

)
; BAi =

(
−1 1

1 −1

)
; i = 1, ..., 5 (14)

L =

⎛
⎝0 1 0 0 0 0 0 1 0 1

0 0 0 1 0 0 0 1 0 1
0 0 0 0 0 1 0 1 0 1

⎞
⎠ ; B =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−1 1 0 0 0 0 0 0 0 0
1 −1 0 0 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0
0 0 0 0 −1 1 0 0 0 0
0 0 0 0 1 −1 0 0 0 0
0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 0 −1 1
0 0 0 0 0 0 0 0 1 −1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(15)

Bs = −L.B =

⎛
⎝−1 1 0 0 0 0 −1 1 −1 1

0 0 −1 1 0 0 −1 1 −1 1
0 0 0 0 −1 1 −1 1 −1 1

⎞
⎠ (16)

Hence, by wirtue of (6), we have

Fs =

⎛
⎝1 0 0 0 0 0 1 0 1 0

0 0 1 0 0 0 1 0 1 0
0 0 0 0 1 0 1 0 1 0

⎞
⎠ ; GT

s =

⎛
⎝0 1 0 0 0 0 0 1 0 1

0 0 0 1 0 0 0 1 0 1
0 0 0 0 0 1 0 1 0 1

⎞
⎠ (17)

Thus, we obtain the structure of MAS given in Fig. 3 where the supervisor is
represented by the structure consisting of the places p11, p12, p13 together with
the interconnections joining them with the elementary agents. Such MAS exactly
fulfils the prescribed conditions. The reachability graph (RG) [8] of the system is
given in Fig. 4. Its nodes are the states reachable from the initial state x0 and its
edges are weighted by corresponding PN transitions enabling the state-to-state
transit. The control synthesis based on RG is described in the author’s works
[3,5]. Consequently, this problem is not discussed here. In the light of the above
introduced facts we can illustrate also the systematic synthesis of the simplest
mutex presented in Fig. 1. Here we have

σp2 + σp4 ≤ 1 (18)
σp2 + σp4 + σp5 = 1 (19)
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L = (0, 1, 0, 1); B =

⎛
⎜⎜⎝

−1 1 0 0
1 −1 0 0
0 0 −1 1
0 0 1 −1

⎞
⎟⎟⎠ ; L.B = (1, −1, 1, −1) (20)

Bs = −L.B = (−1, 1, −1, 1); Fs = (1, 0, 1, 0); GT
s = (0, 1, 0, 1) (21)

Of course, the result is the same like that given in the Fig. 1.b) - compare (21)
with Fig. 1b).
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Fig. 3. The PN-based model of the controlled cooperation of the agents
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Fig. 4. The RG of the five cooperating agents a) in the form where the edges are
oriented bidirecitonally, but weights of the elementary edges are not introduced be-
cause they are different depending on the orientation; b) in the form where both the
orientation of edges and their weights are introduced implicitly

3 Applicability of the Approach

The method described above is suitable for the so called pure PN. P/T PN is
pure when there is no ’loop’ between a place and a transition - i.e. it is the
net without the loops of the form given in Fig. 5a). Namely, in such a case
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the matrices F, GT have nonzero element equal to 1 in the same place - in
general, when there exists the ’loop’ between pi and tj the element f(i, j) of the
matrix F is equal to the element gT (i, j) of the matrix GT . The effect is, that
the difference GT - F = B gives us a deformed information about the system
structure, because the elements f(i, j), gT (i, j) eleminate each other (namely,
gT (i, j) - f(i, j) = 0). Fortunately, in PN theory a simple solution of such a
problem is possible. It is sufficient to replace the transition in question by the
fictive structure introduced in Fig. 5b). The auxiliary place p′ together with its
input and output transitions t′ and t′′ replace the original transition t. It means
that the impureness in the form of a ’loop’ can be replaced (without changing any
dynamic property of the net) very simply by the replacement of the transition in
question by two fictive transitions and a fictive place set between them. Such a
replacement is invariant. After removing the ’loop’ problems the original method
of the supervisor synthesis can be utilized also for the systems modelled by the
’impure’ P/T PN.

t

a) b)

� � ������������� � � �

�

p p p′
t t′ t′′

Fig. 5. The replacement of the loop. The original loop is on the left. The structure
replacing the loop is given on the right.

3.1 Dealing with Problems of Mutual Interactions Among Agents

Many times, another form of demands on the cooperation among agents occurs.
Especially, the situation - see e.g. [1] - when there exist mutual interactions
among the agents to be supervised. In such a case a particular marking (i.e.
the state of a concrete place) of one agent affects (e.g. stops) firing a transition
in another agent. The situation is illustrated in Fig. 6a), where the transition
A1t of the agent A1 is prevented from firing under marking the place A2p of the
agent A2. As we can see in that picture, a figment that the place p′ represents the
supervising agent A3 (or, better said, its part) can be accepted and consecutively,
the above described approach to the supervisor synthesis can be utilized. Namely,
the transition A1t can be substituted by means of the auxilary fictive place p′′

together with its fictive input and output transitions t′, and t′′ analogically
to that displayed in Fig. 5b). Hence, the new situation - i.e. new structure -
is displayed in Fig.6b). It can be seen that it is the classical mutex. Such a
substitution can be utilized in synthesis of the supervisor in case of agents with
more complicated structure. For example, the well known kind of the reader-
writer cooperation named as the Owicki/Lamports mutex (defined e.g. in [10])
can be automatically synthetised using this substitution.

However, it is necessary to say, that there exist cases where the synthesis of
the supervisor based on invariants is not so simple (i.e. fully automatized) or
even, it is impossible. Here, the experience and invention of the creator of the
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Fig. 6. The prevention of the transition A1 t (the part of the Agent A1) from firing
under the marking A2p (the part of the Agent A2) by means of p′ - the part of the
supervisor, i.e. the Agent A3. a) The original schema; b) The substitutive schema.

agents supervisor has to be used. In the next illustrative example such a system
is presented and described.

3.2 The Counter-Example

In order to illustrate such a counter-example let us consider the so called Peter-
son’s mutex algorithm [10] given in Fig. 7. This system consists of two agents
A1 (writer) and A2 (reader). The PN places describe the following activities: p1
- pending 1 of A1; p2 - pending 2 of A1; p3 - critical A1; p4 - finished A1; p5 -
pending 0 of A1; p6 - quiet A1; p7 - pending 1 of A2; p8 - pending 2 of A2; p9 -
critical A2; p10 - finished A2; p11 - pending 0 of A2; p12 - quiet A2; p13 - at A1
(left); p14 - at A2 (right).

The state p4 signals to A2 that A1 is presently not striving to become critical.
This allows A2 to ”easily” access its critical region, by the action represented by
the transition t12. Likewise, the state p10 allows A1 to access its critical state, by
the action represented by the transition t5. The shared token alternates between
the states p13 and p14 The step from p1 to p2 results in the token in p13: by
action expressed by the transition t2 in case A1 obtains the token from p13, or
by action expressed by the transition t3 in case at A1 held the token anyway.
The step from p7 to p8 likewise results in the token in p14. Hence, the token is
always at the site that executed the step from ’pending 1’ to ’pending 2’ most
recently.

After leaving p6 along the quiescent action represented by the transition t7,
the A1 takes three steps to reach its critical state p3. In the first step, the fair
action represented by the transition t6 brings A1 from p5 to p1 and removes the
state p4. Fairness of the transition t6 is local, because the transition t6 is local to
A1, with p4 the only forward branching the place in the transition t6, which is
connected to the A2 by the loop (p4, t12). The second step, from p1 to p2, results
in the shared token in the place p13, as described above. The third step brings
A1 to p3, with action expressed by the transition t5 in case A2 signals with p10,
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Fig. 7. The PN-based model of the two agents communication - the writer (agent A1)
and the reader (agent A2) - in the form of the Peterson’s mutex

that it is presently not interested in going critical, or with action represented by
the transition t4 in case A2 more recently executed the step from p7 to p8.

The algorithm’s overall structure guarantees that one of p10 or p14 will eventu-
ally carry a token that remains there until eventually either the event represented
by t5 or t4 occurs. The two agents are structurally symmetrical, but the initial
state favors A2 (if the place p14 contains the token) or A1 (if the place p13
contains the token).

In this example the invariants-based approach to the supervisor synthesis fails.
Namely, any satisfying matrix L cannot be found. Searching for reasons it was
detected that the problem consists in the specific structure of the P-invariants of
the global system presented in Fig. 7. As we can see from the following matrix of
the global system P-invariants the invariants of the agents A1, A2 are mutually
disjoint

VT =

⎛
⎜⎜⎜⎜⎝

0 0 0 0 0 0 1 1 1 0 1 1 0 0
0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1
1 1 1 0 1 1 0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎠

4 Conclusion

The method of the DES control theory based on PN place invariants was utilized
for the synthesis of the agent (with prescribed properties) supervising a group
of agents in MAS. The illustrative example documenting the soundness of the
method was introduced. It was shown that the method is simply applicable for
autonomous agents modelled by pure PN. Additionally, it was described how the
applicability can be extended for the agents modelled by impure PN. Namely,
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a simple substitution of the transition in the loops of the PN model is sufficient
to remove the impureness. As a result of the research it can be said that the
method is very useful for the synthesis of the agents supervising a group of
automous agents. In case of a group of cooperating agents some problems can
occur. Therefore, the counter-example was presented. It was shown that e.g. for
the reader-writer in the form of the so called Peterson’s mutex the supervising
agent cannot be synthetised by the proposed method. Hence, there exists a
challenge for the future investigation on this way, especially, to define general
conditions for the validity of the approach.
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5. Čapkovič, F.: Modelling, Analysing and Control of Interactions among Agents in
MAS. Computing and Informatics 26, 507–541 (2007)

6. Martinez, J., Silva, M.: A simple and fast algorithm to obtain all invariants of
generalized Petri net. In: Application and Theory of Petri Nets, vol. 52, pp. 301–
311. Springer, New York (1982)

7. Moody, J.O., Antsaklis, P.J.: Supervisory Control of Discrete Event Systems Using
Petri Nets. Kluwer Academic Publishers, Boston (1998)

8. Murata, T.: Petri Nets: Properties, Analysis and Applications. Proceedings
IEEE 77, 541–580 (1989)

9. Ramadge, P.J., Wonham, W.M.: Supervisory Control of a Class of Discrete Event
Processes. SIAM Journal on Control and Optimization 25, 206–230 (1987)

10. Reisig, W.: Elements of Distributed Algorithms. Modeling and Analysis with Petri
Nets. Springer, Berlin (1998)

11. Yamalidou, K., Moody, J.O., Antsaklis, P.J., Lemmon, M.D.: Feedback Control of
Petri Nets Based on Place Invariants. Automatica 32, 15–28 (1996)

http://www.cs.uic.edu/~shatz/SEES/Schedule.htm


Grounding of Human Observations as Uncertain
Knowledge
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Abstract. The article presents some methods of uncertain, human-
originated knowledge grounding, accomplished with the use of ontologies
with uncertainities and several ontology ABox joining techniques. Sev-
eral people with uncertain knowledge about some domain write down
their domain knowledge in a form of simple text in english. The goal is
to obtain uncertain ontology ABoxes, representing their knowledge, and
to join them, resulting in total, grounded, uncertain domain knowledge.
The joining process takes care of different facts description details, pos-
sible facts conflicts as well as varied facts certainity degrees and people
credibility.

Keywords: uncertain knowledge, uncertain knowledge grounding, on-
tology ABoxes joining, human-originated knowledge.

1 Introduction

The paper is a proposition of solving the task of uncertain, human-originated
knowledge grounding. Several people with uncertain knowledge about some do-
main write down uncertain domain facts in a form of simple text in english.
The goal is to provide one, total uncertain domain knowledge, based on men-
tioned information pieces, that can vary in described facts, their certainities and
description details. It is also necessary to take into consideration different peo-
ple credibilities and possible facts conflicts. The solution presented in the paper
is based on automated building of several domain ontologies [4] with uncer-
tainities from the text (ABoxes only, with constant TBox supplied externally).
Subsequently, ABoxes of the ontologies are joined [2,12] in a way that reflects
total knowledge the most adequately. The resulting ontology contains evaluated
certainity degrees of every sentence as well, depending on subjective certainity
degrees of knowledge contributors and their credibilities.

2 Solution Concept

The whole process of knowledge grounding presented in this paper is shown
in Fig. 1. The abstract TBox, called also the base TBox, is a kind of upper
ontology [9] for all possible domain TBoxes. It contains several basic concepts:

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 555–563, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Fig. 1. Solution concept

Entity — Existence, for representing classes of objects, Relation — Relation,
for representing relations between two entities, a subject and an object, and
Property — Property, which represents entity attributes. Among relations, there
are actions and states. In the abstract TBox it is also modelled that each action
can have many following actions. It is important for events chronology. Among
properties, there are numerical properties, NumericalProperty, and enumerative
properties, EnumProperty, the latter having a finite set of values.

The domain TBox contains concrete, domain terminology. All its concepts
should extend a proper base concept from the abstract TBox. Domain concepts,
like a car or a person should be subclasses of Existence, while concrete action
hitting and state has color should inherit abstract action and state relations
respectively. Speed, Height or Age could serve as domain examples of Numeri-
calProperty.

There are several human beings, sources of information, who have knowledge
about some domain. The knowledge is uncertain as well as different people have
varied credibilities. To model those uncertainities in ontologies [13,14], which
were chosen for knowledge representation, several certainity factors are intro-
duced, with values within 〈−1..1〉, where 1 means total certainity and −1 —
total contradiction. There are three kinds of relation certainities:

– relationCertainity — performing action certainity
– relationSubjectCertainity — the action subject certainity
– relationObjectCertainity — the action object certainity
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A similar certainity degree for entity attributes can be defined — let it be called
propertyCertainity. All degrees mentioned above are related to subjective opin-
ions of a source of information and can be assigned to each sentence. Additionally
each person has yet another certainity degree assigned that reflects his credibility.
Each certainity value present in a sentence must be multiplied by the credibility
factor of the information source.

It is assumed that people know domain terminology — the domain TBox. They
write down their domain knowledge in a form of a piece of text in english. This is
where knowledge processing, described in the article, begins. Firstly, all pieces of
text are parsed in order to extract domain ABoxes — known domain facts.

Then, previously obtained ABoxes are joined using several techniques, like
identifier-based joining, pattern-based joining, action sequences joining (used in
domains describing events with many actions, where chronology is an important
factor) or closure-based joining. For output ontology, although grounded, after
using mentioned methods, is still uncertain, proper certainity evaluation formulas
needed to be suggested as well. All phases of the process and used methods are
more precisely described in the following sections.

The implemented solution with text parsing is temporary as it has a few
disadvantages. Firstly, a person writing the text, must know what sentences are
permissible, in what order they should be written for the resulting ontology to
be correct and logical and what domain aspects are served. Those requirements
are hard to fulfill in real conditions. Secondly, there is no way to assure that all
needed information were written — the writer could still forget to mention some
facts he knows about. Those flaws will greatly be limitted when a domain-aware
agent is introduced. The agent will lead the dialog with a person, traversing the
domain ontology and available terminology, thus restricting the role in the whole
process of a human being to giving the answers to concrete, precise questions.
This intelligent agent will have the ability of asking proper questions, because
of its converstation history and context awareness. The abilities of the agent are
thought to be similar to those described in [6].

3 Domain ABoxes Building

At first, the text is formatted and all unnecessary phrases and prepositions are
deleted for every sentence in the text to be identified. Then, semantic analysis of
each sentence takes place. It is done using WordNet project [1]. A list of the most
probable parts of speach, like a noun or a verb, is created for every word in each
sentence. The building module, basing on a list of available sentence schemes in
the form of

〈subject, relation, object, sentence certainity phrase〉,

builds the domain ontology connected with the concrete person, contributing to
the knowledge. Several associate lists, which need to be provided externally, are
used, such as
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〈certainity phrase, certainity value〉, eg. 〈‘maybe’, 0.4〉, 〈‘certainly’, 1.0〉,

or base speach forms to a corresponding class in ontology mapping, like

〈‘getting closer’, class:Approaching〉,
〈(‘Toyota’,‘Avensis’), class:ToyotaAvensisCar〉.

The ‘it’ preposition is also served. This way, the subject of the current sentence
does not need to be repeated in the following one as long as it stays the same.
Instances are identified and created in the knowledge base as well.

4 Domain ABoxes Joining

Having all domain ABoxes, forming knowledge from several human beings, the
joining process [3,8] can be started to obtain aggregate, complete knowledge.
Different credibilities of sources of information or points of view and possible
missing facts must be taken into account while performing ontology ABoxes
joining.

4.1 Identifier-Based Joining

The idea of performing joining based on identifiers has its origin in assumption
that in real world there are certain entity kinds for which an identification system
was created, like unique car licence plates. Two objects with the same identifiers
are found to be synonims. The big advantage of the method is high matching ac-
curacy, but from the other hand the amount of such entity types is rather small.

4.2 Pattern-Based Joining

An instance can be described by a set of numerical properties, like speed or
height, and discrete properties with finite number of possible values, such as
colours. If two individuals represent the same class and their corresponing prop-
erties’ values are similar, there is a chance for these two instances to be synonims.
A pattern is a set of elements of the following two types:

– A discrete role — its values must be equal in comaparing instances, like sex,
– A numerical role with fault margin — certain differences in values are per-

mitted

All patern conditions have to be met to make two instances synonims. This
method works the best if the domain is not too broad and the number of actors
is not large.

4.3 Action Sequences Joining

A specification of events chronology in events-oriented domains is one of the most
important things to be taken care of. Matching action types and succession is
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an important factor in synonims searching between corresponding actions and
their actors. The analysis of possible successive actions for every action in domain
ABoxes results in directed graph of action succession creation. Then, the action
succession graph need to be linearized, using the breadth-first searching algo-
rithm. For example, after linearization of the graph from the Fig. 2 (left side),
the following action sequences will be created: (A, B, E, F), (A, C, E, F), (A, D,
F). After all graphs linearization is complete, a comparison between each pair of

Fig. 2. An example action graph (left), Action sequences (right)

sequences from different ABoxes is performed. The comparison results in corre-
spondence sequence detection, which consists of potentially synonimical actions.
For an action pair to be accepted to the correspondence sequence, both actions
have to be of the same kind. Additionally, the actions’ subjects or objects have
to be of the same class or classes near each other in class hierarchy (if the classes
represent detailed concepts and only for certain, configurable cases).

Compared action sequences can, and probably will be only similar, not equal,
because different descriptions of a complex event may vary in details. That is
why not all actions from the sequence have to form a correspondence sequence
— only matching ones. For example, in case of action sequences from Fig. 2
comparison, a correspondence sequence ((A1, A2), (D1, D2), (E1, E2)) will be
created. From all correspondence sequences found for a certain pair of ontologies,
the longest sequence is chosen. All its paired actions are considered synonims if
the sequence length is more than three.

4.4 Closure-Based Joining

Ontologies can be treated like a connection graph with individuals or actions
as vertices and hasSubject or hasObject relations as edges. The main idea be-
hind closure-based joining is an assumption that if, for example, two individuals
(verticies in the connection graph) are synonims, their adjoining vertices (for
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example two other individuals) could be synonims as well unless they are not
similar or have different types.
Two kinds of closures are defined:

– action closure — if two actions have the same type and their subjects and
objects are synonims, the actions are synonims as well,

– subject (object) closure (entity closure) — if two actions are synonims and
their objects (subjects) are synonims, their subjects (objects) are synonims
as well.

These closures are applied multiple times so as synonims discovery propagates
through the connection graph.

4.5 Certainities Evaluation

If two facts do not collide with each other, there is not any problem with them —
both are taken into the joined ABox as they were in domain ABoxes. Undoubtly
there will be some colliding facts too, and not colliding facts, but with different
certainity factors. In the first case, a fact with the highest certainity value must
be taken, in the latter — although there is no argue concerning the fact itself,
its final certainity degree needs to be calculated.

A fact with different certainity values. Let the fact in question has cer-
tainity values p1, p2, . . . , pn, coming from information sources 1..n. These values
already include credibilities w1..wn of sources (pi = wi ∗ qi, where qi is a subjec-
tive opinion of the ith source about the fact). The final certainity p is the mean
of pi values.

Colliding facts. In this case one of the facts need to be taken and its final
certainity value must be evaluated. There are two possibilities, depending on
property kind:

– discrete properties — a property value with the highest certainity degree
need to be chosen. Let property values ai, (i = 1..n) have among n people
certainities pi,1..pi,k(i), (1 ≤ k(i) ≤ n), and these certainities include sources
credibilities (the same as previously). Property value ax with the highest
mean certainity value px =

∑
j=1..k(x) px,j/k(x) is taken into the joined

ABox. The value px is an output certainity value of the fact as well.
– numerical properties with fault margin — in this case two values are consid-

ered not equal if their difference is greater than the fault margin. Otherwise,
the means of the values and their certainities (pi) are calculated and treated
like a common value. The rest of the procedure is analogous to the previ-
ous case, barring the difference that now the calculations can be performed
many times for different mean combinations (eg. when a and b are within
the fault margin, b and c, too, but a and c not any more, both the mean
of a and b and the mean of b and c must be taken into account, in dif-
ferent iterations). When the means are evaluated, the number of elements
forming the means have to be remembered, because those values must have
proportionally higher wage in following evaluations.
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5 Experiments

Road crashes ontology was designed for experiments. It includes, among other
things, cars and road signs hierarchies — both concepts inherit Existence class
from base TBox. Actions include cars approaching, hitting, turn signalling and
road line crossing, to name a few. A car can have colour, speed and licence plates.
Four crash witness reports were created and then joined.

Report 1 (witness credibility — 0.3):
I was driving a red Opel Vectra. Its license plates are ABA2010. I approached
Toyota Avensis. Its license plates are ABA2557. I indicated left. I crossed the
dashed line. I was driving 60 km/h. I hit Citroen C3. Its license plates are
ABA3232. It was driving 100 km/h.

Report 2 (witness credibility — 0.6):
I was driving green Toyota Avensis. Opel Vectra approached me. It indicated left.
Maybe it crossed the dashed line. It hit Citroen C3.

Report 3 (witness credibility — 0.9):
I was watching Opel Vectra with license plates ABA2010. No way it indicated
left. It hit Citroen C3. Its license plates are ABA3232.

Report 4 (witness credibility — 0.3):
I was driving silver Citroen C3. Its license plates are ABA3232. I was driving 60
km/h. Red Opel Vectra crossed continuous line. Its license plates are ABA2010.
I hit it.

The result of joining witnesses’ reports is as following:
Red Opel Vectra with licence plates ABA2010 was riding 60km/h. Silver Citroen
C3 with licence plates ABA3232 was riding 80km/h. The Opel Vectra maybe ap-
proached green Toyota Avensis with licence plates ABA2557. It is very doubtful
that the Opel Vectra turned on its signalization. It maybe overran a dashed line.
It probably hit the Citroen C3.

It can be spotted that information coming from a witness with high credibility
(report 3) has clearly higher final certainity factor (minimal certainity of Opel
Vectra driver’s turn signaling, greater certainity of Opel Vectra and Citroen C3
crash). Synonims among car instances were detected because of non-conflicting
car identifiers (licence plates). The joined knowledge is a kind of all reports sum
— contains even those facts that were not mentioned by all information sources,
like colours of cars. The speed of Citroen C3 (numerical property), 80 km/h,
was calculated as the mean of 100 km/h and 60 km/h. It is worth noting that
both values had the same certainity degrees in corresponding domain ABoxes, so
the waged mean was not necessary here. Witness 2 credibility was high enough
that even if he was not totally sure that Opel Vectra crossed the dashed line,



562 K. Szymański and G. Dobrowolski

it outclassed a certain sentence of low credible witness 4, who was saying the
line was continous — there is a dashed line in the output ontology. Moreover,
that version was confirmed by witness 1.

It is worth noting that testing presented process of uncertain knowledge join-
ing (grounding) is a complex task which cannot be truely automated. A proper
domain ontology must be manually created, basing on provided abstract TBox,
and several additional mappings, dependant on used domain, need to be pro-
vided as well — they were mentioned in the text. Every ontology is different
in its structure, too, and that greatly influences the outcome of the used algo-
rithms. It was assumed that automatically obtained results would be checked by
confronting them with anticipated ones. It is subjective to each person reading
them wether they are satisfying or not.

6 Conclusions and Future Work

The article presented the methodology of human-origined, uncertain knowledge
grounding with the use of several ABoxes with uncertainities joining methods.
Knowledge gaining was based on domian ABoxes with uncertainity values build-
ing. Each ABox was built from the text which contained domain knowledge of
some particular information source. Several joining methods, like identifier-based
joining, pattern-based joining, closure-based joining and action sequences joining,
together with sentence certainity values evaluation, resulted in domain knowledge
joining in such a way that maximized knowledge credibility and gave broader view
on problem domain. Presented methodology supports different fact certainity de-
grees as well as credibilities of information sources. Possible fact conflicts and dif-
ferently detailed event descriptions are also taken care of. The experiments from
the previous section were to show effectiveness of used methods.

Future work will focus on knowledge gaining method extension. Inclusion of
domain-aware agent [6] that will lead the dialogue with people, asking them
proper questions, related to dialog context and history, is planned. That ap-
proach will eliminate some current disadvantages, like demanding knowledge
about domain and system features from people.
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Abstract. Mobile embedded systems belong among typical applications of the 
distributed systems control in real time. An example of a mobile control system 
is the hydrogen powered prototype car control system. The design and realiza-
tion of such distributed control system represent demanding and complex task 
of real time control for minimization of race car fuel consumption. The design 
and realization of distributed control system, mention above, is prepared for 
testing as a complex laboratory task. The control system software uses multi-
agent technology with dynamic mutual negotiation of mobile system parts. The 
real hardware and software model is also important motivation for extended 
study.  

Keywords: Vehicle Control System, Distributed Control System, Multi-agents, 
Learning. 

1   Introduction 

A team of several specialists and students of Department of Measurement and Con-
trol, VSB-Technical University of Ostrava has designed and realized a prototype of 
hydrogen powered car based on fuel cell technology and electrical DC drive. The 
project is called HydrogenIX (Figure 1 shows a car) and the works and testing activi-
ties came through between October 2004 and today. 

The motivations for the project are following: 

- The development of mentioned race car is the first application of mobile system 
with the fuel cell in “Laboratory of Fuel Cells”.  

- Activate the interest of students, Ph.D. students, specialists and public in renewable 
and alternative energy sources. 

- Enlarge cooperation between university and external subjects in the field of renew-
able and alternative energy sources and related technologies. 

- Demonstrate results of the project in energy consumption economization at mobile 
vehicles.  

The Shell Eco-Marathon competition is organized by Shell Company and takes 
place at the race circuit in Nogaro, France. Teams from all over the Europe compete to 
have lowest consumption of the fuel. Even if the majority of teams use petrol engines 
in their vehicles, there are also vehicles powered by diesel, LPG, CNG, hydrogen and  
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Fig. 1. The HydrogenIX car 

other alternative energies. The results are obtained by the calorific value recalculating 
for each types of fuel. Therefore, it is possible to compare different types of fuel. 

2   Control System 

The vehicle powered by electricity generator with hydrogen fuel cell needs the elec-
tronic control system that provides control for all its parts. The complex control is 
necessary for basic vehicle operations and for many subsystems that have to be coor-
dinated and controlled [6]. The control system realizes especially following tasks:  

- Control of fuel cell operations – hydrogen input valve control, combustion products 
output valve control, fuel cell fan control, coupling of produced electrical energy to 
electric DC-drive system. 

- DC drive control – motor current control, speed control. 
- Safety and security of the car – safety of the fuel cell system and drive system, proc-

essing of hydrogen detector information, temperature measuring, etc.  
- Driver control panel – complete interface to pilot that allows controlling the car – 

start/stop, speed set point, time measuring, emergency buttons and indicators. 
- Data archives with saved process variables – saving important process data to ar-

chives for next export and analyze. 
- Display actual data in car – display panel in the car is a “process” visualization sys-

tem. All-important data are displayed online. 
- Communication with PC monitoring station – the control system sends data and 

receives commands from PC monitoring station using wireless communication  
system. 

The race car embedded control system uses the microcontrollers Freescale HCS12. 
The control system has distributed architecture that is divided into five main hardware 
parts: 

- Race car pilot cockpit with pilot control panel - steering wheel, optimal track guid-
ance control display and voice communication, 

- Control block of the electricity generator with hydrogen fuel cell, 
- Control block of electricity accumulator units with super capacitors, 
- Control block of the power DC drive system, 
- Interference block of physical environment conditions. 
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All parts of control system are connected via CAN communication network. The 
wireless communication between the car and PC monitoring station is realized by data 
link used mixed GPRS voice and data communication technologies. 

The car control system as well as the PC monitoring station are equipped by GSM 
terminal and differential GPS station. The PC monitoring station provides a process 
visualization application that is realized by SCADA system Promotic. The process 
visualization displays all parameters measured during the car operation, all system 
states, alarms, make possible to display trends of required values, and log measured 
data in data archives. 

 

Fig. 2. The block scheme of the race car stationary and mobile part of control system, HWA0 - 
pilot, cockpit control unit, HWA1 - physical condition description unit, HWA2 - generator of 
electric power, HWA3 - energy accumulator unit, HWA4 - unit of power drive, recuperation 

The complete block diagram of the car control system is demonstrated in figure 2 
and a laboratory realization in figure 3. 

    

Fig. 3. The HydrogenIX car control electronic testing workplace (on the left) and final realiza-
tion of control unit 

2.1   Operating Values Monitoring  

The car control system monitors many variables [3].  Some of these variables are used 
for basic control activities, the others are used for optimization of operation. The 
measured variables are following: 

- Electrical variables – fuel cell voltage and current, super capacitors voltage and 
current, DC drive voltage and current and on-board battery voltage and current. 
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- Non-electrical variables – temperatures (exterior air, cockpit, cooling air, fuel, and 
fuel canister), pressures (air, fuel), car speed, wind speed and wind direction, air 
humidity, race track position.  

In figure 5, are shown graphs of chosen quantities on time archived by control sys-
tem during testing runs. Testing run 1 (Fig. 4a) shows the case of periodic changing of 
the velocity by driver. Testing run 2 (Fig. 4b) shows a start with maximum power and 
then velocity set to constant value. 

 
Fig. 4. a) Testing run 1. Instant velocity [km/h] (1), average velocity [km/h] (2), Fuel cell 
current [A] (3), Motor current [A] (4), Fuel cell voltage [V] (5)     b) Testing run 2. Instant 
velocity [km/h] (1), Average velocity [km/h] (2), Fuel cell current [A] (3), Motor current [A] 
(4), Fuel cell voltage [V] (5). 

The vehicle is also equipped by bio-telemetry system that makes possible to moni-
tor biological functions of the pilot. For biophysical monitoring was chosen pulse 
frequency, body temperature, respiration frequency, electrocardiography – ECG. 

3   Concept of Multi-agent Control System 

Optimization task of the racetrack passage is quite complex, the laboratory car has to 
consummate a minimal energy controlled in real time. Range of inputs and outputs of 
the control system, communication flows and safety of all operations require good 
level of adaptability with environment changes and event situations – base of the 
strategic control. 

The strategic control includes number of components. The related subject should 
know what result is preferred. It should be able to react at intentions and actions of 
other participants of the situation. It should be capable of cooperation and compro-
mise searching where it is rational [1] and [2]. 

Basic subject of strategic control is called an agent. The agent is software and/or 
hardware entity created with the aim of autonomous solving of tasks with respect at 
environment in which they occur. His functionality – internal action depends at com-
munication with neighbourhoods (e.g. with sensors, actuators or other agents). Func-
tionality is therefore given by its tasks, targets, behaviour and states. An intelligence 
of the agent represents often the capability of conformity, development of interactions 
with neighbourhoods, quick learning, data accumulation and self analysis. Multi-
agent systems (MAS) increase flexibility, efficiency and provide learning capability 
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of new reactions and behaviour. In comparison with classic technologies the learning 
is a „new feature“ [4]. In learning process is possible distinguish methods on-line and 
off-line learning. During off-line learning process is possible to set-up of parameters 
and databases of system before ride. During on-line learning process learn the agents 
during ride. Agents can modify own behaviour by method test/mistake. Problem is in 
acquisition of right training set, that cover all possible situations. 

Among expected basic properties of proposed MAS belong a strategic, targeted 
system behaviour, robustness and adaptability at environment changes. This can be 
provided by decentralization of control activities in the control system, by distribution 
of functions and by modularity based on fundamental elements – agents [1]. 

The agent system has a common target - safe realization of seven rounds through 
racing circuit in total time near of 50 minutes with minimal fuel consumption. For 
successful assertion of the race strategy the extraction and knowledge of changeable 
environment and learning capabilities are very important. 

Planning of actions for accomplishment of common target is based on information 
about track - racing circuit and about internal state of individual agents. The influence 
at the fuel consumption have track geometry (length, inclination / declination, cross 
fall), weather (temperature and air-pressure, force and wind-direction, air-humidity, 
waterless / damp / soaked track), car (aerodynamic resistance, rolling and friction-
resistance).  

It is possible to characterize targets of individual hardware agents: 

- HWA0 – pilot (maintaining of the drive direction, passive car brake, start/stop of the 
race car). 

- HWA1 – physical condition description unit (measure the physical quantities of 
environment). 

- HWA2 – generator of electric power (fuel-saving generation of electricity). 
- HWA3 – energy accumulator (optimal select of energy source for consumption, 

optimal refill of sources with electric power). 
- HWA4 – unit of power drive and energy recuperation (optimal control of electricity 

consumption). 

4   MAS Structure Description 

The MAS structure block scheme is shown at figure 5. The higher level of control 
system is represented by a personal computer. Differential GPS positioning system 
represents the relative coordinate system of environment – allow to precise of the 
position of the race car on the circuit. The GPRS communication modem is connected 
at the output – data link, which transmits commands for race car embedded mobile 
control system.  

The separate task is the transformation which converts the global digital data (in-
clination, declination, wind speed and wind direction) and digital data of the position 
into the object coordinates (car position on the circuit), which are saved in the data-
base of the circuit. This database is common for all agents in the control system. 
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Fig. 5. Block scheme of Multi-Agent control system concept 

Each agent access to the all actual data and is capable to control its behaviour in the 
qualified way. The basic characteristic of a control algorithm of a subordinate agent is 
independence on the number of decision making agents for car on the circuit.  

Main architecture of such hybrid agent system is characterized by: 

- Layered control. An agent is described by number layers of abstraction and  
complexity. 

- Layered knowledge base. 
- Bottom-up activating. 
- Top-down execution. 

The algorithm of agent’s cooperation was proposed by the control agent on a 
higher level. The control agent (Fig. 6) goals (minimize fuel consumption) can be 
achieved by the correct selection of cooperating agents (division of tasks among 
agents). The decision making agents are able to select correct tasks for themselves 
and further to select executive agents. 

The sensation module evaluates the actual state of the data. The data does not de-
scribe the position of car but gives the information about the capability of car to move 
with optimal trajectory and optimal velocity.  In the case that the dynamic control and 
decision making system will not find the solution for a certain situation, then it will 
try to find the partial solution from several situations. The controller selects the rele-
vant tasks for the agents for these situations. The controller saves or updates the in-
formation about the scene state and control in the relevant database which can be used 
for static control. 

The main task of the decision agent (Fig. 7) is to schedule the relevant task. The 
agent will schedule the tasks in relation to the environment and the internal state of 
the relevant hardware unit. The module of perception provides the information about 
the environment.  
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Fig. 6. Control agent scheme 

 

Fig. 7. Decision agent scheme 

In the case that more than one agent will select the same task the decision agent 
must evaluate the probability of the action’s success. The agent with the highest prob-
ability of success will schedule the actual task. The task selected is handed over to the 
executive agent who realizes it. The executive agent will receive also the information 
from cooperating agents for optimization of the car movement.  

The activity of the action agent (Fig. 8) is simple. The agent moves with the race 
car from an actual position to a new position. The information concerning the actual 
position is obtained from the sensation module. 

A new position for further moment (for instance another frame of the GPS data) is 
evaluated by the control module. The new position is calculated on the basis of a pre-
calculated trajectory. After completion of the trajectory calculation the agent will 
determine the position for next frame (new position) and will transmit it to the action 
module.  

Agents are connected with the environment through interface realized by sensors, 
actuators and communication module units (HWA0-4, D-GPS). Control is divided to 
the layers they use information from knowledge bases [2]. 
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Fig. 8. Action agent scheme 

Local planning layer. Some situations cannot be solved by execution of template 
action like an answer to stimulation from environment only, but they require certain 
deliberation level. A function of plans creation for solving of the targets performs the 
layer of local planning. Local planning layer has such fundamental data structures: 

- Targets – are defined by state sets. The sets are characterized by attributes that are 
fulfilled at reaching targets. 

- Planning – principles of planning. Sets of plans are predefined as data structures – 
plans library. Target sets are mapped into the plans library. For each target is possi-
ble to assign the plan for its reaching. 

- Plans library – contains the plans for reaching of agent targets. 
- Scheduling – secures time-limited plans stratification. Created plan schedules are 

executed like the step sequences. 

Cooperative planning layer. A basic control cycle of cooperative planning layer is 
creation, interpretation, decision making and execution of local plans. In first phase 
the reports from nearby layers are processed. Reactive layer sends requests to solve 
new task or status of executed behaviour templates. Schedules of active plans are 
actualized. Subsequently the status of reactive layer executed procedures is checked.  

In case of successful procedures finalization the plan is erased from accumulator. 
Reports from highest layer are related to creation or cancellation of commitment for 
the plan execution at local base or plan evaluation. In case of plan execution request 
or its cancellation the accumulator of active plans is actualized.  

The plan availability is a result of difference between its relative value for the 
agent and its execution costs. The plan value is derived from target value that is pos-
sible to reach by plan. The plan costs are determined by function that assigns to every 
plan a real number calculated at basis of its fundamental action costs according to 
specific rules. 

In gradual hierarchy of targets, it is not possible to realize the target without coor-
dination with other agents. The purpose of multi-agent planning is in “unlocking” 
such target through building of common plan. Unlocking the target doesn’t explicit 
it’s reaching. It’s sufficient if agent can continue after execution of common plan  
by tracking of own local plans. Common plans contain actions of all agents without 
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synchronizations that are not directly executable. It is important to transform common 
plans into executable plans for individual agents. 

Reactive layer. It is responsible for adequate reactions to the stimulations from 
environment that requires the immediate reaction and execution of called procedures 
from local planning layer. Fundamental characterization of such layer is: 

- Use of effective algorithm of comparison with patterns of behaviour. Serve to pick-
out of the actual situations. 

- Situation description for timely actual reactions at received stimulus. 
- Hard-wired links. Recognized situations are fix-connected with targets for reactive 

behaviour. Immediate execution of program actions. 
- Solution request of situations not–corresponding with couple’s situation-action is 

transmitted in local planning layer. 
- Execution liability is coming from local planning layer to activate procedures of 

reactive layer patterns of behaviour. 

4   Conclusions 

The algorithm of the control system should be proposed in a way to ensure the re-
quirements for the immediate response of control so that the system of race car would 
be controlled in real-time. That is why, it is very important that the algorithm for the 
critical highest speed, the critical average speed, the dead-line time and the fuel 
(stored energies) consumption would be optimized. The system response should be 
shorter than the sensitivity (position error) and/or time between two data frames from 
a GPS station.  In the case that this limit is exceeded, the control quality may be  
decreased.  

The main features of algorithm adjustment are following:  

 -Dynamic control in the control and decision module of a control agent.  
 -The control and decision modules and communication protocol of the decision 

agents.  
 -The strategy of planning in the control model of the action agent.  
 -Learning of a race strategy and using the extraction results for decision rules genera-

tion as a part of the rules decision database of a decision agent. 
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Abstract. In recent decades many important problems concerning mo-
bile robots control algorithms have been solved. In order to integrate
those solutions into complex, reliable, production-quality systems, an ef-
fort must be made to define abstract methodologies, architectures and
frameworks, that would provide common functionalities and support fea-
tures desirable in production systems: scalability, extensibility, flexibility
and durability. This paper presents an agent-based architecture, which
should provide extensibility of Multi-Robot Systems.

1 Solved Problems in Mobile Robotics

In recent years research into mobile robotics received significant attention. Con-
stant development of hardware and communication technologies increases range
of potential applications of systems using robots. Theoretically such systems
should be able to successfully fulfil tasks like guarding, cleaning or all types of
flexible transportation in warehouses, offices, etc. However, in case of mobile
robots the distance between theoretical suitability and practical, reliable and
worthwhile applications is very large, mainly due to enormous complexity of
required software modules regarding many different domains.

This complexity caused separation of several well-defined problems concerning
robotics, which became subjects of research. One of the most important of those
was the localization and mapping problem, or SLAM [1], which aimed at the
issue of map building and navigation of one or more robots in an unknown
environment. The SLAM is now considered solved. Another popular problem
regards algorithms of reactive navigation and collision avoidance, which must
be applied in unknown environments, where global path planning cannot be
applied. Several interesting solutions have been proposed [2]. Of course all of
those have common limitations caused by limited knowledge.

When a map is available, the problem of path planning and motion coordina-
tion arises. In complex system with large number of robots operating on limited
space a robust solution of this issue is crucial. The complexity of real-time coor-
dination problem makes it impossible to calculate one correct solution, therefore
motion coordination is often considered optimization problem [3].

Complex, separated operations performed by single or multiple robots are
called tasks. If several tasks are to be performed simultaneously, a task scheduling
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and assignment algorithm is required. Several approaches designed for different
constraints can be found in literature [4].

Most of basic issues associated with mobile robots have already been ad-
dressed, and (better or worse) solutions are available. However, there are hardly
any propositions concerning methods for integrating these solutions into robust
systems, that could claim production quality. A detailed review of MRSs (Multi-
Robot Systems) architectures was presented by Farinelli et al. in [5]. Most of
those solutions were designed for solving particular types of problems, without
paying any attention on features of the software, which are mandatory in produc-
tion systems: scalability, extensibility, flexibility and durability. It seems
justified to say, that a system, that cannot provide those features will never be
introduced into large scale applications. Therefore an effort must be made to
define abstract methodologies and frameworks, that would support the features
and provide basic services required by most MRSs: universal navigation, flexible
traffic control, sustainability and abstract task management and scheduling.

2 Extensibility of Systems

There are numerous works trying to define extensibility and identify methods
of achieving it [6]. Extensibility of a system is typically defined as a presence of
mechanisms dedicated for extending the system, and measured as effort required
to implement extensions. The effort includes time needed for implementing new
functions as well as the hardware that need to be added or modified. Other fea-
tures taken into considerations can include the influence that new functionality
has on former features of the system, or ability of introducing the changes with-
out altering normal runtime. In the domain of software engineering, extensibility
is one of the key aims. Lack of prepared mechanisms may result in huge looses for
the institution which faces sudden need of extending functionality of its crucial
software.

Supporting software extensibility includes creation of interfaces and hooks,
which should be as flexible as possible, to allow new functionalities to access
existing system resources without altering its internal structure. The interfaces
should not assume which features will be added, but should rather consistently
cover whole functionality which can be exposed. Ability of introducing new fea-
tures without halting the system or causing risks of unexpected behaviours is
also very desirable. It can be achieved by using distributed architectures, which
separate runtime process of different components.

It seems that the multi-agent design and runtime paradigm is a good basis
for building extensible software system. Features like parallel and asynchronous
execution, inherent distribution, interaction based on messages or runtime code
inclusion make it possible to implement safe functionality addition mechanisms.
What needs to be done is implementation of flexible protocols used by crucial
agents in the system, which would allow new agents to integrate. Another feature
that might be useful is a replacement mechanism, which would support changing
agent’s code on runtime, without loosing agent’s internal state.
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3 Extensibility in Multi-Robot Systems

It is highly probable, that within few decades mobile robots will be commonly
used as physical tools of many systems. Applications can include performing
tasks like cleaning, guarding, all types of transportation, guiding and providing
information, and many other unpredictable uses, which are the most important
in context of this paper. It is obvious that complex systems, which use mobile
robots, should also support functionality modification and extension abilities.

Identification of general methods of supporting extensibility in a Multi-Robot
System or MRS requires defining abstract architecture of such a system. Without
loosing generality it is safe to say, that most of the following elements will be
present in a typical MRS:

– set of mobile robots and communication infrastructure,
– map and localization methods,
– path planning and motion coordination algorithms,
– task scheduling and execution algorithms,
– sustainability methods and infrastructure (robots charging, maintenance).

Several general directions of extension can also be identified. An extensible
multi-robot system should support all of those with no need of altering normal
functionality.

1. It should be possible to add a new type of task, which can be solved by
robots already present in the system.

2. Addition of a new type of robot, which would be used for solving tasks al-
ready known in the system, should also be possible. The software responsible
for solving the tasks should be able to make use of the new hardware without
any modification.

3. Robot of a type which is new to the system may have different maintenance
requirements – the system must allow addition of maintenance functionality.

4. New types of tasks and robots may require modifications in coordination
algorithms, including task scheduling policies.

5. Expansion of working environment, which includes elements unknown to the
system, should be supported. For example, if a second floor of a warehouse
is to be included, robots must become able of using an elevator.

6. New types of tasks, robots and new management requirements may require
modifications in motion coordination algorithms.

Before describing the system that will support the requirements, methods of
making a MRS inextensible should be identified. It may seem surprising that
one of the most popular methods of extensibility removal is related to applica-
tion of software agents. The issue is caused by a very popular observation of
similarities between features attributed to a software agent and an autonomous
mobile robot (autonomy, mobility, communication and cooperation). The sim-
ilarities encourage creation of an autonomous robot-agent, which is a software
component embedded into a hardware robot. Typically the agent implements
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algorithms for navigation and solving several individual tasks and a communi-
cation protocol, which is used for performing cooperative tasks. If these features
are compared against the extensibility scenarios listed above, it is obvious that
the approach is unacceptable. The same effect can be achieved by using task-
based coordination protocols, which are typically forced by too strong autonomy
of the robots.

Another method of reducing extensibility is application of fully autonomous
navigation without any remote management or coordination mechanisms. Fully
autonomous mobility may seem very advanced, but can cause a lot of trouble
when a new type of robot is introduced to the system, and even more when
working environment is to be extended.

It is impossible to foresee all possible applications of a complex robot during
system design process. However, the ability of performing calculations on-board
often leads to creation of high-level asynchronous interfaces, usually hiding basic
functions of a robot. As a result, the system owns a robot unable of performing
simple tasks, despite no hardware limitations present. The general conclusion
is: too much autonomy given to hardware robots is not the best idea in the
context of system extensibility. In the following section a MRS will be described,
which uses agent design and runtime paradigm and meets identified extensibility
requirements.

4 Agent-Based Extensible Multi-Robot System

Every complex system requires different types of modules with different amount
of autonomy or proactivity included. The architecture will use an agent-based
design paradigm, which usually involves a discussion about different definitions
of a software agent. Therefore at the very beginning of this section several as-
sumptions concerning modules naming is needed:

– Master - a proactive module with a separated execution thread or threads,
responsible for performing high-level tasks. Its activities will include deci-
sion making, creation and destruction of other elements, management and
coordination.

– Worker - a reactive module with a separated execution thread. It will perform
orders received by asynchronous messages, according to a deterministic and
known algorithm. Its functionality may include immediate request-response
operations as well as long-lasting tasks.

– Server - a reactive module with no separated execution thread. It will respond
immediately to all requests received, using a deterministic algorithm.

From a design point of view probably only first or first two of those should be
called agents. But as the implementation will use an agent platform, all of those
will be agents on runtime, differing in amount of proactivity shown. Therefore the
names used for particular modules will end with “MasterAgent”, “WorkerAgent”
or “ServerAgent” suffix.
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The architecture presented here can be implemented on a group of complex
robots performing all computations and communication using on-board hard-
ware, as well as robots using external communication and computation infras-
tructure. In both cases it is assumed, that there is an agent framework available,
which is logically separated from the robots. The framework is supposed to sup-
port basic messaging and management services, like for example those defined
by FIPA [7] standards. Obviously there are going to be differences in implemen-
tation of both cases, but at the level of an abstract architecture all assumptions
and conclusions are very similar. Modules of the architecture may be divided into
four groups, responsible for robots, navigation sustainability and task execution.

4.1 Robot

The most basic module that need to be defined is a robot controller. Following
the conclusion of the previous section and the definitions presented above, a
robot controller should be defined as a RobotWorkerAgent or RWA – a reactive
module, able of performing long-lasting operations and offering a determinis-
tic, detailed interface. The interface is divided into two groups: common and
specialized functions. The common functions, that must be implemented by all
the robots in the system, contain getters for identification information, state
(position, orientation) and information about specialized services.

The specialized RWA’s interface should contain at least a complete wrapper
to all low-level hardware functions. In addition it can contain any higher level
methods, which implement most common algorithms. In particular, every mo-
bile robot will include basic functions for setting velocities of its engines, and
optionally several more complex functions concerning mobility, like for example
reactive navigation methods. Methods in specialized interfaces are grouped into
services, which are used for selecting proper robots for particular types of tasks.

If a robot is able of hosting a part of the agent platform, then the RWA is
supposed to be located at the robot, where it can have the most direct access
to the hardware. Otherwise the RWA is placed on a remote device (computer or
other robot), which is equipped with communication hardware able to manage
the robot. The first scenario guarantees better performance, but can be difficult
to implement on small or simple robots. Other elements of the system must take
into consideration, that the RWA is strongly connected with a hardware unit,
and therefore can fail and disappear from the system without any warning or
notification.

4.2 Navigation Subsystem

The navigation subsystem described in this section is an extension of the solu-
tion proposed in [8]. The basic idea is to divide the environment into two types
of fragments: rooms, where autonomous, reactive navigation should work fine for
all types of robots, and areas, where remote assistance and motion coordination
is required. The areas may include narrow passages or junctions but also door-
ways or elevators. An example of such division is shown on the left side of Fig. 1.
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Fig. 1. Fragment of environment and a graph created for it

The graph on the right side is generated directly from the layout of rooms and
areas in the environment. Edges of the graph represent rooms and areas, while
nodes are intersections of those. The graph is maintained by a MapServerAgent
or MSA, which supports path planning functionalities. Its interface must con-
tain methods for modifying the structure of the environment and a method for
finding the fastest path for a given robot between any two locations in the envi-
ronment. Each edge associated with a room has a constant weight representing
distance between connected areas. Weights of the edges associated with areas
are calculated dynamically for a particular robot by an agent which manages
the area, called AreaMasterAgent or AMA. Each AMA may have a different
weight calculation strategy, which can be used for preventing high traffic. It can
also return an infinite value, which forbids a particular robot crossing the area.
Calculation of edge weight is the simplest of responsibilities incumbent on an
AMA. Its basic task is to coordinate safe motion of robots within the area. The
coordination algorithm used by AMAs will differ depending on type of the area
and current traffic.

4.3 Sustainability Subsystem

Each type of robot may have different maintenance requirements. Typically these
will include battery charging, in some cases more complicated operations might
be performed automatically. Performing service operations requires specialized
hardware devices installed in selected locations of the environment, called depots
and managed by DepotMasterAgents or DMAs. When a new robot is introduced
into the system, it is manually assigned to selected DMA, which becomes robot’s
basic Master and caregiver. It is supposed to maintain the robot working prop-
erly or report failures to a human operator. While registering, new robot sends
available services descriptors, which contain service name and characterizing pa-
rameters. The name defines unambiguously associated parameters and a set of
methods available in RWA’s specialized interface. Although service name can and
should be meaningful in a natural language, it is not intended to be semantically
analysed by any element of the system.

Mobility services can be used as a good example. Three services could be
created, named for example: ,,basic mobility”, ,,reactive mobility” and ,,intel-
ligent mobility”. Basic should contain on method: move(linear velocity, angu-
lar velocity); and several parameters describing robots features, like maximum
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velocities, accelerations, turning radius etc. Reactive mobility service should im-
plement one method: go(x,y, velocity); and one parameter describing maximum
velocity. Intelligent mobility service, which would use MapServerAgent, would
implement a method go(x,y), which would return estimated time of arrival or
information about destination inaccessibility.

Besides maintaining robots, DMA acts as a robot rental for modules respon-
sible for task execution. It implements a ,,Query Service” method, which takes
service name or robot type as a parameter and returns names, services and avail-
ability information of all robots supporting given condition. It also supports a
,,Request Robot” method, which allows the caller to master requested robot for
specified period of time. To provide tasks management and priorities in the sys-
tem, methods of DMAs must recognize priority of a caller - robots are shown
as available only when no requests were made, or requests were made by callers
with lower priority.

It should be pointed out, that a DMA can, but does not have to be associated
with a specified location in the environment. It can but does not have to move
all idle mobile robots to that location. For example there could be a DMA,
which would be responsible for providing naming and rental services for several
industrial manipulators mounted at fixed locations.

4.4 Task Execution Subsystem

Addition of a new type of task will probably be the most often extension in every
Multi-Robot System, therefore lots of attention should be put to simplify this
operation. Two types of agents must be implemented to add a new type of task:
– TaskExecutorMasterAgent (TExMA), which will use a group of robots lo-

cated near the task to fulfil it,
– TaskExecutorFactoryServerAgent (TExFSA), which will support informa-

tion about TExMA requirements (robots count, services and estimated ex-
ecution time), and will be able to create an instance of TExMA.

The most proactive element of the system, is a TaskSchedulerMasterAgent or
TSMA. It is fully independent on type of tasks performed, therefore it does not
have to be modified when a new type of task is added. It can be created (by a
user interface or by automated task detection mechanisms) for a group of tasks,

Fig. 2. The most important steps of task execution process
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as well as for a single task. There can be different implementations present in
the system to enable different scheduling strategies. Each TSMA has a priority
value assigned, which it uses in communication with DMAs. A sequence of the
most important steps in tasks execution process is shown in Fig. 2.

At the first glance this architecture might seem too complicated, but it can
be justified by analysing required execution threads in considered process. If
there are multiple tasks to be synchronized, there must be a supervising en-
tity (TSMA) which will watch and manage progress. If a task involves several
cooperating robots, there must be a supervising entity (TExMA) which will co-
ordinate actions of particular hardware devices. As it was pointed out before,
Server Agents (TExFSA) do not require separated execution threads – are agents
only from implementation point of view.

4.5 Features of the Architecture

The approach presented here was designed to meet MRS extensibility require-
ments described earlier in this paper. The most important of those was support
for addition of new types of tasks to the running system, which was described
in previous section. Algorithms of task execution are separated in agents, there-
fore relatively small amount of code must be implemented to add new type of
task. Many coexisting task scheduling agents are allowed, implementing different
algorithms – implementations can be added or removed on runtime.

A new type of robot can also be easily added to the system without alter-
ing its functioning. If the robot does not have any special service requirements
(different that provided by the system already), the only think that must be
done is implementation of a new RobotWorkerAgent, which will be created for
the robot and registered in selected existing DepotMasterAgent. Otherwise a
new DepotMasterAgent must be implemented and deployed as well. All of these
operations can be performed on runtime.

The navigation subsystem is built of separated agents responsible for manag-
ing traffic in fragments of the environment. Global map representation imple-
mented by a MapServiceAgent is not dependent on type or implementation of
AreaMasterAgents; the only think required is proper reaction for several types
of messages – new types of environment fragments can be easily added.

The architecture has other desirable features, of which the most important
is scalability – the only central elements of the architecture are the MapSer-
viceAgent and internal services of agent platform used. Other components are
created as needed and operate only in particular fragment of the system, using
limited resources. Agent paradigm allows transparent distribution of the sys-
tem among multiple computers, which makes the system easily scalable. It is
worth pointing out, that the subsystems hardly depend on each other, making
the architecture very flexible. It could even be used as a robot-soccer controller
implementation, where particular plays are implemented by TExMAs, and a
TSMA is responsible for detecting situations opportune for performing a play.
Navigation subsystem is not used at all, while one DepotMasterAgent is used to
move robots to idle positions in a pitch. Obviously there are better approaches
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to the particular problem; the point is that the architecture allows addition of
significantly different functionalities to existing systems.

5 Implementation and Tests

All components of the architecture were successfully implemented and tested.
The agent platform was JADE [9], one of the most popular FIPA-compliant plat-
forms, which is very suitable for experiments concerning agents interoperability,
provided that the scale of the system is limited. Unfortunately it is not feasible
to get into implementation details due to limited length of this paper. There-
fore only general functionality and conclusions of the example will be described
here. To make the example simpler, the navigation subsystem was disabled. Its
implementation and tests involving complex environments were described in [8].

First version of the system was supposed to support box moving functionality
in a simple warehouse (figure 3). There were three identical robots used, each
equipped with a two-degrees-of-freedom gripper. Each robot implemented basic
and reactive mobility services and a ’gripper’ service, which contained a method
for setting gripper’s position in both axis, and higher level ’grab’ and ’drop’
methods. There was one type of task defined, characterized by a source and
destination locations of a box, and one TExMA using ’grab’ and ’drop’ methods.

The implementation was tested using the RoBOSS [10] simulation system.
First new requirement added to the system was moving a box initially placed on

Fig. 3. Simulation model of the robots and the environment used in the example

another box. Former TExMA would have failed to fulfil this type of task, because
’grab’ method always picked boxes from the ground – a new type of task and a
new TExMA (using lower level gripper control) was created and introduced into
the running system. Next innovation in the system were very heavy boxes, which
could not be lifted by available robots. Solving the issue required adding new
type of robots, which supported mobility and gripper service like the others, and
a new ’stronger gripper’ service. New type of task, and a new TExFSA-TExMA
pair were created and included. As expected, new robots were used for solving
both new and old types of tasks – all possible services were supported.

It is easy to notice, that if robots services and the first task in the system
were properly characterized (by 3D initial location and maximum weight of
a box), new types of tasks and TExMAs would not have been necessary. The
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most interesting conclusion is, that new functionalities can be added successfully
despite serious lacks and mistakes in existing implementation of a system.

6 Conclusions

It seems justified to say, that agent design and runtime paradigm is a good ap-
proach to creating extensible software systems, which use robots as hardware
effectors. An approach proposed in this paper can be a good basis for building
extensible multi-robot systems. Obviously not all applications of robots can and
should be fitted into this architecture, however some ideas and solutions pre-
sented here may help increasing extensibility of complex multi-robot systems.

More reliable verification of the approach will require tests of more ’real-life’,
larger scale scenarios. Further investigation into different task scheduling strate-
gies and failures handling methods must be carried out to provide reliability,
robustness and flexible high level management methods. Tests on different types
of hardware robots are also planned.
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Abstract. Mobile Ad-hoc Networks are known to bring very special
challenges to intrusion detection systems, mostly because of their dy-
namic nature and communication characteristics. In the last few years,
several research efforts have proposed the use of immune-inspired sys-
tems for intrusion detection in MANETs. In most cases, however, only
low-level pattern construction and matching have been considered, of-
ten customized to specific routing strategies or protocols. In this paper
we present a more general, agent-based approach to the problem. Our
approach proposes the use of artificial immune systems for anomaly de-
tection in a way that is independent of specific routing protocols and
services. After introducing the problem and the proposed system, we
describe our proof-of-concept implementation and our preliminary ex-
perimental results over NS-2 simulations.

1 Introduction

Anomaly and Intrusion Detection Systems (IDS) have long been proposed in
support of security strategies for computer networks. Most commonly applied in
the context of enterprise networks, conventional IDS generally relies on a number
of detection elements (sensors) and some (often centralized) components that
correlate information among sensors to identify anomalies. Such components are
responsible for learning how to identify and differentiate normal (self) patterns,
from abnormal (non-self) traffic or system patterns.

Mobile Ad-hoc Networks (MANETs) are characterized by their lack of a
fixed support infrastructure and their transient nature. Together, these char-
acteristics lead to a very challenging environment for IDS implementation. Fre-
quent changes in topology and communication patterns in MANETs require the
use of specialized protocols and strategies for routing, transport and security.
In particular, the use of autonomous agents performing the duties of a sin-
gle security detector and being able to communicate with neighboring agents
to share information and inferences is well suited for IDS implementation in
MANETs.

Biologically-inspired approaches for anomaly detection systems have proven to
be very interesting, often yielding very effective results [1] for some applications.
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In particular, immune systems-based detection and defense mechanisms seem to
provide a good analogy to the requirements and capabilities expected from an
IDS for these kinds of environments. The approach proposed in [2], however, like
most others, is defined for a specific routing protocol. In the paper we propose a
more general approach to the problem. We first provide a brief introduction on
the state-of-the-art in Intrusion Detection Systems for MANETs. After present-
ing the architecture and core components of the proposed systems, we introduce
and discuss the modelling of behavior patterns. We conclude the work with by
presenting and discussing our preliminary experimental results and our conclu-
sions.

2 Intrusion Detection System for MANET

The primary goal of an Intrusion Detection Systems (IDS) is to detect the unau-
thorised use, misuse and abuse of computer systems and networks resources. The
earlier research on IDS dates back from the 80’s [3], when it basically aimed on
providing auditing and surveillance capabilities to computer networks. Follow-
ing that idea, the first generic intrusion detection model [4] was proposed in
1987.

The basic implementation of that model consisted in a real-time expert sys-
tem whose knowledge was derived from statistical inference based on the audit
trails of users or system resources. It stored characteristics describing the normal
behavior of subjects with respect to objects and provided the signature of ab-
normal behaviors - a statistical metric and model were used to present profiles.
As a subject, an individual system user, a group of system users or the system
itself can be considered, while objects can be files, programs, messages, records,
terminals etc. When a subject acts upon a specific object, it usually generates
an event, which alters the statistical metric state of both subject and object. A
knowledge base contains activity rules to be fired for updating profiles, detecting
abnormal behaviour, and producing reports. An inference engine works by trig-
gering rules matching profile characteristics. Since then, various IDS have been
developed and a number of intrusion detection systems have directly employ this
model e.g. [5] [6].

Mobile ad-hoc networks (MANET) are self organized networks without any
predefined structure (other that the end users are equipped with radio-based
networking interfaces). Communication beyond the transmission range is made
possible by having all the nodes serve as routers. They should participate in com-
mon routing protocol (such as AODV). This makes these networks very difficult
to perform monitoring, because of dynamical reorganization of the topology.
In classical (non ad-hoc) networks possible reasons for node misbehavior may
be caused by faulty software or hardware, sometimes caused by a human in-
truder. Other treats arise for ad-hoc networks, i.e. misuse of the routing protocols
[7] [8].
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Fig. 1. Structure of distributed IDS

MANETs seem to pose special requirements for IDS, because of [7]:

– Mobility and dynamism – nodes in MANET are highly mobile and topology
changes in sometimes unpredictable manner.

– Lack of fixed traffic points – there are no firewalls or routers as in classical
computer networks, all nodes are used as routers.

– Limitations of host-resident network intrusion detection – detectors may also
become the target of an attack per se, or by distracting of their communi-
cation protocol.

– Wireless communication – RF medium is susceptible to eavesdropping, jam-
ming, interference and many other MAC threats what may effect in loss of
packets and intermittent connectivity.

– Resource constraints – the resources vital co communicating in MANET en-
vironment are limited, e.g. energy (battery operated nodes), varying
throughput because of dynamic topology configuration.

So the IDS for MANETs must be decentralized, with some level of data aggre-
gation and information sharing – e.g. the detectors may consult themselves in
order to evaluate the accuracy of detection and provide better responses.

Sterne e.a. [7] propose a reasonable solution to the problem based on the hi-
erarchical organization of detectors. The dynamic nature of MANETs, however,
tend to complicate the creation of (virtual) dynamic structure, often compro-
mising this kinds of approaches. A far more simple and yet effective approach for
detecting unfavourable behaviors might be considered by using non-hierarchical
approaches similar to ethically-social mechanisms of decision undertaking, pro-
posed in [9].
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Fig. 2. Detection algorithm

3 Agent-Based IDS for MANET

3.1 System Structure Overview

Proposed IDS consists of a set of detectors (that may be perceived as intelligent
agents, because of their autonomy [10]) introduced into the system (i.e. several
nodes that take part in normal routing of the packets are considered as detec-
tors). After sensing some kind of disturbance in the behavior of certain nodes,
the detectors should try to reach neighboring detectors and communicate with
them, in order to consult their observation. Then the decision of raising an alarm
may be undertaken.

In this way constructed system allows to preserve no hierarchy and to under-
take the decision based on asking several (possible) neighboring detectors for an
opinion (see Fig. 1) what ensures reliability of the approach (even if the detectors
cannot maintain contact among themselves, they still may react to the behavior
they sense).

The behavior of the intruder node X is evaluated by its neighbors. Based on
the overhearing of the X’s transmission, the decision algorithms implemented
inside nodes A, B and C, after consulting among them any of these nodes may
report the invader to specific authorities (what will usually involve sending a
message to the administrator).

3.2 Detection Algorithm Overview

The main task of the detectors is to perform monitoring of the routed and over-
heard packets (that are received by neighboring nodes) and build a certain model
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of normal (or abnormal, depending on the actual detection algorithm used) be-
havior of the system. Then, current behavior of certain nodes is evaluated based
on the model. When a sudden change of certain node’s behavior occurs, the
alarm or need for consulting is raised.

Specific algorithm of adapting the collected normal behavior should be also
considered. Generally the course of the algorithm should be optimized in order
to sense fast changes in the behavior of neighboring nodes, and to adapt to the
slow ones.

In Fig. 2 the structure of the detector is shown. General aspects of the al-
gorithm must be supplemented with specific anomaly detection algorithm that
would be able to construct the behavior model and to perform certain reasoning
in order to classify unknown behavior of the neighbors.

4 Behavior Model and Anomaly Detection

4.1 Behavior Pattern Model

One of the most important thing in IDS is to propose specific behavior pat-
tern creation what would let to evaluate neighbor behavior. Le Boudec and
Sarafijanovic propose the approach based on classification of aggregated count
of packets overheard during specific period of time [2].

The approach however considers only one routing protocol (AODV), what
makes their approach improper for the other popular protocols (e.g. OLSR or
ZRP). Le Boudec and Sarafijanovic use extensively biological inspiration, though
the universal approach should be independent of the detection algorithm. Be-
sides, following algorithm should allow to consider any routing protocol in order
to create more adaptable and universal IDS. In this section, the algorithm for
constructing behavior patterns for the nodes in MANET will be presented.

In order to capture the behavior in a certain period of time, first, specific
packet signature is constructed. Packet signature is a way of describing certain
number of similar packets overheard in the network. Packet signature may be
described as a vector of values

PS = ATRk (1)

where k is length of the packet signature and ATR is one of the spaces described
below (in fact the contents of this Cartesian product may be further adapted
and extended according to the specific type of network):

– SRC, DST – source and destination identification, may be IP address, MAC
address or other unique ID (SRC, DST ⊆ N).

– DIM – distance mark describing how far (e.g. in hops) are interlocutors
(when the protocol allows to get this information) (DIM ⊆ N).

– PTF , PTT – port number from (to) describing the range of the ports that
the packet is sent from (PTF, PTT ⊆ N).

– PY S – payload size (PY S ⊆ N)).
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– PY T – payload type (PY T ⊆ N)).

E.g. packet signature may look as follows:

PS1 = (atr1, atr2, . . . , atr7) = (10, 12, 5, 1003, 1005, 128,′CBR′) (2)

being a vector described in the following packet signature space:

PS = SRC × DST × DIM × PTF × PTT × PY S × PY T (3)

In order to capture the behavior during specific time, packet signatures are
aggregated based on the receiver’s ID and presented in the following form:

B1 = {(PS1, NO1), (PS2, NO2), . . .} (4)

where Bi is behavior of the node i and NOi is number of PSi gathered in a
specific period of time (it may be also frequency or value any other function
dependent on the number of packet signatures). Bi is in fact a vector described
in the following space:

B = APSk = (PS × R)k (5)

where:

– k is maximal number of packet signatures aggregated in one behavior
pattern.

– APS is aggregated packet signature (value describing number of packet sig-
natures is added at the end of the vector).

Packets which are aggregated into a specific group being the part of the be-
havior based on certain similarity measure:

SIMAPS : APS2 → R (6)

Range of this function may be constrained (e.g. to the interval [0, 1]) in order
to clearly state the maximal, minimal and medium values of similarity. This
similarity function depends on the following similarity measure used to discover
whether two attributes are similar:

SIMATR : ATR2 → R (7)

In order to evaluate the similarity of the behavior patterns (what is needed to
implement several detector algorithms, e.g. immunological–based ones) similar
function should be defined:

SIMB : B × B → R (8)

Range of this function may also be constrained (e.g. to the interval [0, 1]) for the
same reason as mentioned above.
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4.2 Anomaly Detection Algorithm

Although any anomaly detection algorithm may be employed by detector, for
the current prototype implementation and generation of experimental results,
immune-based anomaly detection algorithm was used. Based on the several sim-
ilar approaches presented i.a. by [1] negative selection algorithm was used.

Negative selection requires construction of self and non-self behavior patterns.
Self patterns are constructed in a way described in 4.1. Every detector maintains
a dataset with the collection of self patterns (normal behavior) collected during
normal course of network operation, and non-self patterns (anomalous behavior)
which are generated randomly with use of specific similarity measure. I.e. the
non-self set of behavior patterns contains only these patterns that are not similar
to any of self patterns (by the means of similarity function described by equa-
tion 8). One of possible implementation of this similarity function may look as
follows:

SIMB(bp1, bp2) =

∑
aps1∈bp1,aps2∈bp2

SIMPS(aps1, aps2)
#bp1 · #bp2

(9)

where:

– bp1, bp2 ∈ B
– #bp1 is count of elements in the set bp1 (count of aggregated packet signa-

tures).

Using this equation the similarity of the two behavior patterns may be deter-
mined. The denominator was introduced in order to scale the output to the
interval [0, 1], so, for the same patterns the function will return value 1. In order
to complete the definition, SIMPS function must be stated, e.g. as follows:

SIMAPS(aps1, aps2) =
1

k + 1
· #S (10)

where:

– S = {(atr1i, atr2i)|SIMATR(atr1i, atr2j) > t} – is a set of tuples containing
corresponding attributes of aps1 and aps2 (the same value of index i),

– t ∈ [0, 1] is a similarity threshold,
– i ∈ N.

After collecting of the self behavior patterns the detector starts to monitor
the communication of the neighboring nodes and report the anomalous behavior
(behavior that is similar to one of its non-self pattern) to neighboring detectors
(consulting) or to the end-user (alarm).

During the consulting some of the non-self patterns may be exchanged among
the detectors, in order to spread the knowledge about behavior throughout the
detectors set.
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4.3 Collective Decision

After stating that the behavior of the observed neighbor is unfavourable, the
procedure of collective decision is started, that consists in consulting of the
neighboring detectors, when detector discovers that the observed behavior of a
neighbor is anomalous. When the answer to the question is returned, the detector
includes it into consideration. Then the possible action of the detector may
be determined using different collective intelligence managing techniques (e.g.
Winner Takes All, when the decision of the most reliable neighbor is the most
important in consultation, or Winner Takes Most where the average decision of
the neighbors is taken into consideration) inspired by [9].

The decision undertaken by a detector should however base not only on the
collective voting techniques because in the environment where no-one has found
any intruders, the collective will never decide to raise an alarm when one of the
members will find an intruder. Another thing is the autonomy of the agents-
detectors, which relieves them from relying completely on external information.
Instead, the detector should maintain a database describing the behavior of
its observed neighbors. It must be of course dynamically modified because of
the changes of the network topology. The information contained there will be
volatile. Anyway, after spotting several subsequent unfavorable activities of the
neighbor, the detector should raise an alarm without consulting the collective.

Voting-based techniques require some sort of global control mechanism (that
should assign the weights to the detectors), which is undesirable in this kind
of distributed environment. The one rational possibility is to introduce second
level of detectors, so called ,,super-detectors”, that should maintain a database
of their neighboring detectors and apply specific reliability weight that might
be used in order to help the collective to undertake the decision. In this way
hierarchical structure of the detectors will be introduced, however it should not
be strict because of the dynamic nature of the network. Instead, the super-
detector should be chosen collectively from the group of neighboring detectors
and their function might not rest forever (they might be reduced in the future
to the role of simple detector). The reliability weight of the certain detector
might be changed only by the super-detector. These ideas are now considered as
subjects of further research.

4.4 Adaptation and Pattern Exchanging

Detector maintains his own measurements of the collective agreement (e.g. in
a very simple case it stores the information, how many times his own decision
was similar to the decision of the collective). After observing the measure of
the collective decision and changes in the input data (using specific self–pattern
matching measures) it may try to send or acquire some of behavior patterns and
broadcast an offer to perform such an exchange to neighboring detectors. The
detector may also decide to drop some of its patterns and regenerate them from
scratch in order to adapt to the changes present in the environment.
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(d) Invader dropping.

Fig. 3. Count of the test patterns highly similar to non-self patterns (Y-axis) in the
similarity range (X-axis) for the whole system (a,b) and invader (c,d)

5 Preliminary Experimental Results

The simulation was performed with using NS-2 network simulator. MANET
routing protocol AODV was used along with 802.11 wireless communication.
Specific simulation environment consisted of 30 agents organized in three con-
centric circles, rotating in different directions. There was one node (detector) in
the center that received the information sent from one node located outside the
circles. Normal behavior of the environment consisted in observing the trans-
mission by the detector, building a behavior model during 100 s of simulation.
In order to simulate anomalous behavior, one node from the most central circle
stopped forwarding (started dropping) the packets after 50 s of simulation. The
behavior pattern results were collected and displayed in tables and histograms
presented below. Histograms presented In Fig. 3 show the number of the non-
self matching of the behavior patterns collected in the system with normal and
anomalous behavior. The data was collected for two observed nodes. The ex-
amined test results were gathered for the whole system before (see Fig. 3(a))
and after intrusion (see Fig. 3(b)). The graph changes, there are more patterns
similar to non-self patterns during the intrusion. Then the evaluation of single
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intruder node was performed. Comparing Fig. 3(c) and Fig. 3(d) yields, that
higher matching among test patterns and non-self patterns occurs during the
intrusion.

6 Conclusion

In this paper we have introduced and discussed an agent-based architecture
of IDS for MANETs. In our approach, an intelligent agent-based system is aug-
mented with an immune system-based anomaly detection algorithm. Our prelim-
inary NS-2 based experimental results were encouraging, and seem to indicated
that the proposed system can be effectively used to detect abnormal behavior in
MANET environments. In continuation of this effort, we will expand our simu-
lation analysis to include more complex network scenario and traffic patterns.
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Abstract. Behavior evaluation is an approach to a security problem
in a multi-agent system that reflects security mechanisms in a human
society. The main idea of this approach is behavior evaluation of all
agents existing in society that is done autonomously by every agent be-
longing to that society. All autonomous behavior evaluations have to be
collected and processed in order to create a collective decision of a so-
ciety of agents. This approach reflects security mechanisms existing in
a small society in which every human being has enough possibilities to
observe and evaluate all other members of the society. This results in
large computational complexity. In this paper a modification to behav-
ior evaluation is presented which involves two simple social layers. Social
layers are characteristic for more complex and larger societies and could
be a means of lower computational complexity.

1 Introduction

Ethically-social mechanisms play a key role in everyday life of every member in
a society. These mechanisms enable to find dishonest and undesirable humans
on the basis of continuous observation and evaluation of their behavior, or re-
sults of that behavior. In a small society every individual observes and evaluates
the behavior of all other observable people. The results of autonomous behavior
evaluations form one decision of the whole society e.g. decision to exclude some-
body from a group. Security mechanisms in society have the decentralized and
distributed character — all individuals make their own autonomous evaluations.
The results of those evaluations form one decision of the entire society.

In order to design security mechanisms in a multi–agent system that are sim-
ilar to those functioning in small human societies, two base problems have to be
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solved. The first problem is the design of evaluation mechanisms with which ev-
ery agent will be equipped. These mechanisms should enable an agent to evaluate
the behavior of another agent functioning in society. The results of an agent’s
behavior are actions which are perceived in a computer system as objects. These
objects registered in a certain period of time create a sequence of actions that
could be processed in order to qualify whether it is a good or a bad acting agent
in this particular system, in which evaluation takes place. Another problem is
management, collecting and processing of results of autonomously made behav-
ior evaluations in order to state if a particular agent, which is possibly variously
evaluated by different agents, is generally good or intruder (also called a bad
agent).

The solutions of the base problems mentioned in the above paragraph were
presented in our earlier work (e.g. [5]). After implementing and testing character-
istic of security mechanisms for small societies, 3 problems concerning ethically-
social approach emerge:

– an agent with undesirable behavior could be unidentified by a society of
evaluating agents as bad and in consequence this agent would not be excluded
from that society,

– a good agent could be mistakenly treated as an intruder,
– computational complexity of security mechanisms is too high because of the

base nature of ethically-social mechanisms.

However, we could limit the disadvantageous phenomena with the use of e.g.
actions sampling (as presented in [1]), or earlier results collection (as presented in
[2]), some additional mechanisms which are noticed in societies are still possible
to use and implement in the ethically-social behavior evaluation. The idea of
dividing all members of society into two (or even more) groups called social layers
seems very useful. The individuals in one social layer could evaluate the behavior
of all members of the society and decide which individual is an intruder. The
individuals belonging to the other social layer could not have direct mechanisms
to discriminate and remove intruders. Clarifying, the first presented layer will
be called the remove layer (because of the possibility of direct removing some
bad agents) and the second presented layer will be called the subordinate layer
(because this layer does not have a direct impact on intruders ’ removing).

In the above paragraph only some main assumptions about the idea of social
layer are presented. To implement this idea the main criterion for belonging to
the remove layer has to be decided. Before presenting those details, the main
mechanisms of ethically-social security solutions have to be presented: in Sect. 2
behavior evaluation mechanisms that are built into agents and in Sect. 3 mech-
anisms of management, collecting and processing of results of behavior evalua-
tions. In Sect. 4 the details of the idea of social layers are presented, which is the
main topic of this article. The presented theoretical assumptions are next tested
and results of these tests are presented in Sect. 5. The main conclusions of this
paper are stated in Sect. 6.
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2 The Division Profile

All security mechanisms, which enable an agent to make behavior evaluations
are named the division profile. Algorithms of the division profile are inspired by
immunological mechanisms of T cells generation, which enable to detect some
anomalies. In a case of behavior evaluation, immunological intruders detection
mechanisms have to operate on observed actions made by evaluated agent. This
approach is opposite to the one proposed in e.g. [3,4] in which immunological
mechanisms operate on the structure of resources. Another difference between
artificial immunology and ethically–social approach is the autonomy of a process
(an agent) in a secured system — in artificial immunology approach one detec-
tion system is considered for a particular computer system (or sub-system). In
ethically–social approach every agent autonomously uses his own instantion of
detection mechanisms, what induces the necessity of application of some addi-
tional algorithms in order to agree collective decision of all agents.

According to immunological mechanisms of T cells generation the division
profile has three stages of functioning: creation of collection of good (self ) se-
quences of actions, generation of detectors and behavior evaluation stage. In
further subsections some key aspects of three mentioned stages are presented.
More precise description of the division profile functioning is presented in e.g.
[5,6].

2.1 Collection of Good Sequences of Actions

The collection W of good sequences of actions of an agent consists of sequences
of actions undertaken by this agent. The length of a sequence is fixed to l. Pre-
suming there are stored h last actions undertaken by every agent, own collection
W will contain h − l + 1 elements. An agent in order to generate the collec-
tion W should collect information representing actions undertaken by him in
the past. But, on the other hand, an agent in order to evaluate behavior of an
other agent has to collect information representing actions undertaken by the
evaluated agent. So an agent should have information about all actions made
in the system. This information is stored in the table of actions, in which every
agent is equipped. In the table of actions there are stored last h actions of every
visible agent.

2.2 Generation of Detectors

The generation of detectors of an agent happens when an agent first ’knows’
his last h actions, so after this agent has undertaken h actions. The algorithm
of detectors generation uses the negative selection — from set R0 of generated
sequences of length l those matching with any sequence from collection W are re-
jected. At the start of presented process set R0 contains every possible sequence.
Sequence matching means that elements of those sequences are the same. Se-
quences from set R0 which will pass such a negative selection create a set of
detectors R.
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2.3 Behavior Evaluation Stage

Once detectors of an agent have been generated, this agent can evaluate behavior
of an other agent. The result of behavior evaluation process of an evaluating
agent a is a coefficient attributed to an evaluated agent k. This coefficient marked
as mk

a is a number of counted matches between:

– detectors of the agent a which evaluates behavior,
– sequences of actions undertaken by the agent k (this sequences of actions

are taken from the table of actions of the agent a).

Marking the length of a detector as l and the number of stored actions as h, the
coefficient mk

a is a number from a range 〈0, h − l + 1〉. The maximum of counted
matches is equal h − l + 1, because every fragment of sequence of actions, which
has length equal to the length of a detector, can match only one detector.

3 Mechanisms of Distributed Evaluations Agreement

An algorithm of agents evaluations management, collection and processing is
used to agree one common decision of all agents, which belong to the remove
layer. The difficulty in this agreement is caused by the fact that an agent could
be differently evaluated by various agents. The discussion of this problem is
presented in [5], in this section are presented only key information essential to
discuss the main topic of this article.

Each action undertaken by an agent may cause change of the results of be-
havior evaluations that are done by other agents in the system. This approach
lets us formulate the algorithm of evaluation management as follows: If an agent
k belonging to any social layer undertakes an action, a request of evaluation of
the agent k is sent to all agents (except the agent k) in the remove layer, which
have direct impact on agent removing.

An agent a in case of receiving a request of evaluation of an agent number k
sends back only the coefficient ok

a in the range 0 ≤ ok
a ≤ 1. The coefficient ok

a is
given by function:

ok
a =

(
mk

a

h − l + 1

)4

(1)

where h − l + 1 is the maximum of counted matches of agent a. The power
function of evaluation behavior increases a weight of high coefficient mk

a (the
exponent was set empirically).

In order to decide if the agent k is in general good or bad the environment
uses the algorithm of evaluation’s collecting and processing, which consists of
following actions:

1. All results of behavior evaluations are stored (that results are sent by agents
in response to the request of evaluation of the agent k).
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2. Gained coefficients are summed and then this sum is divided by the number
of agents which got the request of evaluation. If this obtained number is
greater than 1

2 agent k is eliminated.

4 Social Layers

The presented work focuses on the idea of two coexisting social layers: the remove
layer and the subordinate layer. Agents belonging to the remove layer have direct
impact on removing of all agents (of all social layers) existing in the environment.
Agents belonging to the subordinate layer can only evaluate behavior, but do
not have a possibility of presenting their results in order to remove the agents.

In order to make this idea implementable in our ethically-social security sys-
tem, the criterion for agents to belong to the remove layer has to be stated.
Hypothetically, the criterion could be ’experience’ of an agent — agents which
have been in the secured system long enough could have the right to evaluate
and, on this basis, eliminate other agents from their environment. Another cri-
terion is also possible — only those agents are chosen to the remove layer, which
evaluations results mostly conform to the opinion of the whole society of agents.
Checking this criterion and changing of agents between social layers can be done
permanently after some constant time periods. The short discussion presented
here does not include all variants of possible criteria. The research presented in
this article focuses on the second mentioned criterion.

Analyzing presented ideas, the algorithm of determination which agent will
belong to the remove layer could be presented as follows:

1. During the first h + 1 constant time periods Δt all agents belong to the
remove layer.

2. Afterwards, during the next checking_time the agents observe each other’s
evaluation results. If an agent’s opinion is the same as the opinion of the
whole society it increases its social rank by 1 point.

3. In each h+1+n∗ checking_time (n=1,2,..) constant time period Δt 25 per
cent of agents with the highest social ranks are chosen. Only these agents
form the remove layer. The opinions of individuals belonging to this social
layer are taken into consideration in the process of distinction between good
entities and intruders.

4. The social ranks of all agents are reset. The society of agents acts in ac-
cordance with the algorithms of management, collecting and processing of
results of behavior evaluations presented in Sect. 3. Nonetheless, in the ran-
domly chosen time periods the whole society is requested to evaluate the
behavior of an agent a with the purpose of establishing the social ranks of
all agents existing in the society. If it happens that any agent belonging to
the remove layer is deleted, an agent from the subordinate layer with the
highest social rank is moved to the remove layer.

5. The steps number 3. and 4. are repeated.

In the research presented below tests are performed in which checking_time
is equal to 10, 100 constant time periods Δt. Moreover, the subordinate layer is
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not relieved from the duty of constant behavior evaluation of all other entities in
the society despite the fact that their opinions are not taken into consideration
in the process of making decision of an agent removing. Consequently, such an
approach to the algorithm presented above does not decrease the computational
complexity of the security mechanisms, but lets us choose the agents to the
remove layer with a high degree of precision.

5 Results of Experiments

A multi–agent system was implemented in order to test the security mechanisms
existing in a society divided into social layers . The environment of designed sys-
tem has two types of resources: type A and type B. Resources are used by agents
independently, but refilling of all resources is only possible when every type of
resources reaches the established low level. The researched system reflects oper-
ations in a computer system which should be executed in couples e.g. opening /
closing a file. There are a lot of attack techniques that are limited to only one
from a couples (or trios...) of obligatory operations (e.g. SYN flood attack [7]).
The simulated system has three types of agents:

– type 50/50 agents – agents which take one unit of randomly selected (A–
50%, B–50%) resource in every full life cycle; only this type of agents needs
resources to refill its energy (if energy level of a 50/50 agent wears off, this
agent will be eliminated)

– type 80/20 agents – agents which take one unit of randomly selected (A–
80%, B–20%) resource in every full life cycle; type 80/20 agents should be
treated as intruders because the increased probability of undertaking actions
of one type can block the system;

– type 100/0 agents – agents which take one unit of A resource in every full
life cycle; type 100/0 agents are also called intruders.

To some degree, the behavior of 80/20 agents is similar to the behavior of 50/50
agents but is undesirable in the secured system like intruders behavior. In all
experiments presented here there are initially 80 agents of type 50/50, 10 – 80/20
agents and 10 – 100/0 agents. All agents in the system are equipped with the
division profile mechanisms with parameters h = 18 and l = 5. The simulations
are run to 1000 constant time periods Δt and 20 simulations were performed.
Diagrams presented in the next paragraphs show the average taken from 20
simulations.

In the experiments presented below we compare the results obtained in sim-
ulations of a homogeneous society and societies divided into two social layers
with different checking_time fixed at 10 constant time periods Δt in one case
and 100 in the other one.

5.1 The Phenomenon of Self–destruction

In particular situations a good agent could be mistakenly treated as an intruder.
Such a problem is a consequence of the random choice of undertaken actions. As
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a result, some sequences of actions of good agents can be similar to actions of bad
agents. This phenomenon has been named the phenomenon of self–destruction.

Several tests were performed in order to check what is the level of mentioned
phenomenon depending on the checking_time of remove layer of agent society.
Afterwards, the results of these experiments were compared with the results
obtained for a homogeneous society. The diagram in Fig. 1 shows the average
number of agents type 50/50 in separate time periods.
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stratified society with checking_time = 10

homogeneous society

Fig. 1. Number of type 50/50 agents in separate time periods

In the homogeneous society the level of self–destruction was equal 3,31% which
means that on average not more than 3 good agents were mistakenly treated as
intruders and removed from the implemented system. The simulations of the
society divided into two social layers showed that the level of the self–destruction
phenomenon slightly increased – 4,75% in case of checking_time set to 10 and
3,81% for checking_time set to 100 constant time periods Δt. However, the
rate of agents’ removing tends to be higher during the early stage of the system
with checking_time equals 10. Such a problem could stem from the fact that
with so short checking_time it is very difficult to differentiate good agents from
type 80/20 agents. Therefore, intruders can be chosen to the remove layer and,
consequently, have the direct impact on removing of other agents.

The presented research indicate that the social layers have not significant
effect on the phenomenon of self–destruction. Nevertheless, the checking_time
of the society should be carefully chosen in order to recognize intruders more
precisely.
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5.2 The Rate of Intruders Detection

In every security system, it is crucial to recognize bad entities as soon as possible
and remove them from the environment. In some cases an agent with undesirable
behavior could be not identified by a society of evaluating agents as bad and, as
a result, this agent would not be excluded from that society.

In our simulations type 100/0 agents were detected during the first 28 constant
time periods Δt. Thus, when the system achieved the behavior evaluation stage
all type 100/0 agents were identified properly and eliminated from the system
when they tried to undertake actions.
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homogeneous society

Fig. 2. Number of type 80/20 agents remained in the system in separate time periods

However, the precise recognition of type 80/20 agents is more difficult and
takes more time. The division between 50/50 agents and 80/20 agents is hin-
dered by random character of agents decision which resource to undertake (some
solutions of this problem were suggested in [2,6]). The diagram in Fig. 2 shows
the average number of agents type 80/20 remained in the system in separate
time periods.

In the homogeneous society the level of intruders elimination was equal 80%.
The simulations of the society divided into two social layers with checking_time
equals 10 showed that this level insignificantly increased to 82,5%. In the case
of the stratified society with checking_time equals 100 the level of intruders
detection decreased to 68,5%. During the initial stage of simulations the rate
of bad agents removing was similar to the results obtained in other mentioned
cases. However, this rate seems to be reduced at the moment of dividing the
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society into two social layers. Such a problem could be caused by the fact that
the checking_time is too long. Therefore, if the type 80/20 agent hadn’t been
recognized as an intruder before the division of the society, it could act almost
not endangered during the next 100 constant time periods Δt due to the fact
that the agents, which formed the remove layer probably do not possess detectors
to identify its malicious behavior.

6 Conclusion

Some modifications in the ethically–social security approach were presented in
this paper. The modifications are named social layers, because society of agents
is divided into two coexisting groups: remove layer that consist of agents, which
can make behavior evaluations and have direct impact on intruder removing and
subordinate layer that consists of agents, which do not have direct impact on
intruder removing (but can make behavior evaluations). The implementation of
idea of social layers presented in the paper contains the criterion which agent
should belong to the remove or subordinate layers. The researched criterion is
connected with the opinion that only those agents should belong to the remove
layer, which behavior evaluations are the closest to all evaluations undertaken
in the secured society.

The main field of our interest was how the introducing of social layers would
influence on the base problems of the ethically-social security mechanisms. The
results of experiments were presented for three cases:

– all agents belong to the remove layer (called in this paper homogeneous
society),

– only 25% of agents belong to the remove layer and the criterion of belonging
to this layer is checking every 10 constant time periods Δt,

– only 25% of agents belong to the remove layer and the criterion of belonging
to this layer is checking every 100 constant time periods Δt.

The obtained results indicate that the implementation of social layers in
ethically–social security system does not have a significant effect on the self–
destruction phenomenon and the rate of intruders detection. However, the time
of checking which agent should belong to which layer should be carefully chosen
in order to recognize intruders precisely and eliminate them from the system as
soon as possible.

To conclude, the idea of social layers seems very interesting because it does
not make security mechanisms worse and makes it possible to reduce the com-
putational complexity. The computational complexity could be reduced due to
the fact that the agents belonging to the subordinate layer do not have to make
behavior evaluations every time, which could be the field of our future research.
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Abstract. The paper presents composition graph (CP-graph) gram-
mar, which consists of a set of CP-graph transformations, suitable for
modeling triangular finite element mesh transformations utilized by the
self-adaptive hp Finite Element Method (FEM). The hp adaptive FEM
allows to utilize distributed computational meshes, with finite elements
of various size (thus h stands for element diameter) and polynomial
orders of approximation varying locally, on finite elements edges and
interiors (thus p stands for polynomial order of approximation). The
computational triangular mesh is represented by attributed CP-graph.
The proposed graph transformations model the initial mesh generation,
procedure of h refinement (breaking selected finite elements into son ele-
ments), and p refinement (adjusting polynomial orders of approximation
on selected element edges and interiors). The graph grammar has been
defined and verified by implemented graph grammar transformation soft-
ware tool.

1 Introduction

The Composite Programable graph grammar (CP-graph grammar) was proposed
in [1], [2], [3] as a tool for formal description of various design processes. The
CP-graph grammar expresses a design process by graph transformations exe-
cuted over the CP-graph representation of the designed object. In this paper, a
new application of the CP-graph grammar is proposed, where the grammar is
utilized to describe mesh transformations occuring during the self-adaptive hp
Finite Element Method (FEM) calculations. The paper is an extension of the
CP-graph grammar model introduced in [4], [5] for rectangular finite element
meshes. The developed self-adaptive hp FEM [6], [7], [8], [9], [10] is an evolvable
system that generates a sequence of optimal hp meshes, with finite elements of
various size and polynomial orders of approximations varying locally on finite
element edges, faces and interiors. The generated sequence of meshes delivers
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exponential convergence of the numerical error with respect to the mesh size
(number of degrees of freedom or CPU time). Each hp mesh is obtained by per-
forming a sequence of h and p refinements on the predefined initial mesh. The
h refinement consists in breaking selected triangular finite element into four son
elements. The p refinement consists in increasing polynomial order of approxi-
mation on selected edges, faces and/or interiors. The process of generation of an

Fig. 1. Graph grammar productions responsible for an initial mesh generation

hp mesh is formalized by utilizing CP-graph grammar. This allows to express
mesh transformation algorithms by means of graph transformations managed
by control diagrams. This involves the generation of the initial mesh, as well
as h and p refinements. The formalization of the process of mesh transforma-
tion allows to code the mesh regularity rules on the level of graph grammar
syntax, which simplifies the algorithms and prevents computational mesh to be
inconsistent.

The computational triangular mesh is represented by attributed CP-graph.
The graph grammar consists of a set of graph transformations, called produc-
tions. Each production replaces a sub-graph defined on its left-hand-side into
a new sub-graph defined on its right-hand-side. The left-hand-side and right-
hand-side sub-graphs have the same number of free in/out bounds (bounds con-
nected to external vertices). The corresponding free in/out bounds have the
same number on both sides of a production. Thus, the embedding transforma-
tion is coded in the production by assuming the same number of free bounds on
both sides of the production. The execution of graph transformations are con-
trolled by control diagrams prescribing the required order of productions. The
presented graph grammar has been defined and verified by the implemented
software tool.
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2 Graph Transformations for Modeling the Initial Mesh
Generation

In this section, the subset of graph transformations, modeling generation of
an arbitrary hp refined mesh, based on initial mesh with horizontal sequence
of triangular finite elements is presented. The described graph transformations
can be generalized into a case of arbitrary two dimensional initial mesh. The
process of the initial mesh generation is expressed by the graph transformations
presented in Fig. 1. There are two types of triangular finite elements, presented
in Fig. 2. Each triangular finite element consists in three vertices, three edge
nodes and one interior node.

Fig. 2. Two types of triangular finite elements. Each element consists in 3 vertices, 3
edge nodes and one interior node.

Once the sequence of initial mesh elements is generated, the structure of each
element is produced, as it is expressed by productions presented in Fig. 3. The
V label stands for an element vertex, F stands for an element edge (face), I1
and I2 stand for interiors for two types of elements, respectively. If an element
is adjacent to mesh boundary, then its free bounds are connected to B labeled
graph vertex, denoting the boundary, as well as to FAL labeled vertex, denoting
missed second father of the edge (edges located inside the domain have two father
elements). There is the similar production for the second element type. There
are also similar productions for elements E1B, E2B, E1E, E2E located at the
beginning and the end of the sequence.

We can identify common edges of adjacent finite elements. The production
that is identifying two adjacent elements, and actually removing one duplicated
edge, is presented in Fig. 4. The identification is possible, since we keep finite
elements connectivity at the top level of the graph.

3 Graph Transformations for Modeling Mesh
Refinements

Once the structure of triangular finite elements is generated, we can proceed with
mesh refinements in the areas with strong singularities, where the numerical error
is large. The decision about required refinements is made by knowledge driven
artificial intelligence algorithm [6], [7], [8], [9], [10]. The selected finite elements
can be either h, p or hp refined.
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Fig. 3. Production for generating the structure of the first element type

Fig. 4. Production for identifying the common edge of two adjacent elements

The h refinement is expressed by breaking element edges and interiors. To
break an element interior means to generate four new element interiors, and three
new edges, as it is illustrated on middle panel in Fig. 5. To break an element edge
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Fig. 5. The h refinement of a triangular element: breaking of the element interior
followed by breaking of the element edges

Fig. 6. Graph grammar production for breaking element interior, for the element of
the first type

means to generate two new edge nodes and one new vertex, as it is illustrated on
right panel in Fig. 6 for all three edges of the original triangular element. These
procedures are expressed by (PI12-15) productions presented in Figs. 3-4. The
newly created finite elements are never stored in the data structure. They are
dynamically localized at the bottom level of generated refinement trees.

The following mesh regularity rules are enforced during the process of mesh
transformation, see [6]. An element edge can be broken only if two adjacent inte-
riors have been already broken, or the edge is adjacent to the boundary. This is
expressed by (PI14) and (PI15) productions in Figs. 8 and 9. An element interior
can be broken only if all adjacent edges are of the same size as the interior. This
is expressed by (PI16) production in Fig. 10. The graph vertex JI4 is obtained
after breaking all adjacent edges, and propagating adjacency information along
the refinement tree, from the father node down to children nodes. The propa-
gation of the adjacency data is obtained by executing six productions, related
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to three different edges of two types of elements. One of these productions is
presented in Fig. 11. In other words, the history of adjacent edges refinements is
coded within the label of graph vertex representing element interior. The interior
can be broken only after breaking adjacent edges and propagating the adjacency
information along the refinement trees. The goal of the mesh regularity rule is to

Fig. 7. Graph grammar production for breaking an element interior, for the element
of the second type

avoid multiple constrained edges, which leads to problems with approximation
over such an edge. The mesh regularity rule enforces breaking of large adjacent
unbroken elements before breaking small element for the second time, which is
illustrated in Fig. 12. The mesh regularity rules are enforced on the level of graph
grammar syntax.

4 Numerical Example

We conclude the presentation with the sequence of triangular finite element
meshes generated for the L-shape domain model problem [6]. The problem con-
sists in solving the Laplace equation

Δu = 0 in Ω (1)

over the L-shape domain Ω presented in Fig. 13. The zero Dirichlet boundary
condition

u = 0 on ΓD (2)

is assumed on the internal part of the boundary ΓD. The Neumann boundary
condition

∂u

∂n
= g on ΓN (3)
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Fig. 8. Graph grammar production allowing for breaking an element edge, for the edge
surrounded by two broken interiors

Fig. 9. Graph grammar production for actual breaking of an element edge

Fig. 10. Graph grammar production allowing for breaking an element interior
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Fig. 11. One of productions executing propagation of the adjacency data along the
refinement tree

Fig. 12. Mesh regularity rule enforces breaking of large adjacent element before break-
ing of small element

is assumed on the external part of the boundary ΓN . The temperature gradi-
ent in the direction normal to the boundary is defined in the radial system of
coordinates with the origin located in the central point of the L-shape domain.

g (r, θ) = r
2
3 sin

2
3

(
θ +

π

2

)
. (4)

The solution u : R2 ⊃ Ω � u �→ R is a temperature distribution inside the
L-shape domain.

The initial mesh consists in six triangular finite elements, presented on the
first panel in Fig. 13. The self-adaptive hp-FEM code generates a sequence of
meshes delivering exponential convergence of the numerical error with respect to
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Fig. 13. The sequence of triangular finite element meshes for the L-shape domain
problem

the problem size. The initial mesh, the second mesh, the optimal mesh delivering
less then 5% relative error accuracy of the solution, and the solution over the
optimal mesh are presented in Fig. 13.

5 Conclusions

The CP-graph grammar is the tool for a formal description of triangular mesh
transformations utilized by adaptive FEM. It models all aspects of the adaptive
computations, including mesh generation, h and p refinements, as well as mesh
regularity rules, including elimination of multiple constrained nodes. The tech-
nical nightmare with implementing the mesh regularity rules has been overcome
by including the mesh regularity rules within the graph grammar syntax. The
graph grammar have been formally validated by utilizing graph grammar defini-
tion software [3]. The graph grammar can be easily extend to support anisotropic
mesh refinements and three dimensional computations.
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Abstract. In this paper an original method for intrusion detection used by the 
multi-agent monitoring system is proposed. Due to the complexity of the prob-
lem of the network security maintaining it is a good idea to apply the multi-
agent approach. The multi-agent system is used in the tasks of computer  
network monitoring in order to detect the security policy violations. In this pa-
per the algorithm for detecting some type of attack is proposed. This algorithm 
is based on the network traffic analysis.    

1   Introduction 

In this paper an original method for intrusion detection used by the multi-agent moni-
toring system is proposed. The problem of the network security is taken up since 
eighties [9] and is developed up today [5, 8, 20]. A comprehensive survey of anomaly 
detection systems is presented in [16].  

A comparison of different approaches to intrusion detection systems is given in [4]. 
The general challenge of the current intrusion detection systems is to find the differ-
ence between the normal and abnormal user behaviour. Intrusion detection system 
(IDS) should not only recognise the previously knows patterns of attack, but also 
react in case of appearance of the new events that violate the network security policy. 
The first models of IDS systems were centralised namely data were collected and 
analyzed on a single machine. However, the distributed nature of the task of the net-
work security monitoring requires applying of the distributed tools for network secu-
rity maintaining. Many examples of the distributed IDS systems are given in   [1]. 

The most important postulate addressed to the intrusion detection systems is that, 
such systems should automatically react in case of detecting the security policy 
breach to prevent the attack execution or to reduce the potential loss in the network 
systems. IDS systems should be equipped with the components responsible for the 
permanent observation of the states of monitored nodes and components that integrate 
the results of these observations and diagnose the security level of the system. It is 
reasonable to apply the agency for solving the tasks of the network security monitor-
ing. A multi-agent approach in a network monitoring system was used in works [7, 3, 
10, 19] where the general system architecture was proposed. 

In our approach we also apply the agency to solve the tasks of network security 
monitoring. In work [11] the framework of an original proposal of the intrusion  
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detection system based on the multi-agent approach was presented. In particular, the 
architecture of such system and the task of agents were specified. Proposed ideas 
were further developed and in the work [14] the problem of anomalies detection on 
the basis of the nodes traffic analysis was discussed. Then in the work [17] the 
agents’ knowledge organisation and the general idea of the algorithm for detecting 
the distributed denial of service (DDoS) attack was proposed. In this work we de-
velop the algorithm for detecting the distributed denial of service attack.  

2   The General Agents’ Knowledge Structure 

It is assumed that two types of agents are in the monitoring system: managing agents 
and monitoring agents. Each monitoring agent ma is responsible for one monitoring 
region mr consisted of the set of nodes V. Managing agents may modify the size of 
the monitoring regions by adding or removing nodes from the set V . It is assumed 
that the monitoring regions may overlap. 

2.1   The Characteristic of the Monitoring Agents 

The agent ma observes the states of the nodes from his monitoring region mr with a 
reference to the some properties from the set P. ma stores all the observations in his 
private database DB.   

Definition 1. A single observation of agent ma is a tuple:  

( )( )txpvO ,,, DB∈  (1) 

where mrv ∈ , Pp ∈ , Tt ∈ , T is the universe of the timestamps and DB denotes the 
database of the agent ma.  

Single observation ( )( )txpvO ,,,  refers to the situation that at the timestamp t the 
agent ma has observed in the node v the value of the parameter p equals x [17].  
DB consists of the set of observations (see definition 1) and communication data.  
Communication data consists of the communication matrix CM of the timestamps in 
which the communication between the nodes took place.  

The second module embodied in the monitoring agent is the anomaly detection 
module that is supplied by the observations from the set of observations. This module 
is responsible for data analyzing to detect the security policy violation in the network 
system [17]. 
 

Definition 2.  An anomaly detection module of agent ma is defined as a triple: 

ACATDBAD etbt ,,]','[=  (2) 

where: 
- ],[ '' eb ttDB  is a subset of DB restricted to time interval ],[ '' eb tt and is defined as:  

( )( ) [ ]{ }'''' ,;,:,,,],[ ebeb tttmrvPptxpvOttDB ∈∈∈=    (3) 
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For a chosen time interval [ ]'' , eb tt  each tuple ( )( ) DBtxpvO ∈,,,  that fulfils the follow-

ing condition: t ∈ [ ]'' , eb tt  is sent into the anomaly detection module AD .  

- AT  is a table of discovered anomalies defined as: 

[ ]( ) [ ]{ }'' ,],[;,:,,,, ebebeb ttttmrvPpttpvAAT ⊆∈∈α=  (4) 

A single anomaly [ ]( ) ATttpvA eb ∈α ,,,,  is interpreted as the agent ma believes at the 

level α  that in the time interval [ ]eb tt ,  in the node v  an anomaly connected with the 

property p occurred.  
- AC is an anomaly archive consisted of discovered anomalies that are sent from 
AT after attack detection. However only anomalies connected with discovered attack 

are sent to the archive AC . In this way the time interval of discovered anomalies is 
not a criterion of sending given tuples [ ]( )eb ttpvA ,,,, α  into anomaly archive.  

Anomaly table AT is created for each monitoring region independently. On agents’ 
autonomy assumption it is quite possible that one agent may discover anomaly state 
of the node v with reference to some property’s value, while other agent having the 
same node in its monitoring area will not observed any anomaly with reference to this 
property’s value.  

The third module closed in internal agents’ knowledge structure is ontology mod-
ule that consists of the attack patterns. Each monitoring agent subordinates only to 
one managing agent.  

2.2   The Characteristic of the Managing Agents 

Managing agents are responsible for coordination and management of the monitoring 
system. The internal structure of the managing agents is as follows. Each managing 
agent is equipped with:  data storage module, data analysis module, attack detection 
module, queue task module and communication module. In the data storage module 
two types of data are stored: data received from the monitoring agents and knowledge 
about the pattern of attacks. Data sent by monitoring agents are derived from their 
anomaly detection modules. In the data analysis module conflicts of inconsistent 
knowledge incoming from distributed resources are solved applying consensus meth-
ods. Many a time managing agent after receiving the warn message from a one agent, 
asks other agents about their opinions. Also the new patterns of attacks are discovered 
in the data analysis module. 

The attack detection module is responsible for the attack detections. In the attack 
detection module there are embodied two algorithms: the algorithm for determining of 
the sources attack and the algorithm for determining of the attack propagation scenar-
ios. In this paper the attention to the first algorithm is paid, see Section 4 for details. 
The Queue task module consists of the tasks that must be executed or delegated by 
managing agent [17].  

3   The Language of Communication 

The agents communicate with each other to exchange knowledge about the states of 
monitored nodes or send the requests. They use a communication language compatible 
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with standard ACL (Agent Communication Language) proposed by FIPA (Foundation 
of Intelligent Physical Agents) [15]. The ACL like KQML (Knowledge Query and 
Manipulation Language), developed by DARPA knowledge Sharing Effort, rely on 
speech act theory [2, 18]. These languages base on the performatives. The messages 
might be sent to one or more receivers. From the number of receivers point of view 
two types of performatives are considered: peer-to-peer and multicast. In the algorithm 
for determining the set of Masters following types of messages are used: warn mes-
sages, multi_query_if messages, confirm (disconfirm) messages and  multi_request 
performatives with inform action execution. A monitoring agent ma sends the warn 
message to the managing agent as a warning of the anomaly detection in his monitor-
ing region. There must exist a tuple [ ]( )eb ttpvA ,,,, α  in the agent’s ma anomaly table. 
The message with query_if performative is sent if the sender wants the receiver to ask 
about the anomaly appearance, i.e. the value of the parameter p in a given node v is 
higher than a given value x. Multi_query_if is used to send a query to a group of the 
agents. For example the managing agent may ask, if in the given time interval the value 
of the parameter p in a node v was abnormal i.e. higher than x: 
multi_query_if( ( ) [ ]( )eb ttxpvA ,,,, α> ).The confirm (disconfirm) message is send by the 
managing or monitoring agent if they want to confirm (disconfirm) the true of some 
proposition. If the managing agent sends confirm (disconfirm) message to more than 
only one agent then we have the multi_confirm (multi_disconfirm) message. The 
multi_request performative is sent by the managing agent to a group of monitoring 
agents. In this kind of message also the type of action must be specified. In the algo-
rithm proposed in this paper an inform action is considered. In case of multi_request 
performatives with inform action execution the managing agent sends to the group of 
the monitoring agents a request of sending information about the discovered anoma-
lies. If the managing agent requests of sending information about a state of a single 
node v with the reference to the one parameter p in the time interval [ ]eb tt , then the 
message content is as follows: send_information( [ ]( )eb ttpvO ,,, ). The managing agent 
may also ask about the nodes that have been communicated wit a given node. In this 
case the communication matrix is analyzed. 

4   The Algorithm for the DDoS Attack Detecting 

The algorithm for the sources of DDoS attack detecting is embodied in the managing 
agent’s attack detection module. It is assumed that network traffic should be analyzed 
in order to detect anomalies. The main purpose is to detect the attack before blocking 
the chosen goal. In order to detect the DDoS attacks the anomalies in traffic character-
istics and anomalies in communication schemes must be observed. In the DDoS attack 
it is assumed that Attacker is the source of attack and initializes the overall attack in a 
computer network by putting a maliciously software in chosen computers (nodes). 
These nodes become Masters. In the next step each Master starts to infect other nodes 
that become Demons. Next Demons infect other nodes and those next ones etc. and in 
this way spreading stage is expanded. When sufficient number of nodes is infected or  
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at the fixed time point final attack or on earlier chosen computer (attack goal) is car-
ried out. Due to the numerous numbers of requests sent simultaneously from different 
Demons at the same time interval to the attack goal all his resources are allocated and 
blocked [13]. 

4.1   The Idea of the Algorithm  

The goal of applying the algorithm for the sources attack detecting is to determine the 

node Vvk ∈  that is an Attacker. This algorithm consists of two main steps. In the first 
step the set of Masters is detected and in the second one on the base of Masters’ input 
traffic analysis the Attacker is trailed. In this work the first Step is discussed in detail. 
The idea of the algorithm is as follows [17]: 

Step 1. Determine the set H of Masters. 
Step 2. If the cardinality of the set H is higher than threshold value τ  then go to Step  
            3 else go to Step 1. 
Step 3. Apply the procedure of the Attacker detection. 

4.2   The Algorithm for Determining the Set of the Masters  

Let us assume that the set of managing agents is one-element and we detect the anom-
aly with reference to one monitored property.  

The algorithm for determining the set of the Masters is divided into two parts: Pre-
liminary part and Principal part. 

Preliminary part 
Step 1. The monitoring agent ma detects the anomaly in the node v∈mr with the ref-

erence to the property p∈P. It means that there exists the tuple [ ]( )eb ttpv ,,,, α  

in his anomaly table AT. 
Step 2. The agent ma determines the node vk∈mr, in which the anomaly of the value 

of the parameter p appeared at earliest. 
Step 3. The monitoring agent ma affirms the local anomaly in his monitoring region, 

indicates the node vk and sends a warn message to the managing agent. 
Step 4. If the node vk is monitored by the other monitoring agents, then Go to the Step 

5, else Go to the Step 8. 
Step 5. The managing agent asks other monitoring agents about their opinions about 

the state of the node vk in a given time interval [ ]eb tt ,Δ− . The managing agent 

sends to them the message with multi_request performative with inform ac-
tion  execution. 

Step 6. The managing agent collects the answers and obtains consistent opinion about 
the state of the node vk. In this step, the procedure for verification of the node 
state is carried out, in which the consensus methods are applied. The aim of 
this procedure is to obtain the agreement of the node state. 

Step 7. If anomaly exists then Go to Step 8 else send into the queue task module the 
task of the node state verification in some time.  

Step 8. The managing agent initializes Principal part of the algorithm.  
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Principal part 
Step 1. The managing agent asks monitoring agents which nodes communicated with 

the node vk in the time interval [ ]bb tt ,Δ− . The managing agent sends the mes-

sage with multi_request performative with inform action  execution. 
Step 2. Monitoring agents on the basis of their communication matrixes determine the 

nodes that communicated with the node vk in the time interval [ ]bb tt ,Δ−  and 

send the answers. 
Step 3. The managing agent obtains the set K of the nodes that communicated with 

the node vk in the time interval [ ]bb tt ,Δ− . 

Step 4. The managing agent commissions the monitoring agents to verify if in the 
nodes from K the anomaly of the value of the parameter p in the time inter-
val [ ]bb tt ,Δ−  appeared. For each v∈K the managing agent sends the message 

with multi_guery_if performative. 
Step 5. Monitoring agents on the basis of their anomaly tables send the answers to the 

managing agent. 
Step 6. The managing agent determines the set of infected nodes K’. If the nodes from 

K’ are monitored by more than one monitoring agents, then the managing 
agent obtains the consensus opinion about the anomalies.  

Step 7. If the set K’ is not empty then go to Step 8 else go to Step 9. 
Step 8. From the set K’ managing agent selects the node v’ that communicated with 

the node vk at earliest and  applies for the node v’ the Principal Part. Go to the 
Step 1. 

Step 9. The node vk is a Master. Include vk into the set H. Stop.     

4.3   An Example  

Fig. 1 shows the anomaly of the input and output traffic in the node v2∈mr3. The node 
v2 is monitored by the agent ma3. This agent has observed the anomaly of the input 
traffic in the following time intervals: [ ]73 tt , , [ ]1611 tt , , [ ]2018 tt ,  and [ ]2520 tt ,  with the 

reference to the values of p1 and p2. In the time intervals: [ ]149 tt ,  and [ ]2319 tt ,  the 

anomaly of the output traffic has been observed. The nodes: 3v , 13v , 17v , 16v , 15v  

communicated with v2 while v2 communicated with 8v and 19v . 

v2

[t3 ,t7 ] [t9,t14]

[t19 ,t23]

[t11,t16]

[t18,t20]

[ t 20
, t 25

]
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ma3 p1

p1

p3

p2
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p4

v13

v8

v15

v16
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Fig. 1. Anomaly of the input and output traffic in the node v2 
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Fig. 2. Graphic representation of the piece of the anomaly table created by the ma3. 

- the anomaly of the parameter p1 in the time intervals [ ]73 tt ,  and [ ]2018 tt ,  

- the anomaly of the parameter p2 in the time intervals [ ]1611 tt ,  and [ ]2520 tt ,  

- the anomaly of the parameter p3 in the time interval [ ]149 tt ,  

- the anomaly of the parameter p4 in the time interval [ ]2319 tt ,  

Let us concentrate on the analyzing of the parameter p3. On the basis of the time in-
tervals in which this anomaly occurred we deduce that the node v3 is the local source 
of the attack in the region mr3. Let us assume the belief coefficient α equals 1 for all 
detected anomalies and the coefficient Δ equals 4. 
The algorithm for determining the set of the Masters is as follows. 

Preliminary part 
Step 1. The monitoring agent ma3 detects the anomaly in the node v2∈mr3 with the 

reference to the property p3∈P. It means that there exists the tuple 
[ ]( )14932 tt1pv ,,,,  in his anomaly table AT.  

Step 2. The agent ma3 determines the node v3∈mr3, in which the anomaly of p3 ap-
peared at earliest. 

Step 3. The monitoring agent ma3 sends warn message to the managing agent. 
Step 4. The node v3 is monitored only by the one agent.  
Step 8. The managing agent initializes Principal part of the algorithm.  

Principal part 
Step 1. The managing agent asks monitoring agents which nodes communicated with 

the node v3 in the time interval [ ]40 tt , . The managing agent sends the message 

with multi_request performative with inform action  execution.  
Step 2. Monitoring agents on the basis of their communication matrixes send the 

answers. 
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Step 3. The managing agent receives the answers from two agents: ma1 and ma2 and 
determines the set { }1297 vvvK ,,=  (Fig 3). 

Step 4. The managing agent commissions the monitoring agents to verify if in the 
nodes from K the anomaly of the value of the parameter p3 in the time inter-
val [ ]40 tt ,  appeared. The managing agent sends the message with 

multi_guery_if performative.  
Step 5. Monitoring agents on the basis of their anomaly tables send the answers to the 

managing agent. 
Step 6. The managing agent determines the set K’ of infected nodes: { }127 vvK ,=  

Step 8. From the set K’ managing agent selects the node 7v  and applies for the node 

7v  the Principal Part. Go to the Step 1. 

v3

P3

t2 t4

v7

v9

v12

communication

t5

communication
t3communicationt0

The agent 
ma1

The agent 
ma2 anomaly

 

Fig. 3. The nodes v7, v9 and v12 have communicated with the node v3 and one of them has in-
fected the node v3.  

5   Conclusions 

In this paper the problem of automatic intrusion detection was discussed. This paper 
is a continuation of the issues presented in previous works [11, 14]. In particular the 
ideas presented in [17] were here developed and the algorithm for automatic detecting 
of the DDoS attack was in detail described. This algorithm consists of two parts and 
the first part was here discussed. As a future work the second part of the algorithm 
must be developed and practical verification of presented results must be done. 

Applying agency into the tasks of intrusions detection is the chance of building of 
the automatic intrusion detection systems that act in an incomplete, inconsistent and 
unpredictable environment. Agents as autonomous entities observe the nodes, take the 
decisions, communicate each other, integrate the results of their local activity and 
solve the global task of intrusion detection. In this paper we concentrate on the pres-
entation of the algorithm for intrusion detection, and it was assumed that after discov-
ering the anomaly of some parameter the agents apply the algorithm for the source of  
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DDOS attack detection. It must be pointed out that the anomalies discovering plays a 
crucial role in a whole system. This problem basis not only on measuring some pa-
rameters and comparing them with templates but also requires taking into account 
other individual nodes’ characteristics. Undoubtedly the effectiveness of monitoring 
system depends not only on the applied intrusion detection algorithms but also on the 
input of these algorithms i.e. effectiveness of lower layers responsible for anomalies 
detecting. 
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Abstract. The paper proposes a middleware called JABAT (Jade-based
A-Team). JABAT allows to design and implement A-Team architectures
for solving combinatorial optimization problem. JABAT is intended to
become the first step towards next generation A-Teams which are fully
Internet accessible, portable, scalable and in conformity with the FIPA
standards.

Keywords: JABAT, A-Team, optimization, computionally hard prob-
lems, multi-agents systems.

1 Introduction

Last years a number of significant advances have been made in both the design
and implementation of autonomous agents. A number of applications of agent
technology is growing systematically. One of the successful approaches to agent-
based optimization is the concept of an asynchronous team (A-Team), originally
introduced by Talukdar [15].

A-Team is a multi agent architecture, which has been proposed in [15] and [16].
It has been shown that the A-Team framework enables users to easily combine
disparate problem solving strategies, each in the form of an autonomous agent,
and enables these agents to cooperate to evolve diverse and high quality solutions
[14]. Acording to [15] an asynchronous team is a collection of software agents
that solve a problem by dynamically evolving a population of solutions. Each
agent works to create, modify or remove solutions from the population. The
quality of the solutions gradually evolves over time as improved solutions are
added and poor solutions are removed. Cooperation between agents emerges as
one agent works on solutions produced by another. Each agent encapsulates a
particular problem-solving method along with methods to decide when to work,
what to work on and how often to work.

The reported implementations of the A-Team concept include two broad
classes of systems: dedicated A-Teams and platforms, environments or shells
used as tools for constructing specialized A-Team solutions. Dedicated (or spe-
cialized) A-Teams are usually not flexible and can be used for solving only partic-
ular types of problems. Among example A-Teams of such type one can mention
the OPTIMA system for the general component insertion optimization problem

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 624–633, 2008.
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[13] or A-Team with a collaboration protocol based on a conditional measure of
agent effectiveness designed for Flow optimization of railroad traffic [4].

Among platforms and environments used to implement A-Team concept some
well known include IBM A-Team written in C++ with own configuration lan-
guage [14] and Bang 3 - a platform for the development of Multi-Agent Systems
(MAS) [12]. Some implementations of A-Team were based on universal tools
like Matlab [16]. Some other were written using algorithmic languages like, for
example the parallel A-Team of [5] written in C and run under PVM operating
system.

The above discussed platforms and environments belong to the first generation
of A-Team tools. They are either not portable or have limited portability, they
also have none or limited scalability. Agents are not in conformity with the FIPA
(The Foundation of Intelligent Psychical Agents) standards and there are no
interoperability nor Internet accessibility. Migration of agents is either impossible
or limited to a single software platform.

To overcome some of the above mentioned deficiencies a middleware called
JABAT (Jade-based A-Team) was proposed in [11]. It was intended to become
the first step towards next generation A-Teams which are portable, scalable and
in conformity with the FIPA standards. JABAT allowes to design and implement
an A-Team architecture for solving combinatorial optimization problems. In this
paper we report on e-JABAT which is an extension of JABAT to become the
fully Internet-accessible solution.

The paper is organized as follows: Section 2 gives a short overview of the
JABAT features. Section 3 introduces the concept of e-JABAT and describes
the required actions, which have to be carried out by the user wishing to use
the Web-based JABAT interface to obtain a solution to the problem at hand.
Section 4 offers more details on the e-JABAT architecture. Section 5 contains
some comments on flexibility of e-JABAT. Finally, Section 6 contains conclusions
and suggestions for future research.

2 Main Features of the JABAT Middleware

JABAT is a middleware supporting design and development of the population-
based applications intended to solve difficult computational problems. The ap-
proach is based on the A-Team paradigm.

Main features of JABAT include:

– The system can solve instances of several different problems in parallel.
– The user, having a list of all algorithms implemented for the given problem

may choose how many and which of them should be used.
– The optimization process can be carried out on many computers. The user

can easily add or delete a computer from the system. In both cases JABAT
will adapt to the changes, commanding the optimizing agents working within
the system to migrate.
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– The system is fed in the batch mode - consecutive problems may be stored
and solved later, when the system assesses that there is enough resources to
undertake new searches.

The use case diagram depicting the functionality of JABAT is shown in Fig. 1.

Fig. 1. Use case diagram of the functionality of JABAT

JABAT produces solutions to combinatorial optimization problems using a
set of optimising agents, each representing an improvement algorithm. The pro-
cess of solving of the single task (i.e. the problem instance) consists of several
steps. At first the initial population of solutions is generated. Individuals form-
ing the initial population are, at the following computation stages, improved
by independently acting agents, thus increasing chances for reaching the global
optimum. Finally, when the stopping criterion is met, the best solution in the
population is taken as the result.

The way the above steps are carried out is defined by the “strategy”. There
may be different strategies defined in the system, each of them specyfying:

– how the initial population of solutions is created (in most cases the solutions
are drawn at random),

– how to choose solutions which are forwarded to the optimizing agents for
improvement,

– how to merge the improved solutions returned by the optimizing agents
with the whole population (for example they may be added, or may replace
random or worst solutions),

– when to stop searching for better solutions (for example after a given time,
or after no better solution has been found within a given time).

To validate the system a number of experiments has been conducted. Ex-
periments have involved a variety of combinatorial optimization problems. The
results reported in [10], [2], [6], [7], [8] have proved ability and efectiveness of
JABAT with regard to solving computationally hard problems.
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3 e-JABAT

In this paper we propose an extension of JABAT making it accessible through
a web interface, in which most of the original functionality is available for users
from all over the world. The system with its interface is further on referred
to as e-JABAT. A working copy of e-JABAT may be found at the address
http://jabat.wpit.am.gdynia.pl.

3.1 Solving Tasks

To solve a task within the system, a user has to register at the e-JABAT website.
Registered users obtain access to the part of the website in which tasks can be
uploaded for solving. The uploaded tasks are sequenced and solved in the order of
uploading. They may be solved in parallel (even the tasks of different problems).
After a task has been solved the user can download the results saved in a text
file in the user’s space.

Thus, the user can:

– upload a file containing a task to be solved,
– observe the status of all tasks he has uploaded (waiting, being solved, solved),
– observe the logfiles in which some additional information or error messages

may be found,
– download the files with solutions,
– delete his tasks.

The user willing to upload a task to the system must also:

– Choose from the available list the problem that the task belongs to. At
present four different problems have been implemented in e-JABAT and are
available for the users of the web interface. Theese problems are:

• resource constrained project scheduling problem with single and multiple
node (RCPSP, MRCPSP),

• clustering problem (CP),
• euclidean planar traveling salesman problem (TSP) and
• vehicle routing problem (VRP).

For each of these problems the format of the file containing the task to be
solved is specified and published in the website.

– Choose which optimizing agents should be involved in the process of search-
ing for the solution. Each of the optimizing agents within the system repre-
sents different optimization algorithm. For the problems implemented in the
system there are available agents executing the following algorithms:

• the local search algorithm, algorithm based on the simple evolutionary
crossover operator and the tabu search algorithm for the RCPSP,

• the Lin-Kerninghan algorithm and the evolutionary algorithm for the
TSP,

• the 2-optimum algorithm operating on a single route, the λ interchange
local optimisation method, the evolutionary algorithm and the local
search algorithms for the VRP,

http://jabat.wpit.am.gdynia.pl
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• the random local search, the hill-climbing local search and the tabu
search algorithms for the CP.

For each of these algorithms a short description is available at the JABAT
website.

– Choose a strategy from the list of available strategies and optionally define a
set of options for this strategy, for example the size of the initial population
or the length of time after which the search for better solutions stops.

For each optimizing agent the user may define the minimum and the maxi-
mum number of running copies of the agent. The system will initially use the
minimal specified number and then the number will increase if there is enough
computational resources available.

Fig. 2 shows the task upload screen, where the user’s choices are shown.

Fig. 2. Task upload screen

The report file created for each user’s task includes the best solution obtained
so far (that of the maximum or minimum value of fitness), average value of
fitness among solutions from current population, the actual time of running and
the time in which the best solution was last reached. The file is created after the
initial population has been generated and then the next set of data is appended
to the file every time the best solution in the population changes. The final
results are added to the content of the file when the stopping criterion has been
met. The report on the process of searching for the best solution may be later
analysed by the user. It can be easily read into a spreadsheet and converted into
a summary report with the use of the pivot table.

3.2 Adding/Deleting Resources

JABAT makes it possible for optimisation agents to migrate or clone to other
computers. By the use of mobile agents the system offers decentralization of



Web Accessible A-Team Middleware 629

computations resulting in a more effective use of available resources and re-
duction of the computation time. Each registered user may launch a JADE
container on his current host and attach it to the copy of JABAT running on
jabat.wpit.am.gdynia.pl.

4 e-JABAT Architecture

The system consists of two parts: JABAT engine, responsible for the actual
solving of computational task and web interface, in which a user can upload the
tasks and their parameters and download the results (Fig. 3).

Fig. 3. e-JABAT architecture

4.1 Web Interface

Users obtain access to the JABAT engine through the web interface that has been
created with the use of Java Server Faces and Facelets technologies. The interface
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allows the user to specify the task and to provide some additional information
concerning details on how the task solving process should be carried. The task
uploaded by the user is saved in the directory from which it can be later read
by the JABAT engine. The information given by the user during the process
of uploding the task are written in an XML file stored in the area called input
directory from which JABAT can read it.

Each XML batch file stored in the input directory contains a single set of
data provided by the user: the problem name, one or more instance data, list of
optimising agents which should be run in order to solve the task, name of the
selected strategy and additional options for this strategy. The XML input files
stored in the initial directory are read by the JABAT engine and solved in the
order of appearance. The results are stored in the output directory, from which
they can be downloaded by the users to which they belong.

4.2 The JABAT Engine

The JABAT engine is built using JADE (Java Agent Development Framework),
a software framework proposed by TILAB [17] for the development and run-time
execution of peer-to-peer applications. JADE is based on the agents paradigm in
compliance with the FIPA [9] specifications and provides a comprehensive set of
system services and agents necessary to distributed peer-to peer applications in
the fixed or mobile environment. It includes both the libraries required to develop
application agents and the run-time environment that provides the basic services
and must be running on the device before agents can be activated [3].

JADE platforms have containers to hold agents, not necessarily on the same
computer. In JABAT containers placed in different platforms are used to run
agents responsible for searching for optimal solutions using pre-defined solution
improvement algorithms.

Within the JABAT engine the following types of agents are used:

– OptiAgents - representing the solution improvement algorithms,
– SolutionManagers - managing the populations of solutions,
– TaskManagers - responsible for initialising the process of solving an instance

of a problem (it for example creates and deletes agents that are designated
to the task)

– SolutionMonitors - recording the results,
– PlatformManager - organising the process of migration between different

containers and
– ErrorMonitor - monitoring unexpected behavior of the system.

Agents Responsible for Solving a Task. The most important for the process
of solving a task are OptiAgents and SolutionManagers. They work in parallel
and communicate with each other exchanging solutions that are either to be
improved when they are sent to OptiAgents, or stored back into the common
memory when sent to SolutionManager.

Each OptiAgent is a single improvement algorithm. An OptiAgent can commu-
nicate with all SolutionManagers working with instances of the same problem.
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An agent sends out the message about its readiness to work. Such message con-
tains information about the number of solutions from the common memmory
required to execute the improvement procedure. In response the SolutionMan-
ager sends the details of the task and appropriate number of solutions. The
respective OptiAgent processes them and sends back the improved solution or
solutions. The process iterates, until some stopping criterion is met.

Each SolutionManager is responsible for a single population of solutions cre-
ated to solve a single task. Its actions include generation of the initial pool of
solutions, sending solutions to the OptiAgents, merging improved solutions with
the population storef in the common memory and deciding when the whole so-
lution finding process should be stopped. All these activities are managed in
accordance with the strategy that has been choosen for the particular task. This
strategy is a part of the SolutionManager provided as one of the set of the agent
parameters.

Apart from the above SolutionManager is also responsible for sending period-
ical reports on the state of computations to the SolutionMonitor monitoring the
respective task. The SolutionMonitor, in turn, prepares and saves information
on the results thus obtained in the report file available to the user.

Agents Responsible for Creating/Deleting/Relocating Other Agents.
There are two important agents categories managing the process of solving tasks:
TaskManagers and PlatformManager. Their role is to create, delete, relocate or
copy agents responsible for the actual problem-solving process.

There is only one TaskManager in the system, responsible for reading in-
put data and creating or deleting all agents designated to the particular task.
TaskManager may initialise the process of solving next task before the previous
has stopped if there is any such task waiting and if the global system setting
allows for that.

The PlatformManager manages optimization agents and system platforms.
It can move optimization agents among containers and create (or delete) their
copies to improve computations efficiency. The PlatformManager work is based
on the following simple rules:

– the number of OptiAgents cannot exceed the maximum number and can not
be smaller than the minimum number of OptiAgents, as specified by the user,

– if JABAT has been activated on a single platform (computer), then all Op-
tiAgents would be also placed on this platform,

– if JABAT has been activated on multiple platforms, with main container
placed on one computer and the remote joined containers placed on other
computers, then OptiAgents are moved from the main container to outside
containers to distribute the workload evenly.

5 Flexibility of e-JABAT

The JABAT engine has been designed in such a way, that it can be easily ex-
tended to solving new problems or solving them with new algorithms. The main



632 D. Barbucha et al.

idea is to reduce the amount of work of the programmer who wants to solve new
problems or wishes to introduce new ways of representing tasks or solutions, new
optimising algorithms or finally new replacement strategies. e-JABAT makes it
possible to focus only on defining these new elements, while the processes of
communication and population management procedures will still work. More
detailed information about extending the functionality of JABAT can be found
in [1].

6 Conclusions

The goal of the research presented in this paper was to propose a middleware
environment allowing Internet accessibility and supporting development of A-
Team systems. The solution - e-JABAT - has achieved this goal. Some of the
advantages of e-JABAT have been inherited from JADE. The most important
advantage seem to be e-JABAT ability to simplify the development of distributed
A-Teams composed of autonomous entities that need to communicate and collab-
orate in order to achieve the working of the entire system. A software framework
that hides all complexity of the distributed architecture plus a set of predefined
objects are available to users, who can focus on the logic of the A-Team appli-
cation and effectiveness of optimization algorithms rather than on middleware
issues, such as discovering and contacting the entities of the system. It is be-
lieved that the proposed approach has resulted in achieving Internet accessible,
scalable, flexible, efficient, robust, adaptive and stable A-Team architectures.
Hence, e-JABAT can be considered as a step towards next generation A-Team
solutions.

During the test and verification stages JADE-A-Team has been used to im-
plement several A-Team architectures dealing with well known combinatorial
optimization problems. Functionality, ease of use and scalability of the approach
have been confirmed.

Further research will concentrate on extending scalability and efficiency fea-
tures of e-JABAT. One of such features under current development is an ex-
tension of the system functionality to use the middleware through the Internet
solely on a computer or computers directly controlled or owned by the user.
Another development under way is the construction of the intelligent help which
would provide guidance to users less advanced in using Java technologies.
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10. Jȩdrzejowicz, P., Ratajczak-Ropel, E.: Agent-Based Approach to Solving the Re-

source Constrained Project Scheduling Problem. In: Beliczynski, B., Dzielinski, A.,
Iwanowski, M., Ribeiro, B. (eds.) ICANNGA 2007. LNCS, vol. 4431, pp. 480–487.
Springer, Heidelberg (2007)
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Abstract. This paper deals with the application of multi-agent system concept 
for optimization of dynamic uncertain process. These problems are known to 
have a computationally demanding objective function, which could turn to be 
infeasible when large problems are considered. Therefore, fast approximations 
to the objective function are required. This paper employs bundle of intelligent 
systems algorithms tied together in a multi-agent system. In order to demon-
strate the system, a metal reheat furnace scheduling problem is adopted for 
highly demanded optimization problem. The proposed multi-agent approach has 
been evaluated for different settings of the reheat furnace scheduling problem. 
Particle Swarm Optimization, Genetic Algorithm with different classic and ad-
vanced versions:  GA with chromosome differentiation, Age GA, and Sexual 
GA, and finally a Mimetic GA, which is based on combining the GA as a global 
optimizer and the PSO as a local optimizer. Experimentation has been per-
formed to validate the multi-agent system on the reheat furnace scheduling 
problem. 

Keywords: GA, PSO, multi-agent system, reheat furnace, scheduling. 

1   Introduction 

Intelligent Manufacturing means the application of Artificial Intelligence (AI) and 
Knowledge-based technologies in general to manufacturing problems. This includes a 
large number of technologies such as machine learning, intelligent optimization algo-
rithms, data mining, and intelligent systems modeling. Such technologies have so far 
proved to be more popular than AI Planning and Scheduling in such applications.  

In this research, different types of intelligent optimization methodologies have 
been explored for the purpose of planning and scheduling with the emphasis on the 
application of the technology to reheat furnaces scheduling. An informal definition of 
the terms AI Planning and AI Scheduling, has to be defined as accepted in the manu-
facturing community which is as follows: 

Planning: the automatic or semi-automatic construction of a sequence of actions such 
that executing the actions is intended to move the state of the real world from some 
initial state to a final state in which certain goals have been achieved.  
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This sequence is typically produced in partial order, which is with only essential 
ordering relations between the actions, so that actions not so ordered appear in 
pseudo-parallel and can be executed in any order while still achieving the desired 
goals. 

Scheduling: in the pure case, the organization of a known sequence of actions or set 
of sequences along a time-line such that execution is carried out efficiently or possi-
bly optimally. By extension, the allocation of a set of resources to such sequences of 
actions so that a set of efficiency or optimality conditions are met. 

Scheduling can therefore be seen as selecting among the various action sequences 
implicit in a partial-order plan in order to find the one that meets efficiency or opti-
mality conditions and filling in all the re-sourcing detail to the point at which each 
action can be executed. 

This paper addresses the issues involved in developing a suitable methodology for 
developing a generic intelligent scheduling system using a multi-agent architecture. 
The system includes a number of agents based on different intelligent techniques, 
such as Genetic Algorithms (GA) and its derivates, Particle Swarm Optimization 
(PSO), and hybridizations of the systems. Also, it must operate in an environment 
which requires the system to respond rapidly to complex, potentially real time re-
sponse to a dynamic system. A metal reheating scheduling problem is chosen as the 
test bed. 

2   Multi Agent System 

Conceptually, multi-agent system architecture consists of a series of problem solving 
agents, and the control mechanisms. The agents are used co-operatively to solve a 
complex problem which can be solved by any of the agents individually. The subdivi-
sion of the system into agents increases the search space for a solution to the problem 
under investigation, which also facilitates the integration of other intelligent system 
components into the system structure. The agents are only allowed to communicate 
with each other via the system, a data structure which stores all the information which 
is either input or output from any of the agents. The purpose of the control mechanism 
is to decide at what time, and in which order, the agents are to be executed. At any 
one time, there may be many agents who are ready to execute, it being the role of the 
control mechanism to determine which of these agents will best meet the goals of the 
system and constrains set by the environment, such as fast or accurate solutions. Thus 
the system can be described as being examples of opportunistic reasoning systems [5]. 
In the following sections, the different agents used in the system are described. 

2.1   Practical Swarm Optimization 

Particle Swarm Optimization is a global minimization technique for dealing with 
problems in which a best solution can be represented as a point and a velocity. Each 
particle assigns a value to the position they have, based on certain metrics. They  
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remember the best position they have seen, and communicate this position to the other 
members of the swarm. The particles will adjust their own positions and velocity 
based on this information. The communication can be common to the whole swarm, 
or be divided into local neighborhoods of particles [6]. 

2.2   Genetic Algorithms (GA) 

GAs are exploratory search and optimization methods that were devised on the prin-
ciples of natural evolution and population genetics [4]. Unlike other optimization 
techniques, a GA does not require mathematical descriptions of the optimization 
problem, but instead relies on a cost-function, in order to assess the fitness of a par-
ticular solution to the problem in question. Possible solution candidates are repre-
sented by a population of individuals (generation) and each individual is encoded as a 
binary string containing a well-defined number of chromosomes (1's and 0's). Ini-
tially, a population of individuals is generated and the fittest individuals are chosen by 
ranking them according to a priori-defined fitness-function, which is evaluated for 
each member of this population. In order to create another better population from the 
initial one, a mating process is carried out among the fittest individuals in the previous 
generation, since the relative fitness of each individual is used as a criterion for 
choice. Hence, the selected individuals are randomly combined in pairs to produce 
two off-springs by crossing over parts of their chromosomes at a randomly chosen 
position of the string. These new offspring represent a better solution to the problem. 
In order to provide extra excitation to the process of generation, randomly chosen bits 
in the strings are inverted (0's to 1's and 1's to 0's). This mechanism is known as muta-
tion and helps to speed up convergence and prevents the population from being pre-
dominated by the same individuals. All in all, it ensures that the solution set is never 
naught. A compromise, however, should be reached between too much or too little 
excitation by choosing a small probability of mutation.  

2.3   Age Genetic Algorithm (AGA) 

The age GA emulates the natural genetic system more closely to the fact that the age 
of an individual affects its performance and hence it should be introduced in GAs. As 
soon as a new individual is generated in a population its age is assumed to be zero. 
Every iteration age of each individual is increased by one. As in natural genetic sys-
tem, young and old individuals are assumed to be less fit compared to adult individu-
als [3]. The effective fitness of an individual at any iteration is measured by consider-
ing not only the objective function value, but also including the effect of its age. In 
GA once a particular individual becomes fit, it goes on getting chances to produce 
offspring until the end of the algorithm; if a proportional selection is used; thereby 
increasing the chance of generating similar type of offspring. More fit individuals do 
not normally die, and only the less fit ones die. Whereas in AGA, fitness of individu-
als with respect to age is assumed to increase gradually up to a pre-defined upper age 
limit (number of iterations), and then gradually decreases. This, more or less, ensures 
a natural death for each individual keeping its offspring only alive. Thus, in this case, 
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a particular individual cannot dominate for a longer period of time. Rest of the proc-
ess of evolution in AGA is same as that in GA.  

2.4   Sexual Genetic Algorithm (SGA) 

The selection of parent chromosomes for reproduction, in case of GA, is done using 
only one selection strategy. When considering the model of sexual selection in the 
area of population genetics it gets obvious that the process of choosing mating part-
ners in natural populations is different for male and female individuals. Inspired by 
the idea of male vigor and female choice, Lis and Eiben [7] have proposed Sexual GA 
that utilizes two different selection strategies for the selection of two parents required 
for the crossover. The first type of selection scheme utilizes random selection and 
another selection strategy uses roulette wheel selection for the selection of two par-
ents. Rest of the process is similar to that of GA.  

2.5   Genetic Algorithm with Chromosome Differentiation (GACD) 

In GACD [1], the population is divided into male and female population on the basis 
of sexual differentiation. In addition, these populations are made dissimilar artifi-
cially, and both the populations are generated in a way that maximizes the hamming 
distance between the two classes. The Crossover is only allowed between individuals 
belonging to two distinct populations, and thus introduces greater degree of diversity 
and simultaneously leads to greater exploration in the search space. Selection is ap-
plied over the entire population, which serves to exploit the information gained so far. 
Thus, GACD accomplishes greater equilibrium between exploration and exploitation, 
which is one of the main features for any adaptive system. The chromosomes in the 
case of GACD are different as it contains additional gene that helps in determining 
the sex of the individuals in the current population.  

2.6   Mimetic Genetic Algorithms (MGA) 

MGAs are inspired by the notions of a mime [2]. In MGA, the chromosomes are 
formed by the mimes not genes (as in conventional GA). The unique aspect of the 
MGA algorithm is that all chromosomes and offspring are allowed to gain some ex-
perience before being involved in the process of evolution. The experience of the 
chromosomes is simulated by incorporating local search operation. Merz and Freisle-
ben [8] proposed a method to perform local search through pair wise interchange 
heuristic. The local neighborhood search is defined as a set of all solutions that can be 
reached from the current solution by swapping two elements in the chromosome.  

In this research, the MGA local search engine is based on PSO. When the popula-
tion is generated, it is passed to PSO for gaining some experience. The PSO will train 
the individuals to find local solutions to the problem within a constrained environment. 
Once the individuals are trained, they are passed back to the GA for performing the 
mating operations, and consequently finding solutions for the optimization problem. 
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3   Reheat Furnace Model 

Metals reheating furnace scheduling is chosen as a test bed for the optimization algo-
rithm. Fig. 1 shows a typical continuous annealing process known as the continuous 
annealing and processing line [10]. In this furnace, the material for annealing is a cold-
rolled strip coil, which is placed on a pay-off reel on the entry side of the line. The 
head end of the coil is then pulled out and welded with the tail end of the preceding 
coil. Then the strip runs through the process with a certain line speed. On the delivery 
side, the strip is cut into a product length by a shear machine and coiled again by a 
tension reel. The heat pattern of the strip is determined according to the composition 
and the product grade of the strip. The actual strip temperature must be within the 
defined ranges from the heat pattern to prevent quality degradation. The value of the 
heat pattern at the outlet of the heating furnace is the reference temperature for the 
control. In most cases, the strip in the heating furnace is heated indirectly with gas-
fired radiant tubes. The heating furnace is 400 to 500 m in strip length and is split into 
several zones. The furnace temperature and fuel flow rate are measured at each zone, 
while the strip temperature is measured only at the outlet of the furnace with a radia-
tion pyrometer. It takes a few minutes for a point on the strip to go through the furnace. 

 

Fig. 1. Outline of a continuous annealing process [10] 

For simplicity, a single heating furnace model is considered. The physical state of 
the steel piece annealing process is denoted by z(t) and represents the temperature the 
metal as it evolves through the heating furnace. The metal piece temperature rise 
depends on its thickness, mass, and the furnace reference temperature F; which is pre-
designed at a plant-wide planning level. The thermal process in the heating furnace 
can be represented by a nonlinear heat-transfer equation describing the dynamic re-
sponse of each metal piece temperature so that the temporal change in heat energy at a 
particular location is equal to the transport heat energy plus the radiation heat energy 
as follows [9]: 
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and L is the furnace length (m); t0 the heating start time; σsb is the Stefan–Boltzmann 
constant (= 4.88 × 10-8 kcal/m2 h deg4)); Φs is the coefficient of radiative heat absorp-
tion, 0 < Φs < 1 (assumed as 0.17); ds is the strip specific heat (kcal/m3 deg); τ is the 
metal thickness (mm). The heat energy equation is a nonlinear differential type and 
simulated in the following environment: L = 500 (m); ds = 4.98 × 104 kcal/m3 deg4; Φs 
= 0:17; τ = 0:71 (mm), u = 100 (m/min) and z(t0) = 30ºC. 

4   Optimization Results 

4.1   Heating Schedules 

Two types of scheduling problems were considered, the first consists of 5 jobs, while 
the second consists of 10 jobs. The scheduling problem is based on finding the best 
schedule to enter the metal pieces in sequence and to set the furnace temperature to 
the required setting for each piece. The objective function is to minimize the heating 
fuel consumption and the time to complete all the jobs. Table 1 shows the 5 (first 5 in 
the table) and 10 jobs heating temperature and time. 

The 5 jobs problem has a search space of 5! = 120 solutions with a total time of 
7400 sec. While the 10 jobs problem is more complicated and has a search space of 
10! = 3,628,800 solutions with a total time of 16750 sec.  

An unscheduled 10 jobs sequence simulation is shown in Fig. 2. Due to the large 
differences between the sequenced jobs temperature, the furnace temperature has to 
be raised and lowered to meet the required temperature for each piece. Since the fur-
nace has to be heated and cooled to meet the required piece temperature, this will 
cause the process to take a long time and high energy consumption. The need for 
optimization the schedule for shortest time and lower energy consumption will be 
achieved through the multi-agent optimization system. 

Table 1. Experimental jobs selections 

Job no. Temperature 
(ºC) 

Heating 
Time (sec) 

1 800 1000 
2 1200 2000 
3 400 1500 
4 600 1200 
5 1000 1700 
6 1400 1550 
7 900 2200 
8 700 800 
9 1300 1900 

10 400 3000 
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Fig. 2. Unscheduled 10 jobs heating sequence 

The optimizers cost function is based on normalizing the fuel consumption and the 
time take for completing all the jobs in the sequence. Equal weighting has been given 
to both objectives (50% each). The final cost function is set by equation (2). 

f = 0.5 × (norm. fuel) + 0.5 × (norm. time) (2) 

4.2   PSO Schedule Optimization 

The PSO algorithm was set to a population size of 100, while the inertial cognitive 
and social constants are as follows: 

Wmin = 0.4, Wmax =0.9, c1 = 1.4, c2 = 1.4, Velocity constraints = ±1,  
No. of iterations = 200 

Due to the fact that there are unfeasible schedule solutions that might be obtained by 
the PSO algorithm, a penalty was given to all unfeasible solutions. This step has been 
added to constrain the PSO in order not to search in the unfeasible solutions areas. The 
algorithm was run for 200 iterations on both schedules (5 and 10 jobs).  The optimum 
solution is found after 15 iterations for the 5 and 10 jobs schedule. Fig. 3 shows the cost 
function minimization for both cases. The 5 jobs case solution was found after 15 itera-
tions and it presents the optimum schedule. Similarly, the 10 jobs schedule, a minimum 
cost function was found after 15 iteration (f = 1583) which does not present the opti-
mum cost function (f = 1210). Table 2 shows the best solutions found for both cases.  

Table 2. PSO cost function minimization 

Jobs type Cost function Iteration no. 
5 jobs 621.36 15 

10 jobs 1583.03 15 
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Fig. 3. PSO cost function minimization for 5 and 10 jobs schedule 

4.3   GAs Schedule Optimization 

The GA algorithm was set as a binary code of 4 bits for each of the numbers of the 
jobs in the schedule. The schedule of 10 jobs makes the chromosome 10×4 = 40 bits 
long. The 4 bit binary number maps to a search space 1 to 16 job selection. The GA 
was set with a mutation rate of 0.03 and a single point crossover at a rate of 0.9. How-
ever, the different derivations of the GAs will need different settings depending on the 
type of mating and selections procedures. Therefore it was necessary to experiment 
with all the algorithms separately to find the best setting for each type. Table 3 shows 
the best performance found by the GAs after many simulation runs. 

Experimenting with the first type of scheduling (5 jobs) was simple as the number of 
solutions is limited (n! = 120 solutions) and the best solution can be found easily. The 
schedule optimization results are shown in Table 3 for the different GAs and Fig. 4 
shows the cost function minimization. All the GAs types found the optimal solution (f = 
586.2) which is the best solution. However, the MGA was the first to find the solution, 
in two iterations only. While SGA required 73 iterations for find the optimum solution. 
The 5 jobs optimum schedule obtained is [3 4 1 5 2]. 

Table 3. Parameters of best performing GAs 

Algorithm Cross over 
probability 

Mutation 
probability 

Cost function Iteration 
no. 

GA 0.90 0.03 586.2614 7 
SGA 0.92 0.02 586.2614 73 

GACD 0.95 0.03 586.2614 69 
AGA 0.90 0.05 586.2614 46 
MGA 0.99 0.01 586.2614 2 

 
Experimenting with the second type of scheduling (10 jobs) was based on the same 

best GAs settings found during the 5 jobs experiments. The second type search space 
is very large (n! = 3,628,800 solutions). The schedule optimization results are shown 
in Table 4 for the different GAs and Fig. 5 shows the cost function minimization. The  
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different GAs types found different optimal solution where the standard GA (f = 
1209.8) is the best solution. However, the standard GA required 81 iterations to find 
the solution. Meanwhile MGA optimal cost function was not far from the best opti-
mum GA, and it took 26 iterations. The 10 jobs optimum schedule obtained is [3 5 6 9 
2 7 1 8 4 10]. 
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Fig. 4. GAs cost function minimization for 5 jobs schedule 

Table 4. Cost function optimization algorithms for 10 jobs schedule 

Algorithm Cost function Iteration no. 
GA 1209.86 81 

SGA 1210.20 73 
GACD 1256.25 32 
AGA 1261.43 235 
MGA 1213.66 26 
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Fig. 6. GA cost function minimization for 10 job schedule 

The search speed of the different GAs allow an interaction between the GAs gen-
erations. The fast divergence algorithms can provide good chromosomes to the more 
accurate slow algorithms via the multi agent system. This will be governed by the 
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control system which should schedule the algorithms to run concurrently and at the 
same time communicate with each other. 

5   Conclusions 

In this paper a description of the multi-agent optimization algorithm has been given.  
Different intelligent optimization techniques have been utilized, such as GA and PSO. 
GAs are found to be a time consuming but robust optimization technique which can 
meet the requirements of manufacturing systems. GAs are capable to handle real 
world problems because the genetic representation of precedence relations among 
operations fits the needs of real world constraints in production scheduling. Moreover, 
GAs are applicable to a wide array of varying objectives and therefore they are open 
to many operational purposes. 

The speed of GA can be improved by introducing fast algorithms, such as PSO, in 
order to find an initial population that advances the GA in finding the solutions in real 
time. Furthermore, using different types of GA can be beneficial in terms of finding 
an accurate solution; however, this has come to a price of being slow. Accurate GA 
takes longer time to converge, while less accurate GAs are much faster in converging. 
The multi-agent system architecture allows the communication between different 
agents, which in this case, at early stages, the fast and less accurate GA can pass its 
chromosomes to the slow and more accurate GA, which will benefit from the good 
chromosomes at an early stage.  
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Abstract. Graph transformations are a powerful notation formally describing 
different aspects of modeled systems. Multiagent systems introduce distribution, 
parallelism and autonomous decision properties. In the paper a basic properties 
of the GRADIS agent’s framework, joining of both approaches, are discussed. 
This framework supports splitting the graph, describing a problem, onto a few 
partial graphs, that can be maintained by different agents. Moreover, the 
multiagent’s cooperation enables the application to the local graphs the graph 
transformation rules introduced for the centralizes graph; this permits us transfer 
all theoretical achievements of the centralized graph trans-formations to the 
distributed environment. The usefulness of the hierarchical graphs structure are 
and some examples of its usefulness are presented. 

1   Introduction 

Graphs are very useful formalism describing in a natural way a wide spectrum of 
problems. Unfortunately their use is limited with respect size and distribution. All the 
propositions mentioned in the three volume Handbook on Graph Grammars and 
Computing by Graph Transformations [1][2][3] remember the transformed graphs in 
one place. Moreover, the size of these graphs is limited due to a computational 
complexity of the parsers and the membership checkers. Even in the case of a few 
solutions, which offer the polynomial complexity of the solution of the mentioned 
problems (like O(n2) in [4]), this complexity permits us to think rather about hundreds  
or thousands nodes than about billions of ones. Let’s note that billion of nodes is size 
of the small semantic web solutions. 

The natural solution of the mentioned problem seems to be a  graph distribution 
and a parallel transformation of these subgraphs. While the Multiagent Systems are  
characterized [5] by the assumption that: 

• each agent has incomplete information or capabilities for solving the problem and, 
thus, a limited point of view, 

• there is no global system control, 
• data are decentralized, 
• computations are asynchronous, 

they seam to be the natural candidate for supporting distributed graph transformations. 
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The first approach, of the author, at solving the similar problem [6] also assumes 
creation a set of agents; each of them maintains a local graph, and  transforms it (what 
sometimes needs an cooperation with another agent). The presented solution of the 
distributed control of the allocation state assumes that the rules of the agents 
cooperation are designed for the given set of graph grammar production (describing 
graphs transformations); any change of this grammar causes the redesigning of the 
agents cooperation rules.  

The GRADIS agent’s framework, presented in the paper, enables the cooperation 
of the agents (maintaining a local graph) in a way, that is independent from the graph 
grammar definition. What is more, the cooperation of the local graph transformations 
systems, that are founded upon different types of graph grammars, is also possible. 

The scope of the paper is the following: in section 2 the basic model of the 
Multiagent GRADIS framework is introduced; in section 3 the theoretical foundation 
of the complementary graph construction (supporting the graph distribution) is 
presented; in section 4 the way of the cooperation of agents using different types of 
grammars is considered; finally, some concluding remarks are presented. 

2   GRADIS Agent Model 

The GRADIS framework (that is an acronym of GRAph DIStribution toolkit) makes 
possible the distribution of a centralized graph and the controlling its behavior with 
the help of concurrent processes. The proposed solution is based on Multiagent 
technology; an agent is responsible both for: 

• a modification of the maintained (local) graph, in a way described by the graph 
transformation rules associated with it. 

• a cooperation with other agents for the purpose of holding the cohesion of  the 
whole graph system. 

The GRADIS agent model assumes the existence of two types of agents, called: 
maintainers and workers. 

The maintainer agent – maintains the local graph; the whole set of maintainers take 
care about the global system cohesion understood as a behavior equivalent to the graph 
transformations made over the centralized graph. Initially we assume, that at the 
beginning one maintainer controls the centralized graph, but it is able to split itself onto 
the set of maintainer agents controlling parts of the previous graph transformation. The 
cooperation of the maintainers is based on the exchanging information among the 
elements of the agent’s local graph structure; the graph transformation rules are 
inherited from the centralized solution. The formal background of the maintainer’s 
activities is presented in section 3. 

The worker agents – are created: temporarily – for the purpose of realization of the 
given action (eg. for finding subpattern) or permanently - to achieve the more 
complex effect (eg. for detail designing of the element represented a the lower graph 
hierarchy). The worker graph structure is generated while its creation (by a maintainer 
or other worker agent) and is associated with some part of the parent’s graph 
structure. However, this association in not the direct association among some nodes of 
maintained by these agents graph structure; we assume, that the parent worker 
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association is made on the graph transformation level i.e. some worker’s 
transformation enforces the realization of some graph transformation over the parent’s 
graph structure. This problem will be in detail discussed in section 4. 

The GRADIS agent’s model supports the hierarchical model structure with the 
following limitation: 

1. a maintainer agent can exist only at the first level of this structure, 
2. a maintainer cannot split itself when it is the parent of some workers, 
3. a worker cannot split itself, 
4. workers cooperation is limited only to worker parent relations.   

The 1, 3, 4 assumptions seam to be the fundamental one, and we have not the intention 
to modify them in the next time. We would like to cancel the second assumption, and 
the algorithm of the assurance correct cooperation of the worker with the maintainer 
agents, created by splitting worker’s parent is in the final phase of the realization.  

3   Complementary Graph as a Background for Maintainer Agent 
Work  

The data structure, that is maintained and transformed by agents, has a form of 
labeled (attributed) graphs. Let Σv and Σe be a sets; the elements of Σv are used as 
node labels and the elements of Σe are used as edge labels. The graph structure are 
defined as follows: 

Definition 3.1 
A (Σv,Σe)-graph is a 3-tuple (V,D,v-lab) where V is nonempty set, D is a subset of 
V×Σe×V, and v-lab is a function from V into Σv.             ■ 

For any (Σv,Σe)-graph G, V is set of nodes, D is set of edges and v-lab is a node 
labeling function. One can extend this graph definition eg. by introduction attributing 
functions both for nodes and edges, but these extensions will not influence on the 
rules of the centralized graph distribution and their transformation, because of that 
they will not consider here.  

Our intention is splitting of the graph G onto a few parts and distribute them onto 
different locations. Transformation of each subgraph Gi will be controlled by some 
maintainer agent. 

To maintain the compatibility of centralized graph with the set of split subgraphs 
some nodes (called border nodes) should be replicated and placed in the proper 
subgraph. Graphically, we will mark a border node by a double circle representation; 
we also introduce the set Border(G) to express that v is a border node in the graph G 
by a formulae v∈Border(G). During the splitting of the graph we are interested in 
checking if the connection between two nodes crosses a border among the subgraphs; 
the function PathS(G, v,w) will return all  sets of the nodes belonging to the edges 
creating a connection (without cycles) among v and w. For example for the graph G 
presented in figure 3.1 PathS(G,a,c)={{a,c},{a,b,c},{a,d,e,c},{a,d,f,g,e,c}}. 
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Definition 3.2 
The set of graphs Gi=(Vi,Di,v-labi), for i=1..k,  is a split of graph G to a complementary 
forms iff exist a set of injective homomorphisms si from Gi to G such as : 

( ) GGs)1
k..1i

ii =
=
∪  

( ) ( )( ) ( )( ) ( )( )( )jjiijjii GBordersGBordersVsVsK..1j,i)2 ∩=∩=∀  

p)b(s:)G(Borderb)v,w,G(PathSp:VvVw)3 iiji ∈∈∃⇒∈∃∈∀∈∀  

( ) }v{Gorvw:Gw)G(Bordervk..1j)4 jjj =↔∈∃⇔∈=∀   

where ↔ means that the nodes are connected by an edge.            ■ 

The introduced formal definition is difficult to use in practical construction of the 
complementary graphs, because of that we introduce an algorithm for splitting of the 
centralized graph. 

Algorithm 3.1 
Let H be a subgraph of G then two complementary graph H’ and H’’ are created in 
the following steeps: 

1. initially H’=H and H’’=G\H 
2. for every v∈H such that exist w∈G\H if w is connected with v then v is replicated 

and: 
• v stays in H’ but it is marked as a border node, 
• border node v’, a copy of v, is attached to H’’ with all edges connecting v with 

G\H, 
• proper references are added  to v and v’ (iff v has been a border node before this 

operation this references should also associate these node with another ones), 
3. some reindexation of VH’ and VH’’ should be made for optimizing local 

transformations.                ■ 

The unique addressing of nodes in the glued graph (after 3-th steep  of an algorithm or 
any sequences of local graph transformations) is guaranteed by the remembering their 
indices as a pair (local_graph_id, local_index). We also assume, that marking of the 
node as a border one is associated with designation for it of an unique index in the 
border nodes set (border_id is equal to 0). 

Algorithm 3.2 
The construction of G from the complementary graphs set {Gi} is made in the 
following way: 

• for the boarder nodes, one of the replicas, indexed as (0,glob_bord_node_index), is 
added to V, 

• foe all normal (not border) nodes are added to V, with their local indexation, 
• the edges in E are inherited from the local graphs (if one node of the edge is a 

border node in the final edge its global representative appears). 
• The labeling function lab is the union of labi .            ■ 

Splitting the graph G onto a few new complementary forms can be made by execution 
of the algorithm 3.1 on the already split graph H’ or H” (and so on). 
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An example of G and set of two comple-mentary distributed graphs are presented 
appropriately on Fig. 3.1 and 3.2. The indexation inside G is consistent with one 
introduced in algorithm 3.2.  

For any border node v in the graph 
Gi we can move boundary in such a 
way that, all nodes that are connected 
with v (inside another complementary 
graphs) are incorporated to Gi as a 
border nodes and the v node replicas 
are removed from another graphs (i.e. v 
stays a normal node). For graphs 
presented in Fig. 3.2 an 
incorporate((0,1),1) operation creates 
graphs presented in Fig. 3.3.  

Let  be a class of graphs, then 
analogically as in [7], we define  as a 
class of rules and ⇒r as a rule 
application operator, that for r∈ ×
yielding a binary operation over the 
graphs. A pair (G,G’), usually written 
as G⇒rG’, establish a direct 
derivation from G to G’ through r. 
The GRADIS framework associates 
with each distributed complementary 
graph the maintainer agent, that not 
only makes the local derivations 
possible, but also assures the 
coordination and synchronization of 
parallel derivations on the different 
complementary graphs. Each maintainer agent is also able to gather (after some 
cooperation with other agents) a temporary information about the neighborhood of the 
replicas of the pointed boundary node; for any natural number k and any border node 
v∈Border(Gi) i-th maintainer agent is able to return a graph B=k-distance_ 
neighborhood(v) that is a subgraph of the global graph G limited to the nodes distant 
from v no more then k.  

Graph grammars provide a mechanism in which a local transformations on a graph 
can be modeled in a mathematically precise way. The main component of a graph 
grammars is a finite set of productions; a production is in general, a triple (L,R,E) 
where L and R (left- and right-hand graph of production, respectively) are a graph and 
E is some embedding mechanism. Such a production can be applied to graph G 
whenever there is an m occurrence of L in G. It is applied by removing m(L) from G, 
replacing it by (an isomorphic copy) of R, and finally using embedding mechanism E 
to attach R to the remainder G-m(L). 

The general idea of the proposed application of the production L→(R, E) over a 
distributed graph is the following: 

 
Fig. 3.1 Graph G 

 

Fig 3.2 Complementary graphs 

 

Fig. 3.3. Complementary graphs- 2 



 GRADIS – Multiagent Environment Supporting Distributed Graph Transformations 649 

1. each of i-th maintainer agent autonomously decide to apply this production when  
one can find the m occurrence of L inside Gi , none of border nodes are removed 
and all removed edges belongs to Gi edges. 

2. otherwise, i-th maintained agent needs the cooperation with the rest of the system, 
that will be made in three steep: 

2.1. the gathering an information: for all nodes v such that 
v∈Border(Gi)∩Nodes(m(L)) we are looking such k that the graph B design-
nated as k-distance_ neighborhood(v) covers L and all removed nodes and 
edges. 

2.2. the preparing an environment: all nodes belongs to B and does not belongs to 
Gi are incorporated to the graph Gi by execution of sequence incorporate(…) 
operations made in the transactional mode.   

2.3. the applying of a production: a production L (R,E) can be applied in a new 
created graph Gi’ according to 1-th rule (local derivation).           ■ 

The presented algorithm does not depend on the specific properties of the graph 
transformation mechanism like NLC embedding transformation (in case of the 
algorithmic approach) [8] or single- and double-pushout (in the case of the algebraic 
approach) [9]. In [10] the cooperation among the agents in the case of these types graph 
transformations is considered and a detail algorithms basing on these transformation 
properties are presented. 

4   Cohesion Graph Grammar as a Background for Workers 
Agents Cooperation 

The maintainer cooperation, based on complementary graphs, make possible to 
distribute some centralized solution onto the distributed agent’s environment; each of 
agents maintains the “reasonable” part of the centralized graph, what makes the 
parallel computation effective. As it was mentioned in section 2, GRADIS framework 
offers more one type of agents – the worker agents. The worker agent is created by 
the maintainer agent temporarily or permanently to support the maintainer creativity. 
For a better understanding of the problem we consider some examples.  

The first example is a part of the problem of finding subpatterns, presented in [11]. 
Let, set of maintainer agents remember a set of complementary graphs {Gi} describing 
large pattern, and let the graph grammar SUB defines a set subpatterns; we would like 
to check iff a given node v of Gi graph is a starting point of any subpattern (defined by 
SUB) contained by H=⎩⎭Gi.  

For the simplicity we assume that in all subpatterns  minimal distance between two 
node is less or equal to k. Usually, graph B=k-distance_ neighborhood(v) in H does 
not contain itself in the graph Gi. The sequence of incorporate operations can enlarge 
graph Gi to Gi’ such that  B⊆Gi’, but this solution seems unlucky from two reasons: 

• it causes growing the i-th maintainer structure and finally it leads to the centralized 
solution, 
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• the i-th maintainer agent should in parallel way service two types graph grammars 
transformations (inherited from centralized solution and defined by SUB graph 
grammar) what would enforce the need of these activities synchronization. This 
synchronization could not be independent from the definition of the mentioned 
grammars. 

• It seams to be better replicate the structure of graph B, and create a worker agent 
that solves the membership problem parameterized by graph B, node v, and graph 
grammar SUB1. Let’s consider maintainer-worker relationship:  

• the worker is created only for realization of the particular task, 
• the maintainer and worker structures are not synchronized, 
• the worker after the task realization informs the maintainer about its work effects. 

In GRADIS we assume that the communication among these agents is made at the 
graph transformation level, i.e. the worker recommends execution by the maintainer 
of some transformations depending on the final effect of its work. 

The second example is inspired by a distributed adaptive design process [12]. This 
process composes from a few phases: firstly we create basic plans (eg. of a building 
design), next we can plan rooms arrangement and finally details of the furniture. 
Graph transformations seams to be very promising for this application [13].  

We assume that, the building plain (in a graph form) is maintained for the set of 
maintainer agents, and each of maintainer agents takes care about the subgraph 
responsible for parameterization (allocation of walls, doors, windows, etc.) of one or 
more rooms. With each of the rooms it is associated a permanent worker agent that is 
responsible for this room arrangement. Let’s note that, in this case, the maintainer-worker 
relationship is more complex then in the previous example. The moving walls or doors 
has a very strong influence on the room arrangement process and from the other hand 
putting of the wardrobe on the wall with door is possible only when these door will 
become transferred into other place. Thus the cooperation between graph transformation 
systems supported by maintainer and worker agents should be very close.  

The formal background of the for the support above problem bases on a conjugated 
graph grammars theory [14][15]. In the conjugated graph a new type of nodes appears 
– remote nodes. Remote nodes represent the nodes appearing in other graph structures. 
In the conjugated graphs grammars we assume that, the P graph transformations (on 
the first agent graph structure) in which exist a remote node w is associated with  the Q 
graph transformation (on the second agent graph structure),  such that it modifies the 
neighborhood of the node represented by w. The pair P and Q are called conjugated 
transformations in context of remote node w.  In order to synchronize the set of 
conjugated graph transformations we assume that, GRADIS assures that both P and Q 
graph transformations will be successfully performed. 

To guarantee this we consider three types of the conjugated graph grammars: 

• the strictly conjugated graph grammars – when the created conjugated graph structure 
guarantee, that application of P graph transformation forces the possibility of 
application Q graph transformation. In [15] there is proved that the fulfillment eight 
condition guarantee strictly conjugated model for double-pushout graph grammars.  

                                                           
1 It is assumed that SUB graph grammar is one of that are able to solve the membership 

problem in a polynomial time complexity (like for example ETPL(k) graph grammar [16]). 
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• the conditional conjugated graph grammar – when both the transformations are 
performed, when some (earlier defined) conditions are fulfilled by the both graph 
structures. 

• the transactional conjugated graph grammars – when both the production are 
performed in the transactional mode i.e. either all of these graph transformation can 
be performed without violating the conjugated graph cohesion or none of them will 
be applied. 

Let’s notice that in conditional and transactional models, there was not any assump-
tion on the type graph transformation performed by agents. There is no objection to 
construct a system in which parent and son agents uses different graph transformation 
systems.  

The level of a furniture design (supported by the worker created for the support the 
room arrangement) points out yet another problem. Assume that, we would like to 
furnish the house in the style Louise XVI and all chairs should be identical. The first 
part of the problem can be solved by preparing of the proper graph grammar. The 
second at the first sight demands the non-hierarchical worker’s cooperation. 
Fortunately, it can be solved by introduction worker’s equivalence, i.e. while a worker 
creation its parent can decide whether create a new agents instance or to use already 
created agent. The common agent react on demand any of its parents, but its reaction 
is broadcasted to all of them. This solves the problem of some subsystems unification; 
in our example when the one room arranger suggest made chairs more wide, then this 
modification (if accepted by the other arrangers) will be made for all chairs. 

5   Conclusions 

There was a few fundamental assumptions of the agents GRADIS framework: 

• the introduction of the possibility graph transformation over the set of distributed 
graphs, 

• the making use of the all earlier theoretical  achievement of the centralized graph 
transformations in the multiagent’s environment. 

• the support the agents cooperation over the hierarchical graph structures.  

The concept of the distribution (to specify a concurrent and distributed system) was 
initially considered in the algebraic approach. The distributed graph transformation [2] 
was developed with the aim to naturally express computation in system made of 
interacting parts. In general, it is assumed an existence of some global state, repre-
sentted as a graph, that is used to synchronize execution of the amalgamated produc-
tions or synchronized productions. In [9], a distributed attributed graph (Distr(AGr) has 
two levels: a network and a local level. Network nodes are assigned to the local graphs, 
which represent their state. This graphs are transformed via distributed rules. They 
consist from a network rule and a set of local rules, one for each node of network rule. 
In addition to the usual, in the double push-out approach,  dangling and identification 
conditions, two additional locality conditions should be verified [17][18]. The 
satisfying of the locality conditions by a local graph morphism assures that the push-
out can be constructed component wise.  There are a few examples of usefulness of 
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Distr(AGr) in the visual design of distributed system [17], the specifying integrated 
refactoring [19], the modeling a analysis of a distributed simulation protocols [20]. The 
problem of evaluation of the distributed rules and graphs in a real distributed 
environment is not up till now considered (the last implementation [20] is made in a 
centralized environment with help of AToM tool [21]). 

The complementary graphs model, introduced for the worker agents in the 
GRADIS framework, assure that for each of the local graphs any graphs trans-
formation are introduced locally using only these graph; what means that GRADIS 
does not influence of the properties of the graph transformation (considered in context 
of global graph generation) such as: confluention, Local Church-Roster problem; the 
explicit parallelism problem is also solved on condition, that concurrency instead real 
parallelism is possible, because we assume that, the evaluation of m(Li) is made in a 
critical section with respect of the nodes belonging to m(Li).  

The conjugate graph grammars system, supporting the hierarchical graph 
transformation systems, assumes that each agent can be supported by another type of 
graph transformation. As a consequence, for each of the subproblem we can use the 
graph transformation system that describes it in the best way.  

The different graph transformation systems, coexisting in a hierarchical graph 
structure, seams to be promising solution with respect the final computational 
effectiveness evaluation; it is obvious that the graph structure supported by the 
maintainer agents, with respect of its size, should be managed by graph transformation 
systems with the polynomial time complexity. Unfortunately, such systems have too 
weak descriptive power to describe most of the considered problems. On the other hand, 
the maintainer usually keep an information about the structural properties of the modeled 
system; for such type of information exist at least one class of graph transformation 
systems (ETPL(k) graph grammars [16]) with enough descriptive power [22] and the 
polynomial time complexity of the parsing and membership checking. From the worker 
agents we need not pay such attention on the graph transformation complexity, when the 
size of supported graphs is limited to tens. Finally, the computational complexity of such 
a hierarchical system, constructed in such a way, can be acceptable.  

One of the most important limitation of the current GRADIS framework is lack 
possibility of the maintainer’s graph split, when some worker has been created by 
them (then more that some of this worker could be created as a permanent one). This 
problem is our preferential work, and an algorithm of the assurance correct 
cooperation of the worker with maintainer agents, created by splitting the worker’s 
parent seams to in the final phase of the realization.  
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Abstract. In the paper the need and general idea of user-assisted management
of computational intelligence systems is discussed. First some methodological is-
sues are presented with particular attention paid to agent-based approaches. These
general considerations are supported by the case of evolutionary multi-agent sys-
tem (EMAS) with immunological selection, applied to multi-modal function
optimization subjected to a user-driven tuning procedure. Finally, preliminary
experimental results considering the influence of selected parameters on the per-
formance of the system are shown.

1 Introduction

Computational intelligence relies mostly on heuristics based on evolutionary, connec-
tionist, or fuzzy systems paradigms, but also on other techniques, which used by them-
selves or in combination exhibit behavior that, in some sense, may be considered
intelligent. One of the main advantages of such approaches is their ability to produce
sub-optimal solutions even in cases, when traditional methods fail. One of the main
drawbacks of these approaches is that they need to be adapted to each problem to be
solved. Their configuration (a number of parameters in the simplest case) determines
their behavior and thus often significantly influences their solving capabilities.

In practice the configuration of a particular technique appropriate for a given problem
is usually obtained after a number of experiments performed by a user, which is often
an unreliable and time-consuming task. Meanwhile the choice of specific mechanisms
and their parameterization is crucial for the accuracy and efficiency of the examined
technique. That is why various approaches were proposed to deal with the problem
more reliably and possibly without involving a user directly. Yet automatic discovery of
an acceptable system configuration by means of some optimization technique requires
resolving some methodological issues, e.g. needs the formulation of the search domain
and criterion, which may be difficult in many cases.

In the paper the problem of tuning of agent-based computational systems is consid-
ered. The abstraction of an agent provides a natural perspective for designing decentral-
ized systems and may facilitate the construction of hybrid soft computing systems [1].
Immunological mechanisms introduced into agent-based evolutionary optimization may
serve as an example of such approach [2]. At the same time, these immunological mech-
anisms may be perceived as a means for automatic tuning of evolutionary processes in
the population of agents.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 654–663, 2008.
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This paper starts with the discussion of the structure of management of compu-
tational system, aiming at discovering its acceptable configuration, with a particular
emphasis on agent-based models. Next, as an example of such a system, the idea of
immunological evolutionary multi-agent system is presented. The results of the user-
assisted tuning of the system and their discussion conclude the paper.

2 User-Assisted Configuration of a Computational System

Most computational intelligence systems need a vast amount of work before they are
able to provide acceptable solutions for a given problem. Hybrid systems, which put
together elements of different techniques, by the effect of synergy often provide better
solving capabilities and more flexibility [3], but they are obviously more difficult to
configure. This is mainly because such systems are usually very hard to model and
analyze. In many cases it may be even admitted that the principles of their work are
not known, just like for many evolutionary algorithms: there were some approaches to
model specific algorithms, yet they were successful only in very simple cases, like for
a simple genetic algorithm [4].

When theoretical analysis of a computational model fails, its configuration needs
to be decided experimentally. A result depends on the experience and patience of an
expert, who is to perform many experiments to check accuracy and efficiency of the
particular technique with different settings. Instead of an expert some automatic proce-
dure may be applied to search for an optimal configuration of the computational system.
In this case some criterion is indispensable to drive the search, which formulation may
be really difficult in many cases. It must take into consideration ambiguity of the system
evaluation based on its current state, or even based on gathered data from a single run,
because of stochastic character of many soft computing techniques.

The task of automatic optimization of a complex computational system presents at
least two more levels of problems for its designer. First, a particular class of optimiza-
tion algorithms must be chosen that is suitable for that particular application. It is worth
to remember that most optimization techniques are dedicated for parametric optimiza-
tion, so a computational system must be described in terms of a fixed set of decision
variables of acceptable types. Also the evaluation of each examined configuration may
be a really time consuming job because it may require multiple system runs. Second,
the configuration of the optimization algorithm needs to be tuned, so in fact the problem
is repeated at the higher level of abstraction. Such approach in the field of optimization
techniques is often called a meta-algorithm (compare the idea of meta-evolutionary
approach [5]).

Indeed, it seems that automatic discovery of a system configuration for computa-
tional intelligence techniques is often an important but only auxiliary tool. The role
of a human expert cannot be overestimated, because of a variety of available options
and characteristics that describe the system behavior. Yet, it would be helpful, if an ex-
pert were equipped with an appropriately defined procedure and automatic system for
testing, defining parameters, visualizing the results, lastly automatically searching for
optimal parameters of the system.
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Fig. 1. A general scheme of user-assisted management of a computational system

In Fig. 1 a general structure of management of a computational system is presented.
In the simplest case it may be realized as a set of scripts run by some engine, based
on the user recommendations. Several characteristics of the system may be monitored
and possibly stored into a database. Then gathered data may be visualized and analyzed
by the user, or processed by some optimization algorithm to obtain some estimation of
the system quality. Both the user and analyzer module amy use similar goal function in
order to look for the best configuration of the system.

3 Management of an Agent-Based Computational System

Agent-based computational systems open possibilities of introducing on-line tuning
strategies. These may be realized as specialized agents, which may perform analysis
of the system behavior while it is still running. Of course because of assumed agents’
autonomy they cannot directly control computing agents, but rather apply some indirect
strategy based e.g. on resource management, which in turn may influence the behavior
of computing agents.

For multi-agent systems building effective and efficient monitoring mechanisms is
not an easy task. This is mainly because of the assumed autonomy of agents, but for
computational systems also because of the number and variety of agents that produce
huge amount of data, which quickly become out-of-date. Also problems of distribu-
tion and heterogeneity of agents are of vast importance. The proposed solution assumes
local on-line processing of only required (subscribed) information via monitoring ser-
vices, available both to the agents and external software tools via dedicated interaction
protocols [6].

In a computational MAS acquisition of required information may be realized mostly
by the core infrastructure, since it ”knows” a lot about the agents’ states. Thus in this
case a monitoring subsystem should be tightly integrated with the agent platform. Fig. 2
shows a typical structure of a computational MAS together with a monitoring services
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Fig. 2. Monitoring infrastructure for computational MAS

provider, which is a local authority responsible for management of all monitoring re-
sources in a particular location (computing node). Since some directory of monitoring
resources is indispensable to support processing and delegation of monitoring services,
the monitoring services provider also delivers appropriate interfaces for agents of the
system and external clients to facilitate identification of agents, their properties, and
actual state.

The prototype implementation of the monitoring subsystem for a computational
MAS was realized for AgE platform1 — a software framework facilitating agent-based
implementations of distributed (mostly evolutionary) computation systems. Monitor-
ing services rely on the instrumentation of base classes equipped with the mechanism
of properties and notifications, which may be used by monitoring services provider,
according to Observer design pattern [7].

4 Evolutionary and Immunological Multi-Agent Systems

The idea of agent-based evolutionary optimization most generally consists in the in-
corporation of evolutionary processes into a multi-agent system at a population level.
In its fine-grained model (EMAS – evolutionary multi-agent systems) it means that be-
sides interaction mechanisms typical for agent-based systems (such as communication)
agents are able to reproduce (generate new agents) and may die (be eliminated from the
system). Inheritance is accomplished by an appropriate definition of reproduction (with
mutation and recombination), which is similar to classical evolutionary algorithms. Se-
lection mechanisms correspond to their natural prototype and are based on the existence
of non-renewable resource called life energy, which is gained and lost when agents per-
form actions [8].

This shortly described approach proved working in a number of applications, yet
it still reveals new features, particularly when supported by specific mechanisms, like
immunological approach proposed as a more effective alternative to the classical ener-
getic selection (iEMAS – immunological EMAS). In order to speed up the process of

1 http://age.iisg.agh.edu.pl
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selection, based on the assumption that ”bad” phenotypes come from the ”bad” geno-
types, a new group of agents (acting as lymphocytes) may be introduced [2]. They are
responsible for recognizing (assuming some predefined affinity function) and penaliz-
ing (by decreasing agent’s energy or even removing an agent) agents with genotypes
similar to the pattern possessed.

More thorough description of these ideas may be found e.g. in the referenced pa-
pers [8] [2]. Important here is that lymphocytes may be considered as autonomous
agents performing on-line analysis of the system behavior (by searching for ”bad”
agents) and influencing computational agents (by penalizing them) in order to speed
up the process of selection (see 3). Thus original concept of EMAS is not modified,
instead newly introduced agents may be perceived as a means for automatic adaptation
of computation.

It should be also stressed that the variety of parameters describe the system behavior
in both EMAS and iEMAS – among the most important one may distinguish:

– number of demes (islands),
– initial number of agents on a deme,
– initial agents’ energy,
– death energy level,
– duration of negative selection,
– agent rendezvous period,
– agent–agent evaluation rate,
– lymphocyte–agent similarity function coefficient,
– lymphocyte–agent penalization rate,
– lymphocyte prize for ”bad” agent discovery.

In fact over 30 parameters need to be established for each particular run of the system,
and many of them may prove important for the quality of the solutions obtained.

5 Experimental Results

The most important characteristics of the system under consideration is as follows:

– There are three fully connected demes, in every deme there are 20 individuals in
the initial population.

– Agents contain real-valued representation of ten dimensional search space.
– Two variation operators are used: discrete crossover and normal mutation with

small probability of macro-mutation.
– Lymphocyte contains a mutated pattern of the late agent and use the similarity

function based on computing differences for corresponding genes to discover ”bad”
agents.

– Lymphocytes are rewarded for finding ”bad” agents, and removed after a longer
time of inactivity.

Below, the results of both introducing immunological mechanisms into EMAS and
a user-driven tuning of EMAS and iEMAS parameters are presented. The tuning was
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(a) Best fitness (EMAS).
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(b) Best fitness (iEMAS).
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(c) Population size (EMAS).

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 0  2000  4000  6000  8000  10000

10

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 0  2000  4000  6000  8000  10000

10
30

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 0  2000  4000  6000  8000  10000

10
30
50

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 0  2000  4000  6000  8000  10000

10
30
50
70

 0

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

 0  2000  4000  6000  8000  10000

10
30
50
70
90

(d) Population size (iEMAS.)

Fig. 3. Best fitness and population size (depending on step of systems’ work) in EMAS and
iEMAS for different initial number of agents (10–90)

realised using a set of scripts parameterized by the user. Every experiment was repeated
10 times. As the test optimization problem the Rastrigin function in 10 dimensions was
chosen.

One of the main goals of the research was to check, how does the computation effi-
ciency and accuracy in EMAS differ from iEMAS depending on different parameters.
The efficiency was described by several important characteristics such as population
size and the number of fitness function calls, and the accuracy was expressed in terms
of the best fitness value. The tuning was based on arbitrarily chosen parameters: initial
population size, rendezvous rate (EMAS and iEMAS), and negative selection period
(only iEMAS).

First of all, parameters common to EMAS and iEMAS were explored. The results
gathered for different values of initial population size are shown in Fig. 3 It is easy to
see, that this parameter does not affect in a significant way the work of EMAS – the
value of both best fitness and population size are very similar for all the values of the
tested parameter. This is very important for stating, that there is no need to introduce
hundreds of agents into a subpopulation in order to get reliable results.
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(a) Best fitness (EMAS).
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(b) Best fitness (iEMAS).
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(c) Fitness function calls (EMAS).
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(d) Fitness function calls (iEMAS).

Fig. 4. Best fitness and number of fitness function calls (depending on step of systems’ work) in
EMAS and iEMAS for different rendezvous period (1-7)

However, for iEMAS the situation is quite different. It may be clearly observed,
that for high values of the parameter, iEMAS reaches better suboptimal solution of the
problem. Characteristics of population size for EMAS and iEMAS differ, because the
population in iEMAS is affected by the actions of lymphocytes, so it is important to
optimize their parameters, otherwise they may remove promising solutions from the
population.

The second parameter that was chosen for presentation is the length of rendezvous
period (agents meet and evaluate themselves in intervals of such length). Best fitness
and the number of fitness function calls for EMAS and iEMAS were examined (see Fig.
5). Comparing the graphs shown in Fig. 4(a) and Fig. 4(b) one can see, that introduction
of lymphocytes leads to decreasing the efficiency of finding suboptimal solutions of the
problem. Yet, the graphs shown in Fig. 4(c) and Fig. 4(d) prove, that though decreasing
the accuracy, efficiency increases: there are fewer agents in iEMAS than in EMAS,
therefore there are also fewer fitness function calls, the system seems to be more suitable
for solving problems with complex fitness functions.

Frequent evaluations lead to increasing efficiency (better suboptimal solutions were
found) in both systems (see Fig. 4(a), Fig. 4(b)), but the number of fitness function
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(b) Population size.
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(c) Mature lymphocyte matchings.
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(d) Immature lymphocyte matchings.

Fig. 5. Best fitness, population size and lymphocyte matchings (depending on step of system’s
work) for different lengths of negative selection (5-35)

calls in this case was high (see Fig. 4(c), Fig. 4(d)), so there is a clear tradeoff between
efficiency and accuracy. Usually such deliberation lead to assign medium values to the
coefficients affecting these characteristics, yet a better answer could be given based e.g.
on multi-criteria tuning strategy [9].

After stating that iEMAS may help in reaching better efficiency, and their parameters
are crucial, search for optimal parameters of iEMAS was undertaken. One of the vital
parameters of iEMAS is the length of negative selection. The results were shown in Fig.
5. Best fitness characteristic is significantly affected by changing the value of the ob-
served parameter (see Fig. 5(a)) obtaining better values for longer periods. It is, because
lymphocytes that are longer verified, do not remove good agents from the population.
It may be verified by looking on Fig. 5(c) and Fig. 5(d) where count of mature and
immature lymphocytes matchings was shown. Longer trained lymphocytes are often
removed after meeting high energy agent, so the count of immature matchings is high.
However mature matchings are almost independent on the length of negative selection,
so the optimal value of this parameter should be medium, because lymphocytes should
affect the population of agents, but they should not cause extinction.
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6 Conclusion

In the paper problems of configuring computational intelligence systems were dis-
cussed, with particular attention paid to agent-based systems. Agent paradigm may
facilitate the construction of hybrid systems, which was illustrated by the ideas of evolu-
tionary multi-agent systems with immunological selection applied. These general con-
siderations were supported by an experimental study on tuning of selected parameters
of EMAS and iEMAS.

The process of system parameters tuning in the presented agent-based systems is
performed on two levels:

– Inner, where certain subset of system’s parameters is adjusted in the runtime. In
iEMAS, specialized group of agents (lymphocytes) is introduced into the original
population of agents. They influence the computation, affecting the structure of the
population.

– Outer, where complete set of system’s parameters is adjusted, according to the user’s
preferences and passed to the system before running. It may be done manually by
the user, or automatically by some meta–approach, such as evolutionary algorithm.

In the course of the user-driven tuning of EMAS and iEMAS, several conclusions
were drawn, which may help in future development of such systems:

– Change of starting population size did not affect the accuracy of EMAS, but it was
important for iEMAS, which modifies the structure of the population. Better results
were found in iEMAS for larger populations, but this parameter must be adjusted
carefully, because too many agents in population will lead to high computation cost.
There is apparently a tradeoff between accuracy and efficiency in iEMAS, and the
lymphocytes clearly affect these aspects.

– In iEMAS because of introduction of lymphocytes, there was much fewer evalua-
tions of fitness function, than in EMAS, so this approach seems good for the opti-
mization problems with costly fitness evaluation. Observed parameters (rendezvous
period) is closely bound to the cost of the computation in these systems.

– Negative selection length affected greatly the probability of mature or immature
matchings among lymphocytes and agents. This parameter is crucial for immuno-
logical selection, and assigning improper value may lead to degeneration of the com-
putation (too high value of this parameter de facto transforms iEMAS into EMAS,
because lymphocytes do not have the possibility of modifying the agent population).

These conclusions were followed by more observations and experiments that could not
be included in the paper, because of editorial limit. However they will constitute a start-
ing point for further research, which should lead to proposing new strategies for on-line
tuning of computational ingelligence systems.
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Plášil, F. (eds.) SOFSEM 2002. LNCS, vol. 2540, Springer, Heidelberg (2002)

9. Deb, K.: Multi-Objective Optimization using Evolutionary Algorithms. John Wiley & Sons
(2001)



Generating Robust Investment Strategies with
Agent-Based Co-evolutionary System
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Abstract. Agent-based co-evolutionary systems seem to be convenient for mod-
eling market-related behaviors, since they allow for defining competing and/or
co-operating agents which can interact and communicate with each other and in-
fluence the environment and other agents. In the course of this paper the idea
of utilizing of agent-based co-evolutionary approach for supporting decisions of
financial investor through generating possible investment strategies is presented
and experimentally verified.

1 Introduction

Almost simultaneously with the growing maturity of financial markets, international
stocks, etc., researchers paid their attention to mathematical models, formulas and theo-
rems supporting investment decisions. It is enough to mention in this place such models
supporting building effective portfolio as Nobel prize winner Harry Markowitz’ Mod-
ern Portfolio Theory (MPT) proposed in 1952 [8] [9], or its extension proposed in 1958
by James Tobin [15]. Although, mentioned theory lays the foundations of modern cap-
ital investments practically it is nowadays rather only historically-important method of
assets pricing. Next, Capital Asset Pricing Model (CAPM) was proposed by J. Traynor
[16], J. Lintner [7], J. Mossin and formalized by W. Sharpe [14]—and it was based of
course on previous work of Markowitz and his MPT theory. On the basis of the critique
of CAPM (e.g. so called Roll’s Critique)—Arbitrage Pricing Theory (APT) was pro-
posed by Stephen A. Ross in mid-1970s [13]. In 1990s so-called Post Modern Portfolio
Theory (PMPT) was proposed. The notion of PMPT was used for the first time probably
by B. M. Rom and K. W. Ferguson in 1993 [12].

The real and wide support of the investments-related decision making was possible
along with the use and applying computational units and dedicated computational meth-
ods and algorithms. Because of the complexity and difficulty of market-related prob-
lems attempts of applying computational intelligence heuristics rather than accurate
numerical methods was natural and justified. However, observing market situations and
behaviors—entrepreneurs, small and medium enterprises (SMEs), and corporations—
all of them all the time have to be more innovative, cheaper, more effective etc. than
the others in order to maximize their profits. That is why, all the time some enterprises
introduce some organizational, financial or technological innovations and the rest of
the market-game participants have to respond to such changes. All the time we are eye
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witnesses of a peculiar “arms race”, which can be compared to “arms races” caused by
co-evolutionary interactions. The range of dependencies that can be seen on the market
can be pretty wide—from co-operation, through competition until antagonism. It is ob-
vious however, that all activities of each participant of the market game are conformed
to one overriding goal—to survive and to maximize profits (analogies to Darwin’s “sur-
vival of the fittest”). From the interactions with another enterprises point of view it can
be realized by: eliminating from the market as many (weak) rivals as possible and tak-
ing over their customers, products, delivery channels etc. (analogy to “predator-prey”
interactions), by sucking out of another (“stronger”) enterprises’ customers, technolo-
gies, products etc. (analogy to “host-parasite” interactions), by supplementing partners’
portfolio with additional products, technologies, customers etc., and by co-operating
with other actors of the market (analogies to living in “symbiosis”). It is seen clearly,
that one of the most important activity of all market-game participants is co-existence
with co-development—and from the computational intelligence point of view we would
say—co-evolution (this subject is wider covered in [4]).

Because (generally speaking of course and under additional conditions) participants
of the market game are autonomous entities (from the computational intelligence point
of view we would say—“agents”), they are distributed, they act asynchronously, and
they interact with another entities and with the environment to achieve their individ-
ual goal—maximizing profit—in the natural way, applying co-evolutionary multi agent
systems seems to be the perfect approach for modeling such phenomenons and environ-
ments. In this paper we will present exemplary agent-based co-evolutionary approach
for supporting investment decisions.

In the literature there can be found some attempts for applying evolutionary-based
approaches for supporting investing-related decisions. S. K. Kassicieh, T. L. Paez and
G. Vora applied the genetic algorithm to making investment decisions problem [6]. The
tasks of the algorithm included selecting the company to invest in. Their algorithm op-
erated on historical stock data. O. V. Pictet, M. M. Dacorogna, R. D. Dave, B. Chopard,
R. Schirru and M. Tomassini ([10]) presented the genetic algorithm for automatic gener-
ation of trade models represented by financial indicators. Three algorithms were imple-
mented: genetic algorithm, genetic algorithm with fitness sharing technique developed
by X. Yin and N. Germay ([17]), and genetic algorithm with fitness sharing technique
developed by the authors themselves in order to prevent the concentration of individuals
around “peaks” of fitness function. Proposed algorithms selected parameters for indica-
tors and combined them to create new, more complex ones. F. Allen and R. Karjalainen
([1]) used genetic algorithm for finding trading rules for S&P 500 index. The algorithm
could select the structures and parameters for rules.

Creating a system which uses co-evolutionary and agent-based approach to invest-
ment strategy generation is interesting because such systems probably could better
explore solution space and slow down a convergence process. However, to our best
knowledge there have been no attempts of implementation of such systems so far. In
the next sections the realization of agent-based co-evolutionary system for generating
investment strategies is presented and its properties are experimentally verified.

The paper is organized as follows: in the Section 2 the general idea and archi-
tecture of evolutionary system for generating investment strategies is presented. The
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architecture of the system has been already described in detail in [3], so in this paper
we will only focus on the algorithms used in the system. In the Section 3 some selected
results obtained with the use of the proposed approach are presented. As compared
to the results presented in [3], now we deeper analyze the proposed agent-based co-
evolutionary algorithm for generating investment strategies. Finally this work is briefly
summarized and concluded in the Section 4.

2 Agent-Based Co-Evolutionary System for Generating
Investment Strategies

As it was said, the architecture of the evolutionary system for generating investment
strategies has been described in [3], so in this section we will mainly focus on the
algorithms used as the computational components. The algorithms used in the system
include: evolutionary algorithm (EA), co-evolutionary algorithm (CCEA), and agent-
based co-evolutionary algorithm (CoEMAS).

The system has component architecture ([3]) what implies that we can easily replace
the given element of the system with another one. The most important parts of the sys-
tem are computational component, historical data component, visualization component,
and strategies evaluation component.

Fig. 1. Dependencies between the evolutionary algorithms packages

The classes implementing the algorithms used as computational components was
organized into packages shown in the Fig. 1. Among the most important packages the
following should be mentioned:

1. Algorithm—it is the most general package containing classes, which are the basis
for other classes of strategies generation algorithms;

2. Strategies—all classes connected with the representation of strategies are placed
within this package;

3. EA—it contains the implementation of the evolutionary algorithm;
4. CCEA—it contains the implementation of the co-evolutionary algorithm;
5. CoEMAS—which contains the implementation of the agent-based co-evolutionary

algorithm.
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In all three algorithms the strategy is a pair of formulas. First formula indicates when
one should enter the market and the second indicates when one should exit the market.
Each formula, which is a part of a strategy, can be represented as a tree, which leafs and
nodes are functions performing some operations. Such tree has a root and any quan-
tity of child nodes. The function placed in the root always returns logical value. The
Fig. 2 shows the tree of exemplary formula, which can be symbolically written in the
following way: MACD � Mov(MACD�6�EXPONENT IAL).

Fig. 2. The tree of exemplary formula

Functions which formulas are built of (there are altogether 93 such functions in the
system) are divided into four categories: functions returning stock data (e.g. Close (re-
turns close prices)), mathematical functions (e.g. Sin (sine function)), tool functions
(e.g. Cross (finds a cross point of two functions)), and indicator functions (e.g. AD,
which calculates the Accumulation/Distribution indicator).

Fig. 3. Class diagram for formula representation

The Fig. 3 shows how formula tree is represented. There are three main classifiers.
The interface Invoker allows to treat all tree nodes and leaves in the same manner. Class
FunctionInvoker represents a node of the tree if it wraps function with arguments or
represents leaf if it wraps function without arguments. Class Constant wraps constant
value and it can be also treated as a function which returns always the same value.

2.1 Implemented Algorithms

In the evolutionary algorithm the genotype of individual contains two formulas. One
is treated as exiting the market formula and the second as entering the market formula.
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Fitness estimation is performed with the use of historical stock session data. As a result
of formula execution two arrays with logical values are created. One of them concerns
entering the market actions and the second one exiting the market actions. The algo-
rithm which computes the profit processes these arrays and determines when the buy
and when the sell actions occur. If the system is outside of the market and in the buy
array is the true value then entering the market occurs. If the system is inside the market
and in the sell array is the true value then exiting the market occurs. In the other cases
no operation is performed.

Equation (1) shows the manner of the profit computation:

PR �
t�

i�1

Pen �Cen �Pex �Cex (1)

where PR is the profit earned as a result of the strategy use, t is the number of trans-
actions, Pen and Pex are respectively the prices of entering and exiting the market, Cen

and Cex are respectively commissions paid at entering and exiting the market.
During the computing of the fitness, besides the profit, also another objectives are

taken into consideration: formula complexity—to complicated formula could cause
computations slow down, and transaction length which depends on user’s preferences.
For the sake of simplicity weighted multi-objective optimization was used.

Equation (2) shows how average transaction length is computed:

T L �

�t
i�1 BNi

t
(2)

where T L is the average length of the transaction, and BNi is the number of the bars
(daily quotations) the transaction spans.

Equation (3) is used to calculate the fitness:

FV �Wpr �PR�Wf c �FCb �Wf c �FCs�Wtl �T L (3)

where FV is the fitness value, Wpr is the weight of the profit, Wf c is the weight of the
formula complexity, FCb is the complexity of the buy formula, FCs is the complexity
of the sell formula, Wtl is the weight of the transaction length.

In the evolutionary algorithm the tournament selection mechanism [2] was used.
Three kinds of recombination were used in the evolutionary algorithm:

– return value recombination—it requires two functions in the formulas with the
same return type. The functions with their arguments are swapped between indi-
viduals.

– argument recombination—it requires two functions in the formulas with the same
arguments. The arguments of the functions are swapped between individuals.

– function recombination—it requires two functions in the formulas with the same
arguments and with the same return type. The functions are swapped between indi-
viduals and the arguments stay at its original places.
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Two kinds of mutations were used:

– function arguments mutation—it requires constant value argument. Such constant
is changed to another from the allowed range.

– function mutation—it replaces the function with another one. There are three vari-
ants of this mutation: the function is replaced by another one with the same pa-
rameter and the same return value, the function is replaced by another one with
the same return type, but parameters are created randomly, the function is replaced
by another one with the same return type, but parameters are preserved if it is
possible—the parameters which cannot be taken from the function being replaced
are created randomly.

In the co-evolutionary algorithm the co-operative approach was used ([11]). In this
model of co-operative co-evolution the problem is divided into sub-problems which are
solved by sub-populations (species). Each sub-population is processed by the evolu-
tionary algorithm. Individuals from the different populations interact only during the
fitness estimation stage. There are two kinds of species in the CCEA: entering the mar-
ket and exiting the market. Each individual has one formula encoded in its genotype.
This formula is treated as formula of entering the market or as formula of exiting the
market—depending on to which sub-population (species) the given individual belongs.
Individual of the given species was evaluated in the group of individuals. Such group
consists of evaluated individual and the chosen representative individual coming from
the other sub-population. At the initialization stage of the CCEA algorithm the repre-
sentative individual is chosen randomly. After the initialization stage the representative
individual is the best individual from the last generation. Genetic operators and selec-
tion mechanism used in the CCEA are the same as in case of the evolutionary algorithm.

Co-evolutionary multi-agent algorithm algorithm is the agent-based version of the
CCEA algorithm. Now, each co-evolutionary algorithm is an agent which independently
performs computations. The populations of each co-evolutionary algorithm also con-
sist of agents-individuals. The populations exist within the environment which has the
graph-like structure with computational nodes (“islands”) and paths between them. In
each node of the environment there exist resources. Such resources circulate between
the agents and the environment. During the evolution process agents give back certain
amount of the resources to the environment. Resources are also given to the agents by
the environment in such a way that “better” (according to the fitness function) agents
are given more resources. Agents with the resource amount less than the value of the pa-
rameter specified by the user die. Such mechanism plays the role of selection—thanks
to this the agents neither live too long and keep the resources unnecessarily nor they
cause the stagnation of the evolutionary processes.

The fitness estimation and the genetic operators are generally the same as in the
case of previously described algorithms. Quite different is the reproduction mechanism,
which is now based on the resources. During the reproduction process the parents are
chosen on the basis of the amount of resources they possess. After the recombination the
parents give the children certain amount of their resources. During the mutation phase
the amounts of the resources possessed by the individuals do not change. The agents-
individuals can migrate between the nodes of the environment. During the migration of
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the individual its resource amount is decreased by the certain constant—the resources
are given back to the environment.

3 Experimental Results

In [3] the implemented algorithms were analyzed taking into consideration their effi-
ciency, convergence properties and generalization properties. In this paper we deeper
analyze properties of the agent-based co-evolutionary algorithm, for example the influ-
ence of some parameters’ values on the best individual’s fitness, and the ability of rules
generalization. We also additionally verify the properties mentioned above.

During the experiments all the algorithms worked through 500 generations. They
generated strategies for 10 stocks and historical stocks data coming from the period
of 5 years were taken into consideration. The session stock data came from the WIG
index ([5]) and the period from 2001-09-29 to 2006-09-29.

In the case of analyzing additional aspects of CoEMAS, the system worked through
300 generations, and generated strategies for 3 stocks. Data came from the period of 5
years, whereas while analyzing the ability of the generalization the algorithm worked
through 500 generations and the data came from a randomly selected period of at least
5 years. Strategies were generated for 4, 7, 10, 13, and 16 securities chosen randomly.

All the experiments were carried out with the population size equal to 40. In the
CoEMAS that population size was achieved using environment with the resource level
equal to 980 (CoEMAS is the algorithm with variable population size, which depends
on the total amount of the resources within the system). Presented experiments were
carried out on the PC with one AMD Sempron 2600+ processor.
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Fig. 4. Fitness of the best individuals in the population (average values from 20 experiments)

Both, Table 1 and Fig. 4 show that CCEA has the best efficiency—the fitness value
is the highest in this case. In the case of CCEA high convergence does not cause the
fitness worsening. The EA algorithm reveals the worst efficiency and also the highest
convergence. The CoEMAS algorithm obtained slightly worse fitness then CCEA, but has
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Table 1. The comparison of efficiency, work time and convergence of the algorithms

The best fitness Convergence Algorithm
Algorithm in last generation in last generation work time (m:s)
EA 236.171 59.481 1:57.27
CCEA 251.052 58.792 12:9.341
CoEMAS 248.222 44.151 14:49.048
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Fig. 5. The minimal amount of resource needed for individuals to survive in CoEMAS (each point
is the average of 10 experiments) (a), and the percentage of resources transferred from parental
agents to their children during recombination (b)

the smallest convergence. The Fig. 4shows that the best fitness of the EA during the entire
evolution process is much worse than the best fitness of the remaining two algorithms.
The best fitness of the CCEA until 350 generation is worse than the best fitness of the
CoEMAS, but later (after 350 generation) CCEA obtained a little better results.

Providing the high quality results is costly. The cost is manifested by the computa-
tional time. The work time of both CCEA and CoEMAS is considerably longer (six and
seven times respectively) than this of EA.

Search for optimal values of the parameters of all algorithms was performed by us-
ing back to back experiments. For a given value of the parameter each algorithm was
launched a few times and then the average results was computed. Then the value of the
particular parameter was modified and efficiency was estimated again. The conclusions
coming from such experiments are as follows: for most of the parameters no regular-
ity was found. But there are some exceptions. The most interesting plots/diagrams are
presented in the Fig. 5.

Table 2. Results of examining the CoEMAS capability of generalization

Number of stocks Profit (%) Profit (%) per year
in group (n) per year for random stocks

4 83.71 5.62
7 132.71 23.64

10 48.79 27.11
13 35.33 26.20
16 100.83 25.93



672 R. Dreżewski, J. Sepielak, and L. Siwik

The Fig. 5a shows the influence of the minimal amount of resource needed for in-
dividuals to survive on CoEMAS efficiency. At the beginning, with the growth of the
value of this parameter the efficiency of the CoEMAS slightly increases. But when the
resource amount exceeds 10 units the same efficiency systematically decreases.

The Fig. 5b presents the percentage of the resources transferred from parental agents
to their children during the recombination in CoEMAS. It indicates that transferring a
large amount of the resource causes a decrease in the efficiency of the algorithm. Whereas
transferring a small amount of the resource causes increase in the algorithm efficiency.

As it was mentioned, CoEMAS was also analyzed from the ability for generalization
point of view. In the Table 2 the results of experiments concerning generalization are
presented. The results show that the number of stocks in a group does not influence the
results of strategy generation for the given stocks. Moreover, small amount of stocks
in a group (less than 7) causes obtaining poor results for random stocks along with
the small capability for generalization. When the number of stocks taken for strategy
generating is greater or equal to 7, then the algorithm gives good results in spite of the
random securities.

4 Summary and Conclusions

In the course of this paper three evolutionary based approaches for supporting investors
with their decisions related to entering (purchasing stocks) and exiting (selling stocks)
the market were presented and experimentally verified.

As it was mentioned in the Section 1, using co-evolutionary based approaches seems
to be a natural way of modeling market-related interactions, relations and behaviors. In
this paper such an approach was used for generating robust investment strategies.

As it can be observed in the Section 3 preliminary experiments and obtained results
are very promising since the co-evolutionary algorithms (both “classical” and agent-
based) allow for obtaining much more valuable results than compared evolutionary
algorithm. During the experiments it was possible to distinguish such parameters of
the proposed CoEMAS approach that influence the system and obtained results most
significantly and in most regular way.

Authors are obviously still researching and experimenting with the proposed algo-
rithms and the future works will include wide range of additional experiments (also
with data coming not only from Warsaw Stock Exchange). On the basis of obtained
results further modification and tuning up of proposed approaches will be performed.
Also comparisons of obtained results with strategies generated not only on the basis of
another (evolutionary based) heuristics but also with the use of classical models, sys-
tems and algorithms which are being used by investors for supporting their financial
decisions are included in the future research plans. Additionally, as it was mentioned
in the Section 1, since the goal of this paper was to experimentally verify the proposed
agent-based co-evolutionary approach—it is natural that more interesting were compar-
isons of efficiency, and the influence of some parameters’ values on the obtained results
than analyzing particular strategies obtained during experiments. It explains the way of
presenting obtained results in the Section 3 but in the future work not only quantitative
but also qualitative comparisons of generated strategies will be performed.
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Abstract. This paper analyzes firstly the limitation of traditional meth-
ods when used to solve Dynamic Vehicle Routing Problem (DVRP),
and then constructs an adapted DVRP model named DVRPTW based
on Multi-objective Optimization. In this model, we consider two sub-
objectives such as vehicle number and time cost as an independent
objective respectively and simultaneously to coordinate the inherent con-
flicts between them. Also, a hybrid Multi-objective ant colony algorithm
named MOEvo-Ant is proposed and some crucial techniques used by
MOEvo-Ant algorithm are discussed too. In our ant colony algorithm,
an EA is introduced into our ant colony algorithm to increase pheromone
update. The main reason of the introduction is that we try to take advan-
tage of the outstanding global searching capability of EA to speed up the
convergence of our algorithm. Simulating experiments demonstrate that
no matter when compared with the known best solutions developed by
previous papers or when use it to solve dynamic vehicle routing problems
generated randomly, our algorithm illustrates pretty good performance.

1 Introduction

Because of combining theoretical research and practical application characteris-
tic together, Dynamic Vehicle Routing Problem (DVRP) demonstrates to be an
active issue. The researchers also have achieved huge progress [1-4]. The objective
of DVRP is how to find out a perfect route for loaded vehicles when customers’
requirements or traffic information keep changing, which means to minimize the
total cost of all routes with minimum number of vehicles without violating any
constraints. Traditional algorithms produce a single solution by combining all of
the objectives together in the way of traditional weight sum technique[56]. With
the increasing development of logistics management field, the disadvantages of
those traditional algorithms illustrate obviously as below:

– Only unique solution provided, but in some cases, more than one solution or
a solution set is preferred. Thus, a decision maker can choose the best one
to satisfy his/her own requests from the solution set.

– Various sub-objectives such as vehicle number, total distance, customers’
waiting time, etc. are so different in meanings or order of value that it’s not
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suitable to combine them into single objective with any weight sum tech-
niques. Furthermore, Each sub-objective usually depends on the others. One
optimized sub-objective is gained often at the cost of another sub-objective.

This paper takes advantages of both global searching ability of evolutionary al-
gorithms and local searching capability of Ant Colony algorithm. We propose a
new algorithm—MOEvo-Ant algorithm to solve DVRP. In order to satisfy per-
sonal requirements of users and coordinate conflicts between each sub-objective,
our algorithm treats each sub-objective as an independent optimal objective and
optimizes them simultaneously. As a result, we treat the traditional single objec-
tive optimization DVRP as a multi-objective optimization problem in this paper.
This paper is organized as follow: In Section 1, the multi-objective optimization
model of DVRP with time windows (DVRPTW) is given. Then MOEvo-Ant
algorithm is given in Section 2. In Section 3, the algorithm’s crucial techniques
are discussed. In Section 4, some initial simulations are given. An analysis of
the algorithm’s performance is illustrated in Section 5. In the last section, some
reviews are summarized.

2 Multi-objective Optimization Model of DVRPTW

In this paper, we consider the DVRPTW problem with dynamic requirements
under dynamic network environment. The characteristics of the problem can be
described in terms of the depot, the sort of the requirement (delivery or pick-up),
the vehicle capacity, and the time-dependent route between requirement nodes.
All vehicles used for service have to return to the depot before the end of the day.
Every requirement node has its own time window. We consider only soft time
window constraints in this paper. A vehicle is allowed to arrive at a requirement
node (a delivery node or a pick-up node) outside of the time interval defined for
service. However, there would be a penalty when the arriving time of a vehicle
violates the time window.

At the beginning of a workday, we define the initial schedule of vehicle route,
the task of it contains the requirements which were not completed the day before
the workday, and today’s customers’ requirements. The real-time customers’
requirement will be allowed given at any time. For those customers who have
pick-up requirement, the destinations are the depot.

Our model considers two optimal objectives: minimize vehicle numbers and
minimize the weighted sum of vehicle’s traveling time, customers’ waiting time
and vehicles’ waiting time . The objective functions are as follows.

min(f1, f2)
f1 = K

f2 =
∑

k∈K

(α2

mt∑

p=1
T k

it
p−1,it

p
+ α3

mt∑

p=0
(Tstartit

p
− T k

it
p
)+ + α4

mt∑

p=0
(T k

it
p

− Tendit
p
)+)

(x − y)+ = max {0, x − y}
where:
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K : the number of vehicles used in the system.
α2, α3, α4 : the weights used for the traveling times, customers’ waiting times

and vehicles’ waiting times at the moment of T.
{ik0 , i

k
1 , ..., ikmt

} : the sequence of requirement nodes of vehicle kplanning to
visit at the moment of Tt

[Tstarti , Tendi] : the time window of requirement node i
T k

i : the planned moment of planned route designed at the moment of T
when vehicle k visits requirement node ij .

Apparently, there are some conflicts between the two optimal objectives,
therefore, there is not a single solution satisfying most every objective, but a
group of solutions (called Pareto Optimization Set). Tan and Chew [7] analyzed
the relationship between VRPTW problems’ objectives using the testing data
of Solomon, and indicated that the relationship between them can be variable.
Sometimes these objectives are to some cases, consistent each other, but some-
times they are totally in conflict with each other. To solve the latter cases, it is
obvious that the conception of Pareto Set should be used.

3 Algorithm Design

Currently, there are a large number of multi-objective optimal evolutionary al-
gorithms (EA) based on Pareto conception. Those EA-based techniques have
attracted lots of interest of academic world and more and more good perfor-
mance algorithms [89] have been designed. Those algorithms can acquire not
bad results in numerical value experiments, but still, they all share a common
deficiency: poor performance in local searching. To solve the problem, we propose
a new hybrid algorithm named MOEvo-Ant algorithm. The algorithm combines
Ant Colony algorithm (ACO) and evolutionary algorithm. The main reason why
we combine those two kinds of algorithms lies in that the ACOs have the charac-
teristic of good local searching capability while the EAs have fairly good global
searching performance. Rank strategy is adopted when evaluating an individual:
each individual in the population has a rank value, representing the probability
of the individual belongs to the Pareto set. The algorithm is described as follow:

void procedure MOEvo-Ant()
{
input:AImax; // the maximum iteration number
input: AI; // the iteration number of ACO
input:EI; // the iteration number of EA
input:AM; // the population size of ACO
input:EM; // the population size of EA
ParetoSet ←− NULL;
Pheromatrix ←−NULL
EAo(Pheromatrix); // initialize the pheromone matrix by EA
Update(ParetoSet); //update Pareto candidate solution set
repeat
{



A Hybrid Multi-objective Algorithm for Dynamic Vehicle Routing Problems 677

AntColony(Pheromatrix);// update the pheromone matrix by ACO
Update(ParetoSet);
EAo(Pheromatrix); // optimize pheromone matrix by EA
Update(ParetoSet);
}
until satisfying the stopping criterion
}

4 Crucial Techniques

4.1 Pheromone Updating

There are two ways used by MOEvo-Ant algorithm to update pheromone. The
first way is to optimize the pheromone matrix using EA and record current best
solution to construct status variable Xk = (

→
τ

,

(k)R(K)), k = 0, 1, ....
The second way occurs during the iteration process of Ant Colony algorithm.

In this paper we mainly consider the second case. Update of pheromone will be
conducted by a process of global update given as follow:

τij(t + 1) =

⎧
⎨

⎩

ρ · τij(t) +
m∑

k=1
Δτk

ij , if ρ · τk
ij +

m∑

k=1
Δτk

ij ≥ τmin

τmin otherwise

where 0≤ ρ ≤ 1 is the trail persistencemthe number of antsΔτk
ij = Q/Lk

the
amount of pheromone laid by the k-th ant on edge (ij). Qis a constantLkis the
objective value of the k-th ant.

4.2 Evaluation Strategy of EA

Coding of evolutionary algorithm is based on pheromone matrix. When eval-
uating individual Indiin the algorithm, we generate AM ants, and calculate
the pareto-dominate relationship between ants and the set of Pareto candidate
solutionΩ. The process is given below:

1)Rank=0; int count[2]; count[1]=count[2]=0;
2)for(i=1; i<= |Ω|; i++)
if Ωi ≺ ant then count[1]++;
else if Ωi � ant then count[2]++;
3)if count[1] ==0 then rank=1
else rank=max(2count[1]-count[2]).
The fitness calculation of Indi is defined as

fitness(Indi) =
1

AM∑

j=1
rankantj − AM + 1
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4.3 Update Strategy of Pareto Candidate Solution Set

When an ant is generated, no matter generated by evolutionary algorithm or
generated during the iterating process of ant colony algorithms, the updating
strategy of Pareto candidate solution set remains the same. That is, if this ant
is not dominated by any individual in the set, and the Pareto candidate solution
set is not full, add it in to the set; otherwise, if this ant is not dominated but the
set is full, it will be replaced with the closest candidate solution from this ant
by Hamming distance. Pareto candidate solution set update process is described
as follow:

1)Int count=0;
2)for(i=1;i<= |Ω|;i++)
If Ωi ≺ ant then count++;
else if Ωi � ant then delete Ωi;
3)if count ==0 then
if |Ω| < Size then Ω ← Ω ∪ ant;
else {Int dis=the hamming distance between Ω1 and ant;
Int min=1;
for(i=2;i<= |Ω|;i++)
{tmp= the hamming distance between <= |Ω| and ant;
if tmp<dis then min=i;
}
Ω ← Ω ∪ ant − Ωmin; }

5 Emulating Experiment

Currently, there is not a general benchmark used for DVRPTW. So we use the
Dynamic Vehicle Routing Problem simulator (DVRPSIM) [10] designed by us
to test the capability of the algorithm. Fig. 1 is the system status at scheduling
timeTi, 14∼30 are requirement nodes produced dynamically. In this system, we
suppose that two vehicles are assigned and planed routes of each vehicle are
shown in Fig.1. Pick-up nodes are colored by gray, and delivery nodes colored
by white. Parameters of algorithm are as follow:

Fig.2 is a Pareto optimality solution chosen randomly from the Pareto opti-
mality set acquired by one running. The total cost is 9982. It demonstrates the
availability and efficiency of the algorithm when used to solve the multi-objective
problems.

6 Performance Analysis

In order to test the performance of our algorithm, twelve data sets generated
by Solomon [11] are used, namely C1-01C1-09C2-04C2-08R1-05R1-07R2-03R2-
10RC1-06RC1-08RC2-02RC2-06. Because MOEvo-Ant algorithm is a multi-
objective optimal algorithm, in order to test the performance of algorithm
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Fig. 1. System status at scheduling time Ti

Fig. 2. Planned route using 4 vehicles chosen randomly from the Pareto optimality set

conveniently, we only consider whether the Pareto best solution set generated by
our algorithm could cover the current known best solution. Table 1 gives out a
comparison of computational results of our algorithm and known best solutions.
Table 2 is the analysis of our algorithm.
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Table 1. Comparison of MOEvo-Ant algorithm

Solomon Problem Category Known best solutions MOEvo-Ant
C1-01 10/828.94 10/828.94/→
C1-09 10/828.94 10/828.94/→
C2-04 3/590.60 3/590.60/→
C2-08 3/588.32 3/588.32/→
R1-05 14/1377.11 14/1377.11/→
R1-07 10/1104.66 11/1101.59/↑
R2-03 3/942.64 4/921.75/↑
R2-10 3/939.37 3/988.52/↓
RC1-06 11/1427.13 12/1416.28/↑
RC1-08 10/1142.66 10/1142.66/→
RC2-02 3/1377.089 4/1265.39/↑
RC2-06 3/1153.93 3/1367.91/↓

Table 2. Analysis of the MOEvo-Ant algorithm

Percent of cover Percent of superior Percent of failure
83% 33% 17%

In this table:

Percentage of cover =
number of the known-best solutions covered by the algorithm

number of the solutions

Percentage of superior =
number of the solutions better than the known-best solutions

number of the solutions

Percentage of fail =
number of the solutions worse than the known-best solutions

number of the solutions

From the Table. 2, we can find out that, our algorithm is fairly competitive when
used to solve DVRPTW. However, the results, when the sets R2-10RC2-06 are
used, are not so good. The main reason, according to the related work of Tan and
Lee[7], could be due to the specified feature existed in the testing data, Tan and
Lee analyzed the data and find out that, there exists both harmony and conflict
between objective data of vehicle number and that of total costs. Thus, when we
use multi-objective optimal algorithm to conduct on these two data sets, the com-
putational difficulty of our algorithm will increase dramatically. Another reason
would be the stopping criterion, the algorithm will stop after 200 generations, the
potential capability of our algorithm has not been illustrated thoroughly yet.

7 Conclusion

In this paper, we utilize the theory of multi-objective optimization to research
the multi-objective optimization algorithm to deal with dynamic vehicle routing
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problems. The achievements of this paper are: 1) we adapt the traditional single
optimization objective into two objectives – minimizing the number of vehi-
cle and minimizing the total consumed time. 2) we introduce the concept of
‘Pareto candidate solution’, aiming to the defaults of traditional multi-objective
optimization algorithms. 3) we design a new multi-objective optimization algo-
rithm MOEvo-Ant combined with EA and ACO. This algorithm simultaneously
evolves the number of vehicle and consumed time separately to harmonize the
conflicts between those parameters. Further research plans contain: 1) the anal-
ysis of sensitive of algorithm parameters; 2) the influence of relationship between
each objective to Pareto solution set.
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Abstract. The new hp–HGS multi-deme, genetic strategy for economic
solving of the parametric inverse problems is introduced. The inverse
problems under consideration are formulated as the global optimization
ones, where the objective express the discrepancy between the computed
and measured energy. The efficiency of the proposed strategy results from
the coupled adaptation of the accuracy of solving optimization problem
and the accuracy of hp–FEM direct problem solver. The asymptotic anal-
ysis allows to estimate the expected computational cost of hp–HGS and
to show its advantage over the single population SGA algorithm as well
as over the HGS strategy without the FEM error scaling.

1 Introduction

The class of direct problems under considerations is defined by the abstract vari-
ational equation describing the sample physical phenomena (e.g. the variational
equations of the linear elasticity described in [3]):{

u ∈ u0 + V

b (d; u, v) = l (v) ∀v ∈ V
(1)

where u0 is the shift of the Dirichlet boundary conditions and V is the proper
Sobolev space. The form of functionals b, l depend of the physical phenomena
and of its parameter d ∈ D, where D is the regular compact in R

N , N < +∞. For
symmetric and positively defined b, the variational problem (1) can be formulated
as the minimization one {

u ∈ u0 + V

min{E (d; u)},
(2)

where the functional E(d; u) = 1
2b (d; u, u) − l (u) stands for the total energy of

the modeled system.
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One of the most effective numerical method of solving the above problem
is the hp–adaptive Finite Element Method (hp–FEM) which approximates its
solution by the sequence of finite dimensional problems (see Demkowicz [4]). The
coarse mesh solution uh,p ∈ Vh,p that satisfies{

uh,p ∈ u0 + Vh,p

b (d; uh,p, vh,p) = l (vh,p) ∀vh,p ∈ Vh,p

(3)

is computed in each step of this strategy. Moreover the fine mesh solution
u h

2 ,p+1 ∈ Vh
2 ,p+1 that satisfies the equation similar to (3) in the space Vh

2 ,p+1 is
computed. Notice that both approximate solution spaces satisfy Vh,p ⊂ Vh

2 ,p+1 ⊂
V . Formally, the solutions to (1), (2), (3) depend also on the parameter d ∈ D.

Based on the relative hp–FEM error analysis (see Demkowicz [4])

errFEM (d) =
∥∥∥uh,p(d) − u h

2 ,p+1(d)
∥∥∥

E
(4)

the final solution of the hp–FEM step is established. It persists the modification
introduced by u h

2 ,p+1 only in elements, where this error is large. The norm ‖ ·‖E

defined on the space V expresses the energy of its argument (see e.g. Ciarlet [3]).
We assume that all above problems (1), (2), (3) are well posed, i.e. they posses

the unique solution for all possible values of the admissible parameter d ∈ D.
The inverse problem under consideration leads to encountering the unknown

parameter d̂ ∈ D while the energy J(d̂) = E(d̂; u) of the exact solution u ∈ V to
(1) is known (e.g. it is measured during the laboratory test). It can be formulated
as follows:

Find ĝ ∈ D such that :

limh→0, p→+∞
∣∣∣Jh,p (ĝ) − J(d̂)

∣∣∣ ≤ limh→0, p→+∞
∣∣∣Jh,p (g) − J(d̂)

∣∣∣ (5)

The above problem is the global optimization one with the admissible set of so-
lutions D. The quantities ĝ, g represent approximated parameters and d̂ the
exact parameter of the inverse problem which we are looking for. Moreover
Jh,p(g) = E(g; uh,p(g)) is the energy of solution uh,p(g) obtained by hp–FEM.
We assume moreover, that the sufficient conditions are satisfied (see Demkowicz
[4]) that the expression

∣∣∣Jh,p(g) − J(d̂)
∣∣∣ has a finite limit for all g, d̂ ∈ D, while

h → 0, p → +∞.
One of the main difficulties of the above optimization problem is caused by

presence of more than one global extreme or local extremes with the objective
very close to the minimal one. Moreover, the cost of the objective evaluation∣∣∣Jh,p(g) − J(d̂)

∣∣∣ is large, because of the large cost of iterative solving of direct
problem. Please, notice that this cost strongly depends on the required accu-
racy of the direct problem solving. The global search with the exceptionally low
computational cost (counting in the number of objective evaluations) is then
desirable for solving the inverse problem (5).
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We propose the new strategy hp–HGS which is based on the economic Hier-
archic Genetic Strategy (HGS) (see Schaefer, Kołodziej [10]) with the adaptive
solution accuracy. It offers relatively small number of fitness function calls and
ability of global search of solution, especially in case of many local extremes. The
proposed strategy additionally decreases the total computational cost by scaling
the accuracy of the direct problem solving with respect to varying accuracy of
the inverse problem solution.

The HGS proceeds tree-structured, dynamically changing set of dependent
demes. The depth of HGS tree is limited by m < +∞. All demes work asyn-
chronously and are synchronized by the message-passing mechanism if necessary.
The evolution of each deme is governed by the separate instance of the Simple
Genetic Algorithm (SGA) (see Vose [15]).

The low-order demes (closer to the root) perform more chaotic search with the
lower accuracy, while the demes of higher order perform the more accurate, local
search. The various search accuracy is obtained by the various encoding precision
and by the different length binary strings as the genotypes in demes of different
order. The unique deme of the first order (root) utilizes the shortest genotypes,
while the leafs utilizes the longest ones. To obtain the search coherency for demes
of different order the special kind of hierarchical, nested encoding is used. First
the densest mesh of phenotypes in D for the demes of m-th order is defined. Next
the meshes for the lower order demes are recursively defined by selecting some
nodes from the previous ones. The maximum diameter of the mesh δj associated
with the demes of the order j determines the search accuracy at this level of the
HGS tree. Of course δ1 >, . . . , > δm.

Each deme expecting leaf-demes sprouts the new child-deme after the constant
number of genetic epochs K called the metaepoch. The child-deme is activated in
the promising region of the evolutionary landscape surrounding the best fitted
individual distinguished from the parental deme at the end of the metaepoch.

HGS implements also two mechanisms that allow to reduce the search redun-
dancy. The first one called conditional sprouting disable to sprout new deme
in the region already occupied or explored by the brother-deme (another child-
deme of the same order sprouted by the same parent). The second mechanism
called branch reduction reduces the branches of the same order that perform the
search in the common landscape region or in the region already explored.

The HGS details and various implementations of this strategy as well as its
high efficiency by solving global optimization problems are presented in [6], [11],
[8], [10], [16], [7].

2 Relation Between the hp–FEM Error and HGS
Objective Function Error

Let us apply HGS for solving the inverse problem (5). The fitness function for
the particular deme should be based on the energy error

eh,p(g) =
∣∣∣Jh,p(g) − J(d̂)

∣∣∣ (6)
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computed by using hp–FEM which approximate the objective function of the
global optimization problem (5) for the particular values of h and p. As previ-
ously, d̂ ∈ D denotes the exact parameter value and J(d̂) the known, exact energy
of the exact solution while Jh,p(g) the approximated value of energy computed
by hp–FEM with respect to the parameter value g ∈ D obtained from the HGS
individuals’ genotype.

Let us assume for a while that g is constant and represents the parameter
value decoded from the genotype that appears in the HGS deme of the j-th
order, j ∈ {1, . . . , m}. The regression of the error (6) while improving the FEM
approximation may be evaluated as follows (see Lemma 2 in [12]):

e h
2 ,p+1(g) ≤ 1

2
‖u h

2 ,p+1(g) − uh,p(g)‖2
E + |Jh,p(g) − J(d̂)| (7)

where e h
2 ,p+1(g) =

∣∣∣Jh
2 ,p+1(g) − J(d̂)

∣∣∣. Further using the formula (8) in [12] we
may obtain

e h
2 ,p+1(g) ≤ ‖u h

2 ,p+1(g) − uh,p(g)‖2
E + ‖u(g) − uh,p(g)‖2

E + L|g − d̂| (8)

where L stands for the Lipshitz constants of the functional J and |g − d̂| is the
error of the inverse problem solution that characterizes the individuals belonging
to the HGS demes of the j-th order. It is easy to observe, that |g− d̂| corresponds
to δj . The above formula shows, that the error of the energy evaluation over the
fine FEM mesh is restricted by the relative FEM error on the coarse FEM mesh
solution with respect to the fine mesh solution plus the absolute FEM error over
the coarse FEM mesh plus the accuracy of the proper HGS branch.

3 hp–HGS Definition

The main idea of hp–HGS is to adjust dynamically the accuracy of the objective
computation to the particular value of the parameter g encoded in the individ-
uals’ genotype as well as for the inverse problem error that characterizes the
current HGS branch. It may be obtained by balancing the components of the
FEM error given by the right hand side of the formula (8), assuming δj as the
accuracy of inverse problem solving by the branch of j-th order. We will per-
form then the hp-adaptation of the FEM solution of the direct problem while
the quantity errF EM

δj
is greater then the assumed Ratio, which stands for the

parameter of this strategy.
Notice, that no matter how the fitness of the individual i is computed by

iterative process of the hp–FEM adaptation, the fitness function fj is well defined
for all individuals in branches of j-th order (it is not a random variable).

The draft of the single hp–HGS deme activity is stressed in the pseudo-code
Algorithm 1. The function branch_stop_condition(P ) returns true if it de-
tects the lack of evolution progress of the current deme P . The separate mod-
ule continuously checks whether the satisfactory solution was found or hp–HGS
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could not find more local extremes. If yes, the global_stop_condition signal
is send to all computing demes. The conditional sprouting mechanism is im-
plemented as follows. Each branch excepting root computes the average of its
phenotypes and send it to its parental deme. These values are analyzed by the
children_comparison(x) procedure and compared with the phenotype of the
best fitted individual x distinguished from the parental deme. This procedure
returns true if x is sufficiently close to the existing child-demes. The branch
reduction mechanism is omitted in Algorithm 1 for the sake of simplicity. All
inter-deme messages are send and received asynchronously using buffers.

1: if (j = 1) then
2: initialize the root deme;
3: end if
4: t ← 0;
5: repeat
6: if (global_stop_condition received) then
7: STOP;
8: end if
9: for (i ∈ P t) do

10: solve the direct problem for g = code(i) on the coarse and fine FEM meshes;
11: compute errF EM(g) according to the formula (4);
12: while (errF EM(g) > Ratio ∗ δj) do
13: execute one step of hp adaptivity;
14: solve the problem on the new coarse and fine FEM meshes;
15: compute errF EM(g) according to the formula (4);
16: end while;
17: compute fitness fj(i) using the FEM mesh finally established;
18: end for
19: if (j > 1) then
20: compute the phenotypes’ average and send it to the parental deme;
21: if (branch_stop_condition(P t)) then
22: STOP;
23: end if
24: end if
25: if (((tmod K) = 0) ∧ (j < m)) then
26: distinguish the best fitted individual x from deme P t;
27: if (¬ children_comparison(x)) then
28: sprout;
29: end if
30: end if
31: perform proportional selection, obtaining multiset of parents;
32: perform SGA genetic operations on the multiset of parents;
33: t ← t + 1;
34: until (false)

Algorithm 1: Pseudo-code of the j-th order deme P in the hp–HGS tree
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4 hp–HGS Asymptotic

The main goal of the asymptotic analysis presented below is to evaluate the
efficiency of hp–HGS and compare its computational cost with the cost of two
other strategies of solving inverse problem (5). The first strategy is the coupling
of HGS with the same SGA engines in each branch as in hp–HGS, but with
the fitness function fm computed as in hp–HGS leafs (e.g. by solving the direct
problem with the maximum accuracy) and then induced to all branches of lower
order. Notice, that such induction is well defined because of the nested HGS en-
coding (all phenotypes in branches of the order j are also phenotypes in branches
of the j + 1 order). The second strategy is the single population SGA with the
same fitness fm as previously. The size of the SGA population ensures the same
initial local coverage of the admissible domain D by the SGA individuals as by
individuals of each hp–HGS leaf.

We will intensively use the theory of the SGA heuristic (genetic operator)
and its fixed points developed by Vose [15] as well as the convergence results of
SGA sampling measures (see Schaefer [11], Chapter 4). Let Gj : Λrj−1 → Λrj−1

be the genetic operator (heuristic) of all branches (SGA demes) of the order
j. It depends only on the number of genotypes rj , fitness function fj and the
genetic operations applied in branches of the order j. Moreover the unit simplex
Λrj−1 ⊂ R

rj stands for the set of frequency vectors of all possible demes of the
order j. We assume that each genetic operator Gj has the unique fixed point zj in
Λrj−1 that represent the limit population (i.e. the infinite cardinality population
after the infinite number of genetic epochs). Moreover zj stands for the global
attractor of Gj on Λrj−1 (i.e. ∀x ∈ Λrj−1 limt→+∞ (Gj)

t (x) = zj).
Each deme x ∈ Λrj−1 of the order j may induce the probabilistic measure

on D given by the density ρx ∈ Lp(D), p ≥ 1, so we may establish the map-
ping Ψj : Λrj−1 → M(D) such that Ψj(x)(A) =

∫
A

ρx(ξ)dξ for each measurable
set A ⊂ D. The space M(D) collects all probabilistic measures over the ad-
missible set D. The densities ρx, x ∈ Λrj−1 are piecewise constant on some
subsets surrounding the phenotypes induced by the encoding of j-th order (e.g.
on the Voronoi neighborhoods of phenotypes). Details of this construction may
be found in Schaefer [11]. Let us denote ρj = ρzj and ψj = Ψj(zj) for the sake
of simplicity.

We assume that SGA governing the evolution of the hp–HGS branches of j-th
order j ∈ {1, . . . , m} are well tunned (see Schaefer [11], Definition 4.63) i.e. the
densities ρj dominates on some closed sets Cj ⊂ D with the strictly positive
Lesbegue measure (not necessary connected). Each set Cj surrounds the local
extremes to the objective of the inverse problem (5) and is contained in the
basins of attraction of these extremes. Moreover we assume that C1 ⊃ C2 ⊃
, . . . , ⊃ Cm.

The analogous assumptions are made for the strategy in which the fitness fm

is implemented in all HGS branches. The resulting quantities will be denoted as
ρ̃j , ψ̃j , C̃j , j = 1, . . . , m in this case.
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Theorem 1. Given the above assumptions, the hp–HGS deme of the order j0 =
2, . . . , m survives with the probability not greater than κj0 given by the formula:

κj0 = ψ1(C1)
j0∏

j=2

ψj(Cj)
ψj(Cj−1)

.

��
Sketch of the proof : Similarly to the proof of Hypothesis 1 in [10], it may be
easily checked, that if the hp–HGS branch is sprouted from Cj−1 to Cj , then
the probability of its surviving may be approximated by

ψ1(C1)(1 − η1)
j0∏

j=2

ψj(Cj)
ψj(Cj−1)

(1 − ηj)

where 1 − ηj is the probability that the branch of the order j survives if it
is sprouted inside Cj . If the deme of the order j is sprouted outside Cj , then
the probability of its surviving is ηj . This value becomes arbitrary small after
the sufficient number of genetic epochs which is the issue of well tuning of this
branch, and the inclusion Cj ⊂ Cj−1. ��
Lemma 1. Under the conditions similar to those assumed in the Theorem 1 the
probability of surviving the deme of the order j0 = 2, . . . , m in the HGS tree is
not greater then

κ̃j0 = ψ̃1(C̃1)
j0∏

j=2

ψ̃j(C̃j)
ψ̃j(C̃j−1)

for the strategy in which the fitness fm is implemented in all HGS branches. ��
Lemma 1 generalizes the Hypothesis 1 in [10] to the case of HGS branches of the
arbitrary order j0 = 2, . . . , m. Its proof is analogous to the proof of the theorem
1 above.

Corollary 1. Let a1 < a2 <, . . . , < am are the averaged costs of solving direct
problems for the individuals in hp–HGS branches of the orders 1, . . . , m. The
computational cost of the single genetic epoch in all hp–HGS branches may be
approximated by

μ1 a1 +
m∑

j=2


Ωsj−1 κj μj aj .

��
Proof : Using the theorem 1 we can evaluate the expected computational cost of
the single genetic epoch of the hp–HGS branch of degree j > 1 which equals:

Ωsj−1 κj – the expected number of demes of the order j times the constant
cardinality of each deme μj times the averaged cost aj . The thesis is obtained
by summing over all degrees of the hp–HGS tree. ��
The above results allow to formulate three practical corollaries which try to
evaluate the efficiency of the new introduced strategy.
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Corollary 2. Let hp–HGS satisfies all assumptions of the theorem 1 and SGA
is applied to solving the same inverse problem with the fitness fm. The expected
number of individuals in hp–HGS leafs is smaller than the expected number of
individuals in SGA, so the computational cost of the single genetic epoch in the
SGA search is greater then the analogous cost of processing hp–HGS leafs. ��

Proof : The expected number of individuals in the hp–HGS leafs is 
Ωsm−1 κm μm.
The local initial coverage of D by the SGA individuals will be the same as the
initial coverage by the hp–HGS leaf individuals if the size of the SGA population
equals 
Ωsm−1 μm. Because all hp–HGS branches are well tunned then κm < 1.

��

Corollary 3. If the hp–HGS and HGS branches are similarly well tuned i.e.
ψ̃j(C̃j) ∼= ψj(Cj), j = 1, . . . , m, then the cost of the single genetic epochs in
hp-HGS branches is smaller then the analogous cost in HGS branches. ��

Proof : We can easily observed, that the assumption of the corollary implies
κ̃j ∼= κj . The cost of the single genetic epoch of the HGS root is μ1 am while in
the hp–HGS root equals μ1 a1. The cost of the single genetic epoch of the HGS
branch of the order j > 1 equals 
Ωsj−1 μj κ̃j am while in the hp–HGS branch is

Ωsj−1 μj κj aj . The thesis holds because aj < am for j = 1, . . . , m − 1. ��
For sample, more detail comparison of HGS and hp–HGS computational costs
the progression of the averaged costs of solving direct problems aj by the grow-
ing branch order j will be evaluated. Here we assume the particular regression of
the inverse problem error δj = αj−1δ, where δ and α < 1 are some positive pa-
rameters. Moreover we assume that the hp–HGS error by solving direct problem
decreases exponentially with respect to nj – the number of degrees of freedom
that defines the final approximate space Vh,p. This assumption is motivated by
theoretical considerations (see Babus̆ka [1], [2]) and many test computations (see
e.g. [4], [5], [14], [13]).

Corollary 4. Given the above assumptions the average cost aj of solving direct
problem for individuals of the hp–HGS deme of j-th order is

O
(
(θ (j − 1) + β)3γ

)
where the constants θ > 0, β ≥ 0 and γ > 1 depend on the inverse problem under
consideration. ��

Proof : >From the definition of hp–HGS algorithm (see Algorithm 1) errFEM =
δj Ratio = αj−1 δ Ratio if we solve the direct problem for the individual in the
branch of the j-th order, j = 1, . . . , m. Assuming the exponential decrement
of the hp–FEM error, errFEM may be also expressed as err0 exp

(
−C (nj)

1
γ

)
where err0 > 1 is the maximum error larger or equal then one established for
the fitness computation in the root deme and C > 0, γ > 1 are some constants.
Comparing both expressions we have (θ (j − 1) + β)γ = nj where θ = − ln α

C
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and β = ln err0−ln(δ Ratio)
C . The first constat θ is stritcly positive, because C > 0

and α < 1 while β ≥ 0 follows from the condition of the hp–HGS strategy (see
Algorithm 1, line 12). Finally, the well known dependency aj = O(n3

j ) (see e.g.
Demkowicz [4]) motivates the thesis. ��

5 Conclusions

– Solving the inverse parametric problems is usually a difficult and time con-
suming numerical task. The sophisticated global optimization strategies have
to be applied in order to find multiple solutions, keeping the memory and
computational costs at the acceptable level.

– The hp–HGS strategy presented in this paper offers two ways to decrease
the computational and memory costs by solving inverse parameter prob-
lems. Firstly it is obtained by decreasing of the number of the objective
calls by using the adaptation of the inverse problem accuracy (HGS strat-
egy). Secondly, the cost of the direct problem solution which is necessary for
computing the particular value of the objective function is decreased by the
proper scaling of the FEM error using the hp adaptation technique.

– The theoretical results of the hp–HGS analysis allow to evaluate the expected
computational cost of this strategy (Corollary 1). Moreover it was shown that
its computational cost is less then the cost of the single population SGA
algorithm (Corollary 2) as well as the cost of the HGS strategy without the
FEM error scaling (Corollary 3). The sample formula that allow the more
detailed cost comparison was drown for the second case (Corollary 4).

– No matter how SGA with the binary encoding is sometimes criticized as a
tool for solving optimization problems in the continuous domains, it is used
in each branch of the first version of hp–HGS mainly because the theoretical
results that characterize its asymptotic behavior are available. We plan to
design the next version of hp–HGS which will be based on the hierarchic
genetic strategy with the real number encoding (see [11], [16]).
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Abstract. This paper describes a methodology and initial results of
predicting traffic by autonomous agents within a vehicle route plan-
ning system. The traffic predictions are made using AQ21, a natural
induction system that learns and applies attributional rules. The pre-
sented methodology is implemented and experimentally evaluated within
a multiagent-based simulation system. Initial results obtained by simu-
lation indicate advantage of agents using AQ21 predictions when com-
pared to näıve agents that make no predictions and agents that use only
weather-related information.

Keywords:Traffic Prediction, Intelligent Agents, Natural Induction.

1 Introduction

The importance of information technology (IT) in logistics has increased re-
markably. IT systems support or take responsibility for logistics planning of a
forwarder’s whole motor pool or single vehicles. The just-in-time paradigm de-
mands for high robustness to situation changes and real-time coordination abili-
ties of all participants in the logistics network. These requirements are facilitated
by pervasive mobile communication networks and devices as well as intelligent
systems processing incoming information [1]. Due to the fierce competition in
the logistics service market, companies are searching for new technologies that
advance quality of service (e.g., promptitude and robustness to disturbances)
and cost of carriage. Thus, even seemingly small differences may bring about a
considerable competitive advantage and high economic impact.

The agent-based approach to intelligent logistics systems delegates the plan-
ning and decision making from central planning systems to single logistic entities,
such as trucks and containers, that decide autonomously and locally. With re-
duced complexity for (re-)planning, this decentralized approach aims at increased
robustness to changes such as new transport orders or vehicle breakdown. Ap-
proaches for agent-based transport planning and scheduling have been proposed
by, e.g., Dorer and Callisti [2] and Bürckert et al. [3].

The ability of autonomous systems to react to situation changes calls for
situation awareness provided by sensors, other agents, or external sources such as

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 692–701, 2008.
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databases. To make use of this information the agent needs to know its relevance,
i.e., how information will influence its cost or utility function during planning of
actions. Furthermore, the agent has to consider the spatio-temporal scope where
some information is valuable. Because the scope of agent planning is the near
future, agents also need prediction abilities.

In this paper we examine the influence of environmental knowledge in vehicle
route planning in simulation experiments. In particular, we examine how road
traffic predictions used in route planning affect vehicles’ performance measured
as the time needed to reach their destination. In order to do this, we compare
performance of ignorant agents, with agents that are provided with weather
information and agents that use rules induced from historical traffic data for
predictions. The rules used in the latter approach are learned using the natural
induction system AQ21.

2 Situation-Aware Vehicle Route Planning

The performance of an intelligent planning systems depends on a proper analysis
of the current situation and prediction of the future. Depending on the domain,
the planning scope may cover a few hours for regional transports or some days for
international or overseas routes. Thus, an important requirement for intelligent
planning systems is situation awareness [4] as well as situation prediction.

In order to investigate the impact of such abilities in logistics and to under-
stand the spatial and temporal constraints we reduce the problem to a simplified
single vehicle transportation scenario. An agent represents a truck that aims at
finding the fastest route in a graph-based highway grid. This becomes a com-
plex problem because there are highly dynamic environmental conditions that
may enforce or reduce the speed at which the vehicle may travel. The examined
conditions include traffic density and weather that vary in space and time.

In this study, the vehicle route planning applies an A* search algorithm with
cost function (1) for reaching destination d when using (partial) route r at de-
parture time tdep:

f(r, d, tdep) = g(r, tdep) + h(endr, d) (1)

with g as the estimated driving time for r and h as the estimated driving time
from r’s endpoint endr to d. Heuristics h is calculated as driving time at straight
line distance from endr to d at maximum vehicle speed. The route r consists of
n consecutive edges (i.e., roads) ei ∈ r with 0 ≤ i < n. The route segment of
first k edges is denoted by rk−1. The driving time g on route r is calculated by:

g(r, tdep) =
n−1∑

i=0

length(ei)
vest(ei, tdep,ei)

(2)

with vest as the estimated vehicle speed on an edge which depends on the vehicle
agent implementation (Sect. 3). Edge departure time for i > 0 is defined by

tdep,ei = g(ri−1, tdep) (3)
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Because this setting ensures the criteria for the A* algorithm (non-negative
costs and optimistic heuristics) it guarantees the optimal solution. However,
the found route is optimal only provided that knowledge about the environment
used in the cost function is complete and correct. But assumptions on future road
conditions are possibly wrong because the environment continuously changes in
a way that cannot be precisely predicted.

3 Simulation Model

In order to evaluate the impact of environmental knowledge and driving time
prediction abilities we set up experiments with the multiagent-based simulation
system PlaSMA1. The system applies discrete event, distributed simulation using
software agents as logical simulation processes. Thus, PlaSMA provides a natural
way to evaluate software agents behavior and interactions.

For the purpose of vehicle route planning, the simulation model includes two
world agents and multiple vehicle agents. The world agents simulate weather and
traffic within the simulation environment. The vehicle agents can be categorized
in three classes: the ignorant agent, the weather-aware agent, and the predictive
agent. While all vehicle agents use A* search with time cost function for routing,
they use different knowledge in planning and thereby provide a comparative
measure to evaluate the impact of their knowledge.

3.1 Weather and Traffic

For the logistics scenario we set up a road network as a 6 × 6 grid graph with
a set E of directed edges (i.e., unidirectional roads) of 100 km length each. This
idealized grid structure ensures that results are not biased by a special network
structure that may have no implications for the general problem. Nevertheless,
experiments can be conducted with other network structures as well. The two
world agents generate simulation events that affect this graph with respect to
traffic density dens(e, t) and maximum safe speed vsafe(e, t) for each edge e ∈ E
at simulation time t. dens(e, t) is a linear traffic quality value that is normalized
to 1 and indicates the ability of a vehicle to drive at a reference speed vref, i. e.,
maximum speed is

vmax(e, t) = vref · dens(e, t) (4)
For our experiments we use vref = 130 km/h for all roads. This value corresponds
to the recommended speed on German Autobahn roads for passenger cars.

Speed vsafe depends on the current weather on each road. Different roads may
have different weather but the weather within the area of each road is homoge-
neous. The simulation model is designed for a set of qualitative weather types
W = {V eryBad, Bad, Moderate, Good}. weather(e, t) describes the weather at
an edge e at time t. Each weather type w ∈ W corresponds to a truck-oriented
maximum safe speed vsafe(w) when facing that weather:

vsafe(V eryBad) = 35 km/h, vsafe(Bad) = 65 km/h

vsafe(Moderate) = 80 km/h, vsafe(Good) = 100 km/h
1 Available from http://plasma.informatik.uni-bremen.de/

http://plasma.informatik.uni-bremen.de/


Traffic Prediction for Agent Route Planning 695

Then, the maximum safe speed for each edge e ∈ E at time t is defined by

vsafe(e, t) = vsafe(weather(e, t)) (5)

The minimum of vmax(e, t) and vsafe(e,t) determines the maximum possible av-
erage speed vavg(e, t) of a vehicle on edge e.

Weather Generation. The weather agent updates weather in the interval ΔtW
separately for each edge. The new weather type w ∈ W on each edge e depends
on the previous weather at e and the basic probability distribution P(W) for
weather which is assumed to be location-independent.

The next weather is determined by the weather w randomly drawn from
W according to P(W) but changes may be constrained depending on current
weather to avoid sudden changes as determined by transition probability model
P(Wt+ΔtW |Wt). The actual distributions for weather and length of ΔtW are
subject of the experimental setup (Sect. 6).

Traffic Generation. Similarly to the weather agent, the traffic simulation agent
updates traffic density on each edge in interval ΔtT . Though the generated traffic
density is a real number, the traffic generator is based on a qualitative traffic
model with a set of traffic classes T covering disjoint intervals of traffic density.
Similarly to levels of service A to F in US Highway Capacity Manual [5], the
model distinguishes six traffic classes T = {V eryLow, Low, Medium, High,
V eryHigh, Jam} and the following traffic density intervals:

V eryLow = [0.0, 0.1), Low = [0.1, 0.25), Medium = [0.25, 0.4)
High = [0.4, 0.6), V eryHigh = [0.6, 0.85), and Jam = [0.85, 1.0]

Tμ denotes the mean value of a traffic class. The traffic density on an edge is
determined by an edge-specific density matrix for time of day and day of week.
For this purpose, we analyzed traffic volume data from German (BASt) and
Austrian (ASFINAG) agencies that count traffic on national highways. Accord-
ing to the combined days and hours in aggregated agency models we set up the
basic model matrix depicted in Table 1 that determines the basic mean traffic
density value Tμ(t). The basic model is used for all edges but each edge e has an
additional and time-independent traffic bias function Δdens(e) that shifts the
basic model to higher or lower traffic densities.

The actual values for the density bias function Δdens depend on the exper-
imental setup (see Sect. 6). The traffic generation world agent calculates the
density dens(e, t) with Gaussian distribution N(μ, σ):

dens(e, t) ∼ N (Tμ(t) + Δdens(e), σ) (6)

3.2 Vehicle Agents

There are three kinds of vehicle agents. The ignorant agent is not aware of any
environmental information and has no predictive abilities. Like all other vehicle
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Table 1. Basic traffic density matrix

Mo Tu-Th Fr Sa Su
Morning, 6am-10am High Medium Medium VeryLow VeryLow

Noon, 10am-3pm Low Low High Low Low
Afternoon, 3pm-7pm Medium Medium High Medium Medium

Evening, 7pm-10pm Low Low Medium Low Low
Night, 10pm-6am VeryLow VeryLow Low VeryLow Low

agents it uses the algorithm described in Sect. 2. Because this agent assumes that
all roads allow equal speed its dominant planning criterion is distance. Within
the road grid the ignorant agent chooses a route that most closely matches the
straight line, disregarding possible bad weather or traffic conditions.

The weather-aware agent is a vehicle agent that acquires status information
on weather for relevant locations. The agent uses this information to determine
speed vest(e, tdep,e) for route planning (Sect. 2). It does not attempt to predict
any traffic or changes of weather but näıvely assumes that there is no (relevant)
traffic or change of weather w.r.t current time tcur, i. e.

vest(e, tdep,e) = vsafe(e, tcur) = vsafe(weather(e, tcur)) (7)

The status information is provided by the weather agent. Which locations are
considered interesting depends on the current vehicle location, its destination,
and a lookahead parameter λ. λ specifies the spatial range and the area for which
the agent acquires environmental status information. The actual lookahead dis-
tance used in this study is λ · 100 km. Because the agent assumes the weather
to be static when planning the fastest route, it may turn out to be wrong when
reaching edges that are far ahead. However, vehicle agents may reconsider their
route at each junction, i.e., wrong decisions can be corrected if there are new,
better alternatives.

The predictive agent is an extension of the weather-aware agent. It also as-
sumes that weather at edge e will not change until arrival at e. But it also
predicts traffic at e for tdep,e to determine vest(e, tdep,e) (Sect. 2). The predic-
tions rely on previous experiences that are used as data to learn situation- and
edge-specific rules for expected speed (Sect. 5). Besides time of day and day
of week these predictions may depend on weather and thus on λ, too. Edges
that are not within λ distance are assumed to have the most likely weather, e.g.
Moderate.

4 Natural Induction

In contrast to most methods known in the literature, including different forms
of statistical learning, the approach used in this study puts an equal importance
to accuracy and interpretability of learned models. While the importance of the
former does not require any justification, the latter may not be clear, especially
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in the area in which learned knowledge is used by autonomous agents. Models
learned by many methods can be regarded as a “black box” which may give
very good predictions, but it is hard to understand and often impossible to
validate or refine by human experts. Models described in a language that is
easy to understand, for example, natural language or easy to interpret rules,
can be modified by experts to reflect their background knowledge and improve
predictions. In this study we use natural induction [6] that is an approach to
inductive learning whose goal is to achieve high understandability of derived
knowledge. It uses a highly expressive language attributional calculus (AC) that
combines predicate, propositional and multi-valued logics. Because all forms of
knowledge used in AC corresponds to different constructs in natural language,
its expressions are easy to understand.

4.1 Knowledge Representation

The main form of knowledge in AC is an attributional rule. Attributional rules,
which follow the general if . . . then . . . schema, are more general than those
learned by most learning programs. This is because attributional rules use more
expressive language which allows creating simpler descriptions than normal rules.
A basic form of attributional rules is (8).

CONSEQUENT ⇐ PREMISE (8)

Here, CONSEQUENT and PREMISE are conjunctions of attributional condi-
tions. In this study we used attributional conditions in the form [L rel R] where
L is an attribute; R is a value, a disjunction of values, or a conjunction of val-
ues if L is a compound attribute; and rel is a relation that applies to L and
R. Other forms of attributional conditions may involve count attributes, simple
arithmetical expressions, conjunctions and disjunctions of attributes, comparison
or attributes, etc. [7].

4.2 The AQ21 Machine Learning System

A simple form of natural induction is implemented in the currently developed
AQ21 system [7]. Given input data, problem definition, and optional background
knowledge, AQ21 induces rules in the form (8), or in more advanced forms,
describing one or more class in the data. A set of rules constituting a description
of a given class is called a ruleset. By repeating learning for all classes defined
by values of an output attribute, AQ21 generates a classifier.

In order to learn rules for a given class AQ21 starts with one example, called
a seed, belonging to the class. It generates a star, which is a set of maximally
general rules that cover the seed and do not cover any examples from other
classes. This is done by repeating an extension-against operation that generalizes
the seed against examples not belonging to the concept being learned. Results
of applying the extension-against are intersected and the best rules are selected
according to user-defined criteria. If selected rules do not cover all examples
belonging to the class, another seed is selected (from the not covered examples)



698 J.D. Gehrke and J. Wojtusiak

and additional rules are learned. The process is repeated until all examples of the
class are covered by the learned rules. AQ21 implements several modifications
to the above basic algorithm as described, for example, in [7].

5 Learning and Applying Traffic Models

In the presented study traffic models were learned using simulated data collected
over 15 years of simulation time. The training data consisted of 131,488 examples
for each type of edge. To learn traffic models we used the AQ21 system (Sect. 4.2).
It was executed with different settings of parameters, from which we selected
the best according to predictive accuracy on testing data and simulation results.
We applied the program in two modes, theory formation (TF) and approximate
theory formation (ATF). The TF mode learns complete and consistent rulesets
w. r. t. the training data, while the ATF mode allows partial inconsistence and
incompleteness (e.g. in the presence of noise) by optimizing the Q(w) quality
measure [8]. In this study the weight, w, of completeness against consistency
gain was 0.1.

Many training examples are ambiguous, meaning that for identical values of
Day, Time, and Weather, different values of Speed are assigned. Among several
methods for solving ambiguity available in AQ21 we investigated two. The first
method, here called majority, assigned the most frequent class to all ambiguous
examples, and the second method, here called pos, always treats ambiguous
examples as positive examples. Details of the methods are in [9].

Application of learned models to classify new examples is done by executing
AQ21’s testing module. The program is provided with input files consisting of a
testing problem description, learned models and one or more testing examples.
In the presented experiments we tested two methods of evaluating rules, namely
strict in which an example either matches a rule or not, and flexible in which the
program calculates the degree to which examples match rules. In the latter case
the degree of match equals the number of matching conditions in the rule to the
total number of conditions in the rule. Detailed description of the parameters
and other rule matching schemas are in [6,9]. Two methods of resolving imprecise
classifications are tested here. The first method is pessimistic, namely it assumes
the worst of the given answers (the lowest predicted speed). The second method
is based on frequency of classes. For instance, if an example matches two classes
“slow” and “very slow,” and the former is more frequent in the training data, it
is reasonable to assume that the prediction should be “slow.”

Average predictive accuracies and precisions [9] of models learned and applied
with different AQ21 parameters on testing data with variances 0.001 and 0.01
for dens(e, t) ranged from 91% to 100% and 71% to 100%, respectively. The best
results were obtained by AQ21 in the theory formation mode, with ambiguities
treated as majority and flexible rule interpretation. There were 95% predictive
accuracy, and 100% precision. All presented values are averaged for all types
of roads in the simulation model. As an example, the following rule has been
learned using the TF mode. It predicts that expected maximum speed for a
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given road is 60 kmph on Monday mornings provided moderate to good weather
conditions.

[Speed=SPEED_60]
<= [Day=Mo] & [Time=morning] & [Weather=moderate..good]

6 Experimental Evaluation

For evaluation we conducted experiments using the simulation system PlaSMA.
Each experiment is specified by a simulation model parameter setting and 9 par-
ticipating vehicle agents. There is one ignorant (named “IA”), one weather-aware
(“WA”), and seven traffic-predicting agents (“AQ”). The latter are differing in
the applied prediction rulesets for each edge (Sect. 5) as indicated by their index.

The agent named AQM is a traffic-predicting agent whose rules have been
created manually knowing the actual traffic simulation model. Thus, this agent
should provide results close to the achievable optimum for the applied algorithm.
All agents try to optimize the driving time of a 1000 km trip in the road network.
Simulation results are provided as an average driving time and its standard de-
viation for each vehicle agent and parameter setting. For statistical significance
experiments were repeated between 4200 and 4800 times with each run corre-
sponding to one trip. With significance level α = 0.05 stated average values do
not differ more than 0.02 hours from the actual value.

Most of the model parameters have been examined in prior studies [10]. For all
experiments presented in this paper we set parameters to ΔtT = 1h, ΔtW = 3h,
and λ = 2. Weather probabilities are set to

P(W) = {P (W = V eryBad) = 0.05, P (W = Bad) = 0.2,

P (W = Moderate) = 0.55, P (W = Good) = 0.2}

The edge-specific density bias Δdens(e) was examined in a setting that is
characterized by a fairly well-shuffled distribution of slower and faster edges
(see Fig. 1). As an exception, the grid also includes three edges (dashed line)
that form a fast partial route. These edges are not part of routes that most
closely match the theoretical straight line route. Hence, ignorant vehicles that
are dominated by the straight line heuristics and always choose such centered
routes will not be affected. Weather-aware agents should not benefit as much as
traffic predicting agents because only the latter will actually realize the traffic
properties and consider them in planning.

Table 2 shows the simulation results for traffic density setting depicted in
Fig. 1. With variance σ2

T = 0.001, the ignorant agent needs 13.31±0.87 hours
driving time on average. The weather-aware agent needs 12.61±0.78 h, hence,
it is 0.7 h or 5.3% faster than the ignorant agent. The prediction ruleset AQ3
(AQ21 mode: TF, majority, strict) performs best with 12.47±0.60 h (0.84 h,
6.3% faster). The standard deviation is significantly lower than that of IA and
WA, too. AQ3 and AQ4 even come close to the reference ruleset AQM . With
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Fig. 1. Road grid annotated with Δdens(e) · 10

σ2
T = 0.01, AQ3 needs 0.16 hours longer due to more wrong predictions and all

agents using TF mode perform equally good. The changes are rather small and
all situation-aware agents still clearly outperform the ignorant agent. Thus, these
agents can be considered sufficiently robust to less predictable environments.

Table 2. Average vehicle driving time in hours

AQ1 AQ2 AQ3 AQ4 AQ5 AQ6 AQ7 AQ8

σ2
T IA WA AQM TF TF TF TF ATF ATF ATF ATF

pos,str pos,flx maj,str maj,flx pos,str pos,flx maj,str maj,flx

0.001 13.31 12.61 12.49 12.51 12.56 12.47 12.50 12.62 12.63 12.54 12.57
±0.87 ±0.78 ±0.60 ±0.64 ±0.63 ±0.60 ±0.61 ±0.60 ±0.64 ±0.64 ±0.65

0.01 13.44 12.74 12.64 12.63 12.63 12.63 12.63 12.75 12.74 12.64 12.69
±0.92 ±0.86 ±0.68 ±0.68 ±0.68 ±0.66 ±0.66 ±0.67 ±0.64 ±0.66 ±0.71

7 Conclusions

This paper presented an approach to the problem of predicting traffic for ve-
hicle routing. Autonomous agents make predictions based on rules induced by
the AQ21 system from historic data. By inducing attributional rules AQ21 re-
alizes natural induction, that is an inductive learning process whose results are
both accurate and easy to understand by people. Experiments performed within
the PlaSMA multiagent-based simulation system indicated advantage of agents
that use AQ21 predictions over näıve agents that consider only distance to the
destination and agents that use only weather-related information.

Future research includes the comparison with different learning methods, in-
vestigation of the effect of the amount of historic data on the learning results
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and predictions, and investigation of the effects of changes of the environment
on the predictions. Other important research directions include learning individ-
ualized models for each agent, based on the agent’s experience and preferences,
and application of the system in a real, not simulated, environment.
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Abstract. The software agents are applied for a remote search of in-
formation. It seems natural that to analyse such information machine
learning routines should be built-in into an agent system. After finding
and processing the data the generated rules will be evaluated by means
of so called interestingness measures, and only the best rules should be
returned to the user.

The paper presents situation in civil engineering data processing, as a
suggestion for designers of intelligent software tools, to work out difficult
but muchneeded procedures that should be implemented into autonomous
agent system, intended for retrieving special kind of information searched
for example by materials technologists.

A simple architecture for an agent system is suggested without, how-
ever, getting into any technical details on how the elements of such sys-
tem should be constructed.

Keywords: machine learning, data mining, software agents, engineering
databases.

1 Introduction

Generally speaking the agents are to reduce the workload of their users, but there
is a diversity of kinds of information interesting for different users. Many users
are satisfied only with a task of simply finding appropriate documents, like text
files, Internet sites, data tables, images, audio or video files, which are dedicated
to specific topics. Introducing agents able not only to find but also to process the
data might immensely increase the possibilities of remote knowledge search.

An agent is intelligent, autonomous code that can be send out on a mission,
[1]. It can work in a static way, being located at the local system, or it may be
mobile, working after being embedded in a remote machine. Agents may be static
or mobile, acting in a collaborative way or separately, but their crisp definition
is difficult and a classic paper of 1996, [2], was pointing out a general lack of
precision in software agents taxonomy. It seems that the situation in this respect
is not much different today. In the description which follows the case of static
agent is assumed.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 702–711, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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Machine learning (ML) programs are not agents, but it seems natural that
they might and should be built in into an agent system. ML programs usually are
constructed for purposes more sophisticated than simple finding of information
sources. In our investigations we are using them mainly for searching rules repre-
senting knowledge about technological processes under inspection. An example
here can be a process of selecting proper mix of components in a composite
material.

A concept of an agent for engineering data search will be explained on an ex-
ample. An agent could be a personification of an Internet user, who from the com-
puter terminal is searching, e.g. around WWW, or some protected network, or the
whole Internet, or only the single computer of the user, for a particular kind of
information. After the information source is found, (e.g. a report with experimen-
tal results), it is usually downloaded by the user from the remote system, before
it can be analysed to extract the knowledge in form of statements, (hypotheses,
rules, generalisations). Generation of rules is performed by the ML programs. A
rule of practical importance for a civil engineer can be for example an informa-
tion, in form of a relation, what amounts of certain components of a concrete mix
correspond to a desired quality of the resulting hardened concrete material.

In our group at IPPT1 we are using various kinds of AI tools, such as ANNs,
(Artificial Neural Networks), but especially ML methods for prediction of rules.
Important in our investigations were the methods developed by Ryszard Michal-
ski and his team at George Mason University; programs: AQ15, AQ19, AQ21.
We were also comparing them with various other ML algorithms.

The present paper is to indicate certain important characteristics of agent
type programs that might bring most needed results. It is assumed that the
agent will generate the rules concerning certain process; the details of creation
of association rules, of the decision trees, etc., are not discussed in this text. Also
technical questions such as the protection of the data or the robustness of the
agent, etc., are not discussed here.

2 Machine Learning Tools

Learning systems have the ability of setting values of their certain internal pa-
rameters, of some preset, abstract algorithm, in a way that will minimize dif-
ference between the internal results and the external control values. The values
can be scalars, vectors or categories. If during the training the configuration of
the internal parameters tends to a certain steady state, such state represents the
knowledge of the system about the process under consideration.

A generalization of the learned knowledge can be a black-box type tool, like in
case of ANNs, (Artificial Neural Networks), or a set of various concepts, (rules,
hypotheses), expressed in form of logical expressions, such as a proposition:
A → B.

1 IPPT - Institute of Fundamental Technological Research, Polish Academy of
Sciences.
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This expression represents an inference containing an antecedent (A) and the
consequent (B). The antecedent A may represent a larger set of simple conditions
on the components of the input and B represents output conditions, typically it
is a designation of the class, of a certain category.

The symbol A represents some concept, which is a conjunction, (or a com-
plex ), of simple, or atomic conditions, called selectors, described by numeri-
cal or nominal attributes of the dataset. The selectors are marked by square
brackets, ([. . .]). A few examples of selectors are: [x ≤ 12], [y > 2.37], [z ∈
(1.30, 1.77〉], in case of only numerical variables, and [v ∈ ′red′,′ blue′,′ yellow′],
[w /∈ ′A′,′ D′,′ K ′,′ L′,′ R′] – where only nominal variables appear.

For any record in the training or testing datasets the hypothesis in form of
the proposition A → B can be either true or false. In rare cases it can also be
undefined.

A task for ML programs is to propose to the user rules of the type described
above, selected from the collection of the trainee set of training hypotheses,
[3]. The selection should correspond to a possibly low error rate of the power
of a concept in predicting its consequences, characterizing the dataset under
consideration. A finally selected rule might be for example:

if [y > 2.37] and [[v =′ red′] or [v =′ yellow′]] then [class = ClassIII]

The requirements concerning the formatting of the database are slightly different
for different ML programs, but it is relatively easy to translate an input script
created for one system to another one.

There is a number of different Machine Learning programs available. Many
of these are more or less for free, like AQ15, AQ19, AQ21, C4.5, WinMine,
Gradestat, WEKA, Rosetta, (a rough sets toolbox), [4, 5, 6, 7].

There are many commercial data mining programs, as was described e.g. in
[8, 9]. Examples are: DataCruncher, IBM Intelligent Miner, MineSet, CART,
See5, WizRule, Magnum Opus, etc. Various elements of rules searching from
database examples are also available now in large commercial packages dedicated
to statistics and data mining, like Oracle, Statistica, SPSS or SAS.

In civil engineering there is a hypothetical possibility of combining various
soft computing tools into a one system, [10, 11, 12], but so far it is still only the
concept that needs much further programming work.

3 Civil Engineering Data Bases

Civil engineering experimental data are scattered around various sources, such
as technical papers, reports, books, standards and instructions, also special
databases, which are properties of laboratories or production managers. Many
of such sources are available only in a paper form, so to transfer them into elec-
tronic form considerable additional work would be needed. It is assumed in this
paper that there is a certain digital data environment accessible, in which the
agent will function. This may be simply a selected directory in the computer of
the user, the contents of a network of connected computers, or any library that
may be opened in the Internet.
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There are different types of engineering data. These are descriptive databases
concerning composition of concrete and similar composite materials, data con-
cerning various diagnostic problems, data enabling only the quantitative pre-
dictions, data allowing only for classification, etc. For example the properties of
concrete depend on composition of the original concrete mix, on certain elements
of its mixing technology, on its curing and protection, its age, sometimes on its
whole history. The properties of concrete can be characterized by attributes in
form of numbers, (like: strength, density, amounts of cement, water or additives),
and in form of categories, (like: ’basalt’, ’limestone’, ’PFA1’, ’PFA2’, etc.)

The fields of investigation may be properties of materials, diagnostics of the
quality of materials, diagnostics of whole engineering structures. In any case for
processing by ML algorithms, (Machine Learning), the data must be properly
formatted, so that the program would not encounter any unannounced values.

A very simple example of a structure of a database prepared for generation
of rules for civil engineering purposes is shown in Table 1. The attributes of the
records can, in the simplest case, be of two different types: numerical or nominal.
There is number of different other attribute types, such as date or string, which
are not discussed here. Any attribute in a database record may also have an
unknown value, (a symbol ’?’ is usually applied).

Table 1. An example of a simple structure of a formatted database

name type action min max
or - list of legal values

No numeric ignore 1 455
nrpomiaru numeric ignore 1 502

lzdH numeric active 394 660
lzdM numeric active 461 833
lzdL numeric active 886 1027
senH numeric active 35 71
senM numeric active 62 286
senL numeric active 351 606
sazH numeric active 14 33
sazM numeric active 23 178
sazL numeric active 103 248
phase nominal ignore cp, a, v
HV numeric ignore 56 1298
class nominal active A0, A15K, A15T, A30K, A30T

A formatted database can be conceived as a matrix in which the rows represent
records and the columns represent attributes.

All the information on the structure of a database like in this example are
needed to organise properly the ML processing of the dataset. Not all the at-
tributes must be taken into account during the final rule generation. Working
on a number of attributes bigger than the necessary minimum might result in
an unnecessary noisiness of the data. The designation ‘ignore’ in the example
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above, (’ignore’, as opposite to ’active’), concerns the attributes that were ex-
cluded from the calculations in the example in Chapter 5.

There are various actions that an agent should do. A difficult and important
task to be fulfilled by an agent is after identification of the source, (e.g. finding
in the Internet a paper dedicated to some type of concrete), to evaluate this
source from the point of view of "useful data", (i.e. whether it contains the kind
of data that this particular agent will be able to recognise and format), to decide
how the data will be procured and transformed, and - if needed - also imported
to the agent’s home site.

Not discussed here are quite obvious but more particular tasks for agent sys-
tem, for example optical character recognition in case of the PDF documents
available in form of images, recognition of different decimal systems, unification
of descriptions, identification, proper understanding and translation in case of
foreign languages, etc.

4 The Concept of Interestingness

The ML programs often produce for a given dataset many, even hundreds of
particular rules. For a user who is looking for rules as simple as typical empirical
formulae proposed over the ages by the human experts, the rules produced typ-
ically by a ML program are of unequal value, many practically useless. Worth
further attention may be only some of them – those "most interesting" ones.

The concept of interestingness has appeared in data mining literature mainly
in the last decade, (perhaps one of the first uses of the term was in 1995, by Sil-
berschatz and and Tuzhilin, as cited in [13]). It concerns the relative importance
of any rules conceived by people, but mainly of the rules generated by machine
learning algorithms. The meaning of the term interestingness is slightly imprecise,
because the value of a rule depends naturally on the point of view of the user.

There are more than 30 different interestingness measures discussed in the
literature; cf. for example [13, 14, 15, 16]. They are mostly constructed by alge-
braic operations on a set of primary measures of amounts of records in a database
under consideration, (in certain texts, depending on the field of interests of the
author, instead of the term records used is the word transactions ; e.g. [17]). And
some investigators apply their own measures concerning the quality of the rules,
without referring at all to the notion of interestingness, (e.g. [5, 7, 18]).

With association rules in form of A → B, (the antecedents in A and con-
sequent or target class B, being conjunctions of simple rules or selectors of
attributes), and n being a total number of records in a database, the primary
measures are: na, nb, nab and na¬b, meaning numbers of records matching the
conditions, respectively, of A, B, A ∩ B, A ∩ ¬B, (here ¬B means: NOT B).

Examples of four simplest and most typical interestingness measures are:
Support, Confidence, Conviction and Lift2. They are, respectively, defined by
formulae:
2 the same name Lift corresponds to a different operator in See5, although there is

close linear correlation between the results of the both formulae.
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support = (na − na¬b)/n, confidence = 1 − na¬b/na,
conviction = nan¬b/(nna¬b), lift = n(na − na¬b)/(nanb).

Among the interestingness measures discussed in the literature rarely mentioned
is a measure characterizing the simplicity of a rule. For example very important
may be the difference whether the rule is composed of only 1, 2 or 3 selectors,
and not – e.g. – 20 selectors or more. The issue is treated in AQ21, where a
special function is introduced that can be used to minimize the complexity of
learned rules.

In the present paper it is proposed to introduce an additional interestingness
measure called Simplicity, calculated as an inverse of the number of selectors on
the antecedents’ side of the rule in question.

In this way a vector of 5 interestingness measures designated respectively as:
sup., conf., conv., lift and simpl., presents a compact set of parameters, enabling
the user a quick evaluation and comparison of the applied ML procedures.

5 Experiments

The particular experiments with ML procedures discussed in what follows were
dedicated to a case of data collected during the microindentation tests on hard-
ened concrete, using a Vickers indenter, and recording acoustic emission signals,
which were subsequently processed by wavelet transformation, [19]. The database
of about 300 records contained, among others, 9 columns of numbers character-
ising the acoustic emission signal, (AE), on selected frequency and magnitude
levels. The structure of the database was presented in the Table 1, above.

The task of ML programs were to discover from the AE data the rules allowing
recognizing which records correspond to concrete containing certain additives,
(like fly ash or PFA), and which ones are without those additives. The issue
may be of importance in case of forensic analysis problems in construction of
questionable quality. The presence of additives in the experiment was identified
by a class code, (there were three levels of the additive content: 0, 15 and 30
percent, and two additive sources: K and T; cf. the bottom raw of the Table 1).

In search of the rules applied were mainly four ML tools: See5, AQ19, WEKA
and AQ21, [5, 6, 7, 18]. A number of different rules were obtained from different
methods. In many cases the primary measures concerning numbers of records
supporting rules generated by the system could be evaluated directly from the
accuracy statistics indices built-in into programs. In other cases they were cal-
culated manually using MS Excel.

Selected results in form of rules, the primary measures and the corresponding
interestingness measures are presented in Table 2.

The database from which the numbers were taken in the Table 1 was of 239
records, (n = 239), with the numbers, (nb), of records in five different classes
A0, A15K, A15T, A30K and A30T being, respectively, 80, 60, 62, 63 and 64.
The numbers na, nab and na¬b were either taken from the ML programs or were
counted in Excel.
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Table 2. Examples of interestingness measures obtained using four ML programs
(the cases of conv=max correspond to rules in which there were no erroneous
predictions)

na nab na¬b sup conf conv lift simpl
Rules according to See5

[senH <= 47] → Class = A0 229 78 151 0.24 0.34 1.15 1.06 1.00
[sazH > 18][sazL <= 167] → Class = A30T 108 41 67 0.12 0.38 1.30 1.57 0.50
[senL > 400][sazH <= 17] → Class = A15T 16 14 2 0.04 0.88 6.49 3.77 0.50
[senH > 47] → Class = A15K 100 39 61 0.12 0.39 1.34 1.75 1.00
[lzdH > 486][senH > 54] → Class = A15K 35 16 19 0.05 0.46 1.51 2.05 0.50
[senH > 47][senH <= 54] → Class = A30K 62 21 41 0.06 0.34 1.22 1.43 0.50

Rules from AQ19
[lzdH = 510..578][lzdM = 697..800] 51 35 16 0.11 0.69 2.41 2.14 0.20
[lzdL = 976..1007, 1027][senH = 39..42]
[senL = 351..393] → Class = A0
[lzdH = 486..555, 571][lzdM = 655..748, 807] 28 21 7 0.06 0.75 3.25 3.23 0.20
[lzdL = 950..1005][senH = 39..41]
[senL = 379..507] → Class = A15T
[lzdH = 394..531, 633][lzdL = 950..1006] 19 16 3 0.05 0.84 5.10 3.49 0.17
[senH = 42..57][senM = 99..286][sazM = 47..148]
[sazL = 113..145, 177..195] → Class = A30T

Rules from WEKA, (classifier PART)
[senH > 47][lzdL <= 942] 9 8 1 0.02 0.89 7.36 3.99 0.33
[lzdH > 465] → Class = A15K
[senH > 47][lzdL > 974][sazH > 21] → Class = A30T 10 10 0 0.03 1.00 max 4.14 0.33

Rules from AQ21
[lzdH = 522..568][lzdM = 680..744] 16 16 0 0.05 1.00 max 3.11 0.13
[lzdL = 976..1000][senH <= 45]
[senM = 73..103][sazH <= 18][sazM >= 28]
[sazL = 106..138] → Class = A0
[senH = 45..66] → Class = A15K 135 48 87 0.15 0.36 1.27 1.59 1.00
[sazH <= 17] → Class = A15T 132 44 88 0.13 0.33 1.22 1.44 1.00

The numbers in bold print in the last columns of the Table 2 correspond to
best results from the point of view of a given interestingness measures. The limit
values are 1 in case of Support, Confidence and Simplicity measures. There are
no practical limits in cases of Conviction and Lift, or, to be more precise the
maximum number that can appear there depends on the size of the database
under investigation.

As can be seen the rules obtained by the programs have limited effectiveness.
The rules are either of low support even being quite reliable, or are of low accuracy,
(many false predictions), or are very complicated, (e.g. 8 selectors in a rule).

It should be added, that the recognition of the data by ML programs was
generally rather good. It is obvious that effectiveness of the whole set of rules
generated by any ML program used together as a whole collection of formulae
may be very effective. For example by applying a whole set of 60 rules obtained
by one of the programs, (it was See5 ), quite a satisfying confusion matrix was
obtained, as shown in Fig. 1-a. Confusion matrix displays how the ML system
assigns the records to their respective classes. When in the next run selected was
the Boost-10 trials option the results were almost ideal – Fig. 1-b.

Similar results were obtained also using the other ML programs. The good
recognition, however, is an effect of applying a kind of voting procedures, and
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Fig. 1. Confusion matrices obtained on the same dataset with program See5: (a) –
default settings, (b) – after selecting the option: Boost (10 trials)

Fig. 2. Proposed architecture – (a) of the agent system, (b) of the sub-agent

there are no simpler formula resulting from such calculation. And these possibly
simple formulae are what is really needed by engineers.

The selected rules presented in the first column of Table 2 were obtained at a
default settings in cases of See5 and AQ19, applying the classifiers PART in case
of WEKA, and applying the PD mode, (Pattern Discovery), in case of AQ21.

6 Conclusions

It seems that the ambitions presented in this paper seem to be rather far-
reaching. It would be however really advantageous to strive towards creating
an agent system able to realize proceedings described above. Or at least some
elements of it, as these also might be helpful to a human researcher.
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After being activated the agent, (agents), should start looking for appropriate
data sources, to process what is found, and return finally a number of rules, each
accompanied with an interestingness measures vector, as defined in the previous
chapter. For the beginning, however, it would be important to have at least one
agent that could identify which papers, from a list of hundreds of titles, contain
the tables of interesting experimental results.

In Fig. 2 shown is what seems to be a possible architecture for such an agent
system.

The input by the user would be some characterization of the field of search, for
example by typing-in a number of keywords, (e.g.: "concrete, additives, admix-
tures, silica, PFA"; as previously this is an example from the field of concrete-like
composite materials), and a proposal of a list of expected headings of the columns
in the tables presenting the features aimed at during the search. Such list would
have to contain as many alternatives as the user can think of. For example: "w,
water, c, cement, silica, silica fume, sup, superplasticiser, aggregate, CA, FA, air
entrainment, strength, compression strength, density, fc28", (as can be seen the
same attributes may have different symbols in different data sources).

After receiving the results from such system the user is thereupon to decide
which results are better from others.The rules obtained by different procedures are
mutually supplementing, to combine the results, however, a human action would
be needed, so the question of how to combine the rules is not discussed here further.

There is a general observation from the experiments performed on actual
experimental data using different ML tools that very often the resulting set of
rules was either too large, (e.g. 100 rules), or the rules were too complex, (more
than 3 ÷ 4 selectors), or they had too low the support or too low the accuracy.
The results like those in Table 2 will allow the user to concentrate on only the
most important results of the search.

The problem of finding optimal rule is a really multi-criteria task. The user in
the presented example could support his or her estimate of the resulting rulsets
by the five components of the interestingness vector. Later on the user will be
able to work out the position to recognise the value of the search by the first
look into the results.
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Abstract. Syntactic pattern recognition-based agents have been proven
to be a useful tool for constructing real-time process control intelligent
systems. In the paper the problem of self-learning schemes in the agents
is discussed. Learning capabilities are very important if practical appli-
cations of the agents are considered, since the agents should be able to
accumulate knowledge about the environment and flexible react to the
changes in the environment. As it is shown in the paper, the learning
scheme in the agents can be based on a suitable grammatical inference
algorithm.

1 Introduction

Syntactic pattern recognition-based agents have been proven to be a useful tool
for constructing real-time process control intelligent multi-agent systems [6]. In
[2,3] we describe an example of such system: a multi-agent system implemented
for the purpose of the on-line monitoring, diagnosing, and controlling of a very
complex industrial-like equipment (a high energy physics detector). The system
had to perform four different tasks:

– monitoring and identifying the equipment behaviour,
– analysing and diagnosing the equipment behaviour,
– predicting consequences of the equipment behaviour,
– controlling, i.e. taking proper actions (eg. setting operating modes for equip-

ment components).

The decision about the multi-agent architecture of the system has been caused
by the fact that only fully-decentralised, distributed intelligent system consisting
of autonomous components acting in a parallel way can meet the hard real-
time constraints: the necessity of performing four mentioned above tasks simul-
taneously and on-line with respect to hundreds of elementary components of the
equipment. The system has been built of different types of agents correspondingly
to the layers of analysis (i.e. the whole equipment layer, modules (subdetectors)
layers, and components layers). We have chosen the syntactic pattern recognition

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 712–721, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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approach as a base for constructing lowest layer agents of reactive type. They
are responsible for monitoring and recognition of the behaviour of particular
components.

The main part of syntactic pattern recognition agents is a parser. The parser
performs syntax analysis of the symbolic description of a component behaviour.
The knowledge about the possible behaviour of a component is remembered
in the agent in the form of a formal string grammar. The grammar is used to
construct a control table for the parser. The advantages of using the syntac-
tic pattern recognition approach consist in very good computational properties
(it is possible to implement an advanced parser of the linear, O(n), computa-
tional complexity) and the capability to analyse and recognise even exceedingly
complex patterns representing a process in time series. These two advantages
make the approach better in case of constructing real-time process control in-
telligent systems than many other computationally inefficient classical artificial
intelligence methods [10].

However, after several years of practical experiments with syntactic pattern
recognition-based agents we have identified one important problem of the im-
plementation of such agents: the difficulty in providing a self-learning feature.
Learning capabilities are very important if we consider practical applications of
the agents, since the agents should be able to accumulate knowledge about the
environment (i.e. the possible behaviour of a component which is being moni-
tored) and flexible and autonomously react to the changes in the environment.
The learning scheme in the agents can be based on a suitable grammatical infer-
ence algorithm (i.e. the algorithm of automatical definition of a grammar from
the sample of a pattern language). Unfortunately grammatical inference is still
one of the main open issues in the syntactic pattern recognition area.

The research into grammatical inference of string grammars started almost
forty years ago. The first, basic results were published in the seventies. During
next years the methods of grammatical inference were improved in the aspects of
the ”quality” of generated grammar, and the computational efficiency. Although
many different results have been already achieved (especially in case of regu-
lar grammars) [4,5], there is still lack of models of inferencing context-sensitive
grammars, that is grammars of big generative/discriminative power. Most me-
thods already developed are based on the identification of structures in words in
a sample and the definition of the sequence of the structures. The dependencies
between numbers of symbols in words are not examined. This results from the
fact that the discriminative power of grammars we are able to inferred is too
weak to reflect such dependencies. The only one practical method that allows to
consider such quantitative information (in the context of syntactic pattern recog-
nition) has been developed by Alquézar and Sanfeliu [1]. They have proposed a
new type of grammars (ARE grammars, characterised by a big discriminative
power) and a proper grammatical inference algorithm. Although the method is
very innovative, it has some disadvantages. In particular, the time complexity
of the grammatical inference is exponential, which makes the model unsuitable
for the application in a real-time environment.
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In the paper we present the recent results of the research into constructing a
self-learning algorithm for syntactic pattern recognition-based agents. In section
2 we describe the general scheme of the agents. Section 3 contains the definitions
corresponding to the string grammars which we use as a knowledge base in
the agents. The description of the model of the self-learning of the agents (via
grammatical inference) is included in section 4. Section 5 contains presentation
of some experimental results. Conclusions are included in the final section.

2 Syntactic Pattern Recognition-Based Agents

There are three main elements of syntactic pattern recognition-based agents: a
knowledge base (in the form of a formal grammar), a parser (a control table for
the parser is constructed on the base of a grammar being the knowledge base),
and a self-learning module (based on a grammatical inference algorithm used to
update the grammar). The general scheme of a syntactic pattern recognition-
based agent is shown in Fig. 1.

Knowledge Base

(Grammar)

Symbolic description

of component behaviour

(String)

Recognised

behaviour

Unrecognised

behaviour

Control table

for the parser

Modified

grammar

Component

Behaviour

Recognition

(Parsing)

Self-Learning

(Grammatical

inference)

Fig. 1. A general scheme of a syntactic pattern recognition-based agent

A syntactic pattern recognition-based agent is of reactive type: it should be
able to respond timely to changes in its environment (changes in the behaviour
of a component which is being monitored) and to acquire knowledge about the
environment. The agent receives symbolic data (a string of symbols) representing
characteristics of a component behaviour. The analysis of the behaviour is made
by the parsing of a received string. The results are outputted to the higher layer
agents with different architecture which are beyond the scope of the paper [2].
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When a received string cannot be recognisedby the parser, then the self-learning
activity in the agent should take place. The inability to recognise the string pattern
means that the current grammar should be replaced by a broaden one which gen-
erates the missing pattern. Self-learning can be done via grammatical inference.
The result is an updated grammar which becomes a new knowledge base.

The most important decision concerning the implementation of the agent has
been the choice of GDPLL(k) grammars [8] as a formal string grammar which
is used to store knowledge about a component behaviour and to construct a
control table for the parser. The definition of GDPLL(k) grammar and its brief
characteristics are included in next section.

3 Quasi Context Sensitive GDPLL(k) Grammars

Let us introduce two basic definitions [3,8].

Definition 1. A generalised dynamically programmed context-free grammar is
a six-tuple: G = (V, Σ, O, P, S, M), where V is a finite, nonempty alphabet; Σ ⊂
V is a finite, nonempty set of terminal symbols (let N = V \Σ); O is a set of basic
operations on the values stored in the memory; S ∈ N is the starting symbol; M
is the memory; P is a finite set of productions of the form: pi = (μi, Li, Ri, Ai) in
which μi : M −→ {TRUE, FALSE} is the predicate of applicability of the pro-
duction pi defined with the use of operations (∈ O) performed over M ; Li ∈ N
and Ri ∈ V ∗ are left- and right-hand sides of pi respectively; Ai is the sequence
of operations (∈ O) over M , which should be performed if the production is to
be applied. �

Definition 2. Let G = (V, Σ, O, P, S, M) be a generalised dynamically pro-
grammed context-free grammar. The grammar G is called a Generalised Dynami-
cally Programmed LL(k) grammar, GDPLL(k) grammar, if: 1) the LL(k) condition
of deterministic derivation is fulfilled, and: 2) the number of steps during deriva-
tion of any terminal symbol is limited by a constant. �

As we mentioned in Section 2, GDPLL(k) grammars have been chosen to store
knowledge about components behaviour in the agents. The choice has resulted
from two main features of GDPLL(k) grammars:

1. GDPLL(k) grammars are characterised by very good discriminative pro-
perties since their generative power is stronger than context-free grammars
and ”almost” as big as context-sensitive grammars [8]. It means that the
grammars can store knowledge even about highly complicated patterns rep-
resenting a component behaviour.

2. It is possible to implement a parser for the languages generated by
GDPLL(k) grammars which performs syntax analysis in the linear time.
This feature is crucial if we consider embedding of the agents in real-time
applications.
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In case of GDPLL(k) grammars these two contradictory requirements are
balanced. However, as we noticed in Section 2, there is one more requirement
concerning a class of grammars to be used as a knowledge base in the agents: the
ability to construct a grammatical inference algorithm (preferably of polynomial
time complexity) needed to provide self-learning feature in the agents. Gramma-
tical inference is a well-known open problem in the syntactic pattern recognition
area. It is especially difficult in case of grammars stronger than than context-free
ones. We have done the research into the problem of the grammatical inference
of GDPLL(k) grammars for a few years [7,9]. The algorithms developed during
last years have been mostly dedicated to particular applications. Recently, we
have achieved results that allow us to implement a self-learning system which
can be used more generally: in many possible practical applications.

4 Grammatical Inference

Firstly, let us present main definitions needed to discuss the grammatical infer-
ence algorithm [9].

Definition 3. Let A is a set of all (terminal) symbols which appear in the
sample, Z set of integer variables. Polynomial specification of a language is of
the form: Lp(A, Z) = S

pj(nk)
i where: pj is a polynomial of a variable nk ∈ Z;

variable nk can be assigned only values greater or equal 1; Si, called polynomial
structure, is defined in a recursive way:

a) Si = (ai1 ...air ), where aij ∈ A. (Si is a basic polynomial structure), or:
b) Si = (Spi1 (ni1 )

i1
...S

pir (nir )
ir

), where Sik
is defined as in a) or b). (Si is a complex

polynomial structure).

Extended polynomial specification of a language Lep(A, Z) is defined in the
following way:

a) Lep(A, Z) = Lp(A, Z) or:
b) Lep(A, Z) = L1

ep(A1, Z1) L2
ep(A2, Z2) ... Lz

ep(Az , Zz), or:
c) Lep(A, Z) = L1

ep(A1, Z1) + L2
ep(A2, Z2) + ... + Lz

ep(Az , Zz),

if proper conditions of the unambiguity of the specification are fulfilled in case of
all Zi and Ai (see: [9]). �

Example 1. Let A = {a, b, c} be a set of terminal symbols, Z = {n, m} be a
set of integer variables. Then: Lp(A, Z) = ((ab)2n+1cn2

(ba)2m)n+2(ab)m3
is an

example of polynomial specification of a language. The polynomial structures in
the specification are the following:

S1 = ((ab)2n+1cn2
(ba)2m)n+2(ab)m3

p1 ≡ 1
S11 = (ab)2n+1cn2

(ba)2m p11(n) = n + 2
S12 = ab p12(m) = m3

S111
= ab p111

(n) = 2n + 1
S112

= c p112
(n) = n2

S113
= ba p113

(m) = 2m
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Extended polynomial specification of a language is built as a catenation (case
”b” in Definition 3) or alternatives (case ”c” in Definition 4) of polynomial
specifications. Then: Lep(A, Z) = ((ab)2n+1 + cb2m)abn2

can be an example of
extended polynomial specification of a language. �

Our approach to the inferencing GDPLL(k) grammars is based on the following
method. The input is the sample of a language (containing a new string pat-
tern representing an unrecognised behaviour). We divide the inference process
into two phases. The first one is responsible for extraction of the features of
the sample and generalisation of the sample. The result is the extended polyno-
mial specification of a language. In the second phase, a GDPLL(k) grammar is
generated on the basis of the extended polynomial specification of the language.

Now, let us present the first phase: the method of creating the extended
polynomial specification of a language from the sample. Let us notice that our
method is canonical. It can be used for the detection of basic features only, and
for relatively simple generalisation of the sample. The canonical character of the
method may broaden the area of its possible applications.

Let the sample of a language be a set of m words: Sample = {w1, ..., wm}.
Let Σ be a common alphabet for all words in the sample. Words belonging to
the sample will be written in the form: w = an1

1 an2
2 ... ank

k .

Definition 4. Let us consider two words: w1 = ap1
1 ap2

2 ... apk

k and w2 =
bq1
1 bq2

2 ... bql

l . We say that words w1 i w2 are sequentially equivalent, if the
following conditions are fulfilled: k = l and ai = bi for i = 1, ..., k. The template
of an extended polynomial specification is an expression constructed accordingly
to the definition of extended polynomial specification Lep, which is built with
sets of sequentially equivalent words instead of polynomial specifications Lp. �

Example 2. Let A = {a, b, c} be a set of terminal symbols. Two words: a2b4a2c7

and a6b2a3c5 are sequentially equivalent, since both words are built with the
same sequence of different symbols: a, b, a, c. �

The algorithm of the construction of the extended polynomial specification of
a language can be divided into three steps. In the first step the template of
the extended polynomial specification is built. In the second step each set of
sequentially equivalent words (in the template) is generalised in the form of a
polynomial specification. In the last step the extended polynomial specification
is generated (by applying the results of step 2 to the template).

Algorithm 1. The algorithm of the construction of the extended polynomial
specification of the language from Sample = {w1, ..., wm} consists of three steps:

Step 1. We construct the template of the extended polynomial specification.
Let V {v1, ..., vn} be a set which is a variable in the template of an extended
polynomial specification which is being constructed, where v1, ..., vn are words
or fragments of words belonging to Sample. Initially, let the template of an
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extended polynomial specification be the variable: V {w1, ..., wm}. While there
is such a set V in the template, which is not the set of sequentially equiva-
lent words, we transform the template according to two rules. The first one is:
V {ws1a1wr1 , ..., wsnanwrn} := V {ws1 , ..., wsn} V {a1wr1 , ..., anwrn}, if wsi are
sequentially equivalent (for i = 1, ..., n) and there are such symbols ai and
aj different than the last symbol of ws1 that ai �= aj . The second one is:
V {a1w1, ..., anwn} := V {a11w11 , ..., a1k

w1k
} + ... + V {as1ws1 , ..., ask

wsk
},

if for any two symbols axi , axj : axi = axj , and for any two symbols axi , ayj ,
where x �= y : ai �= aj . The result is the template in which all V are sets of
sequentially equivalent words.

Step 2. We generalise each set of sequentially equivalent words (in the tem-
plate) in the form of a polynomial specification. Let P = {w1, ..., wq} be a
set of sequentially equivalent words. Let the word wi ∈ P be of the form:
wi = a

ni1
1 a

ni2
2 ... a

nik

k . The canonical algorithm of the construction of polyno-
mial specification Lp(A, Z) for P is the following. For Lp(A, Z) we define: A =
{a1, ..., ak}, and Z = {x1, ..., xk}. We assume that Lp(A, Z) = a

p1(x1)
1 ... a

pk(xk)
k .

For each j = 1, ..., k we search for the linear function of variable xj , which
describes dependencies between numbers nij (where: i = 1, ..., q). Let the func-
tion be of the form: pj(xj) = djxj + rj . Then we look for linear dependencies
between xj = x1, ..., xk allowing to reduce Z set. For each pair xg and xh (where
g = 1, ..., k, h = 1, ..., k) we check whether xh = xg +s for each words in P and a
constant value s. If the result of the test is positive, we store a new function for
the index h, and we delete variable xh from Z set. As the outcome of this step
we get polynomial specification Lp(A, Z) such that all words from P belong to
Lp(A, Z), as well as all other words which are considered to be ”similar”.

Step 3. We define the extended polynomial specification by inserting polynomial
specifications (generated in step 2) to the template of the extended polynomial
specification (generated in step 1). �

The algorithm above is of polynomial complexity. The extended polynomial spec-
ification being the result of the algorithm is the input for the second phase.

Now, let us present the algorithm of automatic generation of a GDPLL(k)
grammar from polynomial specification of a language (as the main algorithm
of the second phase). The algorithm can be divided into two steps. In the first
step we define a separate grammar for each polynomial specification which is in-
cluded in the extended polynomial specification. In the second step we construct
a target GDPLL(k) grammar for extended polynomial specification on the basis
of the grammars constructed in the first step.

Algorithm 2. The algorithm of automatic generation of a GDPLL(k) gram-
mar from polynomial specification of a language consists of two steps:

Step 1. We define a separate grammar for each polynomial specification which
is included in the extended polynomial specification in the following way.
Let Lp(A, Z) be a polynomial specification of a language. We will construct
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a GDPLL(k) grammar G = (V, Σ, O, P, S, M) generating the language. Let
Σ := A. For each variable n ∈ Z in Lp(A, Z) we define two variables: vn and
dn in the grammar memory M . For each polynomial structure S in Lp(A, Z) we
define: a nonterminal symbol XS ∈ V , and two memory variables: cS and eS in
M . For each Sp(n) structure in Lp(A, Z) we define a set of productions in P in
the following way. We use memory variables to implement ”loops” during deriva-
tion. Current value of n (in exponent expression) is stored in vn. Variable cS is a
counter of repetitions of S structure. Variable eS contains the current evaluation
of exponent expression for S structure. Boolean variable dn stores information
whether n is fixed or not (i.e. if the value of n has been determined before).
Operations on the memory defined for each production are responsible for ”pro-
gramming” proper number of repetitions during derivation. (Formal definition
of the set of production is described in [7]).

Step 2. We construct a target GDPLL(k) grammar for extended polynomial
specification in the following way. Let Lep(A, Z) be an extended polynomial
specification of language L. Let us assume that Lep(A, Z) is built by m poly-
nomial specifications Li

p(Ai, Zi) (we will use Li
p to denote Li

p(Ai, Zi)). Let us
assume that for each Li

p a grammar Gi = (V i, Σi, O, P i, Si, M i) has been con-
structed (in step 1) in such a way that: N i ∩ N j = ∅ and M i ∩ M j = ∅ for
i �= j. Now we define: V :=

⋃
V i, Σ :=

⋃
Σi, P :=

⋃
P i and M :=

⋃
M i,

for i := 1, ..., m. Then for each extended polynomial specification Lj
ep (where

j ≥ m) included in the construction of the specification Lep(A, Z) we define:
if Lj

ep �= Lj
p, then a new symbol Ej is added to N ; if Lj

ep = Lj1
ep Lj2

ep ... Ljz
ep,

then a new production p: Ej −→ Ej1 ... Ejz is added to P , where symbols
Ej represent adequate extended polynomial specifications of the language; if
Lep = L1

ep + L2
ep + ... + Lz

ep, then z new productions: Ej −→ Ej1 , ...,
Ej −→ Ejz are added to P . �

The result of Algorithm 2 is a new (updated) definition of a GDPLL(k) gram-
mar being a new knowledge base for the agent. Both algorithms presented above
are of polynomial computational complexity, so the whole grammatical inference
process is also computationally efficient (the time complexity of the whole gram-
matical inference is O(m3 ∗ n3), where m is the number of words in a sample, n
is the maximum length of a word in a sample).

5 Implementation and Experimental Results

All grammatical inference algorithms presented in previous section (being the
realization of the learning self-learning scheme in the syntactic pattern
recognition-based agents) have been implemented and tested. The experimen-
tal implementation has been prepared in C++ language with the use of the
object-oriented approach.

Two aspects of the grammatical inference module functioning have been ve-
rified: the correctness of the results of the inference, and the time efficiency.
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Table 1. Inference of the grammar generating language: {anbnan : n = 1, 2, . . .}

Sample Number of words Maximum word length Time (s)
1 3 9 27 × 10−5

2 7 30 28 × 10−5

3 10 90 29 × 10−5

4 50 900 33 × 10−5

5 100 900 39 × 10−5

6 1000 900 246 × 10−5

In order to test the module we have used mainly such samples that describe
context-sensitive languages (intuitively: samples in which context dependencies
concerning the number of given symbols in a word can be observed).

A typical example of a strong context-sensitive language (a language which
cannot be generated by a context-free grammar) is the language: {anbnan :
n = 1, 2, . . .}. The context property of the language can be easily proven on
the basis of the well-known pumping lemma. We have prepared a rich set of
test data for this language. The set has included samples having from 3 to
1000 words. In all cases grammatical inference module has recognised proper
dependencies inside words (the same number of a, b, and c symbols in a word)
and dependencies between words (all words are of the same pattern anbnan).
Then a proper GDPLL(k) grammar has been automatically generated.

The results of time tests of the grammatical inference module are shown in
Table 1. The tests have been performed on relatively old PC (processor: AMD
Athlon XP 2600+ 2.1 GHz, Microsoft Windows XP Professional system).

All the experiments and tests confirm that the algorithms of grammatical
inference are of good (polynomial) computational complexity. Usually, execution
time is much better than predicted on the base of (pessimistic) estimation O(m3∗
n3), where m is the number of words in a sample, n is the maximum length of
a word in a sample.

6 Concluding Remarks

In the paper we have presented the recent results of the research into construction
of syntactic pattern recognition-based agents. Such agents have been designed
as a tool for the implementation of real-time process control intelligent multi-
agent systems. The process diagnostic and control is a natural application for
agents, since process controllers are themselves autonomous reactive systems. On
the other hand, the real-time requirements make the construction of the agents
particularly difficult [11,12,13].

Although we have proven practical usefulness of the syntactic pattern reco-
gnition-based agents by the application in a real-time process control system
[2,6], we have observed that there is a significant problem concerning the de-
finition of the universal self-learning method in the agents. Let us notice, that
learning capabilities are very important if we consider practical applications of
the agents, since they should be able to gain knowledge about the changes in
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the environment. In the paper we have shown that the learning scheme in the
agents can be based on a grammatical inference algorithm. If a new (unrecog-
nised) pattern of the behaviour in the monitored process appears, an updated
grammar (being the knowledge base in the agents) will be generated. We have
developed the algorithm that can automatically produce the definition of a very
strong (in the sense of discriminative power) quasi-context sensitive grammar.
The algorithm is of polynomial computational complexity.

The method presented in the paper still needs a thorough practical evaluation.
We are going to test it in the environment of several different applications where
the need of a self-learning feature of the agents is particularly noticeable. The
discussion of the results will be a subject of further publications.
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Abstract. This paper contains a proposal of an architecture for learning
agents. The architecture supports centralized learning. Learning may be
performed by several agents in the system, but it should be independent
(without communication or cooperation connected with the learning pro-
cess). An agent may have several learning modules for different aspects of
its activity. Each module can use different learning strategy. Application
of the architecture is studied on example of Fish-Banks game simulator.
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1 Introduction

Multi-agent systems often work in complex environments. Therefore it is very diffi-
cult (or sometimes impossible) to specify and implement all system details a priori.

Applying learning algorithms allows to overcome such problems. One can im-
plement an agent that is not perfect, but improves its performance. This is why
machine learning term appears in a context of agent systems for several years.

A lot of multi-agent systems, which are able to learn, have been built so
far. But in these works authors use their own architectures for learning agents,
specialized for the considered application domains. The universal model of the
learning agent was missing. It should be general enough to use in every domain,
cover as many learning methods as possible, but also it should be specific enough
to help to develop learning multi-agent systems.

This paper contains a proposal of the architecture for learning agents. The
proposed architecture supports centralized learning only. It means that all the
learning process is performed by an agent itself. Learning may be performed by
several agents in the system, but it should be independent (without communi-
cation or cooperation with other agents regarding the learning process).

In the following sections learning in multi agent systems is briefly discussed,
the architecture of the learning agent is described, and its use in developed
system is presented.

2 Learning in Multi-agent Systems

Machine learning focuses mostly on research on an isolated process performed
by only one module in the whole system. The multi-agent approach concerns the
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systems composed of autonomous elements, called agents, whose actions lead to
the realization of given goals. In this context, learning is based on the observation
of the influences of activities, performed to achieve the goal by an agent itself
or by other agents. Learning may proceed in a traditional – centralized (one
learning agent) or decentralized manner. In the second case more than one agent
is engaged in one learning process.

In multi-agent systems the most common technique is reinforcement learn-
ing [1]. It allows to generate a strategy for an agent in a situation, when the
environment provides some feedback after the agent has acted. Feedback takes
the form of a real number representing reward, which depends on the quality of
the action executed by the agent in a given situation. The goal of the learning
is to maximize estimated reward.

Supervised learning is not so widely used in multi-agent systems. However
there are some works using such strategies (e.g. [2,3]). Supervised learning allows
to generate knowledge from examples. Using this method instead of reinforce-
ment learning has several advantages, see [4].

Architecture for learning agent can be found in [5]. Unfortunately it fits mainly
reinforcement learning.

3 The Learning Agent Architecture

In this paper we propose a learning agent architecture for centralized learning,
which allows to use several learning modules in an agent. The architecture is
presented in Fig. 1.

Fig. 1. Learning agent architecture

An agent gets percepts from an environment, and executes actions to interact
with the environment. The main unit in an agent is a processing module, which
is responsible for analyzing sensor input, and choosing appropriate action. It can
be realized in a simple way, e.g. using reactive agent architecture, or in a complex
way, e.g. using layered or BDI architectures. To improve the performance, agent
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can use learning modules. To learn, agent should provide a training data. After
learning, the module can be used to get an answer for a provided problem.
Therefore, the training data and the problem are inputs for the module, and the
answer is an output. Several learning modules, using various learning strategies,
can be used by one agent for different aspects of its activity.

Characteristics of the training data, the problem and the answer depend on
the learning strategy used in the module. Therefore we can define a learning
module as a four-tuple: (Learning strategy, Training data, Problem, Answer).

Details of the learning modules are domain-specific. Learning strategy, (knowl-
edge representation, learning algorithm, and conditions for which learning is ex-
ecuted), structure and source of Training data, Problem, and Answer should be
carefully designed by the system architect. Additional research is necessary to
provide guidance in this aspect.

Two types of learning modules were developed and tested so far: reinforcement
learning module and inductive rule learning (see section 4). Although, other
learning methods can be also used. Below modules for three types of popular
learning strategies are characterized.

3.1 Reinforcement Learning

As it was mentioned earlier, the most popular learning method in multi-agent
systems is reinforcement learning. In this method, an agent gets description of
the current state and using its current strategy chooses an appropriate action
from a defined set. Next, using reward from the environment and next state
description it updates its strategy. Several methods of choosing the action and
updating the strategy have been developed so far. E.g. in Q-learning developed
by Chris Watkins [6] action with the highest predicted value (Q) is chosen. Q is
a function that estimates value of the action in a given state:

Q : A × X → �, (1)

where A is a set of actions, and X is a set of possible states. Q function is
updated after action execution:

Q(a, x) := Q(a, x) + βΔ (2)
Δ = γQmax + r − Q(a, x) (3)

Qmax = max
a

Q(a, x′) (4)

where x, x′ ∈ X are subsequent states, a ∈ A is an action chosen, r is a reward
obtained from the environment, γ ∈ [0, 1] is a discount rate (importance of the
future rewards), and β ∈ (0, 1) is a learning rate. Various techniques are used to
prevent from getting into a local optimum. The idea is to explore the solution
space better by choosing not optimal actions (e.g. random or not performed in
a given state yet) from time to time.

Reinforcement learning module can be responsible for managing all the agent
activities or only a part of it (it can be activated in some type of states or can be
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responsible for selected actions only). The Problem definition that is provided
consists of the description of the current state. The Answer is an action chosen
using the current strategy (current Q function). Training data consists of the
next state description (after executing action returned by the module), and a
reward. The reward may be observed by the agent or may be calculated by the
processing module using some performance measures.

3.2 Supervised Learning

Supervised learning allows to generate an approximation of a function f : X → C
from labeled examples, which consist of pairs of arguments and function values.
This approximation is called a hypothesis h. Elements of X are described by
set of attributes A = (a1, a2, . . . , an), where ai : X → Di. Therefore xA =
(a1(x), a2(x), . . . , an(x)) is used instead of x.

Supervised learning module gets a Training data, which is a set {(xA, f(x))},
and generates hypothesis h. Problem is a xA, and the Answer is h(xA).

There are lots of supervised learning methods. They use various hypothesis
representation, and various methods of hypothesis construction. One of the most
popular algorithms is C4.5, inductive decision tree learning algorithm developed
by Ross Quinlan [7]. It can be used if the size of the set C is small. In such a
case we call C a set of classes, and hypothesis is called a classifier. C4.5 uses
decision trees to represent h. The basic idea of learning is as follows. The tree
is learned from examples recursively. If (almost) all examples in the training
data belong to one class, the tree consisting of the leaf labeled by this class is
returned. In the other case, the best attribute for the test in the root is chosen
(using entropy measure), training examples are divided according to the selected
attribute values, and the procedure is called recursively for every attribute test
result with the rest of attributes and appropriate examples as parameters.

Another learning algorithm with broad range of abilities, which was used in the
implemented system (see section 4) is AQ. It was developed by Ryszard Michal-
ski [8]. Its subsequent versions are still developed. This algorithm also generates
classifier from the training data, but h is represented by a set of rules, which have
tests on attribute values in the premise part, and a class in a conclusion. Rules
are generated using sequential covering: the best rule (e.g. giving a good answer
for the most examples) is constructed by a beam search, examples covered by this
rule are eliminated from a training set, and the procedure repeats.

Other methods, using different knowledge representation, such as support vec-
tor machines, Bayesian or instance-based models also fit the above specification.
Similarly, learning module using artificial neural networks for classification or
function approximation have the same input and output.

What is important, in the case of supervised learning, the processing module
should provide in the training data a proper function value f(x) for examples.
If we are not able to provide this, inductive learning can not be used. However,
if we have at least some qualitative information about f(x) for given xA, as we
suggested in [9] we can build a classifier. Details of this work-around can be
found in section 4.2.
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3.3 Unsupervised Learning

In unsupervised learning the task of the learning module is to organize examples
into groups called clusters, whose members are similar in a some way. Examples
of this strategy are Kohonen neural networks and clustering. Training data have
a form of example descriptions: {xA} (without any label). The Problem is an
example description xA, and the Answer is the example’s cluster identifier.

This type of module was not tested yet. It is presented here to show that the
framework proposed is general enough to cover this type of learning.

4 Application of the Architecture

In this section we present application of the proposed learning agent architecture.
An multi agent system was built to simulate the Fish Banks game [10]. The game
is a dynamic environment providing resources, action execution procedures, and
time flow represented by game rounds. Each round consists of the following
steps: ships and money update, ship auctions, trading session, ship orders, ship
allocation, fishing, fish number update.

Agents represent players that manage fishing companies. Each company aims
at collecting maximum assets expressed by the amount of money deposited at
a bank account and the number of ships. The company earns money by fishing
at fish banks. The environment provides two fishing areas: coastal and deep-sea.
Agents can also keep their ships at the port. The cost of deep-sea fishing is the
highest. The cost of staying at the port is the lowest but such ship does not
catch fish. Initially, it is assumed that the number of fish in both banks is close
to the bank’s maximal capacity. Therefore, at the beginning of game deep-sea
fishing is more profitable.

Usually, exploration of the banks by fishing is too high and after several rounds
the number of fish decreases to zero. It is a standard case of ”the tragedy of
commons” [11]. It is more reasonable to keep ships at the harbor then, therefore
companies should change theirs strategies.

Agents may observe the following aspects of the environment: arriving of new
ships bought from a shipyard, money earned in the last round, ships allocations
of all agents, and fishing results for deep sea and inshore area. All types of agents
can execute the following two types of actions: order ships, allocate ships.

Three types of agents can play the game in the system: two types of learning
agents using reinforcement learning and rule inductive learning, and a random
agent.

Order ships action is currently very simple. It is implemented in all types of
agents in the same way. At the beginning of the game every agent has 10 ships.
Every round, if it has less than 15 ships, there is 50% chance that it orders two
new ships.

Ships allocation action is controlled by a learning module or is done randomly.
It is based on the method used in [12]. The allocation action is represented by
a triple (h, d, c), where h is the number of ships left in a harbor, d and c are
numbers of ships sent to a deep sea, and a coastal area respectively. Agents
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generate a list of allocation strategies for h = 0%, 25%, 50%, 75%, and 100% of
ships that belong to the agent. The rest of ships (r) is partitioned; for every h
the following candidates are generated:

1. All: (h, 0, r), (h, r, 0) – send all remaining ships to a deep sea or coastal area,
2. Check: (h, 1, r − 1), (h, r − 1, 1) – send one ship to a deep sea or coastal area

and the rest to the other,
3. Three random actions: (h, x, r − x), where 1 ≤ x < r is a random number –

allocate remaining ships in a random way,
4. Equal: (h, r/2, r/2) – send equal number of ships to both areas.

The random agent allocates ships using one of the candidates chosen by random.
Methods used by learning agents and their learning modules are described below.

4.1 Reinforcement Learning Agent

Reinforcement learning agent chooses action by random in the first round. In
the following rounds, reinforcement learning module is used. In this module
Problem is a pair (dc, cc), where dc ∈ {1, 2, . . .25} represent catch in a deep-sea
area, and cc ∈ {1, 2, . . . , 15}} represents catch in a coastal area in the previous
round. Answer is a triple representing ship allocation action (h, d, c), such that
h, d, c ∈ {0%, 25%, 50%, 75%100%}, d + c = 1. The Training data consists of a
pair (dc′, cc′), which is a catch in the current round, and a reward that is equal
to the income (money earned by fishing decreased by ship maintenance costs).
Learning strategy applied is the Q-Learning algorithm.

At the beginning Q is initialized as a constant function 0. To provide sufficient
exploration, in a game number g a random action is chosen with probability 1/g
(all actions have the same probability then). Therefore random or the best action
(according to Q function) is chosen and executed.

4.2 Rule learning agent

Because agent has no information what action is the best in the given situation, it
is not able to prepare a training data in the form of (state, f(state)). To overcome
this problem the following work-around is used. Thank to comparison of income
of all agents after action execution, the learning agent has information about
quality of actions executed in the current situation. Leaning module is used to
classify action in the given situation as good or bad. When it is learned, it may
be used to give ranks to action candidates.

The Problem is defined as a five-tuple (dc, cc, h, d, c), it consists of catch in the
both areas during the previous round and a ship allocation action parameters.
The Answer is an integer, which represents the given allocation action rating.
The agent collects ratings for all generated allocation action candidates and
chooses the action with the highest rating.

Training examples are generated from agent observations. Every round the
learning agent stores ship allocations of all agents, and the fish catch in the
previous round. The action of an agent with the highest income is classified as
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 0

 5000

 10000

 15000

 20000

 25000

 30000

 35000

 1  2  3  4  5  6  7  8  9  10

SLA
RLA
RA1
RA2
RA3

Fig. 2. The average performance of rule learning agent (SLA) reinforcement learning
agent (RLA), and agents using random strategy (RA1, RA2, RA3)

good, and the action of an agent with the lowest income is classified as bad. If
in some round all agents get the same income, none action is classified, and as
a consequence, none of them is used in learning. Training data consists of the
following pairs: ((dc, cc, h, d, c), q), where q is equal to good or bad. At the end
of each game the agent uses training examples, which were generated during all
games played so far, to learn a new classifier, which is used in the next game.
Learning strategy used is AQ21 program, which is an implementation of the AQ
algorithm [13].

Rating r of the action a is calculated according to the formula:

v(a) = α good(a) − bad(a), (5)

where good(a) and bad(a) are numbers of rules, which match the action and
current environment parameters, with consequence good and bad, respectively,
and α is a weight representing the importance of rules with consequence good.

4.3 Performance of the Agents

The average performance of agents presented above in 10 subsequent games is
presented in Fig. 2. In these experiments there were three random agents and
one reinforcement learning agent or one rule learning agent (α was equal to one).
Performance was measured as a balance at the end of every game. In the figure
the average performance from ten repetitions of the simulation is presented.
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In the experiments the average balance of both types of learning agents in-
creases with time. Reinforcement learning agent was worse than a rule learning
agent, but tuning of its parameters and taking into account during learning
actions of other agents should increase its performance. On the other hand,
reinforcement learning works well even if the reward is delayed. More about
comparison of these two learning strategies can be found in [4].

4.4 Two Learning Modules in One Agent

Currently, we are working on the version of the system, in which agent will be
learning in two aspects: ship allocation and setting a catch limit. The former
aspect will be the same as described above. The latter will be used to develop
a strategy of limiting fishing in the areas with small number of fish. Learning
strategy that is assumed is Q-Learning algorithm. Currently, Problem is defined
as a fish catch in the previous round, Answer contain information if the limit
proposal (which is constant) should be accepted or not. Training data consists
of the fish catch information and a reward. The reward is equal to 0 in all rounds
except the last one, when it is a balance of the agent.

5 Conclusion and Further Research

In the paper an architecture of learning agent is proposed. It was used in the
description of learning agents in a Fish-Banks simulation system. Agents are
learning ship-allocation strategy using reinforcement learning and rule induction.

The architecture is general enough to represent different approaches to learning.
Applying the proposed model in a description of the system makes the description
clearer. It also helps to develop learning agents and to add new learning modules
to existing agents. It may be considered as a tool for learning agents design.

Currently the architecture supports centralized learning only. In the future it
should be extended to cover distributed learning (cooperation and communica-
tion during learning). Also agents with more then one learning module should
be studied and the possibility of interaction between modules in the same agent
should be examined.
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4. Śnieżyński, B.: Resource Management in a Multi-agent System by Means of Rein-
forcement Learning and Supervised Rule Learning. In: Shi, Y., van Albada, G.D.,
Dongarra, J., Sloot, P.M.A. (eds.) ICCS 2007. LNCS, vol. 4488, pp. 864–871.
Springer, Heidelberg (2007)

5. Russell, S., Norvig, P.: Artificial Intelligence – A Modern Approach. Prentice-Hall,
Englewood Cliffs (1995)

6. Watkins, C.J.C.H.: Learning from Delayed Rewards. PhD thesis, King’s College,
Cambridge (1989)

7. Quinlan, J.: C4.5: Programs for Machine Learning. Morgan Kaufmann, San Fran-
cisco (1993)

8. Michalski, R.S., Larson, J.: Aqval/1 (aq7) user’s guide and program description.
Technical Report 731, Department of Computer Science, University of Illinois,
Urbana (June 1975)

9. Sniezynski, B.: Rule induction in a fish bank multiagent system. Technical Report 1,
AGH University of Science and Technology, Institute of Computer Science (2005)

10. Meadows, D., Iddman, T., Shannon, D.: Fish Banks, LTD: Game Administra-
tor’s Manual. Laboratory of Interactive Learning, University of New Hampshire,
Durham, USA (1993)

11. Hardin, G.: The tragedy of commons. Science 162, 1243–1248 (1968)
12. Kozlak, J., Demazeau, Y., Bousquet, F.: Multi-agent system to model the fishbanks

game process. In: The First International Workshop of Central and Eastern Europe
on Multi-agent Systems (CEEMAS 1999), St. Petersburg (1999)

13. Wojtusiak, J.: AQ21 User’s Guide. Reports of the Machine Learning and Inference
Laboratory, MLI 04-3. George Mason University, Fairfax, VA (2004)



M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 731–739, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Partnership Selection of Agile Virtual Enterprise Based 
on Grey Ant Colony Algorithm 

Y.D. Fang1, L.H. Du2, H. Chen1, B. Sun1, and Y.L. He3 

1 Jin Hua North Road 4#, The Institute of Mechanical and Electrical Engineer, Xi'an 
Technological University, Xi'an, Shaan Xi, P.R.C 

tomfangok@126.com,Chenhua126@163.com,sunbomm@163.com 
2 Cui Hua South Road 44#, School of Information,Xi'an University of Finance and Economics, 

Xi'an, Shaan Xi, P.R.C 
dulh06@126.com 

3 You Yi western Road 127 #, The Key Laboratory of Contemporary Design and Integrated 
Manufacturing Technology, Northwestern Polytechnic University, Xi'an, Shaan Xi, P.R.C 

heyl@nwpu.edu.cn 

Abstract. The paper analyzes the art of partner selection, and enumerates the 
advantage of partnership selection based on grey relation theory and ant colony 
algorithm. Furthermore, evaluation framework of agile virtual enterprise (AVE) 
partner pre-election is analyzed and designed based on the characteristics of AVE. 
According to grey relation theory, considerable candidate enterprises are selected 
to reduce the size of problem. Lastly, cooperative enterprise selecting path is 
decided by making use of ant colony algorithm in terms of transportation cost. 

Keywords: partner selection, grey relation theory, ant colony algorithm, agile 
virtual enterprise. 

1   Introduction 

Agile Virtual Enterprise (AVE) is a dynamic organization on the web environment, 
which is composed of a number of independent enterprises connected by information 
technology based on various hierarchy resources integration and sharing [1]. It’s 
important to get the optimum cooperative enterprise scheme by analyzing, arranging 
and evaluating character information of candidate enterprise for AVE. At present, 
partner selection of the AVE always utilizes integer programming, fuzzy evaluation, 
multiple objectives programming, grey relation theory and so on. For example, 
P.Gutpa [2] introduces partner selection method in the distributed manufacturing 
environment according to evaluation of product manufacturing capability; Kasilingam 
[3] discusses partner selection problem in terms of cost by mixed integer 
programming method; Hinkle [4] selects partner according to cluster analysis; Siying 
[5] discusses partner selection problem by neural networks method; N.Q. Wu [6] puts 
forward partner selection algorithm based on graph method; P.J.Ma [7] introduces 
partner selection by fuzzy analysis hierarchy process. These methods don’t consider 
scheduling relationship among manufacturing tasks, and it’s difficult to evaluate 
various indices synthetically by the methods.  
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Grey relation analysis belongs to grey system theory put forward by Professor 
Deng Ju-long [8] in 1982, and it mainly researches quantification analysis problem of 
system state development. In grey relation theory, the geometry curve constructed by 
several stat. data is more similar, the relation degree is bigger. The relation sequence 
reflects approximate sequence of each project to objective project, and the project of 
maximal grey relation degree is best one. Ant colony algorithm [9] has character of 
positive feedback, distributing compute and heuristic search, and it is successfully 
applied in NP-hard problem (such as, traveling salesman problem (TSP), scheduling 
problem and job-shop problem). To typical TSP problem about Oliver30、Eil50 and 
Ei175, ant colony algorithm, genetic algorithm and simulated annealing algorithm are 
compared in optimization quality and convergence speed by simulation analysis in 
reference [10], and the experiment result shows that ant colony algorithm is most 
satisfied. Partner selection of AVE is directed graph in the nature, which is similar to 
TSP. The paper hence adopts nature heuristic approach, which is ant colony 
algorithm, to resolve partner selection of AVE driven by working procedure. What’s 
more, grey relation theory is applied into the problem at each task vertex to reduce 
problem resolved space. 

2   Grey Relation Approaches to AVE Partner Pre-election 

2.1   Evaluation Framework of AVE Partner Pre-election 

AVE partner is mainly pre-elected from time, cost, quality and service. The pre-
selection evaluating index of AVE partner is made up of cost evaluating index, 
history evaluating index, time evaluating index and general evaluating index [11], and 
the evaluation system is shown as Fig.1 

• Cost evaluating index (L1) 
The cost index information includes biding price (L11) and transporting fee (L12). 

L11 indicates that candidate enterprise put forward processing fee to finish assigned 
manufacturing task; L12 is transporting expenses from candidate enterprise to core 
enterprise. 

• History evaluating index (L2) 
History evaluating index is made up of credit for collaboration (L21), capability of 

disposing exception (L22), quality of after service (L23) and production quality grade (L24). 
The digital rule of above index is: AAAAA(5)、 、 、 、AAAA(4) AAA(3) AA(2) A(1). 

• Time evaluating index (L3) 
Time evaluating index is made up of production completion time (L31) and project 

postponing dateline (L32). 
• General evaluating index (L4) 

General evaluating index estimates candidate enterprises from its scope (L41), 
enterprise important degree (L42) and equipment capability (L43). Moreover, the 
numeralization rule of general evaluating index includes: enterprise important level is 
divided into monopolization status (5), domination status (4), leading status (3), 
participation status (2), and obedience status (1); Equipment capability is made up of 
international leading level (5), international general level (4), internal leading level 
(3), internal general level (2), and behindhand status (1). 
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Fig. 1. Evaluation index system of AVE partner pre-election 

2.2   Instance Analysis of Partner Selection Based on Grey Relation 

Optimum set (reference sequence) is firstly determined in partner grey selection [12]. 
Cooperative manufacturing partner is filtered by acquiring grey relation coefficient of 
three hierarchies according to pre-election evaluating index system discussed in 
Section 2.1. The paper discusses AVE partner pre-election problem by giving an 
example of working procedure about semi-finishing turning flank groove for one 
aeroplane engineer front casket. In terms of final grey relation coefficient, five 
enterprises to be satisfied are chosen from ten candidate enterprises, and the detail 
information of each candidate enterprises is shown as Table 1. 

According to the principle of the lowest cost, shortest manufacturing times, 
production excellent quality and most quick response speed, the optimum set is: T*= 
{T*1, T*2, T*3, T*4} = {{1.8,0.23},{5,5,5,5},{13,2},{4,5}}, and the precedence 
arrangement sequence of each evaluating index is shown as: L11>L12; 
L21>L24>L22>L23； L31>L32； L43>L41>L42； L1>L3>L2>L4. The first and second 
hierarchy evaluating index judgment matrixes are:  

2
1

1 4

1/ 4 1
E

⎡ ⎤= ⎢ ⎥
⎣ ⎦

， 2
2

1 5 7 3

1/ 5 1 3 1/ 3

1/ 7 1/ 3 1 1/ 5

1/ 3 3 5 1

E

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

2
3

1 4

1/ 4 1
E

⎡ ⎤= ⎢ ⎥
⎣ ⎦

2
4

1 5 1/ 5

1/ 5 1 1/ 9

5 9 1

E

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

1

1 5 3 7

1/ 5 1 1/ 3 3

1/ 3 3 1 5

1/ 7 1/ 3 1/ 5 1

E

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

. 

We can get weight vector of multi-hierarchy judgment matrixes by data 
pretreatment and plus multiply disposal, vector: 2

1W ={0.75,0.25}； 2
2W ={0.74, 0.21,  
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Table 1. Detail information table of candidate enterprise 

Candidate Set L11 L12 L21    L22 L23 L24 L31 L32 L41 L42 L43 
Enterprise I 2.2 0.52 3 4 5 2 16 3 0.02 4 4 
Enterprise II 2.6 0.34 5 5 2 3 13 5 0.8 3 2 
Enterprise III 3.1 0.23 2 3 4 2 22 4 0.12 2 3 
Enterprise IV 2.1 0.45 1 1 3 5 24 6 1.58 2 1 
Enterprise V 1.8 0.49 4 4 5 4 18 3 0.78 4 5 
Enterprise VI 2.8 0.78 5 5 1 3 17 7 2.12 1 2 
Enterprise VII 2.9 0.66 2 3 3 2 21 3 0.09 3 3 
Enterprise VIII 1.9 0.32 4 2 4 5 26 5 0.56 4 4 
Enterprise IX 2.7 0.41 5 4 2 4 20 3 1.92 2 5 
Enterprise X 2.5 0.72 1 1 3 3 19 2 0.99 4 1 

 
0.08, 0.43}； 2

3W ={0.75,0.25}； 2
4W ={0.28, 0.06,0.67}； 1W ={0.51, 0.14, 0.30,0.05}. 

There need to pretreat the data of assessment index, before grey relation coefficient is 
determined. What’s more, the rule of treatment for cost type index is T*(i)/T (i), and 
the first grade difference matrix is: 

P= {P1, P2, P3, P4} = 

0.08   0.14 0.14   0.08   0.00   0.20 0.07   0.08 0.02   0.00   0.06

0.14   0.08 0.00   0.00   0.19   0.13 0.00   0.14 0.14   0.09   0.19

0.19   0.00 0.22   0.14   0.07   0.20 0.14   0.12 0.22   0.18   0.12

0.06   0.12 0.28   0.28   0.12   0.00 0.16   0.15 0.06   0.18   0.25

0.00   0.13 0.08   0.08   0.00   0.07 0.10   0.08 0.15   0.00   0.00

0.17   0.18 0.00   0.00   0.24   0.13 0.09   0.16 0.00   0.27   0.19

0.18   0.16 0.22   0.14   0.12   0.20 0.14   0.07 0.22   0.09   0.12

0.02   0.07 0.08   0.22   0.07   0.00 0.18   0.14 0.17   0.00   0.06

0.15   0.11 0.00   0.08   0.19   0.07 0.12   0.07 0.02  0.18   0.00

0.13   0.17 0.28   0.28   0.12   0.13 0.11   0.00 0.12   0.00   0.25

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

In terms of reference [13], each grade grey relation space comparing average values 
are defined as:  

10 2

1
1 1

(10 2) 0.1ij
i j

P
= =

Δ = × =∑∑ ；
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2
1 3

(10 4) 0.1ij
i j

P
= =

Δ = × =∑∑ ；

10 8

3
1 7

(10 2) 0.1ij
i j

P
= =

Δ = × =∑∑ ；
10 11

4
1 9

(10 3) 0.1ij
i j

P
= =

Δ = × =∑∑ . According to formula of 

min min min iji j
PΔ = ， max max max ij

i j
PΔ = , the maximal value and minimal value of 

first grade evaluating element are: 
1 2 3 4min min min min 0Δ = Δ = Δ = Δ = ，  

1maxΔ =0.19，
2maxΔ =0.28，

3maxΔ =0.18，
4maxΔ =0.25. The average value 

proportion coefficient is defined as: / maxγ = Δ Δ ,thus, 

1γ =0.53，
2γ =0.36，

3γ =0.56，
4γ =0.4. According to definition III of reference [10], the 
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distinguishing coefficients are respectively: 1σ =0.78， 2σ =0.61， 3σ =0.81， 2σ =0.65. 

We can get first grade relation matrix by Eq. 1. 

( ) min max
.

max
j

i
ijP

σξ
σ

Δ + Δ
+ Δ

＝
 (1) 

Ω = 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

0.39  1.00  0.581.00  0.570.57  0.59  0.38  0.380.47  0.53

1.00  0.47  0.890.68  0.550.71  0.47  0.68  1.000.57  0.50

0.73  1.00  0.490.51  0.451.00  0.71  0.44  0.680.68  0.88

0.58  0.64  0.420.68  0.510.46  0.59  0.55  0.440.48  0.45

0.46  0.38  1.000.48  0.620.57  0.42  1.00  1.000.45  0.47

1.00  1.00  0.520.65  0.590.71  1.00  0.68  0.680.53  1.00

0.39  0.47  0.730.49  0.481.00  0.59  0.38  0.380.55  0.71

0.58  0.47  0.420.55  0.510.46  0.71  0.55  0.441.00  0.44

0.46  0.64  0.540.51  1.000.57  0.47  1.00  1.000.65  0.51

0.73  1.00  0.890.65  0.680.46  1.00  0.68  0.550.51  0.65

 

On the basis of multi-hierarchy grey relation selection model [15], the multi-hierarchy 
grey relation coefficient for AVE partner selection is:  

4
1

2
1

( )  i
i i i

i

C W W i W
=

= × Ω = ⋅ ⋅Ω∑ ={0.67,0.74,0.57,0.63,0.82,0.61,0.52,0.75,0.66,0.58}. 

For the manufacturing task about turning flank groove of one aeroplane engineer front 
casket, the candidate enterprises pre-elected include: enterprise V, enterprise VIII, 
enterprise II, enterprise I and enterprise IX. 

3   Application of Ant Colony Algorithm in Selecting AVE Partner 

Considering part manufacturing character, working procedures are arranged for 
manufacturing chain from the view of the aspect of manufacturing technics, and 
manufacturing enterprise need to be selected from node of manufacturing chain. Thus, 
the problem of AVE partner selection is considered as directed graph. The metal 
cutting working procedure (MCWP) in one aeroplane engineer front casket AVE 
includes: drilling and boring the hole of plane to be combined (MCWP1), rough 
milling exterior plane (MCWP2), finish milling the plane to be combined (MCWP3), 
finish grinding the plane to be combined (MCWP4), boring the plane to be combined 
(MCWP5), finish milling exterior plane (MCWP6), finish boring radial hole 
(MCWP7), milling groove of the plane to be combined (MCWP8) and finish turning 
fore-and-aft groove (MCWP9), and the directed graph of AVE partner selection is 
shown as Fig.2. 

With the increment of working procedure node, the space of problem about partner 
selection expands rapidly, and it belongs to typical NP-Hard compounding 
optimization problem. On the basis of AVE partner pre-election in terms of grey 
relation theory, the paper makes use of ant colony algorithm to search manufacturing 
path of least cost consumed. 
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Fig. 2. Directed graph of AVE partner selection 

Ant departs from vertex of in-degree zero, and its amount is the same as working 
procedure. It chooses the next vertex according to information consistency, and the 
travel is finished at the vertex of out-degree zero. The task of aeroplane engineer front 
casket includes nine working procedure, and the element of candidate enterprise set 
Ai（ i=1,2…m） from each working procedure should be selected. What’s more, the 
ant chooses the next intention enterprise at the t time, and arrives the destination at the 
t+1 time. All the ants travel |Ai| steps at the interval of t and t+1 time, and it is thought 
that the algorithm finish one times iterative travel. If the algorithm realizes n times 
iterative travel, the ant colony algorithm is defined one times cycle, and update 
formula of information consistence is defined: 

( ) ( )  .ij ij ijt n tτ ρ τ τ+ = × + Δ  (2) 

Variable ( )ij tτ  is denoted information consistency from enterprise i to enterprise j, 

and Variable ρ  is indicated residual information consistency. When t equals to zero, 

the original information consistency (0)ijτ =0.6; ijτΔ  is increment of information 

consistency, after the algorithm finishes one travel cycle. 

m
k

ij
k 1

.ijτ τ
=

Δ = Δ∑  (3) 

k
ijτΔ  is indicated k ant leaves information element value from i enterprise to j 

enterprise at the internal of t and t+n, and it is calculated:  
,            

.
0            

kk
ij

Q L if k ant travels from enterprise i to enterprise j

otherwise
τ ⎧

Δ = ⎨
⎩ ，

 (4) 

Q is constant about information consistence that ant leaves, and its value impacts on 
the convergence speed of ant colony algorithm. The paper discusses how to select 
appropriate collaborating enterprise for each working procedure by utilizing ant 
colony algorithm. ( )k

ij tΡ  is indicated the probability of k ant traveling from enterprise i 

to enterprise j: 
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α β

α β

τ η
τ η

⎧ ⋅
∈⎪⎪ ⋅Ρ = ⎨

⎪
⎪⎩

∑  
(5) 

According to definition of arc visibility 
ijη  in typical TSP problem for ant colony 

algorithm, suppose ( ) 1/ ( )ij ijt c tη = . And cij(t) is denoted the distance between 

enterprise i and j. Considering ant colony traveling rule in the process of AVE 
selection for manufacturing task shown as Fig.2, the transporting cost between vertex 

of directed graph can be expressed as: 
10

1
m

m

Trans T
=

= ∪ ,and T1=Transport(ESponsor,Ej
(1)), 

Ti=Transport(Ej
(i),Ek

(i+1)), T10=Transport(Ej
(10),ESponsor), i�{1,2,…,9}， j�{1,2,…,5}, 

k∈{1,2,…,5}. The transporting cost matrix is acquired by calculating distance among 
various cities according to china railway passenger transport odograph:  

2

1489 689 577 511 998

1807 1160 1195 1206 303

2000 1159 651 0 1509

547 1288 1802 2453 2577

2882 2042 1493 842 2351
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⎡ ⎤
⎢ ⎥
⎢ ⎥
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⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦
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998 303 2577 2351 0
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⎢ ⎥
⎢ ⎥
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[ ]1 1489 1807 2000 547 288T =     [ ]10 2882 741 547 2033 2000
T

T =  

When one parameter is test, the other parameters are chosen default value to 
observe influence of the parameter to algorithm, and default value of respective 
parameter is: 1, 2, 0.9, 100Qα β ρ= = = = . AVE partner selection is calculated 600  
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Visibility importance β Information consistency importanceα

Inforamtion consistency volatilityρ Inforamtion consistency constant Q  

Fig. 3. Ant colony algorithm parameter optimum result analysis based on stat 

times for each parameter, and average of experimentation result is computed. The 
value range of each parameter is: [0,5]α ∈ , [1,10]β ∈ , [0,0.9]ρ ∈ , [1,1100]Q ∈ , and 

stat. analysis of experimentation is shown as Fig.3. 
According to simulation result above, the optimization value range of each 

parameter is: ( )5 ,5β ε ε∈ − + ， ( )1 ,1α ε ε∈ − + ， ( )0.3 ,0.3ρ ε ε∈ − + ， [ ]100,1100Q ∈ . 

If β is too high, ant colony will select candidate enterprise of low transporting cost 

without considering information consistency. Otherwise, selection probability is 
influenced by information consistence too much, and it leads to algorithm converge 
too early. If α  is too high, information consistence decides ant colony selection 
probability, and ant selects the path which the other ant have traveled. Otherwise, ant 
colony algorithm changes into classic greedy random algorithm. Volatility coefficient 
ρ reflects memory degree of ant colony for experience. If its value is too low, ant 

colony algorithm changes into greedy heuristic search, and algorithm cycle times is 
more. Otherwise, information consistence volatilizes too quickly, and transporting 
cost among enterprises in large determines selection probability. Information 
consistence const. Q influences ant colony algorithm search efficiency a little. On the 
basis of above analysis, the paper gives one group optimization parameter: 

1, 5, 0.3, 800Qα β ρ= = = = , and AVE partner selection result is shown as Table 2.  

Table 2. AVE partner selection result based on ant colony algorithm 

Calculation Num 1 2 3     4 5 6 7 8 9 10 Ave 
Ant cycle Num  7 11 20 32 57 5 23 24 11 18 20.8 
Running time（ ）ms  125 78 63 78 109 78 78 78 62 94 84.3 
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4   Conclusions 

The bottleneck of AVE is how to manufacture high quality products at the right time 
and place by right manufacturing resource. The paper divided partner enterprise of 
AVE into two stages: In first stage, the partner pre-election of AVE problem is 
resolved by grey relation theory, ant it reduces problem resolved space and 
complexity. According to transport cost among candidate enterprises, partner 
selection is realized by ant colony algorithm on the basis of partner candidate set. 
Future research is to optimize resource allocation for plant of each AVE partner by 
grey relation and grey relation theory for the scheduling and dispatch of cooperative 
manufacturing.  
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Abstract. In this paper a new “hierarchical” evolutionary approach
to solving multi-objective optimization problems is introduced. The re-
sults of experiments with standard multi-objective test problems, which
were aimed at comparing “hierarchical” and “classical” versions of multi-
objective evolutionary algorithms, show that the proposed approach is a
very promising technique.

1 Introduction

The most natural process of decision making for human being consists in an-
alyzing many—often contradictory—factors and searching for peculiar compro-
mise among them. Such decisive process is known as a multi-criteria decision
making (MCDM). The most frequently, MCDM process is based on appro-
priately defined multi-objective optimization problem (MOOP). Following [2]—
multi-objective optimization problem in its general form is defined as minimiz-
ing/maximizing the set of objectives fm(x̄), where m = 1, 2 . . . , M , taking
into account the set of constraints, which define all possible (feasible) decision
alternatives (D).

Because there are many criteria, to indicate which solution is better than
the other, so called dominance relation is used [2]. A solution of the multi-
objective optimization problem in the Pareto sense means determination of all
non-dominated alternatives from the set D.

During over 20 years of research on evolutionary multi-objective algorithms
(EMOAs) quite many techniques have been proposed. Generally all of these tech-
niques and algorithms can be classified as elitist (which give the best individuals
the opportunity to be directly carried over to the next generation) or non-elitist
ones [2].

The Hierarchical Genetic Strategy (HGS) was introduced by Ko�lodziej and
Schaefer [4] as one of the multi-deme, parallel genetic algorithms models. The
main idea of HGS is running a set of dependent evolutionary processes in parallel.
Its dependency relation has a tree structure with fixed depth. The tree nodes
which are closer to the root perform chaotic search with low accuracy—they
detect promising regions of the optimization landscape—while more accurate
searching is done in further successor nodes.

M. Bubak et al. (Eds.): ICCS 2008, Part III, LNCS 5103, pp. 740–749, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In the course of this paper the new “hierarchical” approach to multi-objective
optimization based on HGS model is presented and compared experimentally
with “classical” EMOAs. “Hierarchical” in this context means that presented
algorithm is trying to identify more and more precisely (in a hierarchical way)
the more and more accurate approximation of non-dominated points.

The paper is organized as follows. First the HGS model is described with
more details. Next the “hierarchical” approach to multi-objective optimization
(MOHGS) is presented. The preliminary experimental results comparing “hi-
erarchical” and “classical” versions of multi-objective evolutionary algorithms
conclude the paper.

2 Hierarchical Genetic Strategy

As it was said already, the main idea of HGS is running in parallel a set of de-
pendent evolutionary processes organized as a tree with more and more accurate
searching done in the nodes located far and far away from the root of the tree [4].
The HGS node’s individuals represent the solutions (phenotypes) with precision
that increases with the node’s level.

After a metaepoch which lasts a predefined number of iterations of evolu-
tionary algorithm, each HGS node chooses the best individuals. Each of them
constitutes a new “child” population. This procedure is called sprouting oper-
ation and is performed conditionally, according to the outcome of the branch
comparison operation. It is reasonable as long as such a comparison prevents the
same or similar individual from sprouting identical or similar populations in the
child HGS nodes.

Avoiding exploration of the same regions of the optimization landscape is
also supported by further operation called reduction. However, unlike branch
comparison operation, reduction is performed after branches have been sprouted.
Reductions can be performed both within the scope of sibling HGS nodes—then
it is said to be local, and globally when sibling scope is exceeded. Details on
how the above mentioned operations are carried out depend strongly on the
implementation of HGS.

The individual being sprouted, has to be prepared to find a new HGS node
of increased precision, what means that the individual (phenotype) has to be
specified more precisely. This is accomplished e.g. by appending randomly least
significant bits to the floating point number’s binary representation.

3 Multi-Objective Hierarchical Genetic Strategy

The first implementations of HGS ([6]) used simple genetic algorithm (SGA) as
the main optimization algorithm, therefore being limited to optimizing single-
objective problems. Our goal in this paper is to introduce multi-objective opti-
mization algorithms to HGS—thus developing multi-objective HGS (MOHGS)—
and provide it with new features to take advantage of these algorithms’ properties.
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In our approach SGA algorithm was replaced by vector evaluated genetic algo-
rithm (VEGA) [5], multiple objective genetic algorithm (MOGA) [3], strength
pareto evolutionary algorithm (SPEA) [9] and non-dominated sorting genetic
algorithm II (NSGA-II) [2]. However, any other multi-objective evolutionary al-
gorithm could have been used as well.

3.1 Sprouting and Reduction Operators in MOHGS

Having more than one objectives to operate on, means that in the process of
sprouting more than one criterion can be considered. Furthermore, these criteria
do not have to be limited only to objectives, but other properties of the investi-
gated population (generation) can be used—e.g. the domination level (see [2]). It
can be also advisable to promote individuals which seem to differ from others in
either the problem domain space or the objective space. It is also likely to take
into consideration the criteria based on the ideas known from the multi-objective
evolutionary algorithms, like niching or elitism (see [2]).

New HGS node sprouted with respect to one criterion creates a new population
(generation), which neither can be compared with nor reduced to populations
resulting from sprouting with regard to other criteria. In this way, HGS tree
can be considered as a colored tree, where the node’s color denotes the node
sprouting criteria. Certainly, such an approach may cause existence of similar
populations in HGS tree. However, it was found desirable as long as it ensures
heavier computation of those populations that were promoted with respect to
more than one criterion.

4 Selected Aspects of the System Realization

In the following section the key aspects of MOHGS implementation on the EA-
AE platform ([1]) are described.

4.1 The EA-AE Platform

The EA-AE system is a runtime environment that provides the convenient ap-
proach to development, “composition”, and running of different types of evolu-
tionary algorithms. Its approach is based on the idea of multiple “processors”
which, arranged in a sequence, create a single iteration of an algorithm. Each
of the processors transforms the given generation of a population, in a way de-
fined by the developer. A single processor can be for example responsible for
performing mutation (or recombination) operation on the current generation of
individuals.

Despite of being independent, the processors have to be able to exchange some
information. As an example, the recombination based on the previously selected
pool of individuals can be considered. If so, the information about pool has to
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be passed forward from pool selector processor. To enable such communication,
the individual properties concept is introduced. Processors are able to annotate
each individual of the generation they are transforming with “key-value” pairs.
In this way, the information is exchanged in “per individual” context and is
actually attached to the individual. These “key-value” pairs are called properties
and are carried throughout the “evolution step” (see further in this section). The
information the processor needs is expressed by property-existence requirements.
Hence, the processors are characterized by properties they use and by those they
provide.

Once the generation passes the chain of processors custom rankers rate (in the
way defined by the developer) the generation’s individuals. Each ranker keeps a
ranking of the best individuals, to which the rated ones are compared. Depending
on the comparison, they are inserted (or not) into the ranker’s list.

P1P2P3P4

Ranker A Ranker B Ranker C

Generation

Properties used: -
Properties provided: a, b

Properties used: a, b
Properties provided: c

Properties used: a, c
Properties provided: d, e

Properties used: a, d, e
Properties provided: f

Generation evolves

Rankers meet generation

Evolution Step Iteration

stopS

RGeneration

(b) Sprouting (“S”) and reduction
(“R”) processors

Fig. 1. Principles of EA-AE platform functioning

The sequence of processors along with rankers constitute the evolution step
(see Fig. 1a). Evolution step is performed in the context of the problem’s objec-
tive function and the search region constraints defining a phenotype space.

The phenotype space is responsible for bidirectional mapping between individ-
ual’s genotype and phenotype. Since within EA-AE phenotypes and genotypes
are represented in a generic, normalized, and uniform way, generation processors
remain universal and independent of phenotype space. The generic binary geno-
type is provided as well as floating point phenotype feature (decision variable),
etc. What is more, since the objective function is defined using generic pheno-
types, it is also separated from the phenotype space. Therefore, the orthogonal
concerns such as: search region constraints along with genetic representation,
individuals rating, and applied evolutionary algorithm are independent.

The evolution step constitutes the iteration of the evolutionary algorithm.
Since the evolution step can be composed of processors and rankers chosen by
developer, ideas from different algorithms may be combined in order to find the
best heuristic for solving various optimization problems.
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4.2 Multi-Objective HGS Meets EA-AE

The EA-AE platform was used for the implementation of the MOHGS algo-
rithms. It was possible because of the EA-AE platform mechanisms and features,
which include: the generation processors ability to spawn computation (which
enables the HGS branch sprouting), and computation controller, which main-
tains the structure of the spawned computations and therefore enables HGS tree
structure and HGS branch reduction operation. The implementation of MOHGS
was reduced to providing HGS-specific generation processors.

As it was previously said, every generation from the HGS node is rated with re-
gard to several criteria. For each of those, a certain number of best individuals is
marked and can be used for sprouting new HGS nodes—each initially containing
a population of one individual, copied from the initial population. A HGS node
containing the derived population evolves in the same way as its parent node
does, still, representing the individuals with higher precision. Simultaneously the
initial population’s node continues the evolutionary algorithm’s transformations.

The sprouting process is performed by generic sprouting processor (see Fig.
1b) which designates individuals annotated by property with certain name to be
sprouted.

The reduction operator is used when populations of two different HGS nodes
are operating on a very similar area of decision variables space. The similarity of
the HGS nodes defined as the similarity of the areas of decision variables space
they operate on, was estimated by the Equation (1).

sim(Pi, Pj) =
1

|Pi| · |Pj |
∑

indi∈Pi

∑

indj∈Pj

dist(indi, indj) (1)

where: sim(Pi, Pj) is the similarity measure of the two populations Pi and Pj

(located in the i-th and j-th HGS nodes), |Pi| is the number of individuals in the
population Pi, indi is the individual from population Pi, dist(indi, indj) is the
distance between indi and indj individuals in the Euclidean metric (ind ∈ �n).

The nodes reduction operator is introduced as a custom generation proces-
sor (see Fig. 1b), which calculates the similarity at the same level of the HGS
tree—not only locally between sibling nodes, but also globally. Since the mea-
sure (1) is symmetrical, in order to avoid computation redundancy as well as
simultaneous reduction of two close populations, each node compares itself only
to its ancestors. The node with a similarity measure value less than similarity
threshold value does not continue computations. However, despite stopping the
parent node, its children remains active.

To avoid the effectiveness losses, the reduction processor was placed before the
processor responsible for sprouting in the HGS processor sequence. Otherwise,
the amount of similar non-sibling child nodes would have been sprouted just
before their parent nodes similarity evaluation.

Each of the HGS nodes is allowed to perform only a defined number of com-
puting iterations. After that, like in the case of reduction, it is stopped. The
whole strategy is completed when all the HGS nodes are stopped.
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5 Experimental Results

The experiments were intended to compare “hierarchical” realizations of vari-
ous multi-objective evolutionary algorithms with their “classical” versions. To
achieve this the Zitzler-Deb-Thiele ZDT1, ZDT3, and ZDT6 problems ([8]) were
used.

5.1 The Methodology of the Experiments

In order to ensure comparable results, both classical and HGS-based algorithms
were allowed to evolve for the same overall number of iterations. The results’
quality was compared using various metrics. The measured time of execution
also gave an outlook on the overhead introduced by the HGS strategy.

For the experiments the following multi-objective evolutionary algorithms
were chosen: vector evaluated genetic algorithm (VEGA), multiple objective ge-
netic algorithm (MOGA), strength pareto evolutionary algorithm (SPEA) and
non-dominated sorting genetic algorithm II (NSGA-II) [2].

The metrics used for measuring the quality of the obtained results are de-
scribed in [7]. The first trivial metric that was taken into consideration was the
number of non-dominated individuals (solutions), which form the approximation
of the Pareto frontier. Generally, the greater the value of this metric is, the better
is the quality of the found solution.

The Inferior Region (IR) metric calculates the size of the area dominated by
obtained non-dominated individuals. The greater is the Inferior Region Metric’
value, the better is the approximation of the ideal Pareto frontier.

The Dominant Region Metric (DR) measures the size of the area that domi-
nates the obtained non-dominated individuals. Generally the smaller is the Dom-
inant Region Metric’ value, the better is the approximation of the ideal Pareto
frontier. However, its value decreases also in the case of increasing concentra-
tion of the Pareto frontier without moving towards the “good point”, thus local
variations of the metric’ value are possible.

The Accuracy Frontier Metric (AF) calculates the size of the area that neither
dominates the obtained individuals, nor is dominated by them. It can be observed
that the value of this metric can be expressed by the formula 1 − DR − IR,
where DR and IR are values of the DR and the IR metrics, respectively. The
smaller is the AF metric value, the more complete and concentrated the Pareto
frontier approximation is. However, the Accuracy Frontier Metric actually does
not measure the quality of the ideal Pareto frontier approximation.

The Pareto Spread Metric compares the range of the obtained Pareto frontier
and the ideal Pareto frontier (approximated by “good point” and “bad point”).

The tests for all implemented evolutionary algorithms were carried out on
a “flat” HGS structure (without sprouting and reduction—see Section 3.1) as
well as on a regular HGS tree. This way the equal conditions were assured for
both “classical” evolutionary algorithm (the ”flat” structure) and HGS using
this algorithm.
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To ensure that the number of iterations will be the same in both cases, after
HGS execution, iterations on all its nodes were counted and the compared algo-
rithm was iterated exactly the same number of times. The number of individuals
per population was also exactly the same.

5.2 Discussion of the Results

The Figures 2, 3, and 4 present plots of the obtained solutions for ZDT-1 with
VEGA, ZDT-3 with MOGA, and ZDT-6 with SPEA, respectively. These three
were chosen from 20 experiment runs, each per every combination of the prob-
lem and the algorithm. Each of the presented experiments completed in 450
iterations.

Detailed comparison of the quality metrics results is shown in the Tables 1–5.
The time of computation in each mentioned case was gathered in the Table 6.

On the basis of the experiment’s results the HGS-based algorithms can be
considered regarding to the following criteria:

(a) VEGA (b) MOHGS with VEGA

Fig. 2. The plot of obtained Pareto frontier for the ZDT-1 test problem

(a) MOGA (b) MOHGS with MOGA

Fig. 3. The plot of obtained Pareto frontier for the ZDT-3 test problem
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(a) SPEA (b) MOHGS with SPEA

Fig. 4. The plot of obtained Pareto frontier for the ZDT-6 test problem

Table 1. Number of non-dominated individuals metric values comparison

test problem / algorithm classic strategy HGS
ZDT-1 / VEGA 10 21
ZDT-3 / MOGA 8 21
ZDT-6 / SPEA 7 8

1. Number of non-dominated individuals. In the case of HGS the number of
non-dominated individuals is usually significantly greater than in the case
of “classic” algorithm (see Table 1). It means that HGS offers a wider and
more varied range of acceptable solutions.

2. Other Pareto frontier’s quality metrics values. The “classic” strategies’ Infe-
rior Region metric values (Table 2) are in the most cases slightly better (the
values are 1-5% higher). Similarly, the Dominant Region (Table 3) remains
a little better (below 10%) in the case of “classic” algorithm. On the other
hand, HGS obtains better Accuracy Frontier metric values (Table 4), which
is implied by densely filled Pareto frontier. Moreover, the Overall Pareto
Spread is more satisfactory in HGS (see Table 5). The differences in Ac-
curacy Frontier and Overall Pareto Spread metrics decrease with the test
problem complexity.

3. Efficiency. The overhead introduced by the MOHGS usually varies between
10-30% (see Table 6).

Table 2. Inferior Region metric values comparison

test problem / algorithm classic strategy HGS
ZDT-1 / VEGA 0.7741 0.7284
ZDT-3 / MOGA 0.7715 0.7673
ZDT-6 / SPEA 0.0323 0.0393
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Table 3. Dominant Region metric values comparison

test problem / algorithm classic strategy HGS
ZDT-1 / VEGA 0.1981 0.2290
ZDT-3 / MOGA 0.1813 0.1981
ZDT-6 / SPEA 0.6958 0.7382

Table 4. Accuracy Frontier metric values comparison

test problem / algorithm classic strategy HGS
ZDT-1 / VEGA 0.0279 0.0426
ZDT-3 / MOGA 0.0472 0.0345
ZDT-6 / SPEA 0.2719 0.2225

Table 5. Overall Pareto Spread metric values comparison

test problem / algorithm classic strategy HGS
ZDT-1 / VEGA 0.1993 0.2283
ZDT-3 / MOGA 0.2276 0.2231
ZDT-6 / SPEA 0.0020 0.0019

Table 6. Time elapsed for computing [ms]

test problem / algorithm iterations classic strategy HGS
ZDT-1 / VEGA 450 17906 23110
ZDT-3 / MOGA 450 27875 34188
ZDT-6 / SPEA 450 21766 19766

4. Even Pareto Spread. However not measured by any metric formula, worth
taking into consideration is the observation that HGS much more evenly
spreads the Pareto frontiers’ individuals (compare Figures 2, 3, and 4).

While performing the experiments a strong and non-linear impact of HGS
parameters such as node similarity threshold value, population size or metaepoch
length on the strategy course was observed.

It is also worth mentioning that HGS enables distribution and paralleliza-
tion of computations and does not cause high communication overhead, which
involves only sending sprouted individual. However, the reduction operation in
distributed environment remains a non-trivial and extremely important issue.

6 Concluding Remarks

In this paper the “hierarchical” approach to evolutionary multi-objective opti-
mization was presented. The results of preliminary experiments show that still
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more research is needed on the proposed technique—however it seems to be a
very promising approach especially in the case of difficult multi-objective prob-
lems, and the goal of this paper was to present the idea of MOHGS approach
from the general point of view.

The future research could concentrate on additional verification of the pro-
posed approach especially with the use of hard multi-objective problems and on
the introduction of additional mechanisms (like niching and elitism) improving
the obtained results. The agent-based realization of MOHGS seems to be the
specially interesting direction of research. Such system will allow for introduc-
ing additional mechanisms—for example mechanisms of maintaining population
diversity based on co-evolutionary interactions between evolving agents.
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Kopeć, Mariusz I-600
Kornmayer, Harald III-399
Kosch, Harald I-215
Kotsalis, Evangelos M. II-234
Kotulski, Leszek I-386, III-644
Koumoutsakos, Petros II-167, II-234
Kowalewski, Bartosz III-358
Kowalik, Micha�l F. I-417
Koziorek, Jiri III-564
Krafczyk, Manfred II-227
Kranzlmüller, Dieter III-201, III-253,

III-379
Kravtsov, Valentin I-274
Krejcar, Ondrej I-489
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Rodŕıguez, Daniel III-289, III-368
Rodriguez, Blanca I-571
Roe, Paul III-491
Rojek, Gabriel III-594
Romberg, Mathilde III-67
Romero, A. I-741
Romero, Sergio I-700
Roux, François-Xavier II-311
Ruan, Yijun III-130
Ruiz, Irene Luque II-369
Ruiz, Roberto III-289
Ruszczycki, B�lażej I-33
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Šimo, Branislav I-116, I-194
Simunovic, Srdjan II-301
Singh, Harjinder II-379, II-387
Sinha, N. II-197
Sinnott, Richard O. I-96
Siwik, Leszek III-664, III-740
Skabar, Andrew II-441
Sloot, Peter M.A. II-217
S�lota, Damian I-1005
Smola, Alex I-466
Smo�lka, Maciej III-535
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Świerczyński, Tomasz III-409
Sykes, A.C. II-396
Szczerba, Dominik II-187
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