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Abstract. It is well known that data mining is a process of discovering un-
known, hidden information from a large amount of data, extracting valuable in-
formation, and using the information to make important business decisions. 
And data mining has been developed into a new information technology, in-
cluding regression, decision tree, neural network, fuzzy set, rough set, support 
vector machine and so on. This paper puts forward a rough set-based multiple 
criteria linear programming (RS-MCLP) approach for solving classification 
problems in data mining. Firstly, we describe the basic theory and models of 
rough set and multiple criteria linear programming (MCLP) and analyse their 
characteristics and advantages in practical applications. Secondly, detailed 
analysis about their deficiencies are provided respectively. However, because of 
the existing mutual complementarities between them, we put forward and build 
the RS-MCLP methods and models which sufficiently integrate their virtues 
and overcome the adverse factors simultaneously. In addition, we also develop 
and implement these algorithm and models in SAS and Windows platform. Fi-
nally, many experiments show that RS-MCLP approach is prior to single 
MCLP model and other traditional classification methods in data mining. 

Keywords: Data mining, Rough Set, MCLP, Classification. 

1   Introduction 

Data mining has been used by many organizations to extract information or knowl-
edge from large volumes of data and then use the valuable information to make criti-
cal business decisions. Consequently, analysis of the collected history data in data 
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warehouse or data mart can gain better insight into your customers and evaluation of 
the place in industry, improve the quality of decision-making and effectively increase 
competitiveness in market. 

From the aspect of methodology, data mining can be performed through associa-
tion, classification, clustering, prediction, sequential patterns, and similar time se-
quences [Han and Kamber, 2001]. For classification, data mining algorithms use the 
existing data to learn decision functions that map each case of the selected data into a 
set of predefined classes. Among various mathematical tools including statistics, 
decision trees, fuzzy set, rough set and neural networks, linear programming has been 
initiated in classification more than twenty years [Freed and Glover, 1981]. Given a 
set of classes and a set of attribute variables, one can use a linear programming model 
to define a related boundary value separating the classes. Each class is then repre-
sented by a group of constraints with respect to a boundary in the linear program. The 
objective function minimizes the overlapping rate of the classes or maximizes the 
distance between the classes. The linear programming approach results in an optimal 
classification. It is also flexible to construct an effective model to solve multi-class 
problems. 

However, the MCLP model is not good at dimensional reduction and removing in-
formation redundancy, especially facing many attributes with a large number of data. 
To our joy, rough set can find the minimal attribute set and efficiently remove redun-
dant information [Z. Pawlak, 1982]. Consequently, the developing approach of RS-
MCLP to data mining is promising to overcome these disadvantages. 

In this paper, we will give a full description of rough set-based MCLP method and 
model for classification in data mining. First a detailed introduction of MCLP model 
and rough set in the related work section is given, including the algorithms of MCLP 
model, rough set for feature selection and their virtues of classification. Then we put 
forth the methodology of the Rough set-based MCLP model after the analysis of their 
deficiencies respectively and implement the combinational model in SAS and Windows 
platform. And then we describe the advantages of the RS-MCLP model. Finally we 
present a comprehensive example in different data set and experimental conclusions. 

2   Related Work 

2.1   MCLP Approach for Classification 

A general problem of data classification by using multiple criteria linear programming 
can be described as the following: Given a set of n  variables or attributes in data-

base 1 2( , , , )nA a a a= , let 1 2( , , , ) n
i i i inA a a a R= ∈  be the sample observations of 

data for the variables, where 1,2, ,i l= and l  is the sample size. If a given problem can 

be predefined as s different classes, 1 2, , , sC C C , then the boundary between the j th 

and ( 1)j + th classes can be jb , 1, 2, , 1j s= − . Then we determine the coefficients for 

an appropriate subset of the variables which can be represent the whole of decision space, 
denoted by 1 2( , , , ) m

mX x x x R= ∈ ( )m n≤ , and scalars jb such that the separation of 

these classes can be described as follows:  
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(1) 1 1,i iA X b A C≤ ∀ ∈ and 1 ,k i k i kb A X b A C− ≤ ≤ ∀ ∈ , 2, , 1k s= − , and 

1,i s i sA X b A C−≥ ∀ ∈ . where i jA C∀ ∈ , 1, 2, ,j s= , means that the data case iA  be-

longs to the class jC .  

For a binary classification we need to choose a boundary b to separate two classes: 
G (Goods) and B (Bads); For the purpose of simplification we present only descrip-
tions about binary classification, and which can be extended easily into multiple clas-
sification circumstances. That is: 

(1Ê) ,i iA X b A G≤ ∈ and ,i iA X b A B≥ ∈ . Where iA are the vector value of the 

subset of the variables. 
For better separation of Goods and Bads, someone considered the two measure-

ments of the overlapping degree with respect to iA and the distance where iA departed 

from its adjusted boundary b respectively [Freed and Glover, 1981]. Subsequently, 
Glover introduced the two factors above in models [Glover, 1990]. Consequently, we 
have the following conclusions:  

Let iα be the overlapping degree as above describing, and we want to minimize the 

sum of iα , then the primal linear programming can be written as: 

(2) ii
Minimize α∑ , subject to: ,i i iA X b A Gα≤ + ∈  and ,i i iA X b A Bα≥ − ∈ . 

 Let iβ be the distance as above defined too, and we want to maximize the 

sum of iβ , then the primal linear programming can be expressed as: 

(3) ii
Maximize β∑ , subject to: ,i i iA X b A Gβ≥ − ∈  and ,i i iA X b A Bβ≤ + ∈ . 

 If considering the two measurements in classification simultaneously, we 
will get hybrid multiple criteria linear programming model as follows: 

(4) ii
Minimize α∑ and ii

Maximize β∑ , subject to: ,i i i iA X b A Gα β≤ + − ∈ and 

,i i i iA X b A Bα β≥ − + ∈ . Where iA are given, X and b are unrestricted, 

and iα and iβ 0≥ . 

Furthermore, the compromise solution approach has been used to improve the 
above model (4) in business practices [Shi and Yu, 1989]. It is assumed that the ideal 
value of ii

α−∑ be α ∗ ( 0α ∗ > ), at the same time, the ideal value of 

ii
β∑ be β ∗ ( 0β ∗ > ). Then, if

i i
α α ∗− >∑ , the regret measure is defined as 

ii
dα α α+ ∗− = +∑ ( 0dα

+ ≥ ); otherwise, it is 0. If
i i
α α ∗− <∑ , the regret measure is 

also written as ii
dα α α− ∗= +∑ ( 0dα

− ≥ ); otherwise it is 0.  

Thus, we have ii
d dα αα α∗ − ++ = −∑  and | |ii

d dα αα α∗ − ++ = +∑ . Similarly, we 

have ii
d dβ ββ β∗ − ++ = −∑  and | |ii

d dβ ββ β∗ − +− = +∑ , 0dβ
+ ≥ , 0dβ

− ≥ . To sum up, 

the improved MCLP model which we use for modeling in this paper may be ex-
pressed as: 

(5) :Minimize d d d dα α β β
− + − ++ + + ,  



A Rough Set-Based Multiple Criteria Linear Programming Approach for Classification 479 

Subject to: ii
d dα αα α∗ − ++ = −∑ and ii

d dβ ββ β∗ − ++ = −∑ , 

,i i i iA X b A Gα β= + − ∈ and ,i i i iA X b A Bα β= − + ∈ .  

Where iA , α ∗ and β ∗ are given, X and b are unrestricted, and iα , iβ , dα
− , dα

+ , 

dβ
− , dβ

+ 0≥ . 

Owing to the following characteristics, MCLP models are more popular corre-
spondingly than traditional nonlinear models, a) simplicity, from algorithm to model 
results MCLP are very easy to understand and explain. b) flexibility, user may freely 
input different parameters to adjust model performance and get better effects. c) gen-
eralization, because of systematic consideration to the best trade-off between mini-
mizing the overlapping degree and maximizing the distance departed from boundary, 
the model will gain better classification correct rate and generalization of training set 
and test set. 

2.2   Rough Sets-Based Feature Selection Method 

On account of the deficiency which MCLP model failed to make sure and remove the 
redundancy in variables or attributes set. That is to say the model is not good at giving 
judgment on attributes which are useful and important or unnecessary and unimpor-
tant relatively. However, rough set methods have an advantage in this aspect. 

Rough set theory which was developed by Z. Pawlak is a new mathematical analy-
sis method for dealing with fuzzy and uncertain information and discovering knowl-
edge and rules hided in data or information [Z. Pawlak, 1982]. Besides, knowledge or 
attribute reduction is one of the kernel parts of rough sets, and it can efficiently reduce 
the redundancy in knowledge base or attribute set. 

For supervised learning a decision system or decision table may often be the 
form { }( , )A U A d= ∪ , where U is a nonempty finite set of objects called the uni-

verse, A is a nonempty finite set of attributes, d A∉ is the decision attribute. The 
elements of A are called conditional attributes or simple conditions. 

And a binary relation R X X⊆ × which is reflexive (i.e. an object is in relation with 
itself xRx ), symmetric (i.e. if xRy then yRx ) and transitive (if xRy and yRz then xRz ) 

is called an equivalence relation. The equivalence class of an element x X∈ consists 
of all objects y X∈ such that xRy .  

Let ( , )A U A=  be an information system, then with any B A⊆ there is associated 

an equivalent relation ( )AIND B : 2( ) {( , ) | , ( ) ( )}AIND B x x U a B a x a x′ ′= ∈ ∀ ∈ = , 

here ( )AIND B is called B - indiscernibility relation. If ( , ) ( )Ax x IND B′ ∈ , then ob-

jects x and x′ are indiscernible from each other by attributes from B . Then the equiva-
lence classes of the B -indiscernibility relation are denoted [ ]Bx . 

An equivalence relation induces a partitioning of the universeU . These partitions 
can be used to build new subsets of the universe. Subsets that are most often of inter-
est have the same value of the outcome attribute [J. Komorowski, L. Polkowski, A. 
Skowron, 1998].  

In a word, rough set is a powerful tool of data analysis with the virtue as follows: a) no 
using the prior knowledge, traditional analysis methods (i.e. fuzzy set, probability and 
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statistics method) are also used to process uncertain information, but it is necessary for 
them to provide additive information or prior knowledge. However, rough set only make 
use of information in data set. b) expressing and processing uncertain information effec-
tively, on the basis of equivalent relation and indiscernibility relation it can reduce redun-
dant information and gain the minimal reduction of knowledge or attribute and discover 
simplifying knowledge and rules. c) missing value, rough set can be avoided of the ef-
fects because of missing value in data set. d) high performance, it can rapidly and effi-
ciently process the large number of data with many variables or attributes. 

3   A Rough Set-Based MCLP Approach for Classification 

3.1   The Limitation of Rough Sets and MCLP Methods 

Although rough set has many advantages just like the above mentioned, it is short of 
the fault tolerance and generalization in new data case. Besides, it only deals with 
discrete data. However, MCLP model good at those aspects.  

Similarly, MCLP model can gain the better compromise solution on condition that 
it got the better control of the trade-off of between minimizing the overlapping degree 
and maximizing the distance departed from boundary. That is to say it do not attempt 
to get optimal solution but to gain the better generalization by means of using regret 
measurement and to seek for non inferior solution. Nevertheless, MCLP model only 
can deal with continuous and discrete data with numeric type. In addition, it also 
failed to treat with missing value and get the reduced conditional attribute set by the 
aid of its function. 

3.2   Rough Set-Based MCLP Approach for Classification 

According to the above analysis, we can find the difference and the existing mutual com-
plementarities between them and combine rough set and MCLP model in data mining.  

In general, MCLP model can not reduce the dimensions of input information space. 
Moreover, it result in too long training time when the dimensions of input information 
space is too big, and to some extent the model will not gain solution of primal prob-
lems. However, rough set theory can discover the hided relation among data, remove 
redundant information and gain a better dimensionality reduction. 

In practical applications, because rough set is sensible to the noise of data, the per-
formance of model will be the bad when we apply the results learning from data set 
without noise to data set including noise. That is to say, rough set have the poor gen-
eralization. Nevertheless, MCLP model is provided with the good noise suppression 
and generalization. 

Therefore, according to their characteristics of the complementarities, the integra-
tion of rough set and MCLP model will produce a new hybrid model or system. At the 
same time, rough set is used as a prefixion part which is responsible for data preproc-
essing and MCLP will be regarded as the classification and prediction system where 
use the reduced information by rough set in the model or system. Consequently, the 
system structure of the rough set-based MCLP model for classification and prediction 
may be presented as follows in Figure 1: 



A Rough Set-Based Multiple Criteria Linear Programming Approach for Classification 481 

 

Fig. 1. Rough set-based MCLP model for classification 

Firstly, we derive the attributes or variables from the source data sets collected on 
the basis of classification requirements and quantify these attributes. Then a data set 
which is composed of quantified attributes or variables may be represented as a table, 
where each row represents a case, an event, an observation, or simply an object. 
Every column represents an attribute or a variable that can be measured for each ob-
ject, therefore, this table is called a decision table (or a decision system, information 
system). In addition, attributes may be categorized into conditional attributes and 
decision attributes. Meanwhile, reduction in decision table includes both reducing 
conditional attributes and decision rules. As far as the conditional attribute reduction 
is concerned, we need to check the consistency of decision table after removing an 
attribute. If the decision table is consistent, we will remove such attribute and finally 
gain the minimal attribute set. However, as for decision rule reduction we must exam-
ine the rest of training set to find which attribute is redundant after deleting the repeti-
tions information in sample set, and then the minimal decision table or system will be 
produced by means of removing redundant and repetitious information. Of course, we 
may complete decision rule reduction ahead of the conditional attribute reduction and 
finally get the minimal decision table. In succession, we need create new training set 
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based on the minimal decision attribute and the corresponding primal data over again, 
where the set preserve the important attributes have an affects on performance of 
classification model. Then we use the data set to learn and train the MCLP model. 
Similarly, we need to create new testing set based on the minimal decision attribute 
and the corresponding primal data. Finally, we use the data set to test classifier learn-
ing from the above data set, get the results of prediction and give evaluation and ex-
planation for these results. 

3.3   The Characteristics of the Rough Set-Based MCLP Approach 

As for the rough set-based on MCLP approach, data preprocessing which is used 
rough set method leads to the minimal attributes set and the absent redundant infor-
mation. Accordingly, the quantity of data which are used for MCLP model will be 
reduced and the speed of the system is increased remarkably. 

On the other hand, in this approach we regard MCLP model as rear-mounted sys-
tem, which will possess better fault tolerance and interference suppression capabili-
ties, because we apply rough set method to remove the correlative attributes and the 
overlapping information. That is to say, the dimensional reduction leads to creating a 
good comprehensive evaluation function and outputting assessment results for us. 

4   Algorithm of Rough Set-Based MCLP Approach 

In this part, we give an algorithm which implements the Rough Set-based MCLP 
model for classification (RS-MCLP), describing it in the following: 

Input: 1 2( , , , )nA a a a= , // Sample observations of data for the variables 

    {0,1}Y R= ∈ , // Target variable 

      b , // Initial boundary value 

      α ∗ , // Negative sum of the overlapping degree 
   β ∗  // Sum of the distance where iA departed from its adjusted boundary b  

Output:  
      1 2( , , , ) m

mX x x x R= ∈ ( )m n≤ , // Weights of the minimal attribute set 

      iα (1 )i l≤ ≤ , // The overlapping degree of each observation or case 

      iβ (1 )i l≤ ≤  // The distance departed from boundary of each observation 

Processing flow: // Rough Set-based MCLP model for classification 

Step one: Data preprocessing and using Rough Set theory to compute and get the 
minimal attribute set: 

⑴ Discretize all of the continuous variables and merge all of the unreasonable 
intervals of discrete variables using ChiMerge technologies or other related methods. 
[Liu, H. & H. Motoda, 1998]. 

⑵ Compute the minimal attribute set 1 2( , , , )mA a a a′ = ( )m n≤ using Rough 

Set theory and methods on basis of the discrete variable or attribute set. 
Step two: Firstly partition data set, and then compute the weights of variables us-

ing MCLP model and gain the ordering values of each observation in classification: 
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⑴ Divide the data set with the minimal attribute set into training set and testing 
set independently. 

⑵ Train and Learn MCLP model which is described in model (5) above on 
training set. 

⑶ Check and validate the performance of classification. If the result of classifi-
cation is satisfied, the flow goes on; otherwise, change the parameters of models and 
turn the step to ⑵. 

⑷ In the end, compute the results of classification on testing set. 

Step three: Transform the results above into probabilities and evaluate the classi-
fication accuracy rate: 

⑴ According to the results, we use logistic regression to compute the probabili-
ties of each instance. That is: log( (1 ))p p A X ε′− = + , wher p is probability of target 

class, A′ is the minimal attribute set obtained by Rough Set methods, X is the 
weights or coefficients of variables gained by MCLP approach and ε is an interception 
item. 

⑵ Compute and give the evaluation of classification, namely type I and II error 
rate, the total misclassification rate, KS index and Gini index as well. 

5   Experimentation and Comparison of Results 

In this experimentation, data sets source from the UCI Knowledge Discovery in Data-
base Archive, an online repository of large data sets which encompasses a wide vari-
ety of data types. In the repository, we select five data sets related with medical diag-
nosis and treatments: 1) breast cancer data: the table have 286 instances, 9 attributes 
or variables (i.e. age, menopause, tumor size, node cap, malignant degree, left or 
right, etc.) and 1 class attribute which show breast cancer whether is recurrent or not; 
2) heart disease data: the data set includes 270 instances, 13 attributes (i.e. age, sex, 
chess pain type, blood pressure, blood sugar, heart rate, if exercise induced angina, 
etc.) and 1 target attribute; 3) Lung Cancer data: the data set includes 32 instances, 56 
variables and 1 class attribute which possesses 3 types. 4) Wisconsin breast cancer 
data: the data set includes 699 instances, 9 attributes (i.e. clump thickness, cell Size, 
cell shape, marginal adhesion, bare nuclei, bland chromatin, normal nucleoli, mitoses, 
etc.) and 1 target variable which shows the cancer is benign or malignant; 5) SPECTF 
Heart data: the dataset describes diagnosing cardiac Single Proton Emission Com-
puted Tomography (SPECT) images. Each of the patients is classified into two cate-
gories: normal and abnormal. And the database of 267 SPECT image sets (patients) 
was processed to extract features that summarize the original SPECT images. 

After we choose the above data sets, first each table is divided into two parts: 
training set and testing set. Then we turn to train MCLP model using the training set 
respectively, which is built on SAS development environment, and the system rapidly 
give the solutions of the models. Afterwards, when the results of models are applied 
to testing set, we will obtain the classification result and the corresponding evaluation 
indexes. As is represented in the Table 1, we provide the detailed results: the number 
of attributes used by model, type I error rate, type II error rate and the total misclassi-
fication rate as well.  
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Table. 1. The results and comparison of MCLP model and Rough Set-base MCLP model 

Model Data Set 
Number of 
Attributes 

Type I  
Error  
Rate (%) 

Type II  
Error  
Rate (%) 

Mis- 
Classification 
Rate (%) 

Breast Cancer 9 29 36 35 
Heart Disease 13 66 17 39 
Lung Cancer 56 67 15 36 
WBreast Cancer 9 3 19 11 

MCLP 

SPECTF Heart 44 41 56 24 
Breast Cancer 7 28 36 32 
Heart Disease 5 36 20 27 
Lung Cancer 3 22 30 26 
WBreast Cancer 5 2 20 11 

RS-MCLP 

SPECTF Heart 3 33 29 23 

For the sake of comparison and validation our new model, we also train Rough 
Set-based MCLP (RS-MCLP) model in similar way. However, the difference lies in: 
first we discretize the related attributes in data set where includes some continuous 
attributes, and then get the reduction decision tables using rough set theory and meth-
ods. Furthermore, we train MCLP model on the reduction data set again, and the clas-
sification results and evaluation indexes are listed in Table 1. At the same time, for 
the convenient comparison, the number of variable is provided too. In addition, we 
use these parameters in MCLP, and they are: the overlapping degree 0.01α ∗ = , the 

distance departed from its adjusted boundary 300000β ∗ = and the class bound-

ary 1b = . 
In a word, through the comparison with the classification results of the different 

models, we find the accuracy of classification is not decreasing. However, the RS-
MCLP approach can significantly reduce the number of variable in model and the 
computational complexity. 

6   Conclusions and Future Work 

This paper provides a new data mining model and its applications in the different 
decision systems or tables, and experiments show that the rough set-based MCLP 
model for classification is prior to single MCLP model and Rough Set method. That is 
to say, after rough set attribute reduction and its removing redundant information, the 
speed and the performance of MCLP model will be considerably improved and in-
creased. Besides, we plan to implement a rough set-based fuzzy MCLP model for 
classification and attempt to extend it to regression methods or unsupervised learning 
approaches in the future. 
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