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Abstract. Recently, researchers have extensively applied quadratic program-
ming into classification, known as V. Vapnik’s Support Vector Machine, as 
well as various applications. However, using optimization techniques to deal 
with data separation and data analysis goes back to more than forty years ago. 
Since 1998, the authors and their colleagues extended such a research idea into 
classification via multiple criteria linear programming (MCLP) and multiple 
criteria quadratic programming (MQLP). The purpose of the paper is to share 
our research results and promote the research interests in the community of 
computational sciences. These methods are different from statistics, decision 
tree induction, and neural networks. In this paper, starting from the basics of 
Multiple Criteria Linear Programming (MCLP), we further discuss penalized 
MCLP Multiple Criteria Quadratic Programming (MCQP), Multiple Criteria 
Fuzzy Linear Programming, Multi-Group Multiple Criteria Mathematical  
Programming, as well as regression method by Multiple Criteria Linear Pro-
gramming. A brief summary of applications of Multiple Criteria Mathematical 
Programming is also provided.  
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1   Introduction 

Recently, researchers have extensively applied quadratic programming into classifica-
tion, known as V. Vapnik’s Support Vector Machine [1], as well as various applica-
tions. However, using optimization techniques to deal with data separation and data 
analysis goes back to more than forty years ago. In 1960’s, O.L. Mangasarian’s group 
formulated linear programming as a large margin classifier [2]. Later in 1970’s, A. 
Charnes and W.W. Cooper initiated Data Envelopment Analysis where a fractional 
programming is used to evaluate decision making units, which is economic represen-
tative data in a given training dataset [3]. From 1980’s to 1990’s, F. Glover proposed 
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a number of linear programming models to solve discriminant problems with a small 
sample size of data [4]. Then, since 1998, the authors and their colleagues extended 
such a research idea into classification via multiple criteria linear programming 
(MCLP) and multiple criteria quadratic programming (MQLP). These methods are 
different from statistics, decision tree induction, and neural networks. The purpose of 
the paper is to share our research results and promote the research interests in the 
community of computational sciences. 

The data mining task which will be investigated in this paper is the classification 
or the so-called discriminate analysis in statistical inference. The purpose of classi-
fication is to separate data according to some criteria. There are two commonly 
used criteria among them. The first one is the overlapping degree with respect to the 
discriminate boundary. The lower of this degree the better the classification is. 
Another one is the distance from a point to the discriminate boundary. The larger 
the sum of these distances the better the classification is. Accordingly, the objective 
of a classification is to minimize the sum of the overlapping degree and maximize 
the sum of the distances [4]. Note that these two criteria can not be optimized si-
multaneously because they are contradictory to each other. Fortunately, the multi-
criteria mathematical programming can be used to overcome this kind of problems 
in a systematical way. 

It has been thirty years since the first appearance of the multi-criteria linear pro-
gramming. During these years, the multi-criteria programming has been not only 
improved in theoretical foundations but also applied successfully in real world prob-
lems. The data mining is such an area where the multi-criteria program has achieved a 
great deal. Initialed by Shi et al. [5], the model and ideal of multi-criteria program-
ming have been widely adopted by the researches for classification, regression, etc. 
To handle the unbalanced training set problem, Li et al. [6] proposed the penalized 
multi-criteria linear programming method. He et al. [7] introduced the fuzzy approach 
in the multi-criteria programming to address the uncertainty in criteria of data separa-
tion. Using a different norm to measure the overlapping degree and distance, Kou [8] 
presented the Multiple Criteria Quadratic Programming for data mining. Kou et al. [9] 
proposed Multi-Group Multiple Criteria Mathematical Programming aimed to handle 
the multi-group classification. To extend the application of multi-criteria program-
ming, Zhang et al. [10] developed a regressing method based on this technique. Some 
important characteristics of these variations of the multi-criteria data mining tech-
nique are summarized in Table 1. 

In respect of the abundance of the variations of multiple criteria mathematical pro-
gramming and the diversity of applications, a comprehensive review of related meth-
ods would benefit the research in data mining. In this paper, several multi-criteria 
linear programming methods in data mining are reviewed and analyzed. The remain-
ing part of the paper is organized as follows. First, we present the basics of Multiple 
Criteria Linear Programming (MCLP) (Section 2). Since the training set could be 
unbalanced, penalized MCLP method has been proposed to deal with this problem 
(Section 3). Furthermore, in order to achieve better classification performance and 
stability, Multiple Criteria Quadratic Programming (MCQP) has been developed 
(Section 4). Instead of identifying a compromise solution for the separation of data in 
MCLP, an alternative Multiple Criteria Fuzzy Linear Programming approach has  
also been studied (Section 5). In addition, two-group Multiple Criteria Mathematical  
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Table 1. Some Important Characteristics of MCLP (M.1) Variations 
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MCLP M.2 √  √    √  
PMCLP  M.3 √  √  √  √  

M.5  √ √    √  MCQP 
M.6  √  √   √  

FMCLP  M.7 √   √   √  
M.9 √ √ √   √ √  Multi-group 

MCLP M.10 √ √  √  √ √  
MCLP Reg. M.11 √  √     √ 

Programming has been extended to Multi-Group Multiple Criteria Mathematical Pro-
gramming (Section 6). We also review how to apply MCLP to regression problem 
(Section 7). A brief summary of applications of multiple criteria mathematical pro-
gramming is provided in Section 8. We conclude the paper in Section 9. 

2   Multiple Criteria Linear Programming (MCLP) 

In linear discriminate analysis, the data separation can be achieved by two opposite 
objectives. The first one is to maximize the minimum distances of observations from 
the critical value. The second objective separates the observations by minimizing the 
sum of the deviations (the overlapping) among the observations [4]. However, it is 
theoretically impossible to optimize MMD and MSD simultaneously, the best tradeoff 
of two measurements is difficult to find. This shortcoming has been coped with by the 
technique of multiple criteria linear programming (MCLP) [5, 11, 12]. The first 
MCLP model can be described as follows: 
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Here, iα  is the overlapping and iβ  the distance from the training sample ix  to the 

discriminator ( ) bi =wx ,  (classification boundary). }1,1{ −∈iy denotes the label 

of ix  and n is the number of samples. The weights vector w and the bias b are the  
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Fig. 1. The two criteria of classification 

unknown variables to be optimized for the two objectives. A visual description of this 
model is shown in Fig. 1. 

Model 1 is formulized as Multiple Criteria Linear Programming which is difficult 
to optimize. In order to facilitate the computation, the compromise solution approach 
[5, 13] can be employed to reform the above model so that we can systematically 
identify the best trade-off between -Σαi and Σβi for an optimal solution. The “ideal 
value” of  -Σαi and Σβi  are assumed to be α* > 0 and β* > 0 respectively. Then, if -
Σαi > α*,  we define the regret measure as  -dα

+ = Σαi  + α*;  otherwise, it is 0. If  -
Σiαi < α*, the regret measure is defined as dα

 - = α* + Σαi; otherwise, it is 0. Thus, we 
have  (i) α* + Σαi = dα

 - – dα
 +,  (ii) |α* + Σαi | = dα

 -  + dα
 +,  and (iii) dα

- , dα
 +  ≥ 0. 

Similarly, we derive β* – Σβi = dβ 
- – dβ

+, |β* – Σβi | =  dβ 
- + dβ

+, and dβ 
- , dβ

+  ≥ 0. 
The two-class MCLP model has been gradually evolved as Model 2: 
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 (Model 2) 

Here α* and β* are given, w and b are unrestricted. The geometric meaning of the 
model is shown as in Fig. 2. 

In order to calculate a large data set, the Linux-based MCLP classification algo-
rithm was developed to implement the above Model 2 (Kou and Shi, 2002). 
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Fig. 2. Model 2 and Model 7 formulations 

3   Penalized MCLP 

Usually, the sample sizes of different groups vary; namely, the training set is unbal-
anced. To handle this problem with the MCLP model, Li et al. [6] proposed the fol-
lowing penalized MCLP method (Model 3) for credit scoring. 
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 (Model 3) 

Here, “Bad” and “Good” denote different groups, 1n  and 2n  are the number of 

samples corresponding to the two groups, and 1≥p  is the penalized parameter. 

In this model the distance is balanced on the two sides of b with the parame-

ter 21 / nn , even there are less “Bad” records on the left of the credit score bound-

ary b . The value of p enhances the effect of “Bad” distance and penalizes much 

more if we wish more “Bad” records on the left of the boundary. 
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If 1n = 2n , p =1, the model above degenerates to the original MCLP model (Model 

1). If 1n < 2n , then exist 1≥p  to make “Bad” catching rate of PMCLP higher than 

that of MCLP with the same 21, nn . 

4   Multiple Criteria Quadratic Programming (MCQP) 

Based on MCLP, the Multiple Criteria Quadratic Programming is later developed to 
achieve better classification performance and stability. The overlapping and distance 
are respectively represented by the nonlinear functions )(αf  and )(βg . Given 

weights αω  and βω , let pf ||||)( α=α  and pg ||||)( β=β , the two criteria basic 

Model 1 can be converted into a single criterion general non-linear classification 
model (Model 4): 
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On the basis of Model 4, non-linear classification models with any norm can be de-
fined theoretically. Let  
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where H and Q are predefined as identity matrices. We add the term 2
2||||

2

1
w  into 

the objective function and formulate a simple quadratic programming with 2-norm as 
in Model 5: 
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 (Model 5) 

In order to reduce the number of variables involved in our model and thus simplify 

computation. Let iii βαη −= . According to our definition, ii αη = for all misclas-

sified records and ii βη −=  for all correctly separated records. To obtain strong 

convexity to the objection function, we add 2

2
bbω

to Model 5’s objective function. 

The weight bW is an arbitrary positive number and βωω <<b . Model 6 becomes [8]: 
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5   Multiple Criteria Fuzzy Linear Programming 

Instead of identifying a compromise solution for the separation of data in MCLP, the 
fuzzy approach classifies the data by seeking a fuzzy (satisfying) solution obtained 

from a fuzzy linear program (FLP) [7]. Let Ly1 be MSD and Uy2  be MMD, then one 

can assume that the value of Maximize Σαi to be Uy1  and that of Minimize Σαi to 

be Ly2 . The classification problem is equivalent to the following fuzzy linear pro-

gram (Model 7): 
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Note that Model 7 will produce a value of ξ  with 10 <≤ ξ . To avoid the trivial 

solution, one can set up ξε <≤0 , for a givenε . Therefore, seeking Maximum ξ  

in the FLP approach becomes the standard of determining the classifications between 
Good and Bad records in the database. A graphical illustration of this approach can be 
seen from Fig. 2, any point of hyper plane 10 << ξ  over the shadow area repre-

sents the possible determination of classifications by the FLP method. 

6   Multi-group Multiple Criteria Mathematical Programming 

The above models are concerned with two groups’ case. Now suppose we have k 

groups, G1, G2,…, Gk, are predefined. kjijiGG ji ≤≤≠Φ=∩ ,1,,  and 

}...{ 21 ki GGGx ∪∪∪∈ . A series of boundary scalars b1<b2<…<bk-1, can be  

set to separate these k groups. The boundary bj is used to separate Gj and Gj+1.  
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Let w = mT
m Rww ∈),...,( 1  be a vector of real number to be determined. Thus, we 

can establish the following linear inequations [14; 8]: 

(xi, w) < b1,  ∀xi∈G1; (1) 

bj-1 ≤ (xi, w) < bj,  ∀xi∈Gj;  (2) 

(xi, w)≥ bk-1,  ∀xi∈Gk; (3) 

2 ≤ j ≤ k-1, 1≤ i ≤ n. 

A mathematical function f can be used to describe the summation of total overlap-

ping while another mathematical function g represents the aggregation of all dis-

tances. The final classification accuracies of this multi-group classification problem 
depend on simultaneously minimize f  and maximize g . Thus, a generalized bi-

criteria programming method for classification can be formulated as Model 8: 
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Furthermore, to transform the bi-criteria problems of the generalized model into a 

single-criterion problem, weights 0>αω and 0>ζω  are introduced for 

)(αf and )(ζg , respectively. The values of αω  and ζω can be pre-defined in the 

process of identifying the optimal solution. As a result, the generalized model can be 
converted into a single-criterion mathematical programming model as Model 9: 
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Here xi is given, w and bj are unrestricted, and ji,α , 0, ≥jiζ , .1 ni ≤≤  

(6) and (7) are defined as such due to the fact that the distances from any correctly 
classified data (x i 12, −≤≤∈ kjG j ) to two adjunct boundaries bj-1 and bj  must 

be less than bj - bj-1 . A better separation of two adjunct groups may be achieved by 

the following constraints which have stronger limitation on j
iζ : 
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ji,ζ ≤ (bj  - bj-1 )/2+ε, kj ≤≤2                                            (8) 

ji ,ζ ≤ (bj+1  - bj )/2+ε, 11 −≤≤ kj                                     (9)  

+ℜ∈ε  is a small positive real number. 
Let p = 2, then objective function in Model 1 can now be a quadratic objective and 

we have Model 10 as shown below: 
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Note that the constant 21 )
2

( −− jj bb
is omitted from the Model 6 without any ef-

fect to the solution. 

7   Regression Method by Multiple Criteria Linear Programming 

MCLP can also be applied to regression problem. The data set of the regression prob-

lem is )},(,),,(),,{( 2211 n
T
n

TT yxyxyxT K= , where m
i Rx ∈  is the input variable, 

Ryi ∈  is the output variable, which can be any real number. Define the G and B as 

“Good” and “Bad”, respectively, then the +
MCLPD and −

MCLPD data sets for MCLP 

regression model are constructed. With these data sets, MCLP regression model can 
be written as Model 11 [10]:  
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Aggregation of Good samples: 

{(( , ) , 1) , 1, , }T T
MCLP i iD x y i lε+ = + + = L  
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Aggregation of Bad samples: 

{(( , ) , 1) , 1, , }T T
MCLP i iD x y i lε− = − − = L  

8   Applications 

The multi-criteria data mining techniques reviewed above have yielded fruitful results 
in diverse applications. Kou [8] applied the Multiple Criteria Quadratic Programming 
to credit card risk analysis and obtained comparable results with some sophisticated 
methods. Classification of HIV-1 mediated neuronal dendritic and synaptic damage is 
another successful example of the multi-criteria data mining techniques [15]. Kou et 
al. [16] introduced this technique to network surveillance and intrusion detection 
system. This approach has also been applied to predict firm bankruptcies [17, 18]. 
Zhang et al. [19] employed the both Multiple-Criteria Linear and Quadratic Pro-
gramming in VIP e-Mail behavior analysis. In addition to these applications, some of 
the models mentioned above have played important roles in building the national 
credit scoring system in China as well as an insurance fraud detection system in USA, 
in witch tera-bytes of data have been handled for business intelligence. 

9   Conclusions 

This paper has reviewed various multi-criteria programming data mining models. 
These methods are different from statistics, decision tree induction, and neural net-
works. We have discussed 11 models related to basic Multiple Criteria Linear Program-
ming (MCLP), MCLP Multiple Criteria Quadratic Programming (MCQP), Multiple Criteria 
Fuzzy Linear Programming, Multi-Group Multiple Criteria Mathematical Programming, as 
well as regression method by Multiple Criteria Linear Programming. These models have 
been successfully applied in many real-life applications, such as credit assessment 
management, information intrusion, bio-informatics, etc. The purpose of the paper is 
to share the research results and promote research interests in the international com-
munity of computational sciences.  
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