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Abstract. We present performance measurements of direct gravitational
N-body simulation on the grid, with and without specialized (GRAPE-6)
hardware. Our intercontinental virtual organization consists of three sites,
one in Tokyo, one in Philadelphia and one in Amsterdam. We run simu-
lations with up to 196608 particles for a variety of topologies. In many
cases, high performance simulations over the entire planet are dominated
by network bandwidth rather than latency. Using a global grid of GRAPEs
our calculation time remains dominated by communication over the en-
tire range of N , which was limited due to the use of three sites. Increasing
the number of particles will result in a more efficient execution and for
N >∼ 2 · 106 we expect the computation time to overtake the communi-
cation time. We compare our results with a performance model and find
that our results are in accordance with the predicted values.

1 Introduction

The simulation of a star cluster is commonly performed by direct-method N-body
integrators [1]. The gravitational force on individual stars in such simulations is
calculated by aggregating the force contributions from all other particles in the
system. This is a compute-intensive operation that requires the use of parallel
algorithms or dedicated hardware (such as GRAPEs [2], or GPUs [3]) for sim-
ulating more than a few thousand stars. Several parallel algorithms have been
developed for N-body simulations, including a copy algorithm [4], where updated
particles are exchanged between all processes, and a ring algorithm [5].

Parallelization of GRAPEs appears to be an efficient way to reduce the wall-
clock time for individual simulations [4,5,6]. The gravitational N -body problem
has calculation time complexity O(N2), whereas the communication scales only
with O(N). For sufficiently large N , the force calculation time will therefore over-
take the communication time. For a local cluster of GRAPEs with low-latency
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and high bandwidth network, break-even between calculation and communica-
tion is reached at N ∼ 104 [6].

Generally, GRAPE clusters are not cheap and few institutions can afford
such dedicated hardware solutions. An alternative to purchasing a large clus-
ter is provided by a computational grid [7]. Grid technology can be applied
to combine several clusters (with or without GRAPEs) into one collective in-
frastructure. Doing so is beneficial, as the purchase and maintenance costs are
shared among institutes. The grid provides security mechanisms to allow uni-
form registration and authentication, monitoring tools to detect idle GRAPEs
and meta-schedulers to divide the workload over the participating sites. These
features make grids both more scalable and flexible than cluster setups that
connect using ssh keys [8].

The real challenge for the grid is to develop new applications for astronomical
problems that have yet to be solved. For example, the simulation of an entire
galaxy requires at least several PFLOP/s of computational power and the devel-
opment of a hybrid simulation environment [9]. Such an environment performs
several astrophysical simulations on vastly different temporal and spatial scales,
simulating gravity interactions as well as stellar evolution and treatment of close
encounters.

To facilitate these tightly-coupled multi-physics simulations on the PFLOP/s
scale, we require an extensive and heterogeneous grid infrastructure consisting of
several powerful compute clusters. Although grid technology has often been ap-
plied to facilitate high-throughput computing [10] or loosely-coupled simulations,
little research has been done on investigating how the grid can be efficiently used
to solve tightly-coupled HPC problems. By using grid technology for this specific
set of problems, we can potentially fullfill the computational requirements for
performing petascale multi-physics simulations.

Using a grid infrastructure for HPC has another drawback, as networks be-
tween grid sites have completely different characteristics compared to local area
networks. Earlier experiments indicate that a grid of regular PCs across Europe
improves overall performance for relatively small N [5], but these results do not
necessarily extend to a global grid of GRAPEs, which has intercontinental net-
work lines connecting special purpose nodes. We address the question for which
problem size a world-wide grid has practical usage, and how to optimize our
simulations to take advantage of the grid. In this, we focus on grids equipped
with GRAPE hardware.

2 Technical Setup and Performance Model

We have constructed a heterogeneous grid of GRAPEs, which we call the Global
GRAPE Grid (or G3). The G3 consists of five nodes across three sites, where
each of the nodes is equipped with a GRAPE-6Af special purpose computer. We
provide the technical details of our grid setup in 2.1, while we briefly describe
the applied performance model in 2.2.
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2.1 Technical Setup

Of the five nodes in the G3, two nodes are located at Tokyo University (Tokyo,
Japan), two are located at the University of Amsterdam (Amsterdam, the
Netherlands) and one is at Drexel University (Philadelphia, United States). Lo-
cal nodes in the G3 are connected by Gigabit Ethernet, whereas different sites are
connected with regular internet. In Table 1 we present the specifications of the
G3. Each of the computers in the G3 is set up with Globus Toolkit middleware1

and MPICH-G22.

Table 1. Specifications for the nodes in G3. The first column gives the name of the
computer followed by its country of residence (NL for the Netherlands, JP for Japan
and US for the United States). The subsequent columns give the type of processor in
the node, the amount of RAM, followed by the operating system, the kernel version
and the version of Globus installed on the PC. Each of the nodes is equipped with
a 1Gbit/s Ethernet card and GRAPE-6Af hardware. Local nodes are interconnected
with Gigabit Ethernet.

name location CPU type RAM OS kernel Globus
[MB] version

vader NL Intel P4 2.4GHz 1280 Ubuntu 5.10 2.6.5 4.0.3
palpatine NL Intel P4 2.67GHz 256 RHEL 3 2.4.21 4.0.3
yoda JP Athlon 64 3500+ 1024 FC 2 2.6.10 3.2.1
skywalker JP Athlon 64 3500+ 1024 FC 2 2.6.10 3.2.1
obi-wan US 2x Xeon 3.6GHz 2048 Gentoo 06.1 2.6.13 4.0.4

In Table 2 we present the network characteristics, latency and bandwidth, of
the connections within G3. We tested local area network (LAN) and wide area
network (WAN) connections using the UNIX ping command to measure latency.
We use scp for measuring the network bandwidth, transferring a 75 MB file,
rather than referring to theoretical limits because the majority of bandwidth
on non-dedicated WANs is used by external users. For our performance mea-
surements, we used a standard implementation of MPICH-G2 without specific
optimizations for long-distance networking. As a result, the MPI communication
makes use of only 40%-50% of the available bandwidth3. If we were to optimize
MPICH-G2, or add support for grid security to already optimized MPI libraries,
such as Makino’s tcplib4 or OpenMPI, our bandwidth use would be close to the
bandwidth use of a regular file transfer.

The N-body integrator we have chosen for our experiments uses block time-
steps [11] with a 4th order Hermite integration scheme [12]. The time steps
with which the particles are integrated are blocked in powers of two between a
1 http://www.globus.org
2 http://www3.niu.edu/mpi/, in the future: http://dev.globus.org/wiki/MPICH-G2
3 For more information we refer to a research report from INRIA:
http://hal.inria.fr/inria-00149411/en/

4 See: http://grape.mtk.nao.ac.jp/∼makino/softwares
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Table 2. Characteristics of local and wide network connections. Latency indicates
the required time for sending 1 byte through the network connection. The bandwidth
indicates the transfer capacity of the network connection. The bandwidth was measured
with a 75MB scp file transfer.

connection latency bandwidth (theory) bandwidth (real)
[ms] [MB/s] [MB/s]

Amsterdam LAN 0.17 125.0 11.0
Tokyo LAN 0.04 125.0 33.0
Amsterdam - Tokyo WAN 266.0 57.0 0.22
Amsterdam - Phil. WAN 104.0 312.5 0.56
Philadelphia - Tokyo WAN 188.0 57.0 0.32

minimum of 2−22 and a maximum of 2−3 N-body time unit [13]. During each
time step, the codes perform particle predictions, calculate forces between par-
ticles and correct particles on a block of active particles (see [6] for a detailed
description of the integration scheme). Particle corrections include updates of
positions and velocities, and computation of new block time steps of particles.
For our experiments we use two implementations of an N -body integrator. One
of these codes runs on a single PC with and without GRAPE, whereas the other
is parallelized with MPI using the ring algorithm (see [5] for more details).

We initialize the simulations using Plummer spheres that were in virial equi-
librium and performed our simulations using a softening parameter of 2−8. Since
our simulations are performed over one N -body time unit , the realization of the
N-body system is not critical to the timing results.

2.2 Performance Model

To further understand our experiments we adopted the parallel performance
model described by [14], which is based on the work of [15], [6] and [5], but then
applied to the grid.

To apply these models, we need to measure several parameters. These include
τpred, which is the time to predict a single particle, τforce, which is the time to
calculate the forces between two particles, and τcorr, which is the time spent to
correct a single particle. We measure the values for τpred, τforce and τcorr by using
a sample N-body simulation with 32768 particles, and provide them in table 3
for the various nodes in the G3.

We have applied the performance model to the results presented in Sect.3.
In Fig. 1 we compare the measured wall-clock time for the ring algorithm on
the grid with the performance model. To guide the eye, the results for a sin-
gle GRAPE are also presented in both figures. The performance model tracks
the real measurements quite satisfactorily, giving a slightly lower computation
time for a single GRAPE while giving a slightly higher computation time for a
simulation across grid sites.

The communication overhead of a distributed computer often renders high
performance computing on a grid inefficient. However, for sufficiently large N ,
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Table 3. Machine performance specification and machine-specific constants. The first
two columns show the name of the machine, followed by the country of residence. The
last three columns give the time required for to perform one particle prediction (τpred),
the time required for one force calculation between two particles (τforce) and the time
required for correcting one particle (τcorr) respectively, all in microseconds.

name location τpred τforce τcorr

[μs] [μs] [μs]
vader NL 0.247 0.216 4.81
palpatine NL 0.273 0.193 2.39
yoda JP 0.131 0.110 1.29
skywalker JP 0.131 0.110 1.29
obi-wan US 0.098 0.148 1.14

there will eventually be a point where relatively little time is lost communicating,
and the compute resources are efficiently used. In Fig. 1 we can see that, for
GRAPE-enabled simulations, the model predicts break-even between calculation
and communication around N � 2 ·106. For large N , a grid of two GRAPEs will
therefore outperform a single GRAPE.

3 Results

We have performed a number of simulations on local machines and on the G3,
which consists of timing simulations lasting one N-body time unit and short
simulations that have been profiled. We measured the full wall-clock execution
time for the longer simulations and we profiled the shorter simulations.

3.1 Timing Results of N-Body Calculations

We run the N -body codes, discussed in Sect.2.1, on a single PC and across the
network in parallel using N = 1024 to N = 65536 (a few additional calculations
were performed with N > 65536). The runs were performed with and without
GRAPE. We present our results in Fig. 1. If a simulation is run multiple times
with the same problem set, the execution time may be slightly different per run.
This variation is within the margin of 1.07 over 4 runs, and can be primarily
attributed to fluctuations in the network bandwidth.

Single PC. The performance on a single PC (represented by the thick dashed
line with bullets in Fig.1) is entirely dominated by force calculations, which
scales as O(N2). As the number of steps per N-body time unit increases with
N , the execution time scales slightly worse than N2.

Grid of PCs. The performance on the G3 using all three sites, without using
GRAPE, is given by the thin dashed line with triangles. For N < 24576, the
performance is dominated by network communication. Given that p indicates
the number of processes, the network communication scales as O (N log p) [6].
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Fig. 1. The time for running the application for 1 N-body time unit (Tapp) as a function
of the number of stars (N) using the ring algorithm. The two thick lines give the results
for a single CPU with GRAPE (lower solid curve) and without (top dashed curve).
We make the distinction between solid curves to present the results for simulations run
with GRAPE, and dashed curves to give the results without GRAPE. The results on
the grid are presented with four different lines, based on the three included locations.
Each of these runs is performed with one node per site. The results for the WAN
connection Philadelphia–Tokyo (given in the legend by PT), Amsterdam–Tokyo (AT)
and Amsterdam–Philadelphia–Tokyo (APT) are indicated with the solid curves with
filled squares, open squares and filled triangles, respectively. The dashed curve with
filled triangles gives the results for the Amsterdam–Philadelphia–Tokyo connection but
without using GRAPE. Dotted lines indicate the performance of runs with GRAPE
according to the performance model.

For our grid-based simulation experiments without GRAPE, break-even between
communications and force calculations is achieved around N ∼ 4 ·104. For larger
N , the execution time is dominated by force calculations, rather than network
communication.

Single PC with GRAPE. The performance on a single PC with GRAPE,
given by the thick solid line with bullets, is dominated by force calculations,
although communication between host and GRAPE, and operations on the host
PC have an impact on performance for N < 16384. For such small N , the
GRAPE performs less efficiently, because many blocks are too small to fill the
GRAPE pipelines. For larger N , force calculations become the performance bot-
tleneck, and the scaling of the execution time becomes that of a single PC without
GRAPE.

Grid of PCs with GRAPE. The performance on two sites in the G3 (with
GRAPEs) is given by the thin solid line with solid squares for calculations
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Fig. 2. Share of wall-clock time spent on individual tasks during a single time step,
using 3 nodes on 3 sites. Solid lines indicate tasks performed locally. The thick solid
line with filled circles represents time spent on force calculations, and the thin solid
lines give the result for time spent on communication between PC and GRAPE (open
triangles), particle corrections (open circles) and particle predictions (open squares)
respectively. Dotted lines indicate time spent on communication between nodes. The
thin dotted line with asterisks indicates time spent on communication latency between
nodes and the thick dotted line with solid squares indicates time spent on using the
network bandwidth.

between Philadelphia and Tokyo, and by the thin solid line with open squares
for calculations between Amsterdam and Tokyo. The performance on the G3
using all three sites is given by the thin solid line with triangles. For all problem
sizes N we have measured, the grid speedup Γ [16] is less than 0.15, indicat-
ing that the performance is dominated by network communication. The network
communication time scales better than the force calculation time, therefore, if
N is sufficiently large, force calculation time will overtake the network commu-
nication time. However, this break-even point lies at much higher N than for
a grid of PCs, because the use of GRAPE greatly decreases the time spent on
force calculations.

3.2 Profiling of the N-Body Simulations

We have chosen one parallel algorithm (ring) and one resource topology (3 nodes on
3 sites) to profile the simulation during one integration time step. The block size
n for every measurement was fixed using a formula for calculating average block
size

(
n = 0.20N0.81

)
, which has been used for the same initial conditions in [3].

During execution, we measured the time spent on individual tasks, such as force
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calculations or communication latency between processes. We have profiled our
simulations for N = 1024 up to N = 196608, using the timings measured on the
process running in Tokyo. The results of these measurements are given in Fig. 2.

We find that for larger N , low bandwidth of our wide area network affects
the outcome of the performance measurements, and that MPI calls are only able
to use about a quarter of the available bandwidth for passing message content.
For N >∼ 5 · 105 we expect the force calculation to take more time than network
latency. If we were to use the network bandwidth more efficiently for such a large
number of particles, the execution time would be dominated by force calcula-
tions. The usable bandwidth can be increased either by using a more efficient
MPI implementation (see Sect.2.1) or by using a dedicated network. Using our
current networking and MPI implementation, we expect that for N >∼ 2 · 106

particles the force calculation time overtakes the bandwidth time.

4 Conclusions

We studied the potential use of a virtual organization in which GRAPEs are used
in a wide area grid. We tested the performance model with an actual grid across
three sites, each of which is located on a different continent. We used GRAPE
hardware in Japan, the Netherlands and the USA in parallel for calculations of
1024 up to 196608 particles.

With these particle numbers we were unable to reach superior speed compared
to a single GRAPE. However, we were both able to run simulations consisting of
3 times as many particles and to outperform a single computer without GRAPE.
We estimate that a small intercontinental grid of GRAPEs will reach superior
performance compared to single GRAPE for N >∼ 2 · 106 particles. If we were
to increase the bandwidth by two orders of magnitude, e.g. by using dedicated
light paths, we expect the grid of GRAPEs to outperform a single GRAPE for
N >∼ 4 · 105.

We have mainly discussed the use of GRAPEs in a virtual organization, but
new developments in using graphical processing units appear to achieve similar
speeds as GRAPEs [3,17,18]. In addition, GPUs are equipped with a larger
amount of memory, which allows us to exploit more memory-intensive, but also
faster, parallel algorithms.

Although our proof-of-concept infrastructure was of limited size, we have
shown that it is possible to use dedicated hardware components located across
clusters for high performance computing. As we have profiled and modelled a
single-physics N-body simulation on the G3, we can proceed by bringing a multi-
physics simulation environment (such as MUSE 5) to the grid. Scheduling the
complex communications between stellar dynamics, evolution and collision sim-
ulations on a grid infrastructure provides a previously unexplored direction for
future work.

Alternatively, a much larger grid can be used to simulate a very large N-
body system. Although break even between communication and computation
5 http://muse.li
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occurs at relatively large N for block time-step N-body simulations over regular
internet, shared time-step simulations perform much more favorably, especially
when using dedicated light paths.
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