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About IFMBE 

The International Federation for Medical and Biological Engineering (IFMBE) was established in 1959 to provide medical 
and biological engineering with a vehicle for international collaboration in research and practice of the profession. The Fed-
eration has a long history of encouraging and promoting international cooperation and collaboration in the use of science and 
engineering for improving health and quality of life. 

The IFMBE is an organization with membership of national and transnational societies and an International Academy. At 
present there are 52 national members and 5 transnational members representing a total membership in excess of 120 000 
worldwide. An observer category is provided to groups or organizations considering formal affiliation. Personal membership 
is possible for individuals living in countries without a member society The International Academy includes individuals who 
have been recognized by the IFMBE for their outstanding contributions to biomedical engineering. 

Objectives 
The objectives of the International Federation for Medical and Biological Engineering are scientific, technological, literary, 
and educational. Within the field of medical, clinical and biological engineering it’s aims are to encourage research and the 
application of knowledge, and to disseminate information and promote collaboration. 

In pursuit of these aims the Federation engages in the following activities: sponsorship of national and international meet-
ings, publication of official journals, cooperation with other societies and organizations, appointment of commissions on 
special problems, awarding of prizes and distinctions, establishment of professional standards and ethics within the field, as 
well as other activities which in the opinion of the General Assembly or the Administrative Council would further the cause 
of medical, clinical or biological engineering. It promotes the formation of regional, national, international or specialized 
societies, groups or boards, the coordination of bibliographic or informational services and the improvement of standards in 
terminology, equipment, methods and safety practices, and the delivery of health care. 

The Federation works to promote improved communication and understanding in the world community of engineering, 
medicine and biology. 

Activities 
Publications of IFMBE include: the journal Medical and Biological Engineering and Computing, the electronic magazine 
IFMBE News, and the Book Series on Biomedical Engineering. In cooperation with its international and regional confer-
ences, IFMBE also publishes the IFMBE Proceedings Series. All publications of the IFMBE are published by Springer Ver-
lag. The Federation has two divisions: Clinical Engineering and Health Care Technology Assessment. 

Every three years the IFMBE holds a World Congress on Medical Physics and Biomedical Engineering, organized in co-
operation with the IOMP and the IUPESM. In addition, annual, milestone and regional conferences are organized in different 
regions of the world, such as Asia Pacific, Europe, the Nordic-Baltic and Mediterranean regions, Africa and Latin America. 

The administrative council of the IFMBE meets once a year and is the steering body for the IFMBE: The council is sub-
ject to the rulings of the General Assembly, which meets every three years. 

Information on the activities of the IFMBE can be found on the web site at: http://www.ifmbe.org. 



Foreword 

It is our great pleasure to welcome you at the 14th Nordic-Baltic Conference on Biomedical Engineering and Medical  
Physics – NBC-2008. The Conference is held every third year in one of the Nordic-Baltic countries under the auspices of the 
International Federation for Medical and Biological Engineering and traditionally brings together scientists not only from the 
Nordic-Baltic region, but from the entire world. 

Modern Biomedical engineering is dynamic, boosting field of science, benefiting from its intrinsic interdisciplinary  
nature. That is why the Conference brings together scientists from medicine, chemistry, physics, engineers and computer 
scientists as well as people from education and business to enjoy the meeting under the motto “Cooperation for health”. 

Gratitude should be expressed to the members of the International Scientific Committee of the Conference. With the  
invaluable help from the International Advisory Committee they composed the Program of the Conference, ensuring its  
scientific quality and relevance to the up-to-date needs. Special thanks to the Local Organizing Committee and to our spon-
sors, that made Conference happen. 

For the first time NBC comes to Riga – the capital city of Latvia, the city of crossroads, rich in its scientific and cultural  
traditions. During all its 800 year history, Riga connected people from North and South, East and West. By hosting NBC-2008, 
Riga made one further step on this way. In June, you will enjoy green parks and alleys of the city and feel charming spirit of 
close Baltic Midsummer. 

We are sure you will enjoy NBC-2008 both scientifically and socially, and we do our best to make NBC-2008 an  
outstanding event. 

We are looking forward to meeting you in Riga. 
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Building and Implementing an eHealth Strategy: 

is there a Good Recipe for Baltic Countries? 
A. Lukosevicius 

Kaunas University of Technology/Biomedical Engineering Institute, Kaunas, Lithuania 

Abstract — eHealth is concerned as a sum of technological 
means for registration, storage, processing and management of 
health related information. Since Baltic countries are looking 
for an optimal directions for eHealth development, presenta-
tion is discussing harmonization with eHealth developments in 
the world and EU - main directives: WHO strategy “eHealth 
for health care delivery” and an action plan for e European 
eHealth area (2004), standardization efforts, countries – lead-
ers, success stories, lessons learnt and possible examples to 
follow. Also problems of Baltic countries - commonalities 
(similar political, social and health care legacy, diversified 
local health IT systems, demands caused by ageing, social and 
economic transitions, free market of health services) and spe-
cifics. (Legislative and management principles and environ-
ment, intensity, targets and priorities of national pilot eHealth 
projects) are analysed. Facing eHealth development challenges 
the choice of appropriate strategy and implementation man-
agement becomes crucial.  It was analyzed Baltic eHealth 
activities, including Lithuanian experience – recently accepted 
eHealth strategy and implementation plan (2007-2015). Alter-
natives of implementation concepts and standard based inte-
gration seeking to create a standard-based and citizen-centred 
architecture are discussed, action priorities by importance and 
by time sequence are analysed. Analysis leads to conclusion, 
that the effective Baltic way towards European eHealth area 
requires avoiding parallelism, sharing experience, providing of 
pilot cross-boarder trials between Baltic and Nordic countries, 
defining the role and contribution of biomedical engineering 
and medical physics. 

Keywords — eHealth, Baltic countries, strategic planning, 
interoperability, collaboration  

I. INTRODUCTION  

Importance of eHealth as a sum of technological means for 
registration, storage, processing and management of health 
related information is rapidly increasing. “eHealth” be-
comes an inclusive term integrating medical informatics, 
telemedicine and biomedical engineering, i.e. all methodical 
and instrumental tools for health information acquisition, 
management and applications in clinical practice, research 
and administration. Important feature of eHealth is it’s scale 
reaching far beyond hospital environment or communica-
tion doctor-to-patient or doctor-to-doctor (such point to 
point communication is usually called telemedicine). 

EHealth is a new paradigm creating an integral environment 
for health services for all users.  Clients here are connected 
to eHealth system, which is at least of region or national (in 
future – international) scale.   Taking into account the com-
plex character of healthcare (high costs, and the need for 
quality, patient safety, adequate organization and delivery, 
cross-border care, reimbursement, and liability), eHealth 
provides one of the most important solutions to address the 
cost and quality of healthcare. Therefore recently (from the 
year 2000) a pace of eHealth developments has dramatically 
risen in majority of countries.  World Health Organization 
(WHO) has approved a strategy “eHealth for health care 
delivery” (2004) and announced the eHealth as a main in-
strument of health care improvement over the world, includ-
ing developing countries [1]. European Union (EU) also 
issued an important political document “Health—Making 
Healthcare Better for European Citizens: An Action Plan for 
a European e-Health Area” [2] which emphasis the need of 
common EU effort and standard based integration and in-
teroperability [3].  An Action Plan declares that in 2009 
European Commission will define standard requirements for 
eHealth services, legal and security environment in member 
countries. EHealth conference in Berlin (2007) accepted a 
Berlin Declaration [4] which outlines six specific actions, 
including collaboration, setting common roadmap, stan-
dardization, certification and accreditation of eHealth sys-
tems, involvement of research and industry.  

Baltic countries are facing an eHealth development chal-
lenges which originate from the specific national needs of 
the health care from one side and also the need to create 
common eHealth area in Europe – from the other side. 
Since national eHealth activities and projects takes the first 
steps it’s highly important to choose a right strategic direc-
tion and implementation concepts. 

II. CHALLENGES OF BALTIC STATES 

A. Facing global eHealth problems  

Global health problems – ageing of population, rising of 
health service and medication costs, environmental risks, 
rising demands and expectations of citizens, consumptional 
attitude towards health services [5] – become a challenge 
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also for Baltic countries. Countries are trying to solve those 
problems inter alia by development of eHealth systems.  On 
this way countries are facing both problems caused by 
global changes [6] and also by specific environment of 
countries still under social and economical transition [7].  

One of the main problems Baltic countries are facing in 
eHealth development is instability of eHealth standards [8]. 
Urgent need to manage effectively health information forces 
policy makers to take immediate development decisions, 
neither in conditions when standards are not fully accepted 
and stable nor in global nor in national scales. Pragmatic 
decisions still are taken locally and problems with  
integration of not compatible solutions are significant (for 
example integration currently takes about 20% of hospital 
IT spending).  

Rising demands of health service consumers and rela-
tively easy migration of citizens (especially within EU) 
causes first signs of “health tourism” – when people start 
moving across countries looking for high quality cost-
effective health services.  This challenge forces national 
health systems to be economically competitive from one 
side and also professionally compatible (taking into consid-
eration international quality and information interchange 
standards) form another. EHealth instruments are poten-
tially effective to cope with both of the above challenges. 
Therefore progressively thinking health officials are espe-
cially eager to implement immediately eHealth solutions 
into clinical and managerial practice. (EU recommends 
member states to spend for eHealth no less than 2,5 % of 
total annual health expenditures, i.e. to make significant 
strategic investments).   

The situation causes a collision of global challenges and 
needs of eHealth implementations from one side and limited 
global experience of large scale eHealth developments from 
another. There is a lack of internationally recognized lead-
ing experts of eHealth standards, system developers capable 
to lead national scale eHealth projects. Even big companies 
and vendors are taking first steps in this way.  

B. Specifically Baltic challenges  

In the context of eHealth development Baltic countries 
have a lot of commonalities typical for all of them: similar 
political, social and health care legacy, diversified and un-
derdeveloped local health IT systems, demands caused by 
social and economic transition, health reforms, privatization 
and emerging free market of health services.   

Although Baltic countries are rapidly reaching the devel-
opment level of EU average, some social and economic 
processes are still in transition. Rapid economic growth and 
democratization is accompanied by rather unequal social 

services, especially in rural areas, significant differences 
remain in quality and accessibility of health services across 
country. Health systems and especially IT solutions are 
underfinanced to compare with western countries. Alloca-
tions for eHealth are less than 1% of all health service ex-
penditures (to be compared with EU recommendation –  
2, 5%). Since eHealth is a quite new paradigm – not only a 
new technologies but a new way of thinking and working, 
there is a lack of deep understanding of the essence and 
possibilities of eHealth among political decision makers and 
in some extent among health specialists and managers. 
Health systems are experiencing the rising costs of services, 
medicine, equipment, also lack of specialists due to emigra-
tion of doctors, therefore attention of decision makers are 
directed towards this kind problems. This bias sometimes 
hampers investment, development of necessary legislative 
environment, and consequently – implementation of 
eHealth systems – important tools for all health care  
problems.   

Starting position of Baltic states on the way of eHealth 
developments is rather favorite: penetration of internet and 
wireless communications is sufficient and rapidly increas-
ing; broadband telecommunication networks - well devel-
oped; number and qualification of general profile IT spe-
cialists is high; health reforms in particular countries create 
a good motivation for eHealth implementations. In contrast 
with developed Western countries – Baltic countries have 
no heavy heritage of well functioning local old information 
systems. This creates a chance to start with modern con-
cepts and advanced solutions without painful destroying of 
existing systems.     

EHealth developments in Estonia [8, 9] Latvia [10, 11 
Lithuania [12, 13] – in fact at the moment have no principal 
differences. However differences could arise due to differ-
ent development strategies and implementation manage-
ment. This could cause future problems of integration 
eHealth systems into common area, according to EU initia-
tives.   

III. LEADERS TO FOLLOW AND ROLE OF THE STRATEGY 

A. eHealth lessons worldwide 

The landscape of eHealth developments around the world 
is presented in [6], by permanently working Global observa-
tory for eHealth [14]. In Europe respectively eHealth moni-
toring is provided by EHTEL organization [15] and EK 
portal [16]. Activity analysis shows that in fact there is no 
completed and implemented interoperable national scale 
eHealth system anywhere. However there are lot of projects 
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and organizations supported by big investments and having 
ambitious long term plans. Among leaders could be men-
tioned Canada with well established planning and imple-
mentation management [17], UK with heavy investments 
and governmental control [18], Australia with effective 
administration [19], and USA with pragmatic approach and 
realistic Enterprise Architecture planning [20].  

In Europe Nordic countries are leaders - Denmark with 
heterogeneous and “bottom-up” built eHealth system; Swe-
den and Norway with effective telemedicine pilots and 
practical implementations, Finland with advanced technolo-
gies. Big European countries like Germany, France and 
Spain have difficulties with national scale eHealth system 
development because of highly diversified systems and 
complicated legislation. For example Germany as a federal 
state implements a patient health cards (mainly for insur-
ance purposes) first and Electronic Health Record (EHR) is 
planned for quite far future.  

Although countries are using different eHealth develop-
ment concepts, implementation methods as well as different 
level of financial support of activities some common lessons 
could be extracted: 1) success is highly dependent on man-
agement  and legislative environment created; 2) proper 
strategic planning and implementation roadmap is essential; 
3) in the beginning physician acceptance is limited and 
additional time is needed to manage electronic records; 4) 
investments to eHealth give the high revenue in terms of 
economy, social and health factors; 5) lack of unanimously 
accepted standards and problems with information security 
hamper development.  

B. Role of the strategy  

In order to define the own way of eHealth development 
in the context of the great variety of concepts and ap-
proaches countries necessarily are developing particular 
eHealth strategies. 85 % of countries over the world plan to 
have eHealth strategies or other similar documents by 2008 
[1, 6].  eHealth strategies differ by the level of abstraction 
and detalization, relation with implementation and by other 
features: from global WHO and EU strategies [1, 2] to par-
ticular strategies of countries and regions, dependent on 
strategic planning traditions, legislation, awareness and 
competences. But the importance of strategies in all cases 
lies in harmonization of efforts, setting goals and terms to 
achieve them and pointing to the benefits to all users from 
citizens to ministry level management.  

Here possibly valuable Lithuanian experience could be 
mentioned – recently country approved national eHealth 
strategy (2007-2015) and implementation plan [12, 13].  

C. Problems  of implementation  

Implementation planning is inseparable part of the strat-
egy. Strategic plan of implementation should be not a list of 
actions to be taken, but rather set of goals to be reached, 
together with concrete measurable implementation indica-
tors, benchmarks and terms. The way how strategic goals 
could be reached could be partly an object of initiatives 
coming “bottom up” from local socialists, researchers, ven-
dors and users.  

The main development problems arise at the phase of 
implementation. There is a lack of highly experienced local 
companies and vendors to run a big national scale projects 
in Baltic States. eHealth paradigm is quite new and financial 
support of the development was till now very limited. Big 
companies like HP, Siemens are using their existing prod-
ucts and offer purchases rather then support a creation of an 
advanced  “bottom up” grown products which are expected.  

Management and organizational difficulties also are evi-
dent: eHealth projects are typically national – the key is 
integration in the scale of country. There is a lack of ade-
quate competences and managerial resources to plan lead 
and supervise such complicated projects. Difficulties are 
increased by the great variety of partners, their motivations, 
needs, qualifications.  

Although problem of standards could be concerned as 
global (there are no ultimate world wide accepted standards) 
locally this makes long term implementation   planning 
problematic. Legislative environment also is not suitable yet 
and its development lags behind other actions. 

IV. CHOICE OF THE BEST WAY TOWARDS EHEALTH AREA  

On the way from the strategy to implementation and 
evaluation of results lot of important decisions should be 
taken. Every decision is stipulated by the country specifics 
but in every stage a choice of best solution is a challenge.  

In rapidly changing landscape of eHealth developments 
and standards two main trends are noticeable: systematic 
and pragmatic.  

Systematic concept is provided by expert driven standard 
development organizations such as CEN TC251, OpenEHR 
initiative. It is based on thorough definitions of goals and 
aims, with emphasis to semantics, are patient – centered, 
oriented to continuity of care of individuals.  

From the other side – pragmatic concept is driven mainly 
by vendors and users – (.g. IHE, HL7, EA) and is oriented 
to communication, exchange of documents provided by 
isolated health profiles (users), takes the diverse situation in 
health information as a starting point for simple communi-
cation with gradual extension of transactions towards  
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service oriented architectures, business process management 
and finally towards semantic interoperability.  

In fact two above concepts have positive and negative 
sides and countries are deciding their best way, usually 
being a combination of both concepts. Countries usually are 
profiling existing pre-standards instead of inventing new 
standards. Industry and vendors are driving pragmatic stan-
dard developments process (IHE, HL7), since consultant’s-
driven standard development originations (CORBA, CEN) 
are rather not so effective (because of long term fundamen-
tal research, negotiations and limited responsivity to the 
current and rather urgent needs of market) [21]. 

Since health system needs for information management 
are quite urgent, a pragmatic way proposed for example by 
IHE [22] has been widely taken (70 vendors successfully 
passed the XDS validation testing at the recent Europe con-
nectathon) 

Good recipe in setting of strategic priorities and imple-
mentation planning (if there is a good recipe at all) could be 
probably oriented towards:  

1) Integrated national wide and standard based system; 
2) Patient centered and EHR based architecture of the 

system; 
3) System ensuring health service continuity across in-

stitutions and in time (life-long), oriented towards 
early prediction and prophylactics; 

4) Proper combination of systematic and pragmatic 
concepts; 

5) Proper combination of top-down (standards, strat-
egy) and bottom-up (implementation alternatives, 
local initiatives and motivation) concepts; 

6) Special attention towards security and legislation;  
7) From the very beginning care about integration and 

interoperability in semantic, information and techno-
logical levels;  

8) Involvement of all users and actors, agile mode of 
software engineering.  

V. CONCLUSION 

The Baltic way towards European eHealth area requires 
coordination of strategies, merging efforts of countries with 
similar situations, avoiding parallelism, sharing experiences. 
Pilot cross-boarder integration and collaboration trials be-
tween Baltic and Nordic countries are essentially important. 
Biomedical engineering and medical physics here must 
contribute here by development of new methods and tech-
nologies of sensors; computer based diagnostic, information 
processing and decision support tools. 
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Abstract — Biomedical Engineering, which is a multi-
disciplinary and fast developing field of science, covers a large 
number of sub-specialties. Therefore, for any university, espe-
cially for the smaller ones, it is difficult to produce and update 
high quality teaching material in all aspects of the field. Creat-
ing a curriculum on the Internet helps universities and stu-
dents worldwide in obtaining educational material in this field.  

Keywords — Biomedical engineering, Internet education, 
www.evicab.eu 

I. INTRODUCTION  

Internet is more and more used as a platform for educa-
tional material and student administration. The use of inter-
net makes the geographical distances to disappear. 

Biomedical Engineering is needed all around the world 
and globalization encourages the students to mobility be-
tween universities. It is important that education in Bio-
medical Engineering is harmonized to facilitate the mobil-
ity. The BIOMEDEA project facilitates this within the study 
programs in European universities. 

All this gives strong reasons to develop an education 
program on the Internet. 

This is the basis for the project: European Virtual Cam-
pus for Biomedical Engineering – EVICAB. It was funded 
by the European Commission Education and Training for 
2006-2007. 

EVICAB offers high-quality courses prepared by the best 
international teachers. The courses include lecture videos 
and associated lecture slides. The courses are also associ-
ated with additional teaching material like full textbooks, 
exercises, laboratory exercises etc. 

All courses offered by EVICAB are recognized by at 
least one university in the European Union. Thus it is easy 
for any other university in the EU to include EVICAB 
courses to their curriculum. 

Because the teaching material in EVICAB is available 
free of charge and because it can be used via Internet form 
anywhere in the world, the BME program provided by the 
EVICAB is available for worldwide use. 

EVICAB uses the Wiki-idea but is more strongly con-
trolled by an Administrative Board. This ensures that the 
teaching material provided by the experts is of high quality 
and cannot be changed by anyone else than the author. In 

addition to the primary teaching material, the courses have 
windows with free access. These are used for providing 
additional teaching material by the users of EVICAB. In 
addition to helping the students, this Wiki material may be 
utilized by the course author for improving the course.  

The teaching material for EVICAB is provided by the 
best experts free of charge. The benefit from this for the 
teacher is that his/her reputation as an expert will be 
strengthened worldwide and this will support his/her career 
as pedagogue and scientist. 

Associated to the EVICAB education there is also devel-
oped a method for Internet examinations. This will further 
strengthen the worldwide use of EVICAB because the geo-
graphical location of the students and the teachers does not 
play any role anymore. 

 www.evicab.eu 

II. EVICAB PROJECT 

The objective of the project is to develop, build up and 
evaluate sustainable, dynamical solutions for virtual mobil-
ity and e-learning that, according to the Bologna process,  

(i) Mutually support the harmonization of the European 
higher education programs,  

(ii) Improve the quality of and comparability between the 
programs, and  

(iii) Advance the post-graduate studies, qualification and 
certification. These practices will be developed, piloted and 
evaluated in the field of biomedical engineering and medi-
cal physics.  

Important goal is that these approaches and mechanisms 
for virtual e-learning can be extended and transferred from 
this project also to other disciplines to promote virtual stu-
dent and teacher mobility and credit transfer between Euro-
pean universities. 

III. EVICAB CONSORTIUM  

EVICAB is coordinated by the Ragnar Granit Institute of 
Tampere University of Technology. Professor Jaakko Mal-
mivuo serves as Director of the project and Assistant Pro-
fessor Juha Nousiainen as coordinator. The other partners 
are: 
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- Mediamaisteri Group Ltd, Tampere, Finland   
- Department of Biomedical Engineering, Linköping 

University, Linköping, Sweden 
- Biomedical Engineering Center, Tallinn University of 

Technology, Tallinn, Estonia 
- Institute of Biomedical Engineering, Kaunas Uni-

versity of Technology, Kaunas, Lithuania. 
- Department of Biomedical Engineering, Brno Uni-

versity of Technology, Brno, Czech Republic. 
EVICAB welcomes interested institutes to join as asso-

ciate partners. We hope that the associate partners active 
participate in producing teaching material to EVICAB. 

IV. IDEA OF EVICAB 

The fundamental idea of the EVICAB is that it offers an 
open platform for Biomedical Engineering curriculum on 
the Internet. The openness means the open access to and 
free right to use the resources of the EVICAB, and an open 
possibility for all experts in the field to contribute to the 
development of the content of the virtual curriculum.  

Teachers, who are experienced and recognized experts in 
their field, are encouraged to submit full e-courses, course 
modules and other teaching material to EVICAB. The ma-
terial may include many different formats like video lec-
tures, PowerPoint slides, pdf-files, Word files etc. 

EVICAB is not a university. The course and student ad-
ministrations continue in the universities as usual: The 
teacher, responsible of the course/study program, may select 
from the EVICAB courses for the BME curriculum of the 
university. The students study the course either as ordinary 
lecturing course with the EVICAB material supporting the 
lectures or the course may be partially or solely studied 
from EVICAB. The students, or anyone even outside the 
university, may study EVICAB courses to add their compe-
tence in Biomedical Engineering. Thus EVICAB is impor-
tant also for the persons in the working life to improving 
their professional competence. 

The EVICAB has an Administrative Board which admi-
nisters the EVICAB curriculum. The board accepts courses 
of sufficient scientific, pedagogical and technical quality. 
The board may also invite experts to provide course materi-
al to the EVICAB. Courses which apparently are of low 
quality, either out of date, lower quality than competing 
courses and not appreciated by the users of the EVICAB 
will be deleted. Active feedback from the users of EVICAB, 
both teachers and students, is essential. All this will be rea-
lized by utilizing a dynamical quality assurance system. 

V. IMPACT OF EVICAB ON E-LEARNING 

In its completed form, EVICAB will have strong impact 
on all main levels of the education process: 

For students it will provide virtual mobility as a comple-
mentary, preparatory, or even substitutive option for physi-
cal mobility. The increased number on e-courses for dis-
tance learning will give higher variety of qualified studies 
and degrees.  

Teachers will substantially benefit from the open re-
sources, teaching materials and e-courses available through 
the EVICAB. The support provided for design and devel-
opment, as well as the good practices and high-quality e-
courses will motivate and spur the teachers in the e-course 
development. 

EVICAB will contribute to the harmonization process of 
BME curricula in Europe in co-operation with BIOMEDEA 
and will improve the quality of the curricula. Finally, the 
solutions and models developed for building the virtual 
BME curriculum can be applied to other disciplines. 

VI. INTERNET EXAMINATION 

Another successful innovation and application in our e-
learning activities has been the Internet examination.  

In the Internet examination the students make the exam 
in a computer class. This may be performed simultaneously 
in several universities. Therefore the students do not need to 
travel to the location there the course was given. 

The students open the Moodle program at the time of the 
examination and find the examination questions from there. 
We usually allow the students to use all the material avail-
able on the Internet. This requires that instead of asking 
“What is ...” the examination questions shall be formulated 
so that they indicate that the student has understood the 
topic and is able to apply this information. The only thing 
which is not allowed is communication with another person 
via e-mail etc. during the examination. 

VII. MOBILE COURSE MATERIAL 

One of the key issues in the EVICAB is to reach the stu-
dents anywhere and anytime. The learning process should 
not be dependent on the location of the student. Internet 
based material supports this idea and hence all the educa-
tional resources are provided in the EVICAB platform in 
the Internet. Not only is the Internet used for media for  
 
 
 



Biomedical Engineering Program on the Internet for Worldwide Use 7 

_________________________________________   IFMBE Proceedings Vol. 20  ___________________________________________  

learning process but also portable devices such as iPod and 
mobile phones can be used. In EVICAB project different 
media are supported. Students may choose the best media 
for his or her current lifestyle; busy student may, for in-
stance, watch the lecture videos in a bus on the way to or 
from university. 

VIII. WHY TO PROVIDE COURSES TO EVICAB? 

EVICAB is an important teaching and learning method 
only if it is available free of charge and worldwide. As a 
consequence, the learning material should be provided free 
of charge.  

Why experienced and competent teachers should provide 
such material without charge and without receiving royal-
ties? Acceptance of a course by EVICAB will be a certifi-
cate for quality. Worldwide distribution to all university 
students will give exceptional publicity for the author and 
his/her university. All this will facilitate the sales of tradi-
tional teaching material produced by the course author. This 
will also attract international students from other countries 
all over the world to apply to the home university of the 
material author. We already have experience which has 
proven these issues to be realistic.  

The Internet has dramatically changed the distribution of 
information. Distribution is worldwide, real time and free of 
delivery costs. The technology also supports wide variety of 
attractive presentation modalities. All this ensures wide 
audience and publicity for the material on the Internet. For 
instance, the Wikipedia dictionary serves as a successful 
example of this new era of information delivery. On the 
basis of this publicity it is possible to create markets also for 

traditional printed educational material. In addition the 
EVICAB will provide the platform for all courses free of 
charge. Pedagogical evaluation and technical support for 
course design are also provided in request. This will ensure 
the high quality and up to date virtual learning environment. 

IX. CONCLUSION 

In future, the teaching and learning will mainly be based 
on Internet. The ideas and the technology of EVICAB are 
not limited only for application on Biomedical Engineering 
but it may be applied to all fields and levels of education. 
EVICAB will be the forerunner and show the way to more 
efficient and high quality education 
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Abstract — The paper aim is to observed the modification 
of passive coating obtained on TiAlNb with a Metal-Organic 
Chemical Vapor Deposition (MOCVD) [1, 2] procedure after 
immersion in artificial saliva (Fusayama) with calcium con-
tent. Two temperatures [T] (400°C and 500°C), two pressures 
[p] (1 and 20 torr) and variable molecular fracetion [ ] from 
76 to 5000 were used in MOCVD coating procedures. The 
X-ray spectrum confirms the dense and uniform deposition 
of TiO2 film on TiAlNb alloy surface. The results of analyses 
used in the present paper contribute of the extended research 
in the biomaterial domain. 

Keywords — TiAlNb alloy, MOCVD, artificial saliva, Scan-
ning Electronic Microscopy, contact angle, infrared technique. 

I. INTRODUCTION  

Implants are one of the great success stories of modern 
medicine. It is important to characterize the implant sur-
face and to consider the interfacial phenomenon that occur 
between surface, biological molecules and cells since 
implant surfaces with different properties result in differ-
ent responses at the cellular and consequently at the tissue 
level around the implant [3-6]. After was demonstrated 
that the titanium and titanium alloys are excellent implant 
biomaterial, now the research try to improve the perform-
ance of this biomaterials working to the process for the 
modification of the surface topography and biochemistry 
for a very good adhesion of the human cell and a better 
biocompatibility with the body. The use of titanium and 
his alloys for biomedical applications has increased dra-
matically in this century, being extensively [7-10] the 
choice in dentistry dental implants, dental crowns and 
partial denture frameworks. As titanium, TiAlNb alloy 
readeily passivates to form a protective oxide layer, which 
accounts for its high corrosion resistance. This protection 
capacity of the oxide depends on the obtaining procedure 
and environment [11], taking into account that in bioliq-
uids various processes as adsorption and ions release are 
taken place. 

II. MATERIALS AND METHODS 

A. Materials 

The biomaterial used in this research is a cylindrical form 
of TiAlNb alloy made from Bucharest Romania IMNR 
Institute with the following composition (Table 1): 

Table 1 Composition of the implant biomaterial [%] 

Al Nb Fe C O N H Ti 
5.88 6.65 0.03 0.10 0.20 0.07 0.02 87.05 

This cylindrical form was divided in many pastille samples 
with 2 mm thickness and 1 cm2 diameter and that represent 
the expose work sample. 

The biometallic sample surface preparation involves: 
abrasion, chemically polished in 20% HNO3 + 3% HF from 
10 minutes, degreased in boiling benzene from 5 minutes 
and thoroughly rinsed with tap and distilled water. 

The simulated bioliquid was Fusayama artificial saliva 
with important calcium content [12] as following (Table 2): 

Table 2 Composition of the simulated Fusayama saliva 

Substance   g/L 
NaCl 0.400 
 KCl 0.900 
CaCl2·2H2O 0.795 
NaH2PO4 0.690 
Urea 1.000 

B. Methods 

To improve the biocompatibility resistance of the TiAlNb 
alloy on the surface samples the TiO2 was deposition using the 
Metal-Organic Chemical Vapor Deposition method 
(MOCVD) [13, 14] at the Toulouse France Institute. In this 
technique it is mark the precursor (the vapor of a metal-or-
ganic complex = [Ti{OCH(CH3)2}4] titanium isopropyl oxide 
(TTIP)) to reactor with a heated surface which represent the 
substrate and in this case the solid reaction deposits and forms 
a thin film on the substrate surface. Pressure was regulated 
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with a Baratron gauge connected via a pressure controller to a 
butterfly valve above a vacuum pump. 99.9992% pure N2 (Air 
Products) was fed through two lines equipped with MKS mass 
flow rate controllers, one to sweep away the precursor, the 
other to dilute it. The deposition temperature was measured 
with a thermocouple K plugged into the reaction zone. 

The used techniques for surface characterization were 
Scanning Electronic Microscopy (SEM) – [LEO-435 and 
FEI/Phillips XL30 ESEM with EDAX module], po-
rosimetry and roughness – [interferometer optic Metro-
ProTM Zygo New View 100] measurements. 

The immersion test was performed in artificial saliva 
with calcium content. The modification of passive layer was 
evaluated with Contact Angle (CA) – [DIGIDROP Contact 
Angle Meter (BGX Scientific Instruments)] and structural 
infrared (FT-IR) [Perkin Elmer, Spectrum 100] analysis. 

III. RESULTS AND DISCUSSION 

The modification of titanium dioxide MOCVD coating 
on TiAlNb alloy after immersion in Fusayama artificial 
saliva was observed and analyzed in comparison with the 
initial cases of TiAlNb/TiO2 alloy. 

The passive titanium layer is a mixture of oxides with 
composition and morphology depending on the experimen-
tal MOCVD deposition conditions. 

One of the biometallic alloy surface characterization was 
the ESEM method which present the modification on the 
surface. Figures 1  3 present a dens and uniform coating of 
film TiO2 on the TiAlNb surface before and after immersion 
for one month in artificial medium (Fusayama). 

The ESEM image is completed by X-ray spectrum which 
confirms the good deposition of thin films TiO2 using 
MOCVD technique (Figure 4). 

The surface porosity and roughness values for the 
TiAlNb/TiO2 alloy are presented in Table 3 and Figure 5. 

Depending on deposition condition, the roughness varies 
from micro to nano scale as can be seen in the following 
table. Regarding porosity, this parameter is not a function of 
deposition condition in this case. 

The good wettability of the treated biomaterial surfaces is 
an interesting aspect in order to obtain chemical interaction 
with the physiological fluids surfaces and also to avoid cell 
growth and protein adsorption. It was demonstrate that for a 

 

Fig. 1 ESEM image of TiAlNb/TiO2 – T 500/p 20/  76 

 

Fig. 2 ESEM image of TiAlNb/TiO2 – T 400/p 1/  5000 

 

Fig. 3 ESEM image of TiAlNb/TiO2 – T 400/p 1/  5000after immersion 
one month in artificial saliva 

 

Fig. 4 Spectrum for emission in X-ray from TiAlNb/TiO2 –  
T 400/p 1/  5000 

Table 3 Characterization of surface porosity and roughness 

Titanium alloy Porosity [%] Ra [ m] 
TiAlNb/TiO2 – T 400/p 1/  5000 90 0.066 
TiAlNb/TiO2 – T 500/p 20/  76 90 0.160 
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successful osteointegration is better to have a lower contact 
angle value [15, 16]. 

The quality of titanium dioxide deposition on TiAlNb al-
loy showed the influence on the wettability of the surfaces. 
Distilled water put on coated samples with TiO2 formed a 
regular drop, with a hydrophilic character (Table 4). After 
immersion of the same samples for one month in artificial 
medium (Fusayama), the TiAlNb samples covered / uncov-
ered with TiO2 are a little bit easily wetted. 

FT-IR analysis, in the absorbance mode, shows the pres-
ence of phosphate and hydroxyl groups formed after immer-
sion of the sample in Fusayama saliva. 

After immersion of TiAlNb/TiO2 alloy – T 400/p 1/  5000 
sample in artificial saliva, the phosphate bonded appears at 
1083 cm-1 in the IR spectrum, probably due to the presence of 
(H2PO4)- on Fusayama composition. The OH band obtained 

is supposed to be involved in the formation of the species like 
Ti(OH)2 or hydroxo-complexes such as TiO(OH)2. 

The H2PO4
- ion existent in the composition of Fusayama 

solution is adsorbed on the titanium surface oxide (1): 

TiO(OH)2  + H2PO4
-  TiO(H2PO4)2 + 2OH- (1) 

It is known from literature [17] that phosphate ions are 
preferentially taken up in the surface film during repassiva-
tion and calcium ions are adsorbed on the surface, according 
to the reaction (2): 

TiO(H2PO4)2 + Ca2++ 2OH  CaTiO(H2PO4)2(OH)2 (2) 

The titanium alloy implant biocompatibility increases if 
the calcium phosphate will form, and that is a very impor-
tant biointerface process, which helps osteointegration. 

IV. CONCLUSIONS 

The microscopy images present a dens and uniform 
MOCVD coating TiO2 film on the TiAlNb surface before 
and after immersion for one month in artificial saliva 
(Fusayama). The MOCVD deposition condition determinate 
a change of the roughness values (from micro to nano), but 
not also in this case for the porosity value. 

For all studied samples before and after immersion in ar-
tificial saliva the contact angle determination indicated a 
hydrophilic character. A decrease in contact angle value is 
associated with MOCVD deposition condition. Immersion 
in Fusayama does not change significantly the balance hy-
drophilic-hydrophobic. 

FT-IR analysis, in the absorbance mode, shows the pres-
ence of phosphate and hydroxyl groups formed after immer-
sion of the TiAlNb/TiO2 alloy in Fusayama saliva.  
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3 School of Chemistry, University of Nottingham, University Park Nottingham, UK 

Abstract — In this study we have used a novel surface 
selective laser sintering (SSLS) technique to develop 
CAD/CAM designed scaffolds for bone tissue engineering. 
SSLS polylactic acid scaffolds were evaluated in vitro and in 
vivo as templates for human fetal femur-derived cell and adult 
human bone marrow stromal cell osteogenesis. Both cell types 
were cultured successfully on SSLS scaffolds with an increase 
in expression of alkaline phosphatase activity. Cell in-growth 
and Alcian blue/Sirius red positive staining of matrix 
deposition were observed on SSLS scaffolds in vitro in basal 
medium and osteogenic culture conditions. Similar results 
were observed in vivo with type I collagen expressed by cells 
on the scaffolds. In the critical sized femur segmental defect, 
SSLS scaffolds seeded with the cells enhanced significantly 
bone tissue regeneration. 

Keywords — Tissue engineering, laser sintering, scaffolds. 

I. INTRODUCTION  

Recent tissue engineering advances based upon porous 
polymer scaffolds, which act as a delivery vehicle for cells, 
have led to the possibility of successful repair and 
restoration of function in damaged or diseased tissues [1]. 
This involves seeding highly porous biodegradable 
scaffolds with donor cells and/or growth factors, culturing 
and then implanting the scaffolds to induce direct growth of 
a new tissue. The manufacturing of such scaffolds still 
presents both materials and technical problems. These 
scaffolds must be biocompatible to minimise adverse 
inflammatory reactions, augment cellular in-growth and fit 
anatomically within the bone defect. The imperfection of 
current techniques (e.g. mold casting, injection molding, 
foaming, particulate leaching, etc.) has encouraged the 
development and use of a Rapid Prototyping (RP) approach 
for reliable fabrication of scaffolds with controlled 
architecture satisfying a range of requirements related to 
their strength and toughness, osteoinductivity and 
osteoconductivity, controlled rate of biodegradation and 
inflammatory response [2].   

We previously reported the development of a new RP 
method - Surface Selective Laser Sintering (SSLS) [3] 
enabling precise fabrication of scaffolds even from 

thermosensitive biodegradable polymers such as polylactic 
acid (PLA). In SSLS we can fuse the polymer particles, 
which do not absorb near infrared (  ~1.0µm) laser 
radiation, by controlled melting of the particle surface only 
(Fig.1). This is achieved by homogeneously distributing a 
small amount (  0.1 wt.%) of carbon black (CB) 
nanoparticles over the PLA surface. Carbon absorbs laser 
energy allowing localized melting and fusion of the PLA 
particle surface. This controlled melting prevents significant 
overheating of their internal domains [4]. We have 
demonstrated that this sintering process does not damage 
the polymer chemical structure. Moreover, the most of the 
activity of the enzymes incorporated into individual PLA 
particles can be retained following SSLS processing [3].  

In this study we have used our SSLS poly-(D,L)-lactic 
acid scaffolds for their in vitro and in vivo evaluation as 
templates for human fetal femur-derived cell (HFFDC) and 
adult human bone marrow stromal cell (HBMSC) 
osteogenesis. 

II. MATERIALS AND METHODS 

Poly (D,L)-lactic acid (Mw=108kDa, polydispersity =1.4) 
was purchased from Alkermes (Boston, MA, USA) and was 
ground to a fine powder (mean particle diameter of around 
100µm) using a pestle and mortar. A small amount (ca. 
0.1wt.%) of furnace carbon black (CB) with surface area  
100m2/g was added to this powder by thorough mixing 
covering all of the PLA particles.  

PLA scaffolds with desired architecture (Fig.1) were 
fabricated using an experimental prototype of SSLS 
machine designed and produced by ILIT RAS. It based on 
continuous wave fibre laser “LS-1.06” (IRE-Polus Ltd, 
Moscow, Russia) emitting at =1.06 µm with a maximum 
power of 10W.  

Laser beam was delivered to the powder bed using a 
silica fiber, magnifying objective, focusing lens and X-Y 
computer controlled scanner resulting in ca. 125 m 
diameter laser spot onto the polymer particles. Only CB 
particles absorb radiation at this wavelength allowing 
specific surface melting and powder fusion. Laser power  
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a 

 

b 

 

c 
Figure 1. SSLS scull and mandibular biomodels based on NMR data (a, b) 

and PLA scaffold (c). 

density on the focal plane used for reliable sintering of 
PLA/CB particles at the scan velocity 6 mm/s was It  
1.2±0.2 104 W/cm2. 

Fetal Calf Serum (FCS) was purchased from Invitrogen, 
Scotland. -MEM, dexamethasaone and alkaline 
phosphatase kits and all other tissue culture reagents were 
purchased from Sigma-Aldrich, (UK) unless stated. Adult 
human bone marrow samples were obtained from 
hematological normal patients undergoing routine elective 
hip replacement surgery. Cultures were maintained in basal 
medium ( -MEM containing10%FCS) at 37°C in 
humidified air with 5% CO2. Human fetal femurs were 
obtained following termination of pregnancy according to 
guidelines issued by the Polkinghome Report. Femurs were 
dissected and plated into T25 flasks in 2ml basal medium. 
Cells were cultured for 7 days from explants before passage 
and scaffolds seeding.  

SSLS scaffolds were individually seeded with HFFDC 
and adult HBMSC, and cultured for 7 and 28 days. 10µg/ml 
Cell Tracker Green™ CMFDA and 5µg/ml Ethidium 
Homodimer-1 (CTG/EH-1) (Molecular Probes, Leiden, NL) 
have been used to label viable and necrotic cells 
respectively. Prior to fixation, cells were bathed in -MEM 
containing CTG/EH-1 at 37 C for 1 hour. Samples were 
washed with -MEM, and then rinsed in PBS before fixing 
in 70% ethanol. Samples were visualised on Carl Zeiss 
Axiovert 200 microscope with software package to capture 
fluorescently labeled cells. Following culture of cells on 
SSLS samples, scaffolds were washed in PBS before 1 hour 
fixation in 3% gluteraldehyde/4% paraformaldehyde in PBS 
(pH=7.4). After rinses in PBS, scaffolds were dehydrated 
though 10 min washes in ethanol and transferred to 
hexamethyldisilizane (Agar Scientific Ltd, UK) for two 10 
min washes then excess was allowed to evaporate. Scaffolds 
were then analysed at FEI Quanta 200 scanning electron 
microscope with FEI imaging software. 

For in vivo studies female MF-1 nu/nu immunodeficient 
mice were purchased from Harlan (Loughborough, UK). 
The animals were anaesthetised with fentanyl-fluanisone 
(Hypnorm) (Janssen-Cilag Ltd) and midazolam (Hypnovel) 
(Roche Ltd) in sterile water at a ratio of 1:1 and a dose of 
10ml/kg intraperitoneally. HFFDC seeded and unseeded 
SSLS scaffolds were cultured in osteogenic medium ( -
MEM/10% FCS with 100µM ascorbate and 10nM 
dexamethasone) for 24 hours prior to subcutaneous 
implantation into mice. Control cultures of fetal cell-seeded 
SSLS scaffolds were maintained in vitro in basal conditions. 
After 28 days mice were killed and parallel cell cultures 
stopped. Samples were explanted for histological analysis. 

III. RESULTS AND DISCUSSION 

Following seeding onto the SSLS scaffolds, extensive 
cell adhesion was observed within 24 hours. In extended 
culture over a period of 7 days, adult HBMSC and HFFDC 
were observed adhered and viable (Fig.2) HFFDC were 
observed to cover the scaffold completely forming a sheet 
of cells in contrast to the adult HBMSC populations. Both 
types of cells grown on the SSLS scaffolds expressed high 
activity of alkaline phosphatase.  

SEM analysis of HFFDC ability to differentiate in basal 
and osteogenic culture conditions has showed a progressive 
proliferation of cells over the scaffolds with complete 
coverage occurring after 7 days in culture. No significant 
differences were observed between cells grown in basal and 
osteogenic medium. Positive staining for Alcian blue and 
Sirius red staining indicative of proteoglycans and fibrous 
collagens respectively of HFFDC grown on SSLS scaffolds 



14 V.N. Bagratashvili, E.N. Antonov, S.M. Howdle, J.M. Kanczler, S. Mirmalek-Sani, V.K. Popov, R.O. Oreffo, C. Upton 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

was observed after 28 days in culture. Cells grown in basal 
and osteogenic culture medium showed good growth and 
penetration within the SSLS scaffold assessed by 
histological examination 

To evaluate the ability of these scaffolds to provide a 
platform for differentiation and mineralisation in vivo, basal 
and osteogenic stimulated HFFDC were seeded onto SSLS 
scaffolds and subcutaneously implanted into nude mice for 
4 weeks. PLA alone was served as negative control. 
Angiogenesis evidenced by blood vessel growth developed 
in and around SSLS scaffold (Fig.3).  

SSLS scaffolds promoted cell adhesion, proliferation and 
differentiation with extensive evidence of new bone matrix 

deposition as detected by Alcian blue/Sirius red staining for 
cartilage and bone. Furthermore, evidence of type I collagen 
staining was also observed with enhanced expression 
occurring in osteogenic induced HFFDC seeded SSLS 
scaffolds. 

New bone formation was also examined in a clinically 
relevant mouse segmental femur defect. Radiological and 
histological analyses were conducted at 4 weeks post 
surgery to compare the healing of the implanted SSLS 
scaffold with and without the addition of HBMSC and 
HFFDC. There was no detectable repair of the resected 
bone region over the 4 weeks period in the control group in 
the absence of a SSLS scaffold. Substantial bone formation 
and bridging of the defect gap occurred in the groups that 
contained SSLS scaffolds with enhanced mineralization 
present in the SSLS scaffold seeded with adult HBMSC 
group.  

IV. CONCLUSION 

Our studies demonstrate that HBMSC and particularly 
HFFDC, can grow and survive on SSLS PLA scaffolds and 
provide a template for osteogenic differentiation in vivo. 
These scaffold implants containing bone marrow derived 
cells seeded onto them, proved successful in the reparation 
of a critical sized bone defect. Modifications in the structure 
of these scaffolds may improve the strength of these 
scaffolds to match up or surpass the gold standard of bone 
allograft. Addition of small concentrations of factors such 
as hydroxyapatite to the PLA/CB mixture would provide the 
strength to the defect area to allow not only bone growth 
and repair, but critically, bone remodeling. In fabricating 
SSLS-PLA scaffolds we have the ability to create structures 
that can fit anatomically into a bone defect providing the 
right size, strength and porosity for osteogenesis and the 
development of a vascular supply for the important nutrient 
and gaseous exchange needed for tissue regeneration. 
Moreover, this mild processing route opens up the 
possibility of incorporating bioactive species such as growth 

   
a 

   
b 

  
c 
Figure 2. In vitro cell growth on SSLS scaffolds. (a) Bare SSLS-PLA 
scaffold, (b) HBMSC seeded and (c) HFFDC seeded scaffolds expressed 
high activity of alkaline phosphatase. Magnific. 100X. 

Figure 3. A - Blood vessel growth developed in and around the SSLS 
scaffold. B - Alcian Blue/Sirius red staining of matrix deposition by HFFDC 
after 28 days. C - Immunocytochemistry of HFFDC growth on SSLS 
scaffolds at day 28 in vivo, demonstrating type I collagen. Bars = 100 µm. 
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factors and enzymes which, when released can stimulate 
and enhance the regeneration of bone with the potential 
therein for enhanced skeletal regeneration. 
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Investigation of the Bone Cartilage Interface by CLSM 
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Abstract — A common problem for implants is the stress 
and the strain at the interface of implant and tissue. The rea-
son for are different mechanical properties of biomaterial and 
tissue. This mechanical incompatibility might lead to the loos-
ening of the implant. There are several strategies dealing with 
improving the interface of biomaterial and implants. Here we 
present data of the architecture of a natural interface that 
might serve to develop advanced surfaces for solid implants. 

From partially decalcified human tali the cartilage could be 
peeled off. Both, the cartilage and the bone were investigated 
by Confocal Laser Scanning Microscopy (CLSM). The images 
give an impression of the roughness and structure of the inter-
face. The resulting three dimensional pictures were quantified 
by the help of quantitative image analyse software. The quanti-
tative analyse gives information about the real interface area, 
which is higher than the planar geometrical area, the ratio of 
bone and cartilage of the transition zone, and about the mor-
phological structure of the interface. 

Quantitative data on the amount and structure of the 
graded interface can be used to model the mechanical proper-
ties of the interface and finally might help to create a micro 
design of the implant surface ideal for osteointegration and 
optimal load transfer.    

Keywords — bone, cartilage, interface, CLSM  

I. INTRODUCTION  

A well known phenomena for hard tissue implants is the 
so called stress shielding. This is caused by different me-
chanical properties of the implant and the remaining tissue, 
which leads to the effect that the implant is bearing the load 
whereas the bone starts to resorb. Titanium is usually 
equipped with a porous surface when used as uncemented  
implant. The graded interface allows the bone to grow into 
the pores and results in a tight anchoring of the implant 
within the bone, be it for hip, knee, ankle, vertebrae or teeth 
[1, 2]. Although the healing of the bone into the implants 
interface is promoted in his way stress shielding still may 
occur. So none of the most long term problems are wear 
particles that may migrate to the interface. These wear par-
ticles cause tissue reactions that compromise the proper 
function of the interface [3, 4]. Combinations of materials 
having different mechanical properties however are present 
in the human body. The combination of cartilage and bone 
is such a combination of quite different materials. The ana-
lyse of the structure of this interface might lead to a better 

understanding of the modalities that stabilize the natural 
interface. The data may serve to develop advanced surfaces 
for solid implants. 

A number of investigations were made to explore the in-
terface of bone, calcified and non calcified cartilage [5-14]. 
Modern microscopes now give access to a different way and 
more detailed analyse of these interfaces [15] . 

II. MATERIALS AND METHODS 

Human tali were prepared for confocal microscopy in-
vestigation as described in [15]. The samples were investi-
gated by  CLSM (Zeiss Meta) and data evaluation was made 
using quantitative image analyses (Leica Quantimed).  

For CLSM magnifications of 10x and 20x were found to 
be most appropriated to reveal the structures. Software of 
CLSM was used to make correction for non planar surfaces. 
If the samples were placed directly under the CLSM drying 
during imaging occurred, resulting in deformed surface 
structures. Therefore the samples were kept in destilled 
water and immersion objective were used.  

III. RESULTS 

Confocal Laser Scanning Microscopy (CLSM) is based 
on an optical microscope, however using additionally a 
defined wavelength of a laser. The confocal princip simply 
spoken gives a signal to the detector only if the light re-
flected from the sample is exactly in the focus plane. Mov-
ing the sample up and down the three dimensional surface 
of a sample can be detected and virtually reconstructed in 
the limitations of an optical microscope. Additionally to 
“normal” light microscopy the noise coming from laser light 
and scattering from the sample has to be taken into account. 
Therefore filter algorithms have to be applied which in this 
case make it difficult to distinguish in a rather rough struc-
tured surface fine details form noise. From the virtually 
reconstructed 3D surface roughness parameters well known 
from conventional profilometers can be determined. The 
advantage is that the measuring principle is in a non contact 
mode and that lines for determination of roughness parame-
ters can be drawn at any position of the image. Furthermore 
the real surface can be determined - meaning not only the 
base area of the scanned field but also the three dimensional 
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area and selected areas within. The visible result is a 3-
dimensional picture that can be virtually placed in any per-
spective (Fig. 1).  

The height information is represented by the color. It can 
clearly be seen that the structure of the surface basically is 
non regular. However some structures like pikes or basins 
are present. Usual parameters like surface roughness are not 
applicable to give more detailed informaiton about the sur-
face structure.  

An interesting feature is the “filling” of the picture. In 
this operation a cross-section is made at a desired z-level. 
Regions higher than this level remain, z-values of lower 
areas are set to the z-value of the cross section. The princi-
ple is that the picture is transferred into a grey image, where 

every grey value represents a certain height. Figure 2 and 3 
show this effect. Fig. 2 is the original surface and 3 the 
figure filled at a z-level of 125 µm.  

This filling operation now can be used to visualise struc-
tures or patterns and gives access to quantification, using 
conventional image analyse software. For example the area 
fraction of the unfilled area with respect to the base area can 
be determined depending on the z-level as shown in Fig. 3. 
Although the CSLM picture gives height information vary-
ing from 0 to 200 µm it seems that most of the the interface 
ranges from a height level 75 to 180 µm.  

So in this example the real interface between bone and 
cartilage is about 100 µm instead of 200 µm as it might be 
assumed from the original image. The reason is that it is 

 

Fig. 1 CLSM – picture of cartilage surface 

 

Fig. 2 CLSM – cartilage surface, grey value 

 
Fig. 3 CLSM –  cartilage surface, grey value, filled at hight level 125 µm 

 
Fig. 4 Remaining unfilled area fraction and change of area fraction  

depending on height of interface 
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quite difficult to find in the microscope the base-line be-
cause of the transparency of the cartilage. The deviation of 
the fill level shows, that the reduction of cartilage at the 
interface goes smoothly and almost symmetrically.  

This kind of evaluation gives an idea of the gradient of 
the interface, however no information about the structure. 
By quantitative image analyzing procedures the islands in 
Figure 3 can be classified depending on their morphological 
characteristics, such as area or maximum length or equiva-
lent circle diameter. Figure 5 shows the result. 

Fig. 5 shows the distirbution of islands at fill levels be-
tween 25 and 225µm. The equivalent diameters of the de-
tected islands are classified in 15 groups ranging from a 
diameter less 0 to 20µm up to 280-300 µm. After a fill level 
of 25µm only a few islands between 0 and 20 and 20 and 
40µm are detected. This means the first structures of the 
boon are peaks with this diameter. The higher the fill level 
the greater the spectrum of detected islands are. This means 
at a fill level of 150µm for example, that two regions exist 
where the boon structure has already a diameter of 260µm, 
probably grown from the original smaller regions. However 
still many small regions with a diameter less than 20µm are 
detectable. They either are just the first contacts of bone to 
the cartilage or they belong to long small columns. At a fill 
level of more than 200 µm only few small structures re-
main, mostly the whole are consists of bone. 

The presented results however show only the evaluation 
of a single spot. Since the surface of the samples is not 
planar it is difficult to calculate mean values form different 
pictures. This makes it even difficult to evaluate one picture 
because only in some cases there is a linear decrease of 
height in one picture llowing to make a tilt correction.  

IV. CONCLUSION 

CLSM combined with the preparation technique of car-
tialage-bone interface gives a new method to visualize and 
characterize the interface between two natural materials 
with quite different mechanical properties. In order to find a 
model describing the interface or calculate mechanical 
properties at the interface more data have to be evaluated 
and methods have to be developed how these data can be 
brought together.  
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Abstract — In the present paper the electrochemical behav-
ior of titanium with two surface treatments as alkali-treated 
(A) and acid –etched (B) in  Afnor artificial saliva and in a 
mixture containing Afnor saliva and hydrogen peroxide was 
studied using open-potential circuit, polarization and electro-
chemical impedance spectroscopy measurements. 

Various treatments have been applied to increase the 
roughness and to manipulate surface porosity of implants and 
improve their integration in the tissues.  The addition of H2O2 
created on the surface an inner layer more defective and  outer 
layer ticker and porous. The human osteoblast adhesion was 
influenced by surface roughness and the porosity.  

Keywords — titanium, surface treatment, cell adhesion, bio-
compatibility, porosity, roughness.   

I. INTRODUCTION  

Metallic materials are being increasingly used in medical 
applications as implants to restore lost functions or replace 
organs functioning below acceptable levels. 

Many of titanium’s properties including a good biocom-
patibility make it suitable as a material for implants and 
prostheses, and in the last decade various surface proce-
dures was tested in order to enhance stability and biocom-
patibility of surface protective natural layer [1].  

However, many difficulties remain to be solved. Many in 
vitro studies have been performed to better understand the 
mechanisms underlying cell–material interaction. It is now 
well understood that surface morphology influences the 
response of cells [2] and particularly their adhesion, which 
is one of the most critical initial events occurring during the 
interactions of cells with implants and has further influence 
on the proliferation and differentiation of bone cells before 
bone tissue formation. 

The surface roughness of titanium substrates is known to 
have a considerable effect on osteoblastic cell attachment as 
well as on cell adhesion, proliferation and differentiation [3]. 

II. EXPERIMENTAL PART 

Commercially pure titanium was used as substrates, with 
composition (wt %) of Ti  95%. Titanium plates, 10 10 
mm size, were metallographic gritted until 1000 # using SiC 

emery paper and cleaned with acetone followed by deion-
ised water. Each specimen was dried at room temperature. 
Two process conditions were used to obtain two different 
roughness amplitudes:  

A)- alkali-treatment - plates were soaked in 5 mL of 0.5 
M NaOH aqueous solutions at 60°C for 24 h, then washed 
with distilled water and dried at 40°C for 24 h. After alkali 
treatment, the plates were heated to 220°C. 

B)- acid –etching.-samples were etched in a 1HF + 4 NHO3 
+ 5 H2O solution for 10 min, cleaned in deionised distilled for 
5 min, and aged in distilled boiling water for 20 min. 

Electrochemical measurements were made at 370C using 
an electrochemical cell containing Afnor artificial saliva as 
electrolyte  The composition of artificial saliva vas: 0.26g/L 
Na2HPO4, 6.70 g/L NaCl, 0.33 g/L KSCN, 0.20g/L KH2PO4, 
1.2g/L KCl, 1.5g/L NaHCO3, and the working electrode was 
Ti. In this artificial saliva was added 1M H2O2.  The potential 
was measured against saturated calomel electrode. All elec-
trochemical measurements were carried out on a Voltalab 40 
equipment. The electrochemical measurements were carried 
out by monitoring the open-circuit potential (OCP), then 
recording the polarization resistance (Rp) by applying ±10mV 
versus OCP followed by measuring the electrochemical im-
pedance (EIS) in the frequency range from 30KHz to 10mHz 
with an applied sinusoidal potential of 10 mV. 

Surface morphology was characterized with scanning 
electron microscopy (SEM) and atomic force microscopy 
(AFM). The superficial film formed on the biomaterial 
surface was evaluated involved also roughness and porosity. 
Contact angle measurements were carried out in order to 
evaluate the wettability of the surface-modified alloy as 
resulting from every treatment.  

To reveal the biocompatibility of Ti with both treatments 
it was compared the behavior of G292 osteoblasts grown on 
Ti discs or on plastic tissue culture dishes, a widely used 
material specifically treated by the manufacturer to enhance 
cell growth. The cells were grown in DMEM (Dulbecco’s 
Modified Eagle Medium) supplemented with 10% FBS 
(Fetal Bovine Serum) and antibiotics 100 U/ml penicillin 
and 100 µg/ml streptomycin at 37ºC in atmosphere with 5% 
CO2. The analysis was performed over a period of 24 h. 
The cell morphology and the adherence to the Ti6Al7Nb 
surface were analyzed by fluorescence microscopy 
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III. RESULTS AND DISCUSSION 

The corrosion potential of samples was monitored for 7 
days. At first the potential of two samples trends towards to 
more negative values. However after a certain time, depends 
of different surface treatments samples, becoming more 
electropositive with the immersion time. At the end of 3 
days of experiment the corrosion potential of samples was 
stabilized in both cases: with /without H2O2. The corrosion 
potential of Ti sample pronounced decline in the artificial 
saliva without H2O2 compared with that with H2O2. Such 
data are in perfect agreement  with of Pan et al [4]. 

This fact it was attributed to an enhanced oxide film with 
growth rate accorded to the Pan theory [5] which relates the 
oxide thickness to the potential difference across the film. 
Because H2O2 is a strong oxidizer when Ti is brought into 
contact with H2O2 the process can by illustrated by the fol-
lowing equations: 

2eO2H22TiO2O2H3O2Ti
OOHOTi2eOH2TiO 2232222  

The mean of corrosion potential of all samples after 7 
days of immersion are listed in Table 1. 

The effect of surface treatments and the content of H2O2 
on potentiodynamic polarization of Ti are shown in Figure 1, 
and the electrochemical parameters are listed in Table 2. 

The corrosion potentials remained very similar as the all 
condition (around -400mV). There were small anodic cur-
rent peaks. After the cathodes section, the anodic current 
densities were very stable up to a quite high potential 
(>1600 mV/SCE).  

Corrosion of the metal occurs with the dissolution of ti-
tanium and formation of titanium oxide film on the metal 
surface. As a result, the film becomes more defective, 
probably porous and exhibits a relatively low corrosion 

resistance, which provides an explanation for unexpected 
high rate of in vivo titanium release and oxide/oxidation 
rate increase when in saliva is added H2O2 

The values of polarization resistance Rp of the electrodes 
estimated from linear polarization measurements are re-
corded in Table 2. 

Table 1. Corrosion potential value of Ti after 7 days of immersion 

Ecor (mV vs SCE) solution 
 Ti (A) Ti (B) 

Afnor saliva -450 -465 
Afnor saliva+H2O2 -342 -388 

Table 2. Corrosion parameters of Ti estimated  
from polarization measurements 

system Ecor (mv)  Icor 
(µA/cm2) 

Rp  (k cm2) 

A in artificial saliva -430 9.6 277.12 
B in artificial saliva -442 16.2 390.5 
A in artificial saliva+H2O2 -418 16 297.8 
B A in artificial  
saliva+H2O2 

-436 21.5 473.8 

 
a 

 
b 

Fig. 2 SEM aspects of titanium  alkali treated disks incubated during 7 
days. (a) Pure artificial saliva; b) artificial saliva +H2O2

 

Fig. 1 Polarization curves for Ti in artificial saliva with/without H2O2 
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The value of polarization resistance, and the current den-
sity for Ti electrode increases when H2O2 is added in artifi-
cial Afnor saliva.  

The higher current density in the presence of H2O2  can 
be attribute of the porous layer [6]. This supposition is sus-
tained by the SEM analysis. On the other hand, the porous 
layer is expected to facilitate the incorporation of mineral 
ions and the attachment of cell. 

The SEM micrograph analysis (fig.2) revealed that the 
specimen in artificial saliva with H2O2 display a much 
rougher morphology than in artificial saliva without H2O2.  

The presence of H2O2 in artificial saliva could have some 
effects on the properties of the passive film formed on the 
Ti; this can be observed from EIS measurements. 

 The Nyquist plot of Ti alkali treated and Ti acid etching 
in artificial saliva in presented in Figure 3. 

The EIS measurement show that H2O2 addition causes 
some changes in Ti oxide film properties. This spectra indicat-
es the passive film on Ti exhibits a two-layer structure: a dense 
inner layer and a porous layer. The EIS spectra can be inter-
preted in terms of two-layer model of the oxide film (Fig. 4)    

The specific interaction between the titanium and the 
H2O2 may account for the growth of the oxide layer and the 
biocompatibility of the implant.  
Surface topography and roughness are considered to be very 
important for osteointegration. Surface roughness in par-
ticular seems to have a direct effect on osteoblast attach-
ment and subsequent proliferation and differentiation [7]. 
Osteoblast-like cells adhere more readily to rough surfaces.   

The porosity of the surface was evaluated after 7 day of 
immersion using Image J program and the and roughness 
(Ra) values were obtained by AFM technique. These surface 
parameters are presented in the Table 3 

Table 3. Surface parameters 

samples Porosity (%) Ra (µm) 
A in saliva 12.8 28.4 
B in saliva 6.9 12.5 
C in saliva+ H2O2 30.5 59.4 
D in saliva +H2O2 28.5 38.6 

 

Fig. 3 Nyquist plots for Ti in artificial saliva a) alkalireated , b) acid etching 

 

Fig. 4 Equivalent circuit used for impedance data fitting, where Rs is the 
resistance of solution, Cb –the inner layer capacitance, Cp- the outer layer 

capacitance, Rb- inner layer resistance; Rp outer layer resistance 

   
A                                                           B   

  
 C                                                          D 

Fig. 5 Cell morphology as a function of treatment surface 
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The alkali treatment of titanium created a porous and hy-
drated titanium oxide layer. The contact angle of alkali 
treatment surface significantly decreased (290) compared to 
that of the acid-etched (1020). The added of the H2O2 de-
creased the contact angle in the both cases (180 for alkali 
treated and 760 for acid etched). 

Osteoblast-like cells were used for in vitro tests. Fig. 5 
shows that cell morphology was not affected by surface 
morphology. In the absence of H2O2 (A and B) cells were 
relatively sparse presenting an elongated morphology. Cells 
cultured on titanium immersed in artificial saliva with H2O2 
present a spread and flatted morphology, and no particular 
orientation of cells was observed. 

Cell attachment was a time-dependent event. Data are 
presented in Figure 6 

The present results showed that different treatments pro-
duced different topographies of Ti surface and, conse-
quently, different surface appearance. Despite these differ-
ences, the Ra; a factor known to influence cell response, was 
not significantly affected by the methods of Ti 
surface preparation. 

IV. CONCLUSION  

Under the experimental conditions of this study, the fol-
lowing conclusions can be drawn: 

1. The alkali treatment of titanium created a porous and 
hydrated titanium oxide layer. The contact angle of alkali 
treatment surface significantly decreased compared to that 
of the acid-etched . 

2. The presence of hydrogen peroxide leads to decreased 
corrosion resistance of Ti and its alloys and an enhanced 
dissolution/oxidation rate. 

3. Depending on the two-layer model of the oxide film 
on titanium, H2O2  results  a more defective inner layer and a 
thicker and more porous outer layer. 

4. Attachment of osteoblast cell increased on rougher and 
more porous surfaces.  
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Fig. 6 Cell attachment expressed as percentage of the adherent cells after 4 
and 24 h in culture on Ti  
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Abstract — Hydroxyapatite (HAP) is in use to fabricate im-
plants in dentistry and orthopaedy. To functionalise a surface 
of the HAP that has a direct contact to the human cells  a sur-
face electrical charge deposition is employed. The current 
technologies can not provide uniformity of the charge for 
contrarily situated surfaces.  

To overcome such the disadvantage a HAP hydrogenation 
technology has been reached. As the result the surface charge 
has been engineered.   

The charge was estimated owing to measurements of the 
photoelectron emission work function.  The later was increased 
to ~ 0.2 eV.   

The negatively charged HAP surface in contrast with the 
uncharged one attached 10 times more osteoblatic cells and 
increased their proliferation capacity in 1.6 time 

Keywords — implant, hydroxyapatite, electrical charge, 
immobilisation, proliferation. 

I. INTRODUCTION  

Hydroxyapatite (HAP) is in use to fabricate implants in 
dentistry and orthopaedy. An external surface of HAP  
having a direct contact with a human cells provides a great 
impact to bone or tooth tissue formation [1]. To functional-
ise the HAP surface different modification technologies  
are in use, electrical charge deposition being one on them 
[1, 2, 3].  

The technologies that are currently in use [2,3] supply the 
electrical charge to HAP specimens because of their polari-
zation in an electrical field [2] or due to provision of 
charged particles radiation [3]. In both cases the opposite 
surfaces of the HAP based implant are acquiring the unlike 
(in sign) charges.  This provides an inadequate influence to 
osteoinduction of the bone tissue. The cells, induced by one 
side of the charged implant surface could be uninduced  by 
an other contrary charged side of the implant. This restricts 
implementation of the above technologies for medicine.  

The article is targeted to reach the technology that sup-
plies the entire HAP based implant surface with the uni-
formed charge.  

II. METHODS AND MATERIALS 

HAP has the hydrogen connected to the oxygen: 
Ca5(PO4)3OH. A disposition of the hydrogen in respect to 
the oxygen has an influence on the HAP surface charge. It 
was demonstrated the HAP surface electrical charge 
strongly depends on a density of the protons [5] coupled to 
the oxygen. Shift of the hydrogen gives an opportunity to 
affect the charge. For instance external highly pressured 
hydrogen gas could induce proton disposition at the HAP 
surface layer. This could be provided because of a pressure 
induced diffusion/migration [6] of the protons. As the result,  
the HAP surface will be influenced. 

The HAP ceramic specimens that had a diameter 5 mm 
and thickness 1 mm were supplied from the EC project 
PERCERAMICS. The porosity of the specimens was equal 
to zero and their surface morphology had a relief 0.5 m. 

The specimens were processed by a 6 MPa of the hydro-
gen gas during 1 hour. 

An alteration of the surface charge was estimated be-
cause of the photoelectron emission electron work function 
( ) measurement.  The value of  characterizes an energy 
that is necessary to supply to an electron to escape it from 
the solid. During emission electron is influences by an elec-
trical field of the surface charge, that contributes to .  

To measure  photoelectron emission current (I)   of the 
electrons from HAP was induced by ultraviolet photons in a 
range 3-6 eV. The value of  was identified because of the 
dependence of I to the photon energy. Particularly, the en-
ergy of the photons, when I=0 was assumed as .   

The measurements were provided in vacuum conditions 
(10-1 Pa) applying a hand made spectrometer  [7].   

The specimens were tested before and after hydrogena-
tion. The resulted increment of  became as the value of the 
altered surface charge.  

A microbiological test was provided with hydrogenated 
specimens to verify charge influence on osteoblast cells 
attachment and proliferation.  

The attachment of the cells was explored by the follow-
ing way.  

SAOS-2 human osteoblasts (ATCC Cat No. HTB-85™; 
LGC Standards, Teddington, UK) were cultured in 
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McCoy’s 5a medium (Gibco, Paisley, UK).containing 10% 
foetal calf serum (Sigma, UK), 2.5% Hepes (Gibco, Paisley, 
UK) and 1% Penicillin/Streptomycin (Gibco, Paisley, UK) 
until confluent, harvested using trypsin-EDTA (Gibco, 
Paisley, UK) and resuspended in the same medium at a 
concentration of 1 x 105 cells/ml. The cells were allowed to 
recover from the enzyme for 1h at 37º C and 1 ml of sus-
pension was then added to each specimen in separate wells 
of a 24-well plate at 37º C in an incubator containing 5% 
CO2, for 30min [8].   

Experiments were terminated by removal of the cell sus-
pension and washing three times in phosphate buffered 
saline to remove non-attached cells. Attached cells were 
then fixed for 1 h in 2.5% glutaraldehyde in 0.1 M sodium 
cacodylate buffer, pH 7.3, dehydrated in alcohol and hexa-
methyldisilizane and further gold-sputter coated for scan-
ning electron microscopy (SEM) using a Jeol lv3500 micro-
scope at an accelerating voltage of 15kV, working distance 
13mm. Images of five non-overlapping fields of view were 
captured using the SemAfore 4.0 programme 
(JEOL/Skandinaviska, Sweden) at a magnification of 150x 
(image area = approximately 800 x 600 µm). The individual 
cells were counted in each image and the average number of 
cells was determined. 

To test proliferation of the cells, the HAP samples were 
sterilised in 70% ethanol for 15 min and then dried in air for 
10 min. Test samples in 24 well plates were covered with 1 
ml of a suspension of SAOS-2 cells, prepared as above, at a 
density of 5 x 104 cells/ml. The cells were allowed to prolif-
erate for 7 days. Culture medium was then removed and the 
samples were washed in PBS, fixed and prepared for SEM 
as above. As the cells were not confluent and individual 
cells could be identified, the cells were counted in 5 sepa-
rate images at 150x magnification, as described above. 
Average cell number was estimated.  

In both microbiological tests the observed specimens 
were statistically selected on a base of the Smirnov criteria 
(significance level 0.05).  

III. RESULTS AND DISCUSSION 

The hydrogenation of the HAP ceramic specimens in-
creased their . This means that the electrical charge be-
came more negative in contrast with the non processed 
specimens.  

The cells were demonstrated attaching capability to the 
specimen surface (Fig.1).  

The number of the attached cells correlated to the incre-
ment of  (Fig. 2). The correlation coefficient was equal to 
0.67 that is acceptable at the 0.05 level of significance. 

 

 
Fig. 1. The osteoblast cell attached to the HAP specimen.  
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Fig. 2. Correlation of the number of the attached cells to the  

increment of . 

The number of the attached cells increased 10 times, 
when the increment of  succeeded +0.18 eV.  

The result evidences that the osteoblast cells are more 
successfully attaching to the surface that electrical charge is 
shifted to the negative value.  

The shift of the charge to the negative value enhanced 
proliferation of the cells (Fig. 3). 
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Fig. 3. Influence of the electron work function on proliferation of the cells. 

Proliferation increased in 1.6 time whne the valus of  
increased to +0.1 eV. 

The achieved results demonstrate that  deposition on the 
surface of negative charge enhances both attaching and  
proliferation capacity by the osteoblastic cells.   

IV. CONCLUSIONS  

The reached hydrogenation technology increases the 
negative charge of the HAP surface. This promotes attach-
ing and proliferation of the osteoblasts.   

The hydrogenation technology could be employed for the 
controlled engineering of the HAP surface charge to en-
hance osteoinduction. There are already the experimental 
results in favor of this [4]. 
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Abstract — Titanium oxide thin films were processed by 
MOCVD method. The films were deposited on CoCr alloy 
substrat using a low pressure reactor. Two temperatures 
(4000C and 5000C), 2 pressures (1 and 20 torr) and variable 
molecular fraction of the precursor it is from 76 to 5000 were 
used in MOCVD coating procedures. The surfaces were char-
acterized using electronic scanning microscopy (SEM), X-rays 
analysis (XRD), contact angle and roughness measurements. 
The corrosion test was cyclic voltametry and was performed in 
artificial saliva as testing solution. 

Keywords — CoCr alloy, TiO2, MOCVD, phosphate deposi-
tion, surface analysis, electrochemical stability 

I. INTRODUCTION  

CoCr alloys were introduced since 1930 as biomaterials 
[1], but due to wear, corrosion and ions release in biofluids, 
after a while was not in use any more and more expensive 
implant metallic materials were proposed.  Nevertheless, at 
the end of the last century many coating procedures were 
developed having important results in reducing ions release, 
and coated CoCr alloy became again an interesting choice 
for implant materials. Various techniques of coating have 
been considered to improve the corrosion resistance and 
biocompatibility of metallic implants, including plasma 
spray, physical and chemical vapour deposition, sol gel 
coating, etc [2]. This paper is focused on the development 
and testing the behaviour of titania MOCVD deposition on 
new alloys based on CoCr, and this coating was compared 
with a bioactive electrochemical phosphate deposition and 
with an uncoated reference (natural passive) CoCr sample. 
The technique of Chemical Vapour Deposition (MOCVD) 
is one the various industrial processes to deposit a thin film 
on a substrate. The procedure, consisting using of metalo-
organic compound as a precursor, results in relatively low 
deposition temperatures and generally nature-friendly proc-
esses [3]. The MOCVD technique has been recently applied 
to the growth of titanium dioxide coatings [4], which 
successfully passed several biological tests both in vitro 
[5,6] and in vivo [7]. 

The electrochemical process still remain an attractive one 
because: the implants with much unregulated shapes could 

be covered. It is a very fast method, which needs low tem-
perature and low costs [8]. 

II. EXPERIMENTAL PART 

The chemical composition of the alloy is: Co 61.93%; Cr 
27.45%; Mo 6.19%; Fe 1.46%; O 0.54%. This alloy is type 
ASTM F 75 but nickel free [9]. The artificial saliva was a 
home made solution with following composition: NaCl 
0.600 g/L; KCl 0.720 g/L; CaCl2.6H2O 0.330 g/L; KH2PO4 
0.680 g/L; Na2HPO4.12H2O 0.856 g/L; KSCN 0.060 g/L; 
KHCO3 1.500 g/L. 

The CoCr specimens were mechanically ground, de-
greased in benzene for 5 minutes, prolonged rinsed with 
distilled water and dried in hot air. 

Deposition of thin films by MOCVD technique. Metal- 
Organic Chemical Vapor Deposition (MOCVD) consists in 
marking the vapour of a metal-organic complex (the precur-
sor) to reactor with a heated surface (the substrast) so that 
the solid reaction deposits and progressively forms a thin 
film on the substrate surface. The precursor was titanium 
isopropyl oxide [Ti{OCH(CH3)2}4] (TTIP), a liquid at room 
temperature. Pressure was regulated with a Baratron gauge 
connected via a pressure controller to a butterfly valve 
above a vacuum pump. 99.9992% pure N2 (Air Products) 
was fed through two lines equipped with MKS mass flow 
rate controllers, one to sweep away the precursor, the other 
to dilute it. The deposition temperature was measured with a 
thermocouple K plugged into the reaction zone.  

Electrochemical deposition. The electrolyte contains:  
2.304 g CaCl2·6H2O and 0.83 g NH4H2PO4 in 250 ml dis-
tilled water. The deposition equipment was a potentiostat, 
the cathode being CoCr sample and the anode a graphite 
electrode. The electrochemical deposition was performed at 
3.5 V tension, temperature of 600C, for 30 minutes. This 
one was selected having a ratio Ca/P close to 1.67, the one 
existing in the natural bone. 

Characterization of the samples: 

Scanning electron microscopy (SEM). Observation of 
films surface topography was carried out with a LEO-435 
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scanning electron microscope, operating at 15 kV and a 
sonde current intensity of 99 pA. The working distance has 
varied between 10 and 20 mm.  

X-ray diffraction (XRD). X-ray diffraction measurements 
using a vertical diffractometer  (Seiffert XRD 3000TT 
Bragg -Brentano). The used radiation was CuK , and in the 
diffracted fascicle was a graphite monocromator. The pat-
terns were recorded using the  mode, analyzed with 
the Analyze program and compared with the corresponding 
JCPDS files. 

Contact angle measurement. Water contact angle were 
measured using a DIGIDROP Contact Angle Meter (BGX 
Scientific Instruments) at room temperature. The contact 
angle was measured immediately after drop deposition, with 
a digital camera, using the program Windrop. For each 
speciment, the measurement was performed at two different 
places of the surface by lying 10 µL of distillated water and 
the temperature 250C ±10C. 

Roughness. Surface roughness of the specimens was 
measured with a interferometer optic MetroProTM Zygo 
New View 100. Arithmetical mean roughness (Ra) was 
taken on two different points of each specimen. 

Cyclic voltammetry. Cyclic curves were registered with a 
Voltalab 40 equipment, in artificial saliva as testing solu-
tion. The electrode potential was cycled between – 800 mV 
and +1200 mV, at a scan rate of 2mV/s. Platinum and 
Ag/AgCl electrodes served as an auxiliary electrode and a 
reference electrode respectivelly. The data statistical treat-
ment was performed with a Medcalc program for biomedi-
cal application. 

III. RESULTS AND DISCUSSION 

Scanning electron microscopy (SEM). The surface mor-
phology of titania MOCVD and electrochemical phosphate 
depositions was identified with a LEO-435 scanning elec-
tron microscope.  

The SEM microstructures of the calcium phosphate sam-
ples deposited at 3.5 V tension, temperature of 600C, for 30 
minutes are shown in Figure 1.  

For the electrochemically deposited layer at the tension of 
3.5V the surface is homogenous, presenting a granular struc-
ture and occupies perfectly the surface of the substratum. 

The films deposited by MOCVD at different tempera-
tures (4000C and 5000C), pressures (1 and 20 torr) and vari-
able molecular fraction from 76 to 5000 have been investi-
gated by SEM. Depending on these experimental conditions 
the deposit morphology varies from compact - uniaxial 
grain (Figure 2) to porous - columnar growth (Figure 3).  

The low growth rate, due to either low molar fraction or 
low temperature, produced a fine-grained equiaxed struc-

ture. Moderate growth rates produced columnar microstruc-
ture with segmentation along grain boundaries. High growth 
rates produced fully dense, highly oriented columnar micro-
structure. 

Roughness. In case of the TiO2 MOCVD depositions are 
observed that the surface roughness values are strongly 
dependent on deposition conditions as can be seen from 
figures 4 and Table 1. 

These results are in accordance with the values found for 
commercially available implant components. Wennerberg 

 

Fig. 1  SEM image of theelectrochemically deposited Ca/P on CoCr alloy : 
T=60°C,30 min, 3.5 V/cm2 

     

Fig. 2  SEM image of titania MOCVD on CoCr alloy: Td=5000 C, 
P=20Torr, =76 ppm 

     

Fig. 3  SEM image of titania MOCVD on CoCr alloy:Td=4000 C, P=1 
Torr, =5000 ppm  

Table 1 Characterization of surface roughness 

CoCr alloy Ra [ m] 
CoCr/TiO2 – T 500/P 20/  76 0.068 

CoCr/TiO2 – T 400/P 1/   5000 0.117 



28 M.M. Dicu, A. Gleizes and I. Demetrescu 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

and al. [10] suggested that the roughness can be described 
as smooth for abutments, minimally rough for roughness 
from 0.5 to 1 µm, intermediately rough for 1 to 2 µm, and 
rough for 2 to 3 µm. Roughness has been shown to be a key 
feature for the quality of cell growth. 

X-ray diffraction (XRD). In the Figure 5 is presented the 
possible phases that could exist in the electrochemically 
deposited layer [11]. One can observe a mixture of phases 
formed from Ca5(PO4)3(OH), Ca9HPO4(PO4)5OH and 
Ca3(PO4)2*x H2O. The peak from 260 indicates the fact that 
the film growth after the direction of the substrate and that 
has a monocrystaline behavior. We observed that the dif-
fraction peaks are very broad and the intensities are low. 
These can be explained by very small crystallite size and 
high strain in thin films. 

Figure 6 presents the XRD patterns for samples prepared 
at different molar fractions and temperatures. Three phases 

show up: the CoCr substrate and two allotropic forms of 
TiO2, namely anatase and rutile. The oxide grown at 4000C 
temperature and 5000 ppm molar fraction is anatase pure. 
At 5000C temperature and 76 ppm molar fraction the coat-
ing is a mixture of anatase and rutile. 

Wettability. Contact angle measurements were performed 
for electrochemical phosphate deposition and titania 
MOCVD deposition in order to evaluate the presence of 
surface hydroxyl groups on CoCr alloy. As hydroxyl pres-
ence is required for biomolecule immobilization the contact 
angle values could be direct related to cell adherence. In 
both of the deposition the hydrophilic character was realized 
by contact angle of water drop on treated CoCr alloy sur-
face. The hydrophilic character of TiO2 exposed to UV light 
is very well documented in the literature [12]. 

Measured contact angle for the two series of experiences 
are presented in Table 2.  

 

Fig. 5  XRD patterns of the electrochemically deposited phase at 
3.5V/cm2, T=60°C, 30 min 

  

Fig. 4  Roughness 3D images of samples Td=5000C (  =76 ppm) and 
Td=4000C (  = 5000 ppm) 

Table 2  The values water contact angle for studied samples 

Sample Contact        
angle (0) 

CoCr untr. 93 

CoCr elech.tr. 44 

T400/5000 57 

T500/76 86 
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Fig. 6  XRD patterns of TiO2 thin films deposited on CoCr alloy substrates 
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Cyclic voltammetry. Cyclic curves were registered in arti-
ficial saliva solution. Figure 7 shows typical potentiody-
namic curves for each electrochemical deposition surface, 
two samples with TiO2 deposited by MOCVD and untreated 
samples. The values obtained from cyclic voltametry for 
corrosion potential (E corr), current density (i corr), corro-
sion rate (v corr) and for the passive domain could be seen 
in the Table 3.  

Making a comparison between the samples with TiO2 
films obtained by the MOCVD technique, the electrochemi-
cally treated sample and untreated sample, it can be observe 
an increase of passive domain at 1626 mV for the film 
grown by the MOCVD at 4000C (  = 5000 ppm). This 
phenomenon could be explained by a poor interaction be-
tween the alloy and the environment. Table 3 shows that the 
films of TiO2 have a current density in the passive potential 
range that is lower than that of the untreated sample which 
have a thinner, natural oxide layer. 
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Fig. 7  Cyclic polarization curves for samples CoCr alloy untreated  
and treated 

Table 3  Electrochemical parameters of CoCr alloyuntreated and treated 

Sample Ecorr 

(mV/SCE) 

icorr 

(µA/cm2) 

vcorr 

(mm/an) 

Passive 

domain 

CoCr untr. -353 0.65 0.0066 1187 

CoCr EC tr. -291 1.69 0.0171 1254 

T500/76 174 0.60 0.0061 1619 

T400/5000 1006 0.28 0.0028 1626 

IV. CONCLUSIONS 

The results obtained by XRD indicate that the films con-
sist anatase at 4000C and a mixture of anatase and rutile at 
5000C. 

For the electrochemically deposited the surface is ho-
mogenous presenting a granular structure and occupies 
perfectly the surface of the substratum. Depending on the 
MOCVD experimental conditions the deposit morphology 
varies from compact - uniaxial grain to porous - columnar 
growth.  

Regarding the corrosion behaviour, the electrochemical 
data from polarization studies show that all three types 
CoCr samples, (the natural passive, the bioactive phos-
phated and the MOCVD coated one), present good stability 
in studied solution, the corrosion rate corresponding to 
stable range. The current density and corrosion rate decrease 
for the TiO2 films obtained by the MOCVD technique. 
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Abstract — Gas-discharge plasma processes could be very 
valuable for the modification of titanium surfaces to improve 
implant performance. Surface properties determine cellular 
acceptance, a crucial factor of implant healing. There already 
exists fundamental knowledge about the influence of physico-
chemical surface properties like roughness, titanium dioxide 
modifications, cleanness, and (mainly ceramic) coatings on cell 
behavior in vitro and in vivo. In this process, the cell adhesion 
and spreading via integrins was recognised to be a prerequisite 
for the occupancy of an orthopaedic implant surface. But 
recent findings indicate an additional adhesion mechanism. 
Hyaluronan seems to play a key role in the very first encounter 
with the substrate. Based on this adhesion mechanism of os-
teoblasts with their negativeley charged hyaluronan coat, a 
new surface functionalization strategiy was developed utilizing 
a positively charged metal surface. For this purpose, titanium 
was coated with a microwave plasma polymer made from 
allylamine (PPAAm) to boost the initial adhesion processes. 
The process development was accompanied by physicochemi-
cal surface analysis like XPS, FTIR, contact angle, SEM, and 
AFM. A very thin, adherent, cross-linked, pinhole- and addi-
tive-free PPAAm layer could be deposited, which is resistant to 
hydrolysis and delamination and equipped with a high density 
of positively charged amino groups. This titanium surface 
functionalization was found to be advantageous concerning 
osteoblastic focal adhesion formation and, in consequence in 
differentiated cell functions in vitro. Intramuscular implanta-
tion of test samples in rats revealed a reduced inflammation 
reaction compared to uncoated titanium in vivo.  

This gas-discharge plasma-based PPAAm surface modifica-
tion process could be an alternative to improve the biocom-
patibility of titanium implants. 

Keywords — Gas-discharge plasma, plasma polymer, surfa-
ce modification, cell culture, animal experiments 

I. INTRODUCTION  

While hip, knee, and dental implants made from titanium 
are known for their good clinical performance, improved 
surface properties could result in better implant healing. In 
this regard, the rapid cellular acceptance of the implant 

surface is the crucial factor for the ingrowth in the bone. 
This is especially valid for titanium implants which have to 
bear considerable mechanical strain. Thus, the physico-
chemical properties of the implant surface like roughness, 
purity or a thin coating, affect the cellular response in vitro 
and in vivo. Coatings which exhibit similarities to the ex-
tracellular matrix (ECM) are in widespread use. Typically, 
immobilized proteins and peptides are used for the im-
provement of the interface. Cell fixation to surfaces is basi-
cally mediated via integrins to an extracelluar matrix and 
has an important influence on many cell functions. But 
actually, the matrix substance hyaluronan (HA) [1, 2] seems 
to take a key role in initial interface reactions. A new sur-
face functionalization strategy was developed based on a 
positively charged implant surface to interact with the nega-
tive charge of hyaluronan which is due to the carboxyl 
group of the glucuronic acid [3, 4]. An amino groups carry-
ing surface would present the desired properties, because 
these groups are protonated in aqueous solutions at physio-
logical pH values and therefore generate positive charges. 
Titanium surfaces, however, are negatively charged [5]. 
While other materials like polymers can be easily equipped 
with amino groups by ammonia plasma treatment 6 , tita-
nium surfaces require an interface layer based on a func-
tionalized siloxane or hydrocarbon polymer 7 . In this 
regard, plasma polymers might be advantageous since they 
in parallel fulfil further requirements which are specific for 
biological environments. 

For this purpose, titanium was coated with a microwave 
plasma polymer made from allylamine (PPAAm) to accel-
erate the initial adhesion of osteoblasts. A very thin, adher-
ent, cross-linked, pinhole- and additive-free PPAAm layer 
could be deposited, which is resistant to hydrolysis and 
delamination and equipped with a sufficient density of posi-
tively charged amino groups. This titanium surface func-
tionalization was found to be advantageous concerning both 
material tests and osteoblastic focal adhesion formation [8] 
and, in consequence in differentiated cell functions in vitro. 
Furthermore intramuscular implantation of PPAAm coated 
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test samples in rats revealed a reduced inflammation reac-
tion compared to uncoated titanium in vivo [9]. 

II. MATERIALS AND METHODS 

A. Materials – Thin film preparation 

Polished titanium discs (1-3 cm diameter and 
5x5x1 mm3, respectively) with a small roughness 
(Ra=0.19 µm) were used for plasma treatment, physico-
chemical analysis, in vitro and in vivo investigations. They 
were decontaminated and activated by a continuous wave 
(cw) oxygen-plasma (500 W, 50 Pa, 100 sccm O2 / 25 sccm 
Ar) and immediately coated with an about 50-100 nm thin 
layer of plasma polymerized allylamine (PPAAm). Films 
were prepared by pulsed low pressure micro wave discharge 
plasmas (2.45 GHz, 500 W, 50 Pa) (plasma reactor V55G, 
PlasmaFinish, Germany) [4]. Useful surface properties - an 
optimal NH2/C density and simultaneously a well-adherent 
layer in aqueous environment could be obtained by means 
of optimization of the duty cycle DC. DC is the ratio of 
plasma ton divided by the overall pulse duration ton + toff. 
Different plasma on times 5 ms, 10 ms, 100 ms, 300 ms and 
cw were used. The effective treatment duration of all char-
acterized processes was 144 s. 

B. Methods – Thin film analysis 

XPS: The elemental chemical surface composition and 
chemical binding properties of the surfaces were determined 
by XPS (AXIS ULTRA spectrometer, Kratos, UK) using 
the monochromatic Al K  line at 1486 eV (150 W), imple-
mented charge neutralization and a pass energy of 80 eV for 
estimating the chemical elemental composition or 10 eV for 
highly resolved C1s and N1s peaks [4]. Amino groups were 
reacted with 4-trifluoromethylbenzaldehyde (TFBA) at 
40o C for 2 h in a saturated gas phase.  

FT-IR: The PPAAm films were also investigated by the 
diamond ATR-unit of an FT-IR spectrometer (Spectrum 
One, Perkin-Elmer, Germany). In this case, Au-sputtered on 
small polystyrene or polyetheretherketone wafers were used 
as a basis for PPAAm films to improve sensitivity. 

Thin film thickness: The thickness of the deposited 
plasma polymer film was determined by two independent 
methods in parallel. The mass difference due to coating was 
compared to a trench prepared on a wafer and measured 
with a surface profiler Dektak3ST’ (Veeco, USA). These 
two methods showed consistent results (about 20 % error).  

Film stability: To explore the film stability, the samples 
were sonicated in an ultrasonic bath (Elma, Germany) in 
ultra pure water for 10 minutes. XPS analysis were per-
formed to investigate the change of the surface composition.  

Water contact angle: Water contact angles were meas-
ured by the sessile drop method using the contact angle 
meter Digidrop (GBX Instrumentation Scientifique, 
France). The determination of the angle between the solid 
surface and the tangent of the drop were performed by com-
puter control. 

Surface charges: Existing surface charges can be esti-
mated using the zeta-potential by determining the streaming 
potential in dependence of the pressure with the Electroki-
netic Analyzer (A. Paar, Germany). Subsequently the zeta-
potential was calculated according to the method of Fair-
brother and Mastin 10 . The measurements were performed 
in 0.001 M KCl solution at pH 6. Poly (diallyldimethyl 
ammonium chloride) (PolyDadMac) was used as positively 
charged reference surface.  

C. Methods – Material tests 

The mechanical properties and the adhesive strength of 
the prepared PPAAm surface on Ti were checked by differ-
ent material tests.  

The scratch test was used as qualitative test method after 
DIN EN ISO 1518 using a tungsten carbide sphere of 1 mm 
diameter to scratch the surface at different contact loads. 
Chipping off and delaminating of the thin film coat are the 
failure criteria analyzed by light microscopy.  

Furthermore a quantitative standard adhesive test accord-
ing to DIN EN 582 was used. The adhesive strength of the 
coating was evaluated by measuring the pull-off force of 
two cylinders (25 mm in diameter) attached together with 
special glue (Klebbi, Sulzer Ltd, Switzerland), one coated 
and the other grit-blasted.  

Wear resistance was investigated in a special testing ma-
chine [3]. PPAAm coated cylindrical Ti6AlV4 samples 
(diameter 12 mm) were moved in cyclic motions (106 cy-
cles) in PU-foam (10 pcf, Sawbones, Sweden). The relative 
motion was set to 500 µm at 5 Hz and a contact pressure of 
about 2 MPa. The generated wear was gravimetrically iden-
tified and surface and wear debris determined by SEM and 
EDX-analysis. 

D. Methods – In vitro and in vivo investigations 

In vitro cell culture: Human osteoblasts (MG63 cells) 
were cultured under serum-free conditions to avoid masking 
of the amino-functionalized Ti surfaces with adsorbed pro-
teins [11]. Adhesion and cell cycle phases were investigated 
by flow cytometry by using the equipment FACS Calibur 
(BD Biosciences, Germany). Spreading and actin cytoskele-
ton were visualized by confocal microscopy. 

In vivo investigations: The in vivo biocompatibility of the 
PPAAm-coated titanium compared to pure titanium was 
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studied after i.m. implantation in male LEWIS rats (age ca. 
100 days). The tissue reaction was analysed after 7, 14 and 
56 days for each explanted sample by haemalaun-eosin 
staining of frozen sections and scoring by two independent 
investigators (rating 0 - no reaction to 3 - severe reaction). 

III. RESULTS AND DISCUSSION 

A. Physicochemical layer properties 

The challenge of plasma polymer deposition for the im-
provement of cell adhesion is to obtain both very thin in 
aqueous environments stable films (closed monolayer) and 
a well defined chemical surface composition.  

XPS: The effective deposition duration was set to 144 s to 
ensure a sufficient layer thickness for XPS analysis 
(>10 nm) otherwise TiO2 could interfere. The XPS element 
ratio of the monomer (N/C 33.3 %) was kept by a pulsed 
plasma with 100 ms plasma on time. Simultaneously, this 
time range seems to be optimal regarding the N/C ratio, the 
relatively small oxygen uptake after sonication (Fig. 1) and 
the NH2/C ratio of 2-3 %. This amino group density is rela-
tively low compared to 18 % a value maximum reported for 
a special RF-plasma [12]. Water contact angles were found 
in the range of about 50 o. 

FT-IR: FT-IR studies [8] confirmed a high retention of 
the structural properties of the monomer allylamine 
H2C=CH-CH2-NH2. Basic features of the monomer struc-
ture as the stretching vibrations of the aliphatic C-H groups, 

-CH2,3 at 2980-2880 cm-1 and deformation vibrations of 
amines, -NH at 1650-1510 cm-1 are still dominant. Also -
NH stretching vibrations between 3380-3200 cm-1 are  

Fig. 1 Comparison of the C1s binding fractions after preparation and 
following 10 minutes sonication in water. 

Fig. 2 Comparison of the FT-IR spectra pre and after 10´sonication in 
water and following storing on air.  

clearly visible. But typical plasma effects are also observ-
able as e.g. significantly broadened, disappearing or arising 
bands. Amino groups were partially transformed into amide, 
imine or nitrile functional groups by the plasma process. An 
indication for that is the new band between 2300-2200 cm-1 
associated with stretching vibrations of nitrile groups, -
CN. The PPAAm surface is very stable and does not essen-
tially change after 10´sonication and storing on air (Fig. 2). 

Zeta-potential: Zeta potential measurements showed the 
positive charge of the PPAAm surface in aqueous media [4] 
at pH 6. In comparison with the positive standard substrate 
PolyDadMac (poly (diallyldimethylammonium chloride), 
+28.5 mV) and the negatively charged titanium (-3.4 mV) 
PPAAm represents a positive charge of +7.7 mV. The weak 
negative surface potential of the pure titanium corresponds 
to the results found for untreated titanium by Roessler [5]. 

B. Mechanical layer properties 

The scratch test show mechanically stable PPAAm films. 
No chipping off or disruptions could be observed. The ad-
hesive strength was of more than 75 MPa and exceed for 
this reason the minimum required adhesive strength for 
medical coatings of 22 Pa (ASTM 1147-F). The PPAAm 
coated and the uncoated Ti6AlV4 samples revealed similar 
wear debris of the PU-foam. SEM and EDX-analysis 
showed no removal of the PPAAm coating after each abra-
sive wear test. 

C. In vitro and in vivo properties 

The amino-functionalized titanium surface PPAAm is 
definitely advantageous compared to a pure, polished tita-
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nium surface concerning the initial cellular effects, i.e. ad-
hesion and spreading. It seems that osteoblasts in the initial 
phase of contact solely need the charged surface because of 
their pericellular hyaluronan matrix [8]. Furthermore, culti-
vation of cells under serum-free conditions resulted in a six-
fold higher cell area on functionalized PPAAm compared to 
pure polished titanium after 30 min (Fig. 3). The spreading 
process is significantly accelerated.  

In vivo investigations show a relatively strong tissue re-
action (score 2.1) after 7 days in comparison with untreated 
control samples (score 0.7). In the further course of the 
study, the inflammatory response decreased for the PPAAm 
samples and was lower than for the uncoated controls after 
day 56 (PPAAm: 1.1; control samples: 1.5). 

In summary, the PPAAm layer seems to have no long-
term negative influence on the in vivo performance com-
pared to uncoated titanium.  

IV. CONCLUSIONS 

Very thin (<50 nm thick), adherent, cross-linked, pinhole 
and additive free PPAAm layers could be deposited by 
microwave low pressure plasmas. The surfaces were 
equipped with a relatively high density of positively 
charged amino groups. Such thin films were resistant to 
hydrolysis and delamination. Cell culture investigations and 
implantation studies in rats demonstrated beneficial effects 
in vitro and an in vivo perfomance comparable to controls. 
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Abstract — In recent years, silk has been increasingly stud-
ied as the scaffold for ligament tissue engineering due to the 
biocompatibility, slow degradability, and remarkable me-
chanical properties. Braided silk scaffold modified with short 
polypeptide also significantly increases collagen synthesis on it. 
To increase cell attachment and tissue infiltration, the braided 
scaffold can be incorporated with silk-gelatin microsponges. A 
novel silk cable-reinforced gelatin/silk fibroin hybrid scaffold 
was fabricated, which, apart from providing proper mechani-
cal strength and enlarged surface area, also supported the 
proliferation and differentiation of MSCs on it. The knitted 
silk mesh is another important silk-based scaffold for its excel-
lent mechanical properties and good nutrients transport. To 
prevent cells from leaking out of scaffold after seeding, freeze-
dried silk microsponges were incorporated into the macro 
pores of knitted scaffold. In vitro culture demonstrated that 
MSCs on scaffolds proliferated vigorously and produced 
abundant collagen. The transcription levels of ligament-
specific genes (collagen I, collagen III, and tenascin-C) also 
increased significantly with time. The comparison of MSCs 
and fibroblasts as cell sources for ligament tissue engineering 
demonstrated that MSC was the most suitable candidate for its 
vigorous proliferation and ECM production. The 
MSCs/knitted scaffolds were implanted into rabbits to regen-
erate ACL in vivo. After 24 weeks, histology observation 
showed that MSCs were distributed throughout the regener-
ated ligament and exhibited fibroblast morphology. The key 
ligament ECM components including collagen I, collagen III, 
and tenascin-C were produced prominently. Furthermore, 
direct ligament-bone insertion with typical four zones (bone, 
mineralized fibrocartilage, fibrocartilage, ligament) was recon-
structed, which resembled the native structures of ACL-bone 
insertion. The tensile strength of regenerated ligament also met 
the mechanical requirements of daily activities. In conclusion, 
the results imply that silk scaffold has great potentials in fu-
ture clinical applications. 

Keywords — Mesenchymal stem cells, silk scaffold, ligament, 
tissue engineering 

I. INTRODUCTION 

As a naturally occurring fibrous protein, silk has unique 
mechanical properties in fiber form, excellent biocompati-
bility, cell-controlled degradability, and versatile proc-
essability [1]. Braided silk fiber matrix has already been 
investigated as a possible scaffold material for ligament 

tissue engineering. However, braided or embroidered fab-
rics often encounter problems of nutrient transmission, poor 
cell seeding, infiltration and matrix production [2]. These 
scaffolds performed well for a short period after implanta-
tion, while the long-term results have been poor. These 
composite structures were limited by poor tissue integration, 
poor abrasion, and fatigue failure. Unlike braided fabrics, 
knitted scaffolds have been shown to possess good internal 
communicating spaces and favor deposition of collagenous 
connective tissue matrix, which is crucial for ligament re-
construction. However, knitted scaffold required gel sys-
tems, such as fibrin or collagen gel, for cell seeding and was 
found to be unsuitable for ligament reconstruction in the 
knee joint, because the cell-gel composite dissociated from 
the scaffold during motion [3]. Gel systems are also likely 
to encounter nutrient transmission problems, and cells 
seeded in a three-dimensional (3D) gel are observed to 
proliferate more near the surface than in the center of the gel 
[4]. In order to by pass the problems of cell seeding on 
knitted scaffolds, we developed a combined silk scaffold 
with microporous silk sponges being introduced into the 
openings of a knitted silk scaffold to form a hybrid mesh 
and a silk cable-reinforced gelatin/silk fibroin hybrid scaf-
fold. 

We hypothesized that our novel silk scaffolds could be 
suitable for in vitro ligament tissue engineering using adult 
human bone marrow-derived mesenchymal stem cells 
(hMSCs) due to the differences in structure, mechanical 
properties and biocompatibility when compared with other 
synthetics biodegradable polymer scaffolds. Therefore, 
adult hMSCs were seeded on the combined silk scaffold and 
cultured for 2 weeks. Cell morphology, proliferation, differ-
entiation, and glycosaminoglycan synthesized, were inves-
tigated and were compared with responses of cells seeded 
on the knitted silk scaffold using fibrin gel. The differentia-
tion toward ligament lineage of hMSCs cultured on the 
scaffolds was assessed by real-time reverse transcriptase-
polymerase chain reaction (RT-PCR) for ligament-related 
extracellular matrix (ECM) markers (e.g., collagen I and III, 
tenascin-C), immunohistochemistry, and western blot. 
Moreover, the mechanical properties of cell-scaffold con-
structs after two weeks in culture were assessed by tensile 
tests. 
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II. MATERIALS AND METHODS 

A. Scaffold fabrication and observation 

Raw Bombyx mori silk fibers (local name: “Nang Lai” 
silk fibers) were used in this study. The knitted scaffolds of 
30 × 60 mm dimension were fabricated using raw silk fibers 
with 40 needles on a knitting machine (Silver-reed SK270, 
Suzhou, China).  

The combined silk scaffold was prepared by forming mi-
croporous silk sponges in the openings of a knitted silk 
scaffold. A knitted sericin-free silk scaffold was immersed 
in the silk solution and frozen at -20°C for 12 h. After that, 
it was freeze-dried for 24 h to allow the formation of micro-
porous silk sponges which fill up the openings of the knitted 
scaffold. The scaffolds obtained were contacted with a 
90/10 (v/v) methanol/water solution for 10 min to induce an 
amorphous to silk II conformational change in the micro-
porous sponges to prevent resolubilization in the cell culture 
medium.  

Four sericin-free silk fibers were braided in one bundle 
and 2 bundles were braided in one cable. Twelve parallel 
cables were fixed across a customized polypropylene cylin-
der mold (diameter: 6mm; length: 6cm). 7ml of 7.0 wt % 
gelatin solution (Sigma Co. St. Louis) and 13ml of 2.6wt% 
SF solution were mixed with 4ml of 1.0 wt% 1-ethyml-3-(3-
dimethylaminopropyl)- carbodimide (EDAC) (Sigma Co., 
St. Louis). The mixture was then poured into cylinder mold 
for cross-linking. The cross-linked hydrogel was kept in 

80°C for 1 h before lyophilization. The freeze-dried scaf-
fold was immersed in methanol for 30 min to induce -sheet 
structural transition and washed several times to remove the 
residual carbodiimide and methanol. Then the gelatin/silk 
fibroin hybrid scaffold was lyophilized again for 72 h. 

Finally, the scaffolds were dried overnight in a fume 
hood and then were observed by a phase contrast micros-
copy (Olympus DP70, Japan). Their morphology was ob-
served by a scanning electron microscopy (SEM, JEOL 
JSM-5600LV, Japan) operated at a voltage of 3 kV. 

B. Cell seeding and culture on scaffolds 

After the scaffolds were cut into small pieces and steril-
ized by autoclave, hMSCs were seeded at a density of 
2.5×105 cells/scaffold onto each of the scaffolds placing in 
the wells of a non-treated 6-well culture plate (NUNC, 
Denmark). The silk scaffolds were seeded by simple pipet-
ting of 200 µL of cell medium suspension onto the scaf-
folds. Cellular morphology characterization of hMSC-
seeded combined silk scaffolds was accomplished using 
SEM (JEOL JSM-5600LV, Japan) on day 1, 7 and 14. 

C. RT-PCR 

Total RNA was extracted from the MSCs (0.5 ×106) on 
scaffold at 1 week and 2 weeks using an RNeasy Mini Kit 
(Qiagen, Valencia, CA). The RNA extracted from MSCs 
(0.5 ×106) cultured on plate was used as control. The RNA 
concentration was determined by NnanoDrop (NanoDrop 
Technologies, Wilmington, DE) and 200 ng RNA was used 
to synthesize cDNA with Iscript cDNA synthesis kit (Bio-
rad laboratories, Hercules, CA). Quantitative real-time PCR 
reactions was carried out and monitored with a Stratagene 
Mx3000P system. QuantiTect SYBR Green PCR kit 
(Qiagen, Valencia, CA) was used to quantify the transcrip-
tion level of ligament specific markers including collagen I, 
collagen III, and tenascin-C. Undifferentiated MSCs were 
used as reference sample and all results were normalized to 
the transcription level of housekeeping gene (GAPDH). 
Data were analyzed by Stratagene MxPro QPCR software. 

D. Western-Blot 

The expression of ligament specific proteins including 
collagen I, collagen III, and tenascin-C were examined by 
western blot analysis. Proteins were extracted from 
MSCs/scaffold (n=4) at 1 week and 2 weeks using pepsin 
(200µg/mL in 0.08M acetic acid; Sigma) for 72 h at 4°C. 
The pepsin was subsequently inactivated with 1M NaOH. 
The extract was concentrated using a Nanosep 30 centrifu-
gal filter (30,000 Mw cutoff, Pall Life Sciences, US). Then 
the samples were separated by electrophoresis in NuPAGE 
Novex Tris-Acetate Mini gels (Invitrogen, US) and electro-
phoretically transferred to a supported nitrocellulose mem-
brane (Biorad laboratories, Hercules, CA). The membranes 
were tested using western blot kit (Invitrogen, US) accord-
ing to the instructions of vendor. The signal was detected 
using VersaDoc Imaging System (Biorad laboratories, Her-
cules, CA). 

E. In vivo study 

Forty-eight New Zealand White rabbits (12 weeks old, 
2.5–3.0kg) were divided into TEL group (MSCs/scaffold 
implantation; n=24) and control group (scaffold implanta-
tion; n=24). Then 3.0×106 autologous MSCs (passage 3) 
were loaded on each scaffold and cultured in vitro over 8 h 
for cell adhesion before implantation. The lateral parapatel-
lar arthrotomy was used to expose the right knee joint of 
rabbit. After the native ACL was excised, the tibial and 
femoral bone tunnels were created with a 2.0mm diameter 
drill-bit. The scaffolds with or without MSCs were carefully 
rolled up along their short axis to produce a tightly wound 
shaft with 60mm in length and 2.0mm in diameter. The 
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shaft was passed through the tunnel and both ends were 
fixed by sutures tied over screws in femur and tibia. All 
rabbits were allowed to move freely after surgery without 
plaster immobilization. 

 
Fig. 1. Phase contrast (A) and SEM (B-D) images of the knitted (B) and 
combined (A, C, D) silk scaffolds showing web-like microporous silk 

sponges formed in the openings of the knitted silk scaffold. (A-C) Scale 
bars = 200 µm; (D) scale bars = 100 µm. 

 
Fig. 2. Observation of the gelatin/silk fibroin hybrid scaffold. (A) gross 

observation of scaffold; (B) cross section of scaffold; (C) porous structure 
observed by SEM (×100); (D) Magnified view of  the white rectangle 

frame from (C), demonstrating the hybrid G/SF microsponge around the 
silk cables (SEM ×150), note: the arrows point to the silk cable and micro 

pores. 

 
Fig. 3. SEM photomicrographs showing adherence, proliferation, and cell 
sheet formation by BMSCs (A-F) and ACLFs (G-L) cultured on the com-
bined silk scaffolds for 1, 7, and 14 days. (A-C, G-I) Scale bars = 100 µm; 

(D-F, J-L) scale bars = 50 µm. 

III. RESULTS  

 
Fig. 4. Viability and distribution of MSCs on gelatin/silk fibroin hybrid 
scaffold. (A) MSCs on scaffold evaluated by confocal microscope at 1 
week (FDA/PI staining; green: live cells; red: dead cells); (B) MSCs on 

scaffold evaluated by confocal microscope at 2 weeks (FDA/PI staining); 
(C) MSCs on scaffold observed by SEM (×200) at 1 week; (D) MSCs on 

scaffold observed by SEM at 2 weeks (×200) 

 
Fig. 5. Expression of ligament-related ECM genes by BMSCs and ACLFs 
cultured on the combined silk scaffolds for 7 and 14 days. Levels, quanti-
fied using real-time RT-PCR, are normalized to the housekeeping gene, 
GAPDH. * Significant difference between two groups at each time point 
(p<0.05) and ** Significant difference of one group between two time 

points (p<0.05) 

 
Fig. 6. Western blot analysis of ligament-related ECM proteins by BMSCs 
and ACLFs cultured on the combined silk scaffolds for 7 and 14 days. Data 

are shown as means ± standard deviation from 3 samples.  
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Fig. 7. Histological observation of regenerated ligaments in control group 
(A~F) and TEL group (G~L) by HE staining at 8, 16, and 24 weeks post-

operatively. 

IV. DISCUSSIONS  

Ligaments consist of approximately 75% of collagens 
(90% is type I and 10% is type III) and less than 1% of 
elastin, proteoglycans, and glycoproteins. Fibroblasts repre-
sent 20% of tissue volume, whereas the extracellular matrix 
makes up 80%. The complex anatomy of the human liga-
ments is dependent on the interaction, orientation, and rela-
tionships between molecules (such as matrix proteins) and 
cells. MSCs when grown on the scaffolds retain the expres-
sion of these proteins that exert important functions in liga-
ments. In particular, we observed that MSCs cultured on the 
combined silk scaffold not only start to organize their mor-
phology but also modulate the expression of some important 
matrix regulatory proteins of the ligaments. The key matrix 
components of the constructs include type I and type III 
collagen which are the major matrix components of the 
natural ligament and tenascin-C, one of the early marker for 
embryonic ligament. These components hinted the differen-
tiation of MSC cultured on the scaffolds. In the present 
study, the transcript levels of these ligament-related ECM 
gene markers on the combined silk scaffolds were signifi-
cantly upregulated (p<0.05) (Fig. 5). Protein levels and 
localization were determined by western blots and immuno-
histochemical staining, and the results revealed that the 
deposition of the ECM rich in type I and type III collagen, 
and tenascin-C on the combined silk scaffolds (Fig. 6). 
Cellular response is highly related to the 3D geometry of the 
scaffolds, on which hMSCs recognized that their environ-
ment is completely different with that within the fibroin gel 
and so they attached on the combined silk scaffolds with 

suitable morphology and upregulated the genes to compen-
sate for the new environment. It is reasonable to suggest 
that the unique 3D geometry stimulates and sends signals 
that may trigger cell-surface receptors and adhesion sites 
that regulate the genes responsible for the synthesis and 
secretion of the key ligament ECM components.  

After 24 weeks, histology observation showed that MSCs 
were distributed throughout the regenerated ligament and 
exhibited fibroblast morphology. The key ligament ECM 
components including collagen I, collagen III, and tenascin-
C were produced prominently. Furthermore, direct liga-
ment-bone insertion with typical four zones (bone, mineral-
ized fibrocartilage, fibrocartilage, ligament) was recon-
structed, which resembled the native structures of ACL-
bone insertion. 

V. CONCLUSIONS 

Therefore, these data suggest the suitability of the novel 
silk scaffolds used along with MSCs for the development of 
a tissue-engineered ligament. 
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Abstract — We have applied novel technique for enhancing 
bone tissue formation on micro- and nanostructured calcium 
phosphate (CP) coatings. CP surfaces with “primitive” physi-
cal-chemical composition, which is not corresponding to last 
one in bone, have an active effect on functional properties of 
mesenchymal stromal cell pull (MSCP). The studied micro-CP 
coatings, characterized by marked roughness of surface had an 
osteoinductive potential up to 100 %. Relief of CP coatings 
from HAP nanoparticles (30-50 nm) does not practically differ 
from ones designed by use of HAP microparticles. Roughness 
of all CP nanocoatings had average Ra=5.13-6.43 m and 
Rz=18.71-24.16 m that was corresponded to CP microcoat-
ings one. Probability of bone plate formation on CP nanostruc-
tured coatings was only 12.5 %. Hydrogenation of the CP sur-
face layer increased its negative charge that was evaluated by 
means of photoelectron work function ( ) measurement. An 
increment of  at the values of ~0.1-1 eV was supplied. This 
had an effect on the directions of MSCP differentiation. For 
example, connective tissue growth was improved. For all this, 
probability of following ossification with growth of membrane 
reticulated bone was 20 %. Vice versa, decrease of   led to 
primary formation of bone from bone marrow MSCP. Tech-
nique of intracellular RNA staining detected the actively syn-
thesized osteoblasts and bone marrow stromal cells. The above 
evidences that hydrogenation of CP coatings could in situ ef-
fect MSCP differentiation in fibroblasts or osteoblasts associ-
ated with stromal cells of hemopoietic inducing microenviron-
ment.   

Keywords — implants, bone marrow, ectopic osteogenesis, 
mice 

I. INTRODUCTION 

Osteogenous properties of hydroxilapatite and tribasic 
calcium phosphate, which are the base of mineral bone ma-
trix, are obviously proved per ectopic osteogenesis phe-
nomenon, when bone tissue is generated on the surface of 
calcium phosphate (CP) materials. M.R. Urist [1] was one 
of the first scientists, who described this phenomenon in 
1965. 

Multipotential mesenchymal stromal cells are able to dif-
ferentiate in osteocytes, chondrocytes, fibrocytes, adipo-
cytes, neurocytes, myocytes and stromal cells, which can 
maintain a hemopoiesis. However, the choice of differentia-

tion line under the conditions of multicellular systems is 
still unclear. 

Different specimens of CP materials have different abil-
ity for osteogenesis depending on their physical-chemical 
properties (crystallinity and porosity degree, solubility, sur-
face roughness etc.).  A key combination of their structure, 
thickness and dissolution rate for realization of osteogenous 
potential of mesenchymal stromal cell pull (MSCP) is not 
found till now. 

In this connection, the complex value of physical-
chemical parameters of CP material surface in regulation of 
stromal precursor’s differentiation was both of theoretical 
and practical interest. 

II. TECHNIQUES 

62 BALB/c male mice were used in experiment. One im-
plant (diameter of 12 mm, thickness of 1 mm) with applied 
syngeneic marrow column (average marrow area is 7.5 
mm2), taken from femur under aseptic conditions, was in-
troduced subcutaneous into each animal (49 animals) under 
ether-anesthesia. Bone marrow was cultivated for the adhe-
sion on the substrate for 45 min in culture medium, contain-
ing 95 % of RPMI-1640 and 5% of embryonic bovine se-
rum. The marrow was a source of MSCP and growth fac-
tors. No generation of tissue plates under separate subcuta-
neous introduction of scaffolds or marrow fragments was 
noted in mice. The implants were released in 45 days. Stan-
dard methods of light thin slices microscopy were used for 
histological analysis of tissue plates.  

Titanium discs were used as substrates. Artificial bio-
compatible (bioinert or calcium phosphate) surfaces were 
formed on discs by use of hydroxilapatite (HAP) micro- (70 

m) and nanoparticles (30-50 nm)  by the means of anode-
spark (microarc) oxidation or schlicker method.  

The surface layer of the samples has been saturated with 
hydrogen at high pressure. Hydrogenation of the CP surface 
layer increased its negative charge that was evaluated by 
means of photoelectron work function ( ) measurement. An 
increment of  at the values of ~0.1-1 eV was supplied. 

Surface morphology of biocompatible coatings, their 
element and phase compositions were determined by scan-
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ning electronic microscopy (SEM), micro X-ray spectro-
scopic analysis (MRSA), X-ray diffraction (XRD) and 
atomic-force microscopy (AFM) methods. The coating 
thickness and roughness were also measured. Statistical 
analysis was carried out by Mann-Whitney U-test (Pu). Cor-
relation analysis was carried out according to Spearman 
rank correlation coefficient (r). 

III. RESULTS 

Physical-chemical testing allowed to assign the following 
groups of biocompatible surfaces conventionally: 1) metal-
ceramic (MC); 2) calcium-phosphate dense (CPD) X-ray 
amorphous and CPD crystal coatings may be determined as 
smooth, calcium-deficient (atomic calcium/ phosphorus ratio 
is less than 1.67), thin, finely-porous (pore diameter is less 
than 50 µm); 3) calcium-phosphate loose (CPL) X-ray amor-
phous and CPL crystal was noted as rough, calcium-deficient, 
thick (thickness is more than 50 µm), finely-porous (pore’s 
diameter is less than 50 µm); 3) calcium-phosphate glass ce-
ramic (CPG) had nonstoichiometric (Ca/P  1.67), thick, 
macroporous surface (diameter is about 200 µm). 

Tissue reaction showed that there were no signs of inflam-
mation in any observation group in 45 days after subcutaneous 
implantation of studied discs with syngeneic marrow. It is 
necessary to make a note of implant biocompatibility, causing 
only the weak encapsulation, which indicates insignificant 
reaction of subcutaneous tissue on implant’s introduction. 
Marrow sites of different size, adipose tissue, loose shapeless 
connective tissue with ossification elements, bone tissue were 
revealed on different artificial surfaces. Presence of os-
teoblasts indicated an active bone tissue formation (fig.1). 

Thus, biological test showed that CP surfaces with 
“primitive” physical-chemical composition, which was not 
corresponding to last one in bone, had an active effect on 
MSCP functional properties. The 4 of 6 CP coatings, char-
acterized by marked surface roughness or macroporosity 
had an osteoinductive potential. CPL and CPG artificial 
surfaces had maximum probability (100%) of osteogenesis 
induction. CPL crystal coatings realized osteogenous poten-
tial to a lesser degree (67%). In this connection, the attempt 
to clarify statistically the most important question was 
made: what surface properties are governing for initiation of 
MSCP adhesion, migration and osteogenous differentiation, 
leading to metaplasia of marrow and connective tissue into 
a mature bone. Correlation analysis allowed revealing of 
differential value of physical and chemical parameters of 
artificial surface for the regulation of stromal cell pool dif-
ferentiation in situ. Marrow cell adhesion is the initial stage, 
predetermining their conduction on artificial surface (the 

area of tissue plate). Histogenesis success depends on sur-
face roughness.  

The optimal surface roughness is 4-5 class according to 
Russian standard (Rz=10-40 m) that allows a differentiat-
ing of progenitor stromal cells into connective and adipose 
tissue under the conditions of specific microenvironment. 
Focuses of active hemopoiesis (fig.1) also implies an addit-
ional MSCP differentiation into stromal cells, formatting a 
hemopoiesis inductive microenvironment. Adhesion and 
movement of stromal cell (including osteogenous pre-
cursors) is necessary, but insufficient condition for their dif-
ferentiation into bone tissue. Induction of stromal pre-
cursor’s osteogenous potential (osteoinduction) is determin-
ed by ratio of calcium and phosphorus atoms in coating. 
Presence of hydroxylapatite (atomic ratio Ca/P=1.67) is not 
the obligate requirement for osteogenesis. In offered experi-
mental system MSCP differentiation in osteogenous tissue 
is blocked only at Ca/P < 0.5. Ectopic osteogenesis courses 
successfully on “thick” surfaces. Minimal CP layer thick-
ness must be 50-80 µm.  

In case of formation of CP coatings on titanic substrates 
from nanosized (30-50 nm) HAP particles, relief does not 
practically differ from the relief by use of HAP microparti-
cles (fig.2). Roughness of all CP nanocoatings had average 
Ra=5.13-6.43 m and Rz=18.71-24.16 m that was corre-
sponded to CP microcoatings one. Probability of bone plate 
formation on CP nanostructured coatings was only 12.5 %. 
Hydrogenation of the CP surface layer increased its nega-
tive charge that was evaluated by means of photoelectron 
work function ( ) measurement. This had an effect on the 
directions of MSCP differentiation. For example, connec-
tive tissue growth was improved. For all this, probability of 
following ossification with growth of membrane reticulated 
bone was 20 %. Vice versa, decrease of   led to primary 
formation of bone from bone marrow MSCP. Technique of 

 

Fig. 1 Osteoblasts immersion in bone matrix on calcium-phosphate sur-
face. Hematoxylin - eosin stain. Magnification 400 
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intracellular RNA staining detected the actively synthesized 
osteoblasts and bone marrow stromal cells.  

IV. CONCLUSIONS 

Stem and committed cells pool is a heterogeneous popu-
lation, which is under the control of distant and local regula-
tory mechanisms. Structure-functional units (microregions), 
including special cells, stromal elements, microcirculation 
vessels und terminal nerve endings are educed in every tis-

sue. Research shows that not only organic, but also well 
defined physical and chemical parameters belong to the 
stromal cell microenvironment. Their local or system 
changes may have an influence on stromal functional activ-
ity. Hydrogenation of CP coatings could in situ effect 
MSCP differentiation in fibroblasts or osteoblasts associated 
with stromal cells of hemopoietic inducing microenviron-
ment.   
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Fig. 2 SEM of calcium phosphate coatings designed by microarc oxidation 
from HAP nanoparticles 
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Abstract — Rat bone marrow multipotent mesenchymal 
stromal cells (rBM MMSCs) demonstrate a potential to differ-
entiate down the mesodermal pathway but under appropriate 
experimental condition differentiation into non-mesodermal 
lineages may occur. Knowing this fact it seems interesting 
whether prolonged cultivation and preservation affects BM 
MMSC morphology, differentiation ability into multiple line-
ages and proliferation capacity. Therefore this study was 
aimed to investigate the effects of long-term cultivation and 
cryopreservation on the morphology, proliferation and differ-
entiation potential of rat bone marrow-derived MMSCs in 
vitro.  

The effects of long term cultivation and cryopreservation 
were evaluated by the phenotype and morphology of the cell 
population. Findings show that the 60th passage cells had a 
smaller, more flattened and spindle-shaped morphology than 
the 4th passage cells before and after cryopreservation. We 
have also found that the 60th passage cells were more prolifera-
tive than rBM MMSCs in early passages but the ability to 
differentiate was more effective in the 4th passage cells before 
cryopreservation.  rBM MMSCs from pre- and post- cryopre-
servation had similar colony formation potential and cellular 
morphology but disparity in differentiation potential was 
observed.  

The results of the present study provide evidence that rBM 
MMSCs could be cryopreserved without noticeable loss of 
viability and proliferative capacity but the differentiation 
capability may be affected. 

Keywords — Bone marrow multipotent mesenchymal stro-
mal cells, cryopreservation, long-term culture, transdifferen-
tiation 

I. INTRODUCTION  

BM MMSCs are nonhematopoietic multipotent stem- 
like cells that adhere to culture dishes, have extensive ca-
pacities for self-renewal, and are able to proliferate [1] and 
differentiate into cells of mesenchymal origin such as bone, 
cartilage, muscle and fat [2,3]. In addition, trans-
differentiation of BM MMSCs into cells with neurospecific 
antigens [4,5,6] has been reported, suggesting that BM 
MMSCs may be capable of overcoming germ layer com-
mitment.  

It has been observed that, rodent BM MMSCs appear to 
go through a crisis after about 5 - 6 passages [7]. At this 
point, most of the cells die but a few survive, acquire an 
enhanced growth rate and give rise to a continuous cell line. 
The long-term cultivation of rat BM MMSCs may fail due 
to factors, such as genotypic drift, transformation, pheno-
typic instability, viral or microbial contamination or incuba-
tor failure. The failure of cultivation will result in absence 
of BM MMSCs for experimental and clinical use. There-
fore, it is necessary to preserve BM MMSCs as cell seeds.  

The aim of the present research is to compare morpho-
logical, phenotypical and functional (ability to differentiate 
into adipogenic, osteogenic and neurogenic pathways) char-
acteristics of rat BM MMSCs in cultures obtained from 
different donors and to determine whether these characteris-
tics change during long-term cultivation and after cryopre-
servation. 

II. MATERIALS AND METHODS 

Rat BM MMSCs were harvested, after sacrifice of 130-
150 g male Wistar-Kyoto rats, from femurs and tibias, by 
inserting a 21-gauge needle into the shaft of the bone and 
flushing it with 10 ml of complete DME medium (Sigma) 
containing 10% fetal bovine serum (FBS) (Sigma), 2mM L-
glutamine (Sigma), 100U/ml penicillin (Sigma) and 
100 g/ml streptomycin (Sigma). The recovered cells were 
then mechanically dissociated and plated in 75cm2 tissue 
culture flasks. After 24h, the nonadherent cells were re-
moved by replacing the medium. When the cells grew to 
70% confluence, they were harvested with 0.25% tryp-
sin/1mM EDTA (Sigma) for 7 min at 37oC, replated (1:3 
dilutions), cultured again to next confluence, and harvested. 
Rat BM MMSCs used in these studies were passaged from 
4 times to 60 times in vitro.  

Harvested rat BM MMSCs at passage 4 (pre- and post-
cryopreservation) and at passage 60 of long-term culture 
were trypsinized, stained with anti-CD45-FITC (Becton 
Dickinson) and anti-CD90-PE (Becton Dickinson) and 
analyzed by flow cytometery (EpicXL, Beckman Coulter).  



42 G. Krievina, N. Bezborodovs, G. Makarenkova, S. Nikulsins, Z. Krumina, D. Babarikins 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

Rat BM MMSCs at passage 3 of pre-cryopreservation 
were harvested and centrifuged at 150xg for 5 min. Pellet 
was resuspended with DMEM containing 30% FBS and 7% 
DMSO (Sigma) in a concentration of 1x106 cells/ml, then 
loaded into a cryopreservating ampoule at 1.5 ml aliquots. 
Aliquots were cooled to -80 oC at a rate of 1 oC/min, and 
finally, frozen in a liquid N2-freezer at– 196 oC.  

After 12 months storage, the frozen vials were thawed in 
a constant-temperature heating bath at 37 oC by shaking 
lightly. After 1 or 2 min, cells were resuspended in com-
plete medium and centrifuged at 150xg for 5 min. Then cells 
were cultured at a concentration of 2x104 cells/cm2 to re-
cover 4th passage cells. 

Osteogenic and adipogenic differentiations of rat BM 
MMSCs were induced according to a published protocol 
with some modifications [8]. To achieve osteogenic and 
adipogenic differentiation, 60th passage cells, 4th passage 
pre- and post-cryopreserved cells were seeded at density 
1x104cells/cm2 and maintained in growth medium for 3 
days. Then medium was replaced to osteogenic or adipo-
genic differentiation medium for 3 weeks. Osteogenic dif-
ferentiation was evaluated using Alizarine Red (Sigma) 
staining. Adipogenesis was assayed by staining of intracel-
lular lipid droplets with Oil Red O (Sigma) as previously 
described [9]. 

Sub-confluent cultures of rat BM MMSCs were main-
tained in DMEM supplemented with 10% FBS. 24 h prior 
to neuronal induction, culture medium was replaced with 
pre-induction medium consisting of DMEM/F12 (Sigma), 
10% FBS and 10 ng/ml bFGF (Sigma). To initiate neuronal 
differentiation, the pre-induction medium was removed, and 
substituted with neuronal induction medium composed of 
DMEM/F12, 10% FBS, 1 mM DBcAMP (Sigma) and 0.5 
mM IBMX for 48h. 

Cells in culture dishes were fixed with 4% buffered para-
formaldehyde solution (PFA) at room temperature for 10 
min. They were then permeabilized in 1% Triton X-100 at 
room temperature for 10 min and non-specific binding was 
blocked by a 30 min treatment in HIV scan buffer. The cells 
were incubated with primary antibodies 2h at room tem-
perature. Mouse- origin primary antisera for nestin, 
vimentin, NF-M and GFAP, as well as FITC or R-PE (Bec-
ton Dickinson) conjugated secondary antisera were used. 
Optimal dilutions were established for all primary and sec-
ondary antibodies. 

Incubating with DAPI counterstained all cells. Cultures 
were examined using a fluorescence microscope (Leica) 
equipped with phase-contrast, appropriate fluorescence 
filters, and imaged using Leica digital camera 

60th passage cell and post-cryopreserved 4thpassage cell 
metaphases were prepared from ice-cold methanol: glacial 
acetic acid (3:1)- fixed cells. Ten micro liters of cell suspen-

sion in fixative were dropped onto the pre-chilled slide from 
a height of 30 cm. After the slides dried, chromosome 
spread was stained with Giemsa for 3 min and the chromo-
some number was counted under the microscope. At least 
20 metaphase cells were analyzed from each rat BM 
MMSCs culture. 

III. RESULTS 

Cultured pre- and post-cryopreserved 4th passage cells 
demonstrated a fibroblast-like morphology, producing char-
acteristic parallel assays of cells (three dominant cell types 
were observed: spindle-shaped, large-irregular shaped and 
small-round cells). Some cells had granular cytoplasm. On 
the other hand, the 60th passage cells demonstrated only 
spindle-shaped morphology, were smaller than the 4th pas-
sage cells before and after cryopreservation and had small 
number of processes. Nuclei with clearly identified nucleoli 
and homogeneous cytoplasm were seen in 60th passage cells 
(these cells frequently were multinuclear), moreover, these 
cells lost the contact inhibition growth property, while both 
4th passage cultures cells could overlap each other.  

60th passage cells were highly proliferative and their 
doubling time was 9-10h in the logarithmic phase (mitotic 
cells were frequently seen throughout the culture) (Fig.1). 
The 60th passage cells, in contrast to pre- and post-
cryopreserved 4th passage cells, continued to divide even if 
the serum concentration in cultivation medium was de-
creased from 10 to 1%. 

FC analysis for size and structure demonstrated that all 
cell cultures contained three subpopulations of cells: 1) 

 

Fig. 1 Proliferation dynamics of 60th, pre- and post-cryopreserved 4th 
passage rat BM MMSCs. The groups were analyzed by a paired t-test and 
it was found that the long-term cultures proliferating activity significantly 
increased in comparison with both 4th passage cultures (p < 0.05, p < 0.01 

and p < 0.001). Data represent means  SD (standard deviation). 



The Influence of Cultivation Conditions on the Proliferation and Differentiation of Rat Bone Marrow Multipotent … 43 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

large and probably mature cells, 2) medium sized cells and 
3) small granular cells (Fig.2). 

The immunophenotyping by CD45 and CD90 surface 
markers showed that 97% of the rat BM MMSCs (pre- and 
post-cryopreserved groups) expressed CD90 and the label-
ling increased to 100% in the 60th passage cells. However, 
haematopoietic marker CD45 expression was negative 
(  0.7% positive) in all cell cultures (Fig.3) 

Incubation of pre-cryopreserved 4th passage cells in adi-
pogenic medium resulted in development of several clusters 
of adipoblasts (more than 40% of all cells adopting the 
adipoblast morphology) containing intracellular lipid vacu-
oles, which stained positive (red) with Oil Red O. In con-
trast both post-cryopreserved and long-term cultures dis-
played a negative staining for cytoplasmic lipid droplets 
with Oil red O. 

In both pre- and post-cryopreserved 4th passage cultures, 
cells proliferated and reached almost complete confuence at 
day 5. In pre-cryopreserved culture, nodular cell aggregates 

became evident at day 10 of culture and increased up to 21 
days. Aggregates were characterized with deposits of amor-
phous material. In post-cryopreserved culture similar cellu-
lar aggregates were observed, but they were smaller and 
lacked calcium deposition. In contrast 60th passage culture 
lacked boths -cellular aggregates and calcium deposition.  

When rat BM MMSCs of all passages were exposed to 
DBcAMP/IBMX neural induction medium within few 
hours, the majority of the cells rounded up, and acquired 
refractile cell bodies and long branching processes. 4th pas-
sage cells in contrast to 60th passage cells, made contacts 
with undifferentiated rat BM MMSCs. In all cultures some 
of the cells partially lost contact with the plastic and others 
completely detached, whereas a limited fraction 
(20.91%±1.23%) of rat BM MMSCs appeared to be unaf-
fected by treatment. Moreover, in all cultures there was an 
extensive reduction in cellular proliferation rate and evi-
dence of cell death were obvious.  

We evaluated the expression of ”neural“ proteins by non-
induced rat BM MMSCs, and found that, in all three cul-
tures, nearly 100% and 10% of BM MMSCs were positive 
for the intermediate filament protein nestin and vimentin 
respectively. We could not detect any expression of NF-M 
in either untreated or DBcAMP/IBMX- treated pre-and 
post-cryopreserved and long-term cultured rat BM MMSCs. 
After 48h of incubation with neural induction medium, the 
4th passage pre-cryopreserved cells exhibited a much 
stronger labeling for GFAP than 4th passage post-
cryopreserved cells, furthermore 60th passage cells were 
negative for this marker. 

Preliminary karyotyping analyses showed that rat BM 
MMSCs in pre- and post-cryopreserved cultures have nor-
mal diploid (2n) karyotypes, but 76% cells had abnormal 
(4n) karyotypes after long-term cultivation.  

IV. DISCUSSION 

The present study demonstrates the plasticity reduction 
of rat BM MMSCs by cryopreservation and prolonged cul-
tivation. The exact effects of cryopreservation and long-
term cultivation on cell proliferation and differentiation 
have not been clearly established. Contradictions may occur 
due to the differences between the cell types and species 
used. The data in this study demonstrated that, after long-
term cultivation and cryopreservation the population of rat 
BM MMSCs lost its stem cell potential.  

Some authors demonstrate that CD90 marker expression 
declines during long-term cultivation [7,10]. In contrast, our 
preliminary characterization confirms that rat BM MMSCs, 
isolated from different animals and cultivated under differ-
ent conditions, primarily all express CD90 with little or no 

 

Fig. 2 Rat BM MMSC subpopulations. The SDs are demonstrated on the 
top of each bar. 

 

Fig. 3 Expression of CD90 and CD45 markers in pre- and post-
cryopreserved 4th and 60th passage cultures. 
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lymphohematopoietic cell marker (CD45) expression. On 
the other hand, we observed different morphological charac-
teristics and different capacity to differentiate after long-
term cultivation, pre- and post-cryopreservation. Anokhina 
et al. [7] hypothesize those morphological differences be-
tween BM MMSCs cultures may be due to the method of 
isolation. A study by Javazon et al. [12] demonstrated that 
on early passages (pre- and post-cryopreserved) subcultures 
were caracterized by morphological heterogeneity, which 
declined during log-term cultivation. It is possible that after 
isolation the ratio of BM MMSCs subpopulations in pri-
mary cultures is different and, therefore on late passages, 
different cell types become predominant [7]. Thus, in 60th 
passage subculture there is a sole dominant cell type – spin-
dle-shaped (3 different sizes). 60th passage in contrast to 
both 4th passage cell cultures have lower serum requirement, 
higher saturation density, shorter population doubling time 
and growth in confluent monolayer of homologous cells is 
observed. According to other author observations [1,12,13], 
these findigs suggest, that 60th passage cells probably un-
dergo transformation. Moreover karyotype analysis of rat 
BM MMSC samples showing the tetraploid chromosome 
content of most of long-term culture cells also suggests that 
the transformation and maybe even cells immortalization 
occur. 

Numerous studies have shown that BM MMSCs of a 
mesoderm origin could differentiate into neurons of an 
ectodermal origin both in vitro and in vivo. Therefore, the 
ability to differentiate into neurons is an important trait to 
classify BM MMSCs. Attempts were made to differentiate 
rat BM MMSCs toward a neuronal fate with 
phosphodiesterase inhibior IBMX and cAMP analogue 
DBcAMP. Both agents can elevate intracellular cAMP 
levels [10].  We observed similar morphological changes in 
all 3 cultures, but only fraction of the 4th passage pre-
cryopreserved cells showed an increased expression of 
GFAP. Taken together with the observation that a high 
percentage of apoptotic cells is present in the all cultures 
exposed to the DBcAMP/IBMX neural induction protocol, 
the change in cell morphology could be an artifact or a 
cytotoxic effect of DBcAMP and/or IBMX. Cox et al. [14] 
also found that IBMX and DBcAMP can induce prostate 
tumor cells to assume characteristics of neuronal cells. We 
can therefore hypothesize that morphological changes that 
occur in post-cryopreserved 4th and long term 60th passage 
cultures are only cell shrinkage rather than a process of 
neuronal differentiation. 

V. CONCLUSION 

In summary, our results demonstrate that BM MMSCs in 
all three cultures have similar immunophenotype and almost 
the same number of cells expressing the CD90 marker.  
After long-term in vitro culture and cryopreservation the 
population of BM MMSCs lost their stem cell potential. We 
speculate that rat BM MMSCs during long-term in vitro 
expansion can immortalize and transform spontaneously.   
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Abstract — The paper demonstrates an influence of the Ti-
tanium coated with hydroxyapatite on human blood cells.   

Keywords — red- white- blood, cells, platelets, titanium 
plate, hydroxyapatite 

I. INTRODUCTION  

To improve biocompatibility of Titanium (Ti) implants 
they are often coated with hydroxyapatite (HAP) layers. To 
reach this novel advanced approaches are delivered by 
modern technologies. Therefore, both physical- chemical 
and biological interactions of the HAP coated Ti implants 
with blood cells pay a great attention [1, 2, 3, etc.].   

The pulsed laser deposition (PLD) is a comparatively 
new technology that has a capability to control thickness 
and quality of HAP coating. However the influence of PLD 
HAP coated Ti implants on blood cells volume and aggre-
gation, that is important for provision of biocompatibility, is 
not still reflected by literature.  

The paper is directed to reveal the changes in blood sam-
ples. 

II. MATERIALS AND METHODS 

The specimens (Ti:HAP) prepared from Ti 2 mm thick 
plates (1x2 cm2) cut off the Ti (grade A) tape and further 
deposited with HAP layer (thickness 1 m) by means of the 
PLD technology were supplied from the EC project 
PERCERAMICS.  

Directly before the experiment the Ti:HAP plates were 
carefully washed in acetone, ethanol and finally dried in air 
consequently.  

Venous blood specimens from 70 volunteers were col-
lected in Vacutainer K2-EDTA tubes (Becton-Dickinson) 
with EDTA. 

The blood specimens were tested by means of ABX Mi-
cros OT automated hematology analyzer, delivering a stan-
dard package of blood characteristics including counts of 
red (RBC), platelets (PLT) and white (WBC) blood cells, 
values of mean platelet volume (MPV), mean cell volume 

(MCV), mean cell hemoglobin (MCH), content of hemo-
globin (HGB) and hematocrit (HCT).  

The experiment had been performed at room temperature.  
The initial test of the collected specimens from each vol-

unteer was provided first. Each initially tested specimen 
was divided into two portions: “reference” (RP) and “ex-
periment” (EP).  

The Ti:HAP were positioned within the EP, however the 
RP were kept Ti:HAP free. Both EP and RP were tested 
simultaneously four times during one hour.  

The corresponding blood parameters for RP and EP were 
differed. To analyze the differences of consequential test 
results from initial or prior characteristic values, as well as 
differences between RP and EP blood values of correspond-
ing test, the pair-sample t statistic was used, keeping the 
significance level at p<0,05. 

III. RESULTS 

The mean values of the blood parameters at the initial 
test and provided in Table 1 evidence that blood specimens 
had normal hematological profiles.   

A. The Erythrocyte and their characteristic changes in time 

The results demonstrated in Fig.1,2 express differences 
(DIF) between the data acquired at the second, third, forth 
or fifth test and the initial one 

Table 1 Initial test results of the blood parameters 

Parameter Mean value  n Standard deviation 
RBC  [10 12/l]  4.54 70 0,56 
HGB  [g/l] 13,30 70 2,32 
HCT [ %] 39,53 70 5.99 
MCV [ m3] 86,93 70 8.53 
MCH [pg] 29.22 70 3.67 
MCHC [g/dl] 33.49 70 1.84 
RDW [%] 14.03 70 2.15 
PLT [10 9/l] 288.8 70 91.27 
PCT [ % ] 0.242 70 0.065 
MPV [ m3 ] 8.54 70 0.942 
PDW [ % ] 12.94 70 1.75 
WBC [10 9/l] 7.10 70 2.204 
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Fig.1 The RBC counts differences from initial value from test to test. 
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Fig.2 The MCV values differences from initial value from test to test. 

The RBC counts trended to increase in time both in RP 
and EP blood and had accompanied by consequent decreas-
ing of MCV values. This nevertheless is more expressed in 
RP blood than in EP with Ti:HAP positioned in it. The trend 
appeared to be significantly different if compare with the 
values of all 4 tests together by pair-sample t-test (p<0.0005 
for RBC counts, p<0.019 for MCV values).    

B. The platelet and their characteristic changes in time 

Comparison each RP blood test results to previous tests 
results evidenced the platelets count was relatively constant 
over the time. The same was stated for PCT values of RP 
blood, because this parameter is a function of PLT numbers. 
Both parameters increased in EP blood. Statistics to com-
pare EP and RP platelet is demonstrated by Table 2. 

Fig. 3 that expresses differences (DIF) between the data 
acquired at the second, third, forth or fifth test and the initial 
one demonstrates MPV values “from test to test” augmenta-

tion. The result was similar in both compared blood portions 
(Table 2). 

C. 2.3.The Leucocytes counts changes in time 

Counts of WBC were stable in time for both blood por-
tions. There were not any differences neither between the 
tests in each blood portion, or in all tests together.   

IV. DISCUSSION 

The changes in platelet mean volume and partly in red 
blood cell count are considered as the process of ageing of 
blood sample stored at room temperature for 48 hours. Al-
teration of the blood parameters begins from the fist hour of 
blood sample storage. Pair-samples t-test statistic reveals 
the result is significant. Increase in RBC counts and de-
crease of mean erythrocyte volume indicates instability of 
the cells over time. This process in the EP blood samples is 
delayed.  
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Fig.3. MPV value changes from test to test in EP and RP blood. 

Table 2   The differences of the platelet parameters and t-test results 

Time of the test 
(corresponds to) Parameter Mean   

difference t Sign. level

10 min PLT.RP - PLT.EP -10,37 -2,36 ,000 
 PCT.RP - PCT.EP -,0106 -2,38 ,000 
 MPV.RP - MPV.EP -,051 -,71 ,173 
 PDW.RP - PDW.EP -,152 -,08 ,326 
20 min PLT.RP - PLT.EP -5,27 -5,35 ,006 
 PCT.RP - PCT.EP -,0042 -4,2 ,027 
 MPV.RP - MPV.EP ,019 -1,38 ,507 
 PDW.RP - PDW.EP ,028 -,99 ,795 
40 min PLT.RP - PLT.EP -8,01 -2,83 ,001 
 PCT.RP - PCT.EP -,0075 -2,27 ,038 
 MPV.RP - MPV.EP -,006 ,67 ,903 
 PDW.RP - PDW.EP -,088 ,26 ,531 
60 min PLT.RP - PLT.EP -3,87 -3,50 ,067 
 PCT.RP - PCT.EP -,0013 -2,12 ,699 
 MPV.RP - MPV.EP ,061 -,12 ,241 
 PDW.RP - PDW.EP ,201 -,63 ,097 
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PLT counts, as well as PCT values were higher in EP 
blood if compared to RP blood in all tests. It suggests the 
PLT protection from aggregation that was resulted by blood 
contact with Ti:HAP. Progressive increase of MPV indi-
cates swellings of PLT are equal in both blood portions. 
This was confirmed by t-test, supposing, that platelet activa-
tion was not influenced by blood exposition with Ti:HAP. 

V. CONCLUSION 

1. The Ti coated with HAP has an influence on the hu-
man blood cells. 

2. The platelets are perhaps protected from aggregation 
and erythrocytes became more stable   because of the 
Ti:HAP influence. 

3. The developed procedure could be in use to test bioma-
terials influence on blood cells 
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Abstract — Microstructure of several wooden breeds was 
investigated and discussed as perspective biomorphic SiC 
ceramics precursor for biomaterial purposes. Pine tree (Pinus 
silvestris) with shaped sample dimensions of 20 x 20 x 5mm 
(axial) was selected as raw material. SiO2 sol-gel solution was 
prepared using ethanol, tetraetoxysilane, distilled water and 
hydrochloric acid. Samples were impregnated under vacuum 
and pressure conditions. Impregnation and drying procedures 
were repeated several times, to increase SiO2 amount intro-
duced in the samples. SEM microphotograps of samples were 
taken and are demonstrating the localization of SiO2 in wood. 

Impregnated samples were processed using high tempera-
ture and inert atmosphere and porous biomorphic SiC ceram-
ics were obtained. Microstructure, crystalline phase composi-
tion and chemical functional groups of biomorphic SiC 
ceramics were investigated. 

Keywords — wood, SiC, biomorphic, biomaterial. 

I. INTRODUCTION  

Silicon-based ceramic materials are either currently being 
used or under active consideration for use in a wide variety 
of applications in different industries. These materials have 
high strength, good oxidation and corrosion resistance, high 
thermal conductivity and good thermal shock resistance [1]. 
Silicon carbide is a commonly used ceramic material with 
attractive properties such as high strength, stiffness, good 
wear and corrosion resistance, etc., some of which are char-
acteristic of typical covalently bonded materials. A number 
of manufacturing approaches have been used to fabricate 
these materials including hot pressing/hot isostatic pressing, 
sintering, reaction bonding/reaction forming, polymer pyro-
lysis, and chemical vapor deposition. There has been a great 
deal of interest in utilizing biomimetic approaches to fabri-
cate a wide variety of silicon-based materials [2]. 

Up to now, several technologies have been developed for 
obtaining porous silicon carbide (SiC) ceramic materials 
from wood precursors and some of them are as follows: 
reactive Si vapor infiltration and reactive infiltration with 
Si-containing melts. Impregnation with silicon dioxide 
(SiO2) nanoparticles containing sol, with metal organic 
precursors and with sol-gel derived SiO2 sol solution also 
has been used to derive SiC ceramic materials [3-13]. As a 
result of carbothermal reactions, single-phase SiC ceramics 
with a relatively high porosity is commonly obtained. 

Recently, biomorphic SiC coated with bioactive glass has 
been proposed as an alternative to titanium and titanium 
alloy devices due to its low density, bio-inertness, intercon-
nected porosity and improved mechanical properties [14]. 
Also a study of deposition of hydroxyapatite thin films on 
biomorphic SiC is done in past years [15]. 

In this paper microstructure of several wooden breeds 
was investigated and discussed as prospective biomorphic 
SiC ceramics. To obtain biomorphic ceramics pine tree was 
used. Such biomorphic SiC ceramics in future can become 
important base for biomaterial purposes. 

II. EXPERIMENTAL PROCEDURE 

A. Materials and methods 

For microstructure investigations of different wooden 
breeds, following softwood: spruce and pine trees and hard-
wood: apple, alder, aspen, birch, elm, maple, lime, ash, oak, 
plum and mahogany trees were used. Also woody evergreen 
plant: bamboo was investigated. Samples were pyrolysed in 
oxygen free atmosphere at 500oC for easier sample prepara-
tion for structure investigations with scanning electron mi-
croscope (SEM). 

Biomorphic SiC ceramics were obtained from pine tree 
wood shaped in dimensions of 20 x 20 x 5 mm (axial) and 
dried at 105 oC for 24 h. SiO2 sol was prepared using TEOS 
- tetraethyl orthosilicate (Aldrich, Ref.: 131903), distilled 
water, 36% hydrochloric acid and ethanol at a suitable mo-
lar ratio to obtain the concentration of SiO2 sol equal to  15 
% by weight. 

Wood samples were placed in a self-made impregnation 
vessel, evacuated for 5 min up to a 520 mbar vacuum, then 
showered with SiO2 sol and delayed for 5 min before the pres-
sure increasing in the vessel up to the atmospheric pressure. 
Further samples and SiO2 sol were moved to a custom-made 
hydraulic isostatic press with the following pressure increase 
up to 30 MPa with a 5 min hold time. After high-pressure 
treatment, the samples were placed in a drying oven increas-
ing temperature up to 105 oC with the hold time 24 h at the 
maximum temperature. Impregnation cycles were repeated 
three times to achieve sufficient SiO2 content for SiC ceramics 
preparation. Pyrolysis of the samples was performed in an 
oxygen free atmosphere at 500 oC with the rate 120 oC/h to 
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form a SiO2/CB (biocarbon) composite. Further sample 
processing was performed in a modified high-temperature 
furnace in an Ar atmosphere for 1600 oC with the rate 300 
oC/h. The temperature was raised up to the desired and hold 
for 4 h to conduct the carbothermal reaction between SiO2 
and CB, resulting in the formation of -SiC. 

For crystalline phase identification X-ray diffraction was 
measured on a powder X-ray diffractometer (PANalytical 
X'Pert Pro) using Cu radiation produced at 40 kV and 30 mA. 

The microstructure of the samples was investigated using 
a scanning electron microscope (Tescan Mira/LMU). 

Fourier transformation infrared spectrometer (Varian 
Scimitar 800) in the wave number range of 4000-400 cm-1 
was used for sample investigations in transmission mode in 
dry air atmosphere using KBr pellet technology. 

III.  RESULTS AND DISCUSSION 

A. Microstructure investigations 

Softwoods such as pine and spruce are generally needle-
leaved evergreen trees, whereas hardwoods such as oak and 
alder are typically broadleaf, deciduous trees. Softwoods 
and hardwoods differ not only in terms of the types of trees 
from which they are derived, but they also differ in terms of 
their component cells. Both softwoods and hardwoods are 
formed of variety complex micro structural elements de-
scribed in detail by R.Rowell [16]. The most important 
difference between the two general kinds of wood is that 
hardwoods have a characteristic type of cells called vessels 
whereas softwoods mostly are formed of tracheids (Fig.1). 

For not impregnated samples dimension decrease of 
about 26 % in radial and axial and 31 % in tangential di-
mension occurred during pyrolysis wherewith dimensions 
of the pores are respectively smaller. Pore diameters for 
pyrolysed hardwood samples (Fig. 1b-l) vary in range from 
5 – 250 µm. Ash and oak trees have several large pores in 
diameter around 250 µm while pores in other hardwood 
derived samples are not bigger than 150 µm. Wall thick-
nesses of all samples vary from 2 – 20 µm depending of the 
location.  

Softwoods (Fig. 1m,l) consists of more homogenous 
pores in diameter ranges from 10 – 50 µm and late wood 
derived pores are round shaped with a thinner cell wall than 
the rectangular early wood ones. 

Obtained sample microstructure from woody evergreen 
plant bamboo is completely different, having pores of 5 – 
200 µm in diameter where pore walls are 2 – 10 µm thick. 

Depending of raw material used porous SiC ceramics 
with different microstructure could be obtained. In present 
paper pine tree was used as raw material. 

 
Fig. 1 SEM micrographs of different wooden breeds: woody evergreen 

plant – (a) bamboo,  hardwoods – (b) apple, (c) alder, (d) aspen, (e) birch, 
(f) maple, (g) elm, (h) ash, (i) lime, (j) plum, (k) oak and (l) mahogany tree 

and softwoods – (m) spruce and (n) pine tree, pyrolysed at 500oC 
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B. SEM, XRD and FT-IR analysis of obtained SiC ce-
ramiccs 

SEM analysis: After pine wood is impregnated with SiO2 
sol subsequent gelling and drying occurs and a SiO2 
gel/wood composite is formed. After pyrolysis of the SiO2 
gel/wood composite a SiO2/CB composite is formed. SEM 
micrographs of SiO2/CB composite and the porous SiC ce-
ramics obtained at 1600 oC for 4 h are shown in Figure 2. In 
Figure 2a can be seen that obtained SiO2/CB composite has 
relatively uniform SiO2 distribution in pores. In some pores 
two or three shells of the SiO2 can be seen indicating each 
impregnation cycle. Obtained SiC ceramics (see Fig. 2b) 
consist of solid pore walls. Dimensions and shape of the 
pores are close to raw material ones. During CB reaction 
with SiO2 some amount of carbon from pore walls is being 
loosed in form of gaseous CO and CO2 thus pore walls of 
final product become thinner than of CB ones. For both 
SiO2/CB composite and SiC ceramics no cracks in cell walls 
was observed indicating that accurate temperature treatment 
was applied during pyrolysis and carbothermal reaction. 

Geometrical density of obtained ceramics is 0.35 g/cm3. 
As the density of -SiC is 3.21 g/cm3, overall porosity of 
the samples is around 89%. 

XRD analysis: The XRD patterns of the SiO2/CB com-
posite obtained at 500 oC and the porous biomorphic SiC 
ceramics obtained at 1600 oC are shown in Fig. 3.  

It can be suggested that the broad peak centered at 2  = 
24o is formed by overlying the CB characteristic peak [11] 
and the amorphous SiO2 characteristic peak, both located at 
around 2  = 24o (Fig. 3a). In the XRD pattern of the prod-
ucts obtained at 1600 oC (Fig. 3b) the peaks of the major 
phase cubic type -SiC appear.  

An additional diffraction peak (* marked) is detected at 
2  = 33.68o which is characteristic of stacking faults on the 
[111] planes in cubic SiC [17]. Diffraction peaks for crystal-
line SiO2 (cristobalite) is never observed, which indicates 
that nearly whole amount of silica has been consumed dur-
ing the carbothermal reduction. 

FT-IR analysis: Fig. 4 shows the FT-IR spectra of 
SiO2/CB composite after pyrolysis (Fig. 4a) and SiC ceram-

ics obtained at 1600 oC in inert atmosphere for 4h (Fig. 4b). 
In the SiO2/CB composite spectrum asymmetric and sym-
metric stretching vibrations of Si-O-Si bonds at 1090, 800 
and 460 cm-1 and CB characteristic C=C bond vibrations at 
1600 cm-1 can be observed. In the FT-IR spectrum of prod-
ucts obtained at 1600 oC the peaks assigned to Si-O and 
C=C bond become meaningless, and nearly only the peaks 
ascribed to Si-C fundamental stretching vibration at 825cm-1 
exist, suggesting that carbothelmal reduction is nearly com-
pleted. 

IV. CONCLUSIONS  

It is concluded that different wooden breeds has varieties 
in their microstructure and that is an advantage for obtain-
ing porous biomorphic SiC ceramics having different pore 

 

Fig. 2 SEM micrographs of (a) SiO2/CB composite and (b)  
obtained porous SiC ceramics 

 

Fig. 3 XRD patterns of  (a) SiO2/CB composite and (b) obtained porous 
biomorphic SiC ceramics  

 

Fig. 4 FT-IR spectra of SiO2/CB composite after pyrolysis (a) and SiC 
ceramics obtained at 1600 oC (b) 
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sizes and distribution. Pore microstructure of the obtained 
SiC ceramics are close to pyrolysed raw material. In present 
paper described ceramics obtaining technology is suitable 
for manufacturing of porous mainly -SiC phase containing 
ceramics. 

In further investigations also other wooden breeds will be 
converted into porous ceramics and biocompatibility of  
products obtained will be examined. 
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Abstract — Two quaternary ammonium compounds, 
namely benzalkonium chloride and cetyl pyridinium chloride, 
have been studied as additives for incorporation into acrylic 
bone cement (Palacos K-40) as anti-microbial agents.  Each 
compound was added at 1% and 5% by mass.  Setting time of 
the cement was 9.75 minutes.  This was not altered by benzalk-
onium chloride (5%), but was shortened to 9.00 minutes by 
5% cetyl pyridinium chloride.   

Release was determined by measuring chloride release from 
set cement specimens with a chloride-ion selective electrode.  
Release was shown to occur but it did not follow simple diffu-
sion-based kinetics.  Rather it was a complicated process, and 
similar to that of gentamicin sulphate from bone cements. 

The results show that these anti-microbial compounds can 
be incorporated into acrylic bone cement and then released 
satisfactorily, suggesting that these compounds have the poten-
tial to be used as active ingredients in orthopaedic cements. 

Keywords — Acrylic bone cement, additives, anti-
microbials, release 

I. INTRODUCTION  

Acrylic bone cement is used extensively in orthopedic 
surgery to fix the components of the prosthesis to the bone 
in both total hip and knee arthroplasty [1].  Currently, the 
antibiotic, gentamicin sulphate is frequently added to the 
bone cement to reduce the incidence of post-operative infec-
tion [1]. 

Acrylic bone cement comprises two components, namely 
a powder consisting of pre-polymerised polymethyl-
methacrylate (PMMA) and a liquid component, methyl 
methacrylate onomer (MMA).  Typically, the ratio of 
PMMA powder to MMA monomer used is 2:1. The initiator 
is benzoyl peroxide, in association with N, N-dimethyl-p-
toluidine as accelerator which brings about setting through 
free radical polymerisation [1-2].   

Gentamicin sulphate is added because it is effective in 
the treatment of several infections, including septicaemia.  It 
is active against many strains of gram negative bacteria and 
Streptococcus aureus.  However, it is inactive against an-
aerobes and only poorly active against Streptococcus hemo-
lyticus and Pneumococcus sp. [3]. 

Gentamicin sulphate is typically released from bone ce-
ment in a biphasic fashion.  This means that in the initial 

time period, there is high release of the antibiotic, but later 
the release of antibiotic declines sharply, and long term 
release occurs at more moderate levels [4].  Although the 
release of gentamicin continues for a long period of time, it 
does not continue to completion.   For example, one study 
showed that implanted bone cement released only about 
20% of the total incorporated antibiotic after several months 
[5, 6]. 

Despite this retention, gentamicin sulphate is a successful 
additive to bone cements.  Various studies have shown 
reductions in the incidence of infection when gentamicin 
sulphate is included in bone cement [7, 8].    

However, there is a problem with gentamicin, namely 
that bacteria have developed to it.  Resistant strains of 
Staphylococcus sp. Are known and bacterial infections have 
been observed associated with acrylic bone cement in revi-
sion surgery [9]  

Alternative antimicrobial compounds therefore need to 
be considered.  In the current work, two such antimicrobials 
are considered, namely benzalkonium chloride and cetyl 
pyridinium chloride.  These are similar compounds, in that 
they are quaternary ammonium compounds with some sur-
factant activity [10].   

The current study employed these compounds at levels of 
1% and 5% in a commercial acrylic bone cement, and was 
aimed at determining both the effect of incorporation of the 
antimicrobial on the setting behaviour of the acrylic cement 
and the nature and extent of release.  

II. MATERIALS AND METHODS 

The bone cement used was Palacos-K40 (Schering-
Plough Europe, Belgium).  It was mixed in the ratio 2g 
powder to 1 cm3 liquid in a glass beaker using a spatula, 
with mixing taking approximately 1 minute.  The antim-
icrobial compounds used were benzalkonium chloride and 
cetyl pyridinium chloride [monohydrate] (Sigma-Aldrich, 
Poole, Dorset, UK).  These were incorporated at levels of 
1% and 5% by mass (ie 0.026 g or 0.144 g respectively for a 
2 g/1cm3 mixture). 

Setting behaviour was determined by mixing a sample  
of cement, and once it attained a dough-like consistency, 
transferring it to a silicone rubber mould of dimensions  
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1 cm x 1 cm x 1 cm.  A thermocouple was placed at the 
centre of the mass, and the temperature recorded every  
15 seconds.  From this data, a graph of temperature vs time 
was plotted and used to determine the setting time.  This 
was carried out for the cement itself, and cement with 5% of 
each antimicrobial compound. 

Release of chloride was determined from the parent ce-
ment and from cement containing antimicrobial compounds 
at 1% and 5% by mass. Specimens were prepared by mixing 
samples of cement with and without the antimicrobial com-
pounds, and for each cement type, preparing six cylindrical 
specimens (6 mm high x 4 mm diameter).  These were 
formed by transferring the cement at the dough stage to split 
stainless steel moulds of the appropriate size.  Cements 
were allowed to set at room temperature for 20 minutes, 
then removed from the moulds and placed in individual 
5cm3 portions of deionised water in plastic storage bottles.  
The release of the chloride ions was detected using a chlo-
ride electrode (Model 7065, Electronic Instruments Ltd.) at 
time intervals of 15, 30, 45, 60, 120, 180, 240 minutes and  
2 weeks, and results for amounts released were recorded as 
means and standard deviations. 

Release vs. time was plotted for the 1% and 5% additive-
loaded bone cements, in order to determine the nature of the 
release profiles of chloride from bone cement.  In addition, 
release vs. (time)1/2 graphs were plotted as required by 
Fick’s second law to test whether release was a diffusion 
process. 

Data on release were tested for significance using the 
Student-Neumann-Keuls test. 

III. RESULTS 

Table 1 shows results for the setting time determined for 
the bone cement along, and with the addition of 5% by mass 
of each anti-microbial compound.  There was no difference 
in the presence of benzalkonium chloride, which gave 9.75 
minutes, compared with the control, but in the presence of 
cetyl pyridinium chloride, the working time was shortened 
slightly to 9.00 minutes. 

Release profiles for the first 4 hours of release for ben-
zalkonium chloride at 1% and 5% respectively; are shown 
in Figures 1 and 2. 
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Figure 1: Release profile for 1% benzalkonium chloride 

0

5

10

15

20

25

30

0 50 100 150 200 250 300

time/min

co
nc

en
tra

tio
n/

pp
m

 
Figure 2: Release profile for 5% benzalkonium chloride 

The plot for benzalkonium chloride at 1% concentration 
appears to show evidence of a two-stage release pattern. 
However, the release levels at the apparent step were 2.4 
ppm (S.D. 1.1 ppm) at 120 s, and 3.2 ppm (S.D. 1.3 ppm), 
and the difference between these values is not statistically 
significant. 

For benzalkonium chloride at 5%, release reached a pla-
teau at 60 minutes.  The actual mean values of release rose 
between that time and 240 minutes from 21.6 ppm (S.D. 7.8 
ppm) to 26.0 ppm (S.D. 12.3 ppm), an increase that was not 
statistically significant. 

Cetyl pyridinium chloride showed similar behaviour at 
both 1% and 5% levels, in that release rose to a clear pla-
teau region, during which release levels rose by amounts 
that were small and not statistically significant.  For the 1% 
level, this ranged from 2.5 ppm (S.D. 0.6) at 60 minutes to 

Table 1: Working times determined from setting exotherms for cement 
with and without anti-microbial compound 

Cement system Setting time/min 
Cement only 
Cement + 5% benzalkonium chloride 
Cement+ 5% cetyl pyridinium chloride 

    9.75 
    9.75 
    9.00 
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2.9 ppm (S.D. 0.6 ppm) at 240 minutes.  For 5%, it ranges 
from 25.3 ppm (S.D. 3.3 ppm) at 120 minutes to 26.6 ppm 
(S.D. 3.9 ppm). 

Replotting these data as release vs. (time)1/2 graphs did 
not give straight lines in any case, showing that release is 
not diffusion based for these compounds from acrylic ce-
ments. 

IV. DISCUSSION  

The inclusion of the candidate anti-microbial reagents 
was found to have little or no effect on the setting of the 
acrylic bone cement.  The setting of methyl methacrylate 
occurs by an addition polymerization, typically initiated by 
benzoyl peroxide and accelerated by the presence of an 
amine [2].  The anti-microbials are both quaternary ammo-
nium salts, so might possibly contribute to the accelerating 
effect.  In fact, only cetyl pyridinium chloride showed any 
such effect, and then only to a small extent, shortening the 
setting time by a mere 45 seconds at the 5% level. 

Both additives were shown to be released readily over 
periods of time of up to 2 weeks.  The initial levels were 
studied for possible diffusion release, ie by plotting release 
against (time)½.  However, these plots were not linear, 
showing that release was not a simple diffusion process in 
any of the four cases. 

This is similar to the release of gentamicin sulphate from 
acrylic cements.  For this substance, release has been shown 
to continue for at least 5 years [13], and to comprise three 
contributing mechanisms [14].  They are: (i) short-term 
initial elution through imperfections in the cement,  
(ii) stress-cracking due to ingress by aqueous medium, with 
resulting release of antibiotic, and (iii) permeation by sur-
rounding aqueous medium, thus creating a series of inter-
locking channels through which the gentamicin sulphate is 
able to escape.  This mechanism gives rise to complex kinet-
ics, despite which the release of gentamicin is a controllable 
phenomenon and capable of being used in surgical practice. 

Our experiments demonstrate some similarities with re-
lease of gentamicin sulphate.  There is measurable release of 
anti-microbial from the earliest exposure of the acrylic bone 
cement to the aqueous storage medium, then a more compli-
cated kinetic process than simple diffusion.  This suggests 
that the release of benzalkonium chloride and cetyl pyridin-
ium chloride may occur by a similar mechanism, as might be 
expected on the basis of their similar chemical nature.  

More work is needed to fully characterise the experimen-
tal system we have studied.  However, preliminary results 
are encouraging, and suggest that these compounds may be 
useful alternatives to the well-established gentamicin sul-
phate. 

V. CONCLUSIONS  

Both benzalkonium chloride and cetyl pyridinium chlo-
ride have been shown to be suitable for incorporation into 
commercial acrylic bone cement.  They have little or no 
effect on the setting time, and can be released gradually 
over time from the set cement.   

Chloride release from cement did not follow simple dif-
fusion kinetics, but to be a more complicated process.  This 
suggests that the mechanism of release is similar to that of 
gentamicin sulphate. 

Overall, these results show that these anti-microbial 
compounds have the potential to be used in practical bone 
cements to prevent post-operative infection associated with 
hip or knee replacement surgery. 
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for Medical Purpose 
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Abstract — Two methods of estimation of quality of materi-
als in conditions of high-speed loding are presented: differen-
tial method and a method of sector diagrams. The given meth-
ods allow to make an estimation of quality of materials applied 
in medicine, in particular stomatology. 

Keywords — Shape memory alloy, shock loading, quality 
level, method, cobweb. 

I. INTRODUCTION 

Now opportunities of application in medicine of new ma-
terials with the set properties (smart materials) are widely 
known. As these materials, as a rule, understand materials, 
which under action of external factors (temperatures, me-
chanical loading, etc.) can cardinally change the properties 
in the necessary direction. Superelastic alloys concern to 
such shape memory materials. Shape memory alloys and, 
first of all, TiNi are more widely and more effectively used 
in various areas of medicine and stomatology, becoming a 
basis of new technologies and bringing exclusively positive 
results. In stomatology TiNi has found application at manu-
facturing endodontic instruments, systems and intrabone 
implant at prosthetics of support of a teeth and dental artifi-
cial limbs 

Biological tolerance nickel-titanic shape memory alloys 
allows to use effectively them at a long finding and func-
tioning of products from them in an organism. Alongside 
with a high level of biochemical and biomechanical com-
patibility, and to opportunities of self-fixing to these materi-
als the same rheological laws of deformation are inherent, 
as in biological tissues that it makes TiNi superelastic shape 
memory alloys optimum at correction abnormal bite and 
precision prosthetics. 

In some cases a product from such alloys during using 
can be exposed to actions of excited environments and shock 
loadings. This question is especially actual in stomatology, 
and, in particular, in prosthetics of teeth. The situation when 
own healthy teeth can break away or break at sharp move-
ment or hit of a firm subject is frequent, therefore it is impor-
tant, that implants could not only resist to similar influences 
alongside with a natural teeth, but also surpass the given 
characteristics. In this connection research these materials 

and estimation of quality of TiNi shape memory alloys in 
conditions of shock loading is important. Results of a similar 
estimation help to carry out selection of various materials 
depending on final conditions of application. 

The analysis and contrast of different materials are ob-
structed by the availability of large quantity of individual 
characteristics of them. It is necessary that materials evalua-
tion was complex for solution of such kinds of problems. To 
present there are quite many different methods of evaluation 
of manufacturing product quality. But the quantity of spe-
cial works concerning complex evaluation of technical 
materials quality is not enough. 

For materials definite list of quality indicators exists. It is 
analogous the production quality ones. This list includes the 
following: 

 function indicator; 
 reliability indicator; 
 safety indicator; 
 aesthetic indicator; 
 generalize indicator and so on. 

But not all of these indicators can be applied in every 
specific case. The opportunity to use each indicator depends 
on the field of application and function of material. 

The application of differential method of quality evalua-
tion is the way for solution this problem.  

The essence of differential method of evaluation of pro-
duction quality consists of comparison of separate proper-
ties indicators of estimating specimen with correct indica-
tors of basic specimen. During this procedure there are 
determined whether the correspondence of quality for esti-
mating product to basic specimen quality is achieved in the 
whole, and what properties indicators of estimating product 
exceed or not correspond with basic specimen indicators 
and what extend analogous properties indicators differ one 
from another. 

II. EVALUATION OF QUALITY BY DIFFIRANCIAL METHOD 

The value of total quality indicator, i.e. quality level TL  
can be accounted as a definition of average arithmetical 
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magnitude of all levels of taking into account properties iL  
of comparing (evaluating and basic) specimens as follows: 

1

1 n

T i
i

L L
n

,  (1) 

where Li – quality level of individual property can be deter-
mined according relation: 

e
i

b

PL
P

,  (2) 

where Pe – evaluating property and Pb – basic property. 
But in the case of influence of shock wave testing on ma-

terials it is impossible to determine the basic value of prop-
erties. Therefore it is expedient in this case to use threshold 
values for basic properties.   

Two TiNi shape memory alloys were used for analysis 
and estimation of quality. These materials containing 44,9% 
Ti, 55,1% Ni and with addition of 3%Cu were subjected 
explosive loading. The results of these testing are presented 
in Table 1. 

Specimens-targets were in the form of disks 15 mm in 
diameter and parallelepipeds 23 18 mm2 in square and with 
a thicknesses of 1,6 - 4,5 mm. Load pulses of different dura-
tions were created by impact of aluminum flyer-plates with 
a thicknesses of 0,2 - 4,0 mm. Backside spallation was real-
ized under uniaxial strain conditions within the velocity 
range 600-700 m/s [1]. 

According with the experimental data basic indicators are 
accepted as follows: 

 specimen thickness – 1,5 mm; 
 flyer thickness – 2 mm; 
 loading velocity – 700 m/s; 
 pull-back velocity – 300 m/s; 
 spall strength – 10 GPa. 

Table 1  Primary data 

Material 

Speci-
men 
thick-
ness , 
mm. 

Flyer 
thick-
ness  
h, mm. 

Loading 
velocity 
 V, m/s 

Pull-
back 
velocity 
W, m/s 

Spall 
strength 

, GPa 

1. Ti-Ni  1,61 0,2 600 94 3,177 
2. Ti-Ni-
Cu3  1,6 0,2 600 268 9,058 

3. Ti-Ni-
Cu3 3,96 0,4 630 230 7,774 

4. Ti-Ni-
Cu3 4,42 2 700 180 6,084 

5. Ti-Ni-
Cu3 4,5 2 700 100 3,38 

Table 2  Values for quality levels 

Mate-
rial L( ) L(h) L(V) L(W) L( ) Quality 

level LT 
1. Ti-Ni 0,93 0,1 0,86 0,31 0,32 0,50 
2. Ti-Ni-
Cu3  0,94 0,1 0,86 0,89 0,91 0,74 

3. Ti-Ni-
Cu3 0,38 0,2 0,9 0,77 0,78 0,61 

4. Ti-Ni-
Cu3 0,34 1 1 0,60 0,61 0,71 

5. Ti-Ni-
Cu3 0,33 1 1 0,33 0,34 0,60 

 

Fig. 1 The quality cobweb for nitinol 

The values of quantity levels accounted according with 
relations (1) and (2) are presented in Table 2. 

Specimens 2 and 4 with additions of copper in their con-
tents have the highest quality level as it is seen from Ta-
ble 2. These data are in agreement with quality cobweb 
(Figure 1) where it is clearly seen what approach is better 
and in what way. 

The quality cobweb for definition of quality level for nit-
inol specimens is presented in Figure 1. It is received in 
accordance with experimental and accounted indicators 
using fifth basic properties presented at the fifth qualimetric 
scales. 

Approach N1: Low spall strength, Low flyer velocity, 
Low pull-back velocity 

Approach N2: High spall strength, Low flyer velocity, 
High pull-back velocity 

Approach N3: Medium spall strength, Low flyer veloc-
ity, Medium pull-back velocity 

Approach N4: Medium spall strength, High flyer veloc-
ity, Medium pull-back velocity 

Approach N5: Low spall strength, High flyer velocity, 
Low pull-back velocity 

The values of properties indicators are registered at the 
appropriate scales. Their points are joined together and five 
polygons are formed. It is seen from the cobweb that square 
occupied by polygons N2 and N4 is the largest and by poly-
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gon N1 is the smallest. It is testified that quality level of 
material N2 is the best on complex properties in spite of the 
value of separate indicators are minimum. Besides the qual-
ity level of specimen N2 can be considered the best because 
this sample has maximum value of spall strength. The spall 
strength in this case is the determinative indicator. On ac-
count of this reason specimen N4 is inferior in sample N2 
because it has less value of spall strength. It is obviously the 
minimum of quality level value for specimen N1 without 
copper addition. At the cobweb this sample forms polygon 
with the smallest square. It is caused by minimum values of 
practically all parameters.  

Thus, differential method of quality evaluation is reason-
able for quality estimation of materials underwent high-
strain-rate loading. Given method allows us to account total 
quality indicator of specimen or quality level. At the same 
time this method admits us to present in diagram form how 
and what extend various specimens differ each other. 

As can be seen in Figure 1, five different approaches  
are generally possible with respect to the good quality of 
material. 

Approach N1, which involves a low spall strength, has 
the disadvantage that the damage arrest requirements may 
not be fulfilled.  

Approach N2, which involves a highest spall strength, 
ensures excellent resistance for damage as well as fully 
satisfactory other properties, despite the relatively low flyer 
velocity. The spall strength should therefore be considered 
acceptable for the purpose of current standardization.  

Experience gained meanwhile indicates that Approach 
N2 is the best choice. This approach enables the desired 
property profile to be achieved through an optimized spall 
strength. 

It is necessary to note, that for stomatologic implants 
strength is important at sharp shock influences. Therefore in 
this case the priority and important characteristic is spall 
strength. Therefore the alloy with approach  2 is the best 
variant in the given conditions. 

III. EVALUATION OF QUALITY BY ALTERNATIVE METHOD 

Alternative way of representation of quality level during 
the estimation of quality of materials can be use of sector 
diagrams [2]. Sector diagrams are plotted by relative pa-
rameters of quality and their weight numbers. Each parame-
ter is represented on the diagram in the form of circular 
sector which radius is equal to value of a parameter con-
cerning the chosen analogue, and the central corner - to the 
weight number expressed in degrees or radians. Base values 
of all parameters are represented by a circle with radius 

equal to unit. The central corner for i parameter with weight 
number i is defined as  = 2 i rad ( i = 360° i, degree). 

The quality level is defined on the basis of the complex 
average weighed parameter Lq called by an average 
weighed circular parameter. It is equal to radius of a circle 
which area is equal to the sum of the areas of sectors of the 
diagram. Its estimation can be made with the formula (3): 

n

i
iiq rL

1

2 ,  (3) 

where  – number of relative parameters of quality;  
i – weight number; 

ri – value of i parameter. 
It’s probably to compare by this technique 2 best samples 

which were defined by a differential method. Weight num-
bers are received by expert judgments- a method of ranging. 
The received values of samples  4 and  2 are presented 
accordingly in figures 2 and 3 (tables 3 and 4). 

Table 3 Data for quality level of the sample 4 

 
pp Sample Basic 

values  4 

Rela-
tive 

value, 
ri 

Weigh
t num-
ber, i

, 
degree

1. Specimen 
thickness  1,5 4,42 0,34 0,19 68 

2. Flyer thickness 
h 2 2 1,00 0,07 25 

3. Loading 
velocity V 700 700 1,00 0,21 76 

4. Pull-back 
velocity W 300 180 0,60 0,2 72 

5. Spall strength 
 10 6,084 0,61 0,33 119 

 Sum - - - 1 360 

Table 4 Data for quality level of the sample 2 

 
pp Sample Basic 

values  4 

Rela-
tive 

value, 
ri 

Weigh
t num-
ber, i

, 
degree

1. Specimen 
thickness  1,5 1,6 0,94 0,19 68 

2. Flyer thick-
ness  
h 

2 0,2 0,10 0,07 25 

3. Loading 
velocity V 700 600 0,86 0,21 76 

4. Pull-back 
velocity W 300 268 0,89 0,2 72 

5. Spall strength 
 10 9,058 0,91 0,33 119 

 Sum - - - 1 360 
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Fig. 2 Diagram of quality level for sample 4 

 

Fig. 3 Diagram of quality level for sample 2 

Lq is close to the average weighed arithmetic parameter. 
Value of the average weighed circular parameter graphically 
is presented by a circle in the form of a dashed line: 

496,061,033,06,02,0121,0107,034,019,0 22222
4qL

752,091,033,089,02,086,021,01,007,094,019,0 22222
2qL  

 <1 means that a quality level of the given sample be-
low of basic one. 

IV. RESUME 

Thus, this estimation confirms earlier drawn conclusions 
that quality of the sample  2 is better. Calculated with 
weigh numbers factors for two samples show that quality 
level of the sample  2 on 65,9 % is more than quality 
level of the sample  4. It is evidently visible on sector 
diagrams in what parameters one surpasses another. 
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Abstract — The aim of this work was to evaluate the elec-
trochemical behaviour of TiNiNb, TiAlV and TiAlZr  in 0,9% 
NaCl (isotonic sodium chloride solution) and SBF (simulated 
body fluid). The surface of TiNiNb, TiAlV and TiAlZr alloys 
was mechanically polished and investigated with electronic 
microscopy. The hydroxyapatite (HA) layer appears on the 
surface of the samples due to the precipitation process from 
SBF. Their biocompatibility was demonstrated and sustained 
with cell cultures and the ion released concentrations were 
evaluated by inductively coupled plasma mass spectrometry 
ICP-MS measurements [1].  

Keywords — TiNiNb, TiAlV and TiAlZr, surface treat-
ments, electrochemical behavior, surface analyses, biocom-
patibility. 

I. INTRODUCTION  

The release of nickel, vanadium and zirconium from tita-
nium alloys is often responsible for allergic contact dermati-
tis despite the amounts of metal released from titanium 
alloys in trace amounts, taking into accounts the excellent 
corrosion resistance of the alloys. 

Despite the excellent biocompatibility of thin native ox-
ide film on titanium alloys implants, native titanium oxide is 
known as an inert ceramic biomaterial. 

The success of many metallic biomaterials is in direct re-
lation with surface treatments applied in order to improve 
cell adhesion and proliferation and immersion in SBF is a 
method of  bioactivation. 

However the stability of Ti alloys is a property desirable 
for an implant material, taking into account that even small 
amount of some ions are subject of toxic activity. This pa-
per analyses the corrosion behavior and cations released 
from Ti alloys [1,2] in direct relation with their biocompati-
bility in terms of cell viability. 

Since interactions between cells and titanium alloys im-
plants (TiNiNb, TiAlV and TiAlZr) occur at their interfaces, 
surface characteristics of titanium alloys are essential. 

II. EXPERIMENTAL SETUP 

Materials: 
The test solution used 0,9 % NaCl (isotonic sodium chlo-

ride solution) and SBF (simulated body fluid). 

The studied alloys are TiNiNb, TiAlV and TiAlZr with a 
composition presented in table 1 as followings: 

Table 1 Alloys composition 

Alloy Al V Zr Ti Nb Ni 

TiNiNb 1.06 - - 42.36 10.75 42.23 

Ti-6Al-4V 5.88 3.72 - balance - - 

Ti-6Al-4Zr 6.01 - 4.05 balance - - 

The biomaterials samples were discs, mechanically pol-
ished with emery paper with different grain sizes, washed 
with distilled water, etched in 3% HF 20% HNO3 for 3 min, 
degreased in benzene for 3 min, prolonged rinsed with dis-
tilled water and dried. The surface treatment was a deposi-
tion of Ca and P from SBF solution with a composition 
according to table 2.  

After the surface preparation, each specimen was cleaned 
in deionized water for 5 min and dried in air.  
 Methods:  -Electrochemical procedures; 
    -Surface analysis; 
    -Biocompatibility tests; 
    -ICP-MS analysis. 
Electrochemical procedures: 
The electrochemical measurements were conducted using a 
standard three-electrode cell. A Pt wire of large-enough area 
was used as auxiliary electrode, Ag/AgCl was the reference 
electrode and each Ti alloys as an working electrode. 

Electrochemical measurements were carried out with a 
Voltalab 40 interfaced with a computer using Voltamaster 4 
software for data acquisition and analysis and alll the ex-
periments were carried out at room temperature (20±2oC). 

The electrodes were then treated by holding them at -800 
V for 5 min to give a reproducible initial condition. Finally 
the scan was started at -800 V using a sweep rate of 
2mV/sec and reversed at 1500 V.  

Table 2 SBF composition 

Medium Ion concentration (mM) 
 Na+ K+ Ca2+ Mg2+ Cl- HPO4

2- HCO3
- SO4

2- 

SBF 142 5.0 2.5 1.5 147.8 1.0 4.2 0.5 
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Surface analysis: Topographical features of alloys surface 
after immersion in studied solution were put in evidence 
using scanning electronic microscopy with an Environ-
mental Scanning Electron Microscope FEI/Phillips XL30 
ESEM. The ESEM equipment has an energy dispersive X-
ray analysis module (EDAX) [4]. After 14 days SBF im-
mersion revealed a presence of Ca and P ions over surface. 
Biocompatibily: 
In order to study the biocomatibility of the discs alloys after 
immersion in NaCl and SBF, the samples were sterilisated 
in ultraviolete light, on the both sides and inseminated with 
osteoblasts cells of the celular line G 292 (250 000 cells / 
Petri plate). The culture cells was monitorisated 24 h. The 
citotoxicity and viability were invesigated with a Olympus 
microscope in phases contrast with epiflourescence system 
with photo digital camera and quantified with MTT test. 
This method measures the proliferation and cell viability, 
and is based on the reduction of the yellow tetrazolium 
MTT (3-(4,5-dimethylthiazolyl-2)-2,5-diphenyltetrazolium 
bromide) to formazan, a purple compound. 
ICP-MS analisys:  
ICP-MS analysis performed with an ELAN DRC-e equip-
ment permited low concentration determination ( gL-1) of 
total metal content in fluids. 

III. RESULTS AND DISCUSSION 

In figure 1 its shows the evolution of Ti alloys in NaCl 
0,9% and SBF: 

a) Ti alloys in NaCl 0,9%: 
In the first minutes of Ti alloys immersion, the potential 

varying in very small limits, around -300mV. After 5000 
minutes of immersion the potential for TiAlV has a remark-
able variation, it begin to increase to a stable value around 
20000 minutes, because of protective film on the Ti alloys 
surface. The stable potential value are for TiAlV around 200 
mV, for TiAlZr around 100 mV and the TiNiNb around 50 
mV. For the TiAlZr and TiNiNb, the potential increase in 
the first minutes of immersion to a very stable value. All the 
potential values are higher than the start potential values. 

b) Ti alloys in SBF: 
In the first hours after Ti alloys, exists a variation of the 

potential toward more electronegative values. After 15000 
minutes of immersion, all potential values become positives 
due to reconstruction of the protective film on the Ti alloys 
surface. 

Figure 1 (a-b): Open cicrcuit potential for Ti alloys elec-
trodes immersing in NaCl 0,9% and SBF solution. 

Electrochemical behavior: 
Figures 2 (a-b) present cyclic voltammograms of TiNiNb 

in 0,9% NaCl and SBF 

 

Fig.1a Evolution of the electrode potential in open circuit  
for alloys electrodes immersing in NaCl 0.9% 

 

Fig.1b Evolution of the electrode potential in open circuit  
for alloys electrodes immersing in SBF 

 

Fig 2a Cyclic voltammogram of TiNiNb in 0,9% NaCl 

 

Fig.2b Cyclic voltammogram of TiNiNb in SBF 

The corrosion resistance of titanium alloys, particularly 
TiNiNb, TiAlV, TiAlZr strongly depends on the perform-
ance of their protective passive film.  

In table 3, the electrochemical parameters of Ti alloys in 
indicate electrochemical stability. The order of the electro-
chemical stability (S) of the Ti alloys is: S TiAlV>S 
TiAlZr> S TiNiNb. 

The electrochemical parameters for Ti alloys in SBF are 
listed in table 4.The order of the stability is: S TiAlV>S 
TiAlZr> S TiNiNb. 
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Table 3 The main electrochemical parameters of Ti alloy in NaCl  

Sample Ecor (mV) Icor  (µA/cm2) Vcor  (µm/year) 
TiNiNb in NaCl -38,4 2,14 20,55 
TiAlZr in NaCl -385 0,185 2,1 
TiAlV in NaCl -353 0,15 1,9 

Table 4 The main elactrochemical parameters for Ti alloysr in SBF  

Samples Ecor  (mV) Icor   ( A/cm2) vcor   (µm/an) 
TiNiNb in SBF -33 1,59 16,12 
TiAlZr in SBF -294 0.178 2,0 
TiAlV in SBF -250 0.12 1,2 

Higher icorr values for alloy in NaCl suggest that its sur-
face is less corrosion resistant than alloy in SBF.  

The behavior of the TiAlZr alloy in 0,9% NaCl present a 
passive region with lower passive current density. It can be 
observed for the TiAlZr in SBF a lower value for current 
density, confirming the beneficial effect of the immersion in 
SBF. 

The presence of SBF puts in evidence the decrees of 
corosion current and also, the decrees of corosion rate.  
The composition of thin layer was obtained from the EDAX 
spectrum (fig. 5); this spectrum confirms that the deposi-
tions on TiAlZr surface were composed of calcium and 
phosphorous elements due to the precipitation process [6]. 

To study the effect of the cyclic polarization test on the 
surface morphology of the samples, SEM micrographs of 
the sample surface were captured after the test. 

 

Fig 3 The allure of anodic polarization curves for TiAlZr  
a) in SBF, b) in NaCl 

        
a)                                                      b) 

Fig. 4 SEM imagine of: a) TiAlZr in NaCl; b) TiAlZr in SBF  
after cyclic polarization 

SEM images are according to electrochemical data, on 
the surfaces after polarization not exist local corrosion 
forms (pitting). 

Fig. 5 presents the EDAX spectrum and put in evidence 
the change of the composition of thin films. The oxygen 
content marked an increase while titanium and nickel a 
decrease. These changes have implications on the electro-
chemical properties. 

Figure 6 shows SEM [8] for TiNiNb mechanically pol-
ished and figure 7 the EDAX for TiNiNb mechanically 
polished after cyclic polarization in NaCl 0,9%. 

 

Fig. 5 EDAX spectrum for TiAlZr in SBF 

       

      Fig 6 SEM for TiNiNb in NaCl        Fig.7 EDAX for TiNiNb in NaCl 

Citotoxicity tests: 

  
Fig. 8 Control sample 

  
Fig. 9 TiAlZr in NaCl                  Fig. 10 TiAlZr in SBF 
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Fig.11 MTT test for cells viability  

Table 5 MTT test parameters 

Sample DO 550 nm viability %  

Control  0,4097 100 % 

TiAlZr in SBF 0,4579 112 % 

Ti Al Zr in NaCl 0,4023 98 % 

Table 6 Ions release quantity from titanium alloys 

Ions release concentration ppb Samples Period of 
time 

Ti Al 
 

V Ni 

after 2 weeks 2.6 - - 10.7 TiNiNb in 
0.9%NaCl initial 1.8 - - 8.9 

after 2 weeks 1.3 - - 8.5 TiNiNb in 
SBF initial 0.8 - - 6.4 

after 2 weeks 12.3 2.3 - - TiAlZr in 
0.9% NaCl initial 5.5 0.6 - - 

after 2 weeks 5.7 1.4 - - TiAlZr in 
SBF initial 1.2 0.2 - - 

after 2 weeks 4 1.5 7.5  - TiAlV in 
0.9% NaCl initial 3.2 0.6 3.1 - 

after 2 weeks 0.9 1.1 5.7 - TiAlV in 
SBF initial - 0.2 3.2 - 

The samples are not citotoxic, the MTT test put in 
evidence close values of optical density DO (fig.11). We 
can say that the samples have a high biocompatibility 
degree. 

After 2 weeks of immersion the quantity of Fe, Al, Ni, V 
released was higher in 0.9% NaCl than in SBF for all the 
alloys samples [9]. The ions release amount for the Ti alloys 
in SBF are lower than for NaCl immersion. The Ti ions 
released into SBF were much lower than in 0.9% NaCl. The 
layer has a positive effect on corrosion resistance of metal-
lic substrate, and decreases the corrosion current density 
being a distinct advantage for prevention of ion release 
[1,7]. 

IV. CONCLUSIONS  

For the Ti alloys samples in SBF, the corrosion current 
and the corrosion rate evaluated by electrochemical tech-
niques show that the presence of the calcium phosphate on 
the surface improves the corrosion resistance of metallic 
substrate. The corrosion current and the corrosion rate are 
lower for the alloys samples in SBF than for the alloys sam-
ples in NaCl 0.9%. 

The studied alloys present low corrosion currents densi-
ties in the tested media and a electrochemical stability.  

SBF testing incorporate inorganic ions in superficial 
layer (Ca and P), this phenomena contributes to a increasing 
of the cellular viability. Ca and P presence on the surface as 
a result of bioactivation procedure induced and increase in 
biocompatibility values. 

ICP-MS measurements indicate smaller ion released 
amounts. 
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Abstract — In the last fifty years in medicine, engineering 
and other sciences widely is used finite element method (FEM), 
it is cost-effective alternative to the experimental approach for 
solving wide range of implant-biological tissue issues [1,2]. 
This method is applied for determination of stress-strain states 
in different systems. In the present study a stress-strain state of 
reconstruction system bone-implant was determined in theory 
by finite element program ANSYS. In order to solve this 
problem the mechanical characteristics of bone tissue were 
taken from literature [3], but characteristics of implants were 
obtained in experimental way in biomechanics laboratory in 
Riga Technical University. Afterwards obtained results were 
compared with the experimental ones.  

In our experimental work two types of new composite 
implant materials are investigated. The first type of the 
biomaterials is based on silicate glass (SG) and hydroxyapatite. 
Both, the natural (NHAp) and synthetic hydroxyapatite (HAp) 
were used. The second type of the biomaterials made from 
ultrahigh molecular mass  polyethylene (UHMMPE) and the 
natural hydroxyapatite. Their mechanical characteristics, 
biocompatibility and the dynamics of bond strength between 
the bio composites and live bone tissue are determined.  

Keywords — bond strength, implantation, finite element 
method, biocompatibility.  

I. INTRODUCTION 

Various biomaterials, such as alumina, hydroxyapatite, 
titan, Co-Cr-Mo and Ti-Al-V alloys, methyl methacrylate, 
plyethylene, compasites based on porous nanohydroxy-
apatite, collagen and alginate, as well as many other play an 
important role in the creation of artificial materials for re-
placing bone tissue [4,5]. In this case, of first importance is 
the problem of designing material close to natural bone tissue 
in it’s mechanical characteristics and biocompatability. Such 
materials include polyethylene and silicate glass (SG), 
reinforced with hydroxyapatite [6]. 

In the present study, a procedure is described for 
obtaining NHAp and artificial HAp hydroxyapatites, as well 
as composite materials based on them, namely ultrahigh 
molecular mass polyethylene UHMMPE-NHAp, SG-NHAP 
and SG-HAp.  

The structure of bone tissue before and after 
deproteinization and the structure of composite materials 

based on UHMMPE and NHAp (with different percentage) 
were investigated by the method of scanning electron 
microscopy[5]. Some mechanical characteristics of 
UHMMPE-NHAp, SG-NHAp and SG-HAp biocomposite 
materials and the bond strength between a live bone tissue of 
rabbits and SG(60)-HAp(40), SG(60)-NHAp(40), 
UHMMPE(70)-NHAp(30) and UHMMPE(50)-NHAp(50) 
composites were determined.  

Also in the present study a stress-strain state of 
reconstruction system bone-implant was determined in 
theory by the finite element program ANSYS.  

II. PROCEDURE 

The stress-strain state of reconstruction system bone-
implant was determined by the finite element program 
ANSYS. Solving this theoretical problem values of 
characteristics of mechanical properties such as elastic 
modulus (E), Poisson s )(  ratio were taken from literature  
and tests. For cortex bone tissue E was taken from 7 to 14 
GPa, and µ was taken from 0.3 to 0.4 [3]. For implantation 
material E was taken 0.385 GPa and 6.0 GPa, and µ was 
taken 0.35 respectively [5]. 

The callus was located between bone tissue and 
implantation material in FEM model. It was as interface 
between bone tissue and implantation material. Values of  E 
and µ for callus were taken from 0.000005 to 14 GPa, and 
from 0.49 to 0.3 respectively. Displacement s value was 
taken 0.1 mm. This problem was solved several times using 
different values of E and µ. 

The natural hydroxyapatite for biomaterials was obtained 
from the bone tissues of cattle. Then the NHAp and 
UHMMPE particles were mixed for 10 min at t=180-200 C. 
Detailed methodology of preparation of NHAp is described 
in [5]. 

The characteristics of mechanical properties of these 
materials are shown in Table 1. 

The structure of bone tissue before and after 
deproteinization, as well as the structure of compositions 
based on UHMMPE and NHAp (with different percentage), 
was investigated by the method of scanning electron 
microscopy 5 . 
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Table 1. Mechanical characteristics of composite materials based on UHMMPE and NHAp. 

Material, wt.%  *
1 , MPa E , MPa *

1 , % 

UHMMPE(70)-NHAp(30) 50.6 2.1 327 27 229 10 
UHMMPE(60)-NHAp(40) 35.2 3.7 368 45 161 25 
UHMMPE(50)-NHAp(50) 29.5 1.9 385 123 9 4 

Table 2. Comparison between the experimental and calculated data by Eq. (1) elastic moduli (MPa) of composite materials based on  silicate glass  and 
hydroxyapatite  

Material, wt %  Experiment Calculation by Eq. (1) Difference, % 
SG(80)-HAp(20) 3282 701 3877 15.35 
SG(60)-HAp(40) 6929 987 6677 3.64 
SG(40)-HAp(60) 4516 429 5388 16.18 
SG(80)-HAp(20) 3674 730 4332 15.19 
SG(60)-HAp(40) 6235 1301 6606 5.62 
SG(40)-HAp(60) 4899 1028 5418 9.6 
SG(80)-NHAp(20) 3321 755 3979 16.54 
SG(60)-NHAp(40) 5967 1150 6202 3.79 
SG(40)-NHAp(60) 4059 437 4621 12.16 
SG(60)-NHAp(40) 5772 359 5663 1.89 
SG(40)-NHAp(60) 3277 271 3053 6.83 

Table 3. Mechanical characteristics  of composite materials based on silicate glass and hydroxyapatite.  

Material, wt. %         *
1 , MPa  E , MPa  , g/cm3 Manufacturing 

temperature of materials, 
C 

SG(80)-HAp(20) 42.05 10.48 3282 701 1.146 800 
SG(60)-HAp(40) 263.7 73.3 6929 987 2.110 800 
SG(40)-HAp(60) 95.49 29.9 4516 429 1.830 800 
SG(80)-HAp(20) 59.50 4.93 3674 730 1.280 750 
SG(60)-HAp(40) 196.1 98.95 6235 1301 2.088 950 
SG(40)-HAp(60) 109.7 73.26 4899 1028 1.840 950 
SG(80)-NHAp(20) 35.98 12.79 3321 755 1.199 750 
SG(60)-NHAp(40) 179.6 92.8 5967 1150 2.043 850 
SG(40)-NHAp(60) 97.57 7.91 4059 437 1.680 850 
SG(60)-NHAp(40) 161.0 20.7 5772 359 1.866 950 
SG(40)-NHAp(60) 103.78 11.2 3277 271 1.110 950 

 

The HAp was synthesized in laboratory conditions from 
Ca(OH)2 and H3PO4 as a result of the reaction 

10Ca(OH)2+6H3PO4 Ca10(PO4)6(OH)2+18H2O. 

During the experiment, it was found that the mechanical 
properties considerably depended on the material density, 
which, in turn, was determined by the temperature at which 
they were manufactured. Taking into account the change in 
the density of the composite materials because of the 
porosity arising in their producing, the E of the materials 
can be calculated theoretically from the formula  

kVEEEE fmfmmc ))((. ,  (1) 

where mE  and fE  are the elastic moduli of the matrix and 
filler; fV  is the volume content of filler; k  is the 
coefficient determining the relation between the true  and 
theoretical t  density of the material:  

t

k , where 
fm

ffmm
t VV

VV
. 
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Here, m  and f  are the densities of the matrix and 
filler, and mV  is the volume content of the matrix. The test 
results and the values calculated from formula (1) are given 
in Table 2. From the data in this table, it is seen that the 
difference between the experimental and calculated values 
of elastic modulus is about 10% on the average.  

The biocompatibility and bond strength between the 
artificial biomaterials and a live bone tissue were tested on 
adult rabbits. In the femur of rabbits was implanted  
following biocomposites: SG(60)-HAp(40), SG(60)-
NHAp(40), UHMMPE(70)-NHAp(30), and UHMMPE(50)-
NHAp(50). The specimens were cylinders 3 mm in 
diameter and 3 mm in height. The biocomposites were 
implanted in 48 rabbits.  

III. RESULTS 

When an implant is applied to the bone surface, the 
bond strength between the bone tissue and the implant is 
one of the most important factors indicative of the reliability 
of fixing the implant to the bone tissue. 

Figure 1. shows theoretical results of stress-strain state of 
reconstruction system bone-implant by using 14boneE  
GPa, 3.0bone , 6implantE  GPa, 35.0implant

, 

5callusE  GPa, 49.0callus  
The theoretical data of stress-strain state of 

reconstruction system bone-implant show that the stresses 
increase in the system with the increases of elastic modulus 
and shear modulus of callus. Also these data demonstrate 
that the punching out force  reaches almost its maximum at 

5)(calluszzE GPa 

( 678.1
)49.01(2

5
)1(2

zz
yz

EG  GPa).  

A value of the punching out force does not increase 
significantly when elastic modulus of callus reaches the 
value of the elastic modulus of the implant (Fig.2).  

All the specimens implanted were punched out from the 
bone tissue in 2, 4, 10, and 25 weeks after implantation. The 
data in Fig. 3 show that the bond strength between the 
UHMMPE(50)-NHAp(50), SG(60)-HAp(40), and SG(60)-
NHAp(40) composite biomaterials and the surface of the 
cortical bone increases considerably in four weeks after the 
implantation, and reaches almost its maximum in 10 weeks. 

The SG(60)-HAp(40), SG(60)-NHAp(40), and 
UHMMPE(50)-NHAp(50) composites, having sufficiently 
good mechanical properties and a good bond strength with 
the cortical bone tissue, can be recommended as implant 

materials for covering bone defects in order to create a new 
bone structure after orthopedic interventions. 

a

z
yx

 
b

 

Fig. 1. The stress-strain state of reconstruction system bone-implant: a-
total displacement; b-shear in XY plane. 
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Fig. 2. The relationship of ij – Gyz(callus) and Fz – Gyz(callus) in the 
reconstruction system bone-implant. - maximal main stress; zz – 

maximal normal stress; int – maximal general stress; Fz – total force in 
knots; xy  and xz – maximal tangent stress 
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A comparison between the composites based on 
UHMMPE and NHAp has shown that a change in the matrix-
filler ratio changes the mechanical characteristics of this 
material. A greater percentage of filler vincreases the E and 
decreases both the breaking strength and the strain at break. 

As seen from the data in Table 3, mechanical 
characteristics of composite materials based on SG-HAp and 
SG-NHAp, such as the breaking stress in compression and 
the elastic modulus, depend on the density of the materials. 

The results obtained show that the bond strength of 
composite biomaterials based on SG-HAP and SG-NHAp 
with bone tissue is better than that of the materials based on 
UHMMPE-NHAp. 
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Abstract — Calcium phosphate powders were synthesized 
by wet-chemical precipitation method using CaCO3 and H3PO4 
as starting materials. Influence of technological parameters on 
chemical composition of as-prepared and thermal treated 
calcium phosphate samples were investigated. The following 
technological parameters were varied: temperature of the 
suspension during the process of synthesis (T, °C), ending pH 
value, aging time of suspension ( , h) and thermal processing 
(T, °C; , h). The obtained calcium phosphates powders were 
identified and characterized using Fourier transform infrared 
spectroscopy method and X-ray diffraction. FTIR spectra of 
as-synthesized calcium phosphate powders showed 
characteristic chemical bands of hydroxyapatite (PO4 

3-, OH-, 
H2O absorbed, CO3

2- , HPO4
2-) at definite wave number 

ranges. Carbonate and OH- absorbed bands disappear after 
calcination above 900°C. The experimental results of FTIR 
spectra X-ray diffraction showed biphasic mixtures containing 
HAp and -tricalciumphosphate ( -TCP). The secondary 
phase ( -TCP) was formed after calcination HAp samples at 
1000°C and above.  

Keywords — calcium phosphates, synthesis, infrared 
spectra. 

I. INTRODUCTION 

Various calcium phosphate-based bioceramics have been 
used as implantation materials for more than twenty years. 
There is a great interest in the preparation of biphasic 
ceramics from calcium phosphates such as hydroxyapatite 
(HAp) and a more resorbable -tricalcium phosphate ( -
TCP) in different proportions depending on the 
characteristics required for the specific application [1].  

Several techniques have been utilized for the preparation 
of hydroxyapatite and biphasic calcium phosphates (BCP). 
The specific chemical, structural and morphological 
properties of calcium phosphates are highly sensitive to the 
changes in synthesis conditions such as the temperature of 
suspension in process of synthesis (T, ºC), ending pH value 
of the suspension, thermal treatment etc. [2].  

In this work calcium phosphates were obtained using 
wet-chemical precipitation method that is simple and 
inexpensive.  

II. MATERIALS AND METHODS 

A. Calcium phosphates synthesis 

Calcium phosphate powders were synthesized by wet-
chemical precipitation method using CaCO3 and H3PO4 as 
starting materials. These synthesis series varied with 
following technological parameters: temperature of the 
suspension during the process of synthesis (T, °C), ending 
pH value, aging time of suspension ( , h) and thermal 
processing (T, °C; , h).  

During the synthesis such technological parameters as 
rate of acid solution addition, mixing speed and time, final 
pH of the calcium phosphate suspension, thermal 
conditions, were controlled.  

The final pH was stabilized in the range of 6-11 using 
phosphoric acid solution. The temperature of suspension 
during synthesis was varied in the range of 20 to 70°C. The 
calcium phosphate suspensions were aged for 24 h at room 
temperature and then filtered. The filtered precipitates were 
dried at 105°C for 24 h and then pressed into sample tablets. 
The obtained powder samples were calcined in temperatures 
ranging from 800 to 1300°C for 1 h. 

B. Characterization of synthesized calcium phosphates 

All of the as-dried and heat treated calcium phosphate 
powder chemical composition was identified and 
characterized using Fourier transform infrared spectroscopy 
(FTIR) and phase analyzed with X-ray diffraction (XRD). 

FTIR was used to determine the various functional 
groups in the synthesized and calcined calcium phosphate 
powders. X-ray diffraction patterns showed that all as-dried 
and calcined calcium phosphate samples consisted of HAp 
and -TCP phases.  

X-ray diffractograms of all samples were recorded on 
X’Pert PRO PAN Analitical diffractometer. IR spectra were 
measured on Scimitar Series model Varian 800 FTIR 
spectrometer in the wave number region 400-4000 cm-1. All 
IR measurements were carried out at room temperature 
using the KBr pellet technique. 
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III. RESULTS AND DISCUSSION 

Seven technologically modified calcium phosphate syn-
theses series were studied by X-ray diffraction and FTIR ana-
lysis. X-ray diffraction patterns of as-synthesized calcium 
phosphates showed that all powders were partially crystal-
line. All as-prepared calcium phosphate powders consisted 
of single phase - HAp as indicated by XRD (Fig. 1). 

FTIR spectra of calcium phosphates synthesized with 
different ending pH value of calcium phosphate suspensions 
(which was varied from 6 to 11) are shown in Fig. 2. All 
these IR spectra showed the vibration modes of PO4 3- ions at 
460, 550-600, 960 and 1020-1100 cm-1, OH- groups (630 and 
3570 cm-1) of the hydroxyapatite phase for all syntheses [3]. 
The presence of absorbed water could also be detected from 
FTIR spectra – respectively in the region around 3300-3500 
cm-1. Some bands derived from ions CO3

2- were observed at 
875 cm-1 and around 1420 and 1480 cm-1. It might be due to 
the absorption of atmospheric carbon dioxide during the 
sample preparation [4]. Low intensity OH- ions derived 
bands at 630 and 3570 cm-1, which are typical of 
stoichiometric HAp, are also observed [5]. It is shown that 
independently of the different ending pH value, all as-dried 
syntheses have characteristic chemical bands of 
hydroxyapatite at definite wave number ranges. The 
carbonate bands for HAp prepared with pH 11 have showed 
stronger peaks than syntheses with the pH value in the range 
of 6-9 (Fig. 2). Also, increasing ending pH value of synthesis 
induced the substitution of PO4 3- ions with CO3

2- ions [6, 7].  
The IR spectra in Fig. 3 show that the obtained calcium 

phosphate synthesis product has a typical apatite structure. 
IR spectra of the HAp samples shown in Fig. 3 have been 
calcined in the temperature range of 800-1300°C. There are 
significant changes in intensity and appearance of the peaks 
corresponding to carbonate and hydroxyl groups. It was 

found that, at 800°C, the carbonate ions were partially 
included in the apatite structure. At 1150°C the sample 
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Fig. 1 X-ray diffraction pattern of as-synthesized calcium phosphate dried 
at 105°C 24 h in comparison with powder X-ray diffraction pattern of the 

commercial HAp  

 

Fig. 2 IR spectra of as-synthesized calcium phosphate powders with 
different ending pH value dried at 105°C 24 h 

 

Fig. 3 IR spectra of calcium phosphate synthesis (ending pH=9, T=70°C, 
=24 h) product calcined at temperature range of 800 -1300°C 
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became free of carbonate ions. Furthermore, it is important 
to point out that OH- absorption bands were also affected by 
the elevated temperature. The OH- peaks, at about 3500 cm-

1, become narrower at 1000°C, indicating the removal of 
some amount of hydroxyl component such as water from 
the crystalline structure. After heat treatment at 1150°C, the 
OH- absorption band disappeared and the IR spectrum in 
Fig. 3(3) some minor phase feature of -TCP is present. It 
can be observed from the band shoulders around 959, 975 
and 1130 cm-1 [8].  

As shown in Fig. 3(4)-(5), the characteristic peaks of -
TCP can be detected more obviously for the hydroxyaptite 
samples calcined at 1200°C and above, along with changes 
of the positions of the PO4 

3- vibration bands at 571 and 601 
cm-1 to 569 and 602, as well as at 1045 and 1089 cm-1 to 
new position at 1051 and 1091 cm-1. This indicates that 
hydroxyapatite has partially decomposed [8, 9]. 

The phase analysis of technologically modified calcium 
phosphate syntheses are shown in Fig. 4. The calcium 
phosphate sample XRD pattern in Fig. 4(1) synthesized at 
pH=9 shows that the product calcined at 1000°C consists of 
a single well crystallized phase – hydroxyapatite (Fig. 4(1)) 
[10]. The XRD pattern of sample synthesized at pH=6 (Fig. 
4(2)) shows that this sample is a biphasic mixture of 
hydroxyapatite and -TCP.  

The FTIR spectra of two calcium phosphate powder 
samples synthesized at different pH and calcined at 1200°C 
for 3 h (Fig. 5) have different phase composition. The 
sample (Fig. 5(1)) is hydroxyaptite and sample, Fig. 5(2) is 
biphasic mixture of HAp and -TCP. 

FTIR studies have shown that the ending pH value can 
significantly change the phase composition of calcium 
phosphates. Therefore, the -TCP content in HAp powder is 
found to be highly dependent on the changes in 

technological parameters and it can be controlled with 
ending pH value and thermal treatment. The results of our 
studies have confirmed the influence of the synthesis 
conditions on the synthesis product of calcium phosphates. 

IV. CONCLUSIONS 

In this study, calcium phosphate powders were 
successfully synthesized using a modified wet-chemical 
precipitation method and excellent HAp, -TCP and HAp/ -
TCP was obtained.  

The ending pH values for synthesis and the temperature 
of calcination were varied. HAp, -TCP and their biphasic 
mixture formation parameters were investigated for each 
composition.  

Pure -TCP was successfully synthesized if the ending 
pH value was 6.8-7. In order to synthesize biphasic HAp/ -
TCP composite powders, the ending pH value should be 
smaller than 7.  

The phase composition of synthesized calcium 
phosphates depends on calcination temperature. Stable 
stoichiometric hydroxyapatite can be obtained if ending pH 
is 9 and above and calcination temperature is 1000°C. 
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Fig. 4 X-ray diffraction patterns of 3 calcium phosphates syntheses 
obtained at different pH values and calcined at 1000°C for 1 h  

Fig. 5 IR spectra of two calcium phosphates syntheses obtained at different 
pH values (pH=9 (1), pH=6 (2)) and calcined at 1200°C for 3 h  
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Abstract — Experimental comparing of morphofunctional 
changes in implant contact tissue with same tissue involved in 
surgical intervention of same manner without insertion of 
artificial materials can clarify specific reactogenicity of 
implant and/or material. To evaluate early reactogenicity of 
porous synthetic HAp ceramic implants inserted in holes of 
rabbit upper jaw assessment of inflammatory response and 
regeneration in contact bone and soft tissue using histological 
and immunohistochemical methods was done. Our results 
demonstrated stimulation of TGFß and FGFR1 in bone 
after HAp implantation indicating possible osseoinductive 
role for the same Hap implants. Also moderate apoptosis and 
rich expression of FGFR1 in connective tissue around HAp 
implants commonly indicated intensive regeneration ability of 
the soft tissue with such cell death type that does not cause the 
fibrotic changes. Neuropeptide-containing innervation was not 
involved in healing processes after HAp implantation. 

Keywords — hydroxyapatite ceramic, reactogenicity, growth 
factors, apoptosis  

I. INTRODUCTION 

Early stages in osseointegration of bone substitutes run in 
close interaction of inflammatory and regenerative processes. 
Biomaterials of different origin as natural and synthetic have 
different mechanisms of host response. Synthetic HAp is 
artificialy created main mineral constituent of bone and as 
such has no biological ingredients possible to initiate 
immunological response. Synthetic calcium phosphate 
ceramic bone substitutes as hydroxyapatite (HAp) and 
tricalcium phosphate (TCP) are used in restoration of lost jaw 
bone especially in preprosthetic surgery to provide size and 
quality for osseointegrating structures with dental implants. It 
is based on osteoconductive properties and even osteoinduct-
ive action of HAp proven by osteogenesis after implantation 
far away from bone [1, 2, 3, 4]. Porosity and pore size of 
biomaterials play a role for tissue ingrow resulting in 
formation of stable but remodeling hybrid structure of 
living tissue and bioceramics [5, 6]. Our results may 
enhance comprehension on reactogenicity of HAp 
bioceramic implants as bone substitutes. To evaluate early 
reactogenicity of porous synthetic HAp ceramic implants 

inserted in holes of rabbit upper jaw assessment of 
inflammatory response and regeneration in contact bone 
and soft tissue using histological and immunohistochemical 
methods was done. 

II. MATERIALS AND METHODS 

Porous hydroxyapatite (HAp) ceramics were obtained 
from HAp powder synthesized in Riga Technical 
University using wet chemical method from Ca(OH)2 and 
H3PO4 solutions and calcinated at 800 ºC. The synthesized 
powder was marked as HAp-L29. Commercial HAp 
powder (Riedel – de Haën® 04238) was used for 
comparison. To form green bodies HAp powder was mixed 
with paraffin wax and gelatin (70:25:5) and uniaxially 
pressed in form of cylinder 2 mm diameter. The green 
bodies were sintered at 1100ºC. The sintering temperature 
was chosen according to optical dilatometry data (Fig. 1). 

The porosity of obtained ceramics was 25% – 30 %, water 
uptake 10 – 13% from mass and volume mass 2.1 – 2.2 g/cm3. 
XRD analysis patterns of the HAp-L29 sintered porous 
ceramic were compared with commercial HAp powder. XRD 
analysis of the powder of the HAp-L29 ceramic showed 
narrower more intensive peaks (Fig. 2).This indicates higher 

 

Fig. 1. Heating microscope image analysis of sample HAp L29.  
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material crystallinity, which is linked with the thermal 
treatment of standards. In this XRD pattern some CaO ( ref. 
code 01-077-2010, 01-086-1199 ) peaks are seen maintaining 
some deviation from HAp stoichiometry. 

With permission of Animal Ethics Committee of Latvian 
Food and Veterinary Administration experimental 
operations on 8 New Zealand male rabbits was done. After 
rising of mucoperiostal flap in edentulous part of upper jaw 
right side hole 1.5 mm diameter was drilled, HAp cylinder 
2 mm diameter inserted and wound closed in two layers. On 
the left side the same operation without insertion of HAp 
implants were done. After two weeks euthanasia was done. 
Blocks of soft tissue and bone were fixed in Stefanini 
solution. Sections done with EXACT Grunding system and 
from paraffin blocks were stained with hematoxylin/eosin 

and using biotin and streptavidin immunohistochemical 
methods. In bone/HAp implant samples on expression of 
MMP2 (AF902, 1: 50, RD Systems, UK), MMP9 (AF 909, 
1: 100, RD Systems, UK), TGFß (1279, 1: 1000, 
Cambridge Science Park, UK), FGFR1 (10646, 1: 100, 
Cambridge Science Park, UK), barx1 (1: 250,Abcam, UK) 
were prepared and evaluated. For contact soft tissue besides 
previous techniques expression and distribution of TNF  
(1: 200, Cambridge Science Park, UK), NGFRp75 (M3507, 
1:150, Dako Cytomatin, Denmark), PGP 9.5 (Z5116, 1:150, 
Dako Cytomatin, Denmark), IL10 (ab34843, 1:400, Abcam, 
UK) was checked. TUNEL method was used for evaluation 
of apoptosis (Negoesku et al., 1998). Semiquantitative 
analysis of data was used (Pilmane, 1998). 

III. RESULTS 

Any inflammatory response was not observed in soft 
tissue around the HAp ceramic implants (Fig.3). 

MMPs2 and 9 were not seen in hard tissue of both – control 
and experimental side. Bone showed rich expression of 
FGFR1 in experimental and control side (Fig. 4). 

TGFß was same intensively expressed in endosteum of 
both side sections, but in bone around HAp implants 
expression of TGFß was seen in moderate up to numerous 
number of bone cells while in control side there was no 
expression at all (Fig.5). 

In all soft tissue sections was few PGP 9.5-containing 
nerve fibers seen and complete negative NGFRp75 
expression. Apoptotic cells showed moderate number in 
experimental side, and only few cells were detected in 
control side (Fig.6).  

 

Fig. 2. XRD patterns HAp L29 of the sintered porous ceramic, typical of 
HAp crystal structure. 

  

Fig.3. Soft tissues around implant without signs of inflammations (hem-
eosin and eosin, x250). 

 

Fig.4. FGFR 1 expression in maxillary bone experiment side (FGFR IMH 
x250). 
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IL10 was positive in moderate number of cells without 
difference between sides (Fig.7). 

Small expression of TGFß was observed only in 
experimental side. FGFR1 had rich expression around HAp 
implants down to few cells in control side. MMP2 showed 
expression in all cases but more intensive in cells of 
connective tissue at control side. MMP9 was found in few 
cells of connective tissue close to HAp implants. TNF  was 
positive in few connective tissue cells on both sides. 

IV. DISCUSSION 

TGF  plays an important role in the balance between 
bone resorbtion and subsequent bone formation [7]. Our 
results show significant increase of TGF  expression in 
bone after HAp ceramic implantation. It can be concluded 
that the effects of TGF  on bone formation and resorbtion, 
both in vitro and in vivo, must be evaluated in view of the 
presence of other cytokines and hormones, witch modulate 
or are modulated by TGF  signaling in a number of ways.  

Apoptosis is defined as a mechanism of genetically 
programmed cell death without inflammation of the 
surrounding tissue and is different from cell necrosis in 
morphology and biochemistry [8]. Apoptotic cells were in 
moderate number in experimental side, which approve that 
HAp implantation causes probably exchange of cell death 
type. As it is known that usually fibrosis does not follow to 
the programmed cell death HAp implantation seems might 
cause rather compensatory and/or adaptive than long-
lasting connective tissue changes.  

FGF stimulates the migration and regeneration of endo-
thelial cells, is promoter of angiogenesis and stimulates 
wound healing [9]. We observed rich expression of FGFR1 
around HAp implants in soft and hard tissues that prove to the 
above mentioned role of FGFs in regenerative mechanisms of 
tissues.  

MMP are the group of enzymes that cleaves components 
of extracellular matrix and growth factors. Kherif 
contributes the expression of MMP 9 with the 
inflammation. This assumption matches with our results as 
we observed no inflammation. 

 

Fig.5. TGF  expression in maxillary bone experiment side  
(TGF  IMH x250). 

 

Fig.6. Apoptotic cells in soft tissue experiment side 
(TUNEL IMH x250). 

 

Fig.7. IL 10 expression in connective tissue experiment side  
(IL10 IMH x250). 
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Nerve growth factor receptor p75 belongs to the group of 
TNF receptors. In adults it is expressed in several pathological 
conditions as neural degeneration [10]. 

We did not observe the expression of NGFRp75, it 
confirms that HAp did not causes significant changes in 
nerve tissues. We assume that in our experiment apoptosis 
was not induced by NGFRp75.  

V. CONCLUSIONS 

Distinct higher expression of TGFß in bone cells 
surrounding HAp implants may confirm osseoinductive 
activity of HAp. Implantation of HAp ceramic causes also 
common impressive FGFR1 expression in bone.   

The intensive expression of FGFR1 and moderate 
apoptosis in soft tissues around the HAp implants indicate 
stimulation of adaptive/compensatory mechanisms of re-
generation and probably better cell death type (without fib-
rotic complications) in connective tissue.  

Indistinct TGFß expression in soft tissue, few PGP 9.5-
containing nerve fibers and lack of NGFRp75 demonstrate 
no involvement of the above mentioned growth factor and 
neuropeptide-containing innervation in morphopathogenet-
ical regenerative mechanisms after HAp implantation. 

Inflammation and/or tissue degeneration enzymes are not 
characteristic morphofunctional features in the tissue after 
HAp implantation. 
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Abstract — Ventricular septal defect (VSD) is the most 
common congenital heart disease (15–20%). The traditional 
treatment is surgical repair – VSD closure using the autolo-
gous pericard or synthetic material - polytetrafluorethylene. 

The aim of this research is to investigate the biomechanical 
properties of two synthetic materials and to biomechanicaly 
compare the properties of the PTFE (polytertaflourethylene) 
material patches – GORE TEX and BARD in vitro studies the 
elastic modulus E (MPa), ultimate stress  (%) and ultimate 
strain  (MPa) of both. We suspect that knitted material 
(BARD) would be more appropriate for myocardial tissues. 

Two types of PTFE patches were investigated: GORE TEX 
Cardiovascular Patch (GRTX), and BARD Edwards Outflow 
Tract Fabric knitted PTFE Patch (BARD). Every type of patch 
was divided into 3 subgroups: I subgroup – fresh material, II 
subgroup – 1 month exposed, III subgroup – exposed for 
3months in sterile saline 0,9% at 37°C. The testing data were 
recorded with software (Testexpert 11.02, Zwick-Roell). 

For non-treated GRTX material max decreased after three 
months treatment from 8.62 0.21 MPa to 7.36 1.45 
MPa(p<0.05). max increased from 16.52 1.76% to 
17.26 3.54%(p=0.05). Modulus of elasticity (E) of GRTX ma-
terial decrease from 84.46 11.8 MPa (for non-treated) to 
59.65 5.03 MPa (p<0.05).There are statistical differences be-
tween II and III subgroup of E: 79.24 16.82 MPa and 
59.65 5.03 MPa(p<0.019). 

max for non treated BARD material decreased after three 
months from 11,19  1,03 MPa to 8,55  0,62 MPa(p<0.05). 

max increased from 48.38 2.32% to 69.55 3.67%(p<0.05) 
after. E modulus decreased from 15.12 0.75 MPa to 8.12 0.48 
MPa(p<0.05). 

After three months of treatment by saline the max of BARD 
material is 48.38 2.32%, but max of GRTX is 17.26 3.54% 
(p<0.05).Results show that BARD patch is not so stiff as GRTX 
patch, and is more suitable for the VSD closure in the first 
year life of children.  

Keywords — polytetrafluorethylene, biomechanical proper-
ties, ventricular septal defect, infant. 

I. INTRODUCTION  

Ventricular septal defect (VSD) is most common con-
genital heart disease (15–20%) [1][2] and about 70% of 
these are perimembranous (PmVSD). The traditional treat-
ment, if necessary, is surgical repair – VSD closure using 

the autologous pericard or synthetic material such as 
polytetrafluorethylene (PTFE). There are two types that are 
commonly in use – GORE TEX Cardiovascular patch 
(GRTX) and BARD Edwards Outflow Tract Fabric knitted 
PTFE (BARD).  

For surgical operation there are usually used synthetic 
patch, uninterrupted (continuous) and interrupted suture 
technique, and transatrial access with cardiopulmonary by-
pass, cardioplegia in aortic root and local myocardial hypo-
thermia. Most patients undergo the operation in the first year 
of life, therefore the structure of the myocardial tissues is 
softer [3] in contrast with a two year old or more, child`s 
myocardial tissues characteristics, concerning material used 
for VSD closure. At the moment, of VSD exposure, consid-
ering localization, size and shape of the VSD, we made a 
decision of which material is more suitable in a specific case. 
We suspect that knitted material (BARD) would be more 
appropriate and with greater accordance to myocardial tis-
sues as well as having the advantage of making less myocar-
dial and conduction tissue  trauma and being more fitted for 
good shaping of VSD patch to avoid residual defects [4]. 

The aim of this research is to investigate the biomechani-
cal properties of two synthetic materials, such as the PTFE 
material patches – GRTX and BARD in vitro, and compare 
the main biomechanical parameter of these materials. 

II. MATERIAL AND METHODS 

Two types of PTFE patches were used: a GORE TEX 
Cardiovascular Patch (thickness of the material is 0.4 mm), 
and a BARD Edwards Outflow Tract Fabric knitted PTFE 
(thickness of the material is 0.55 mm) cardiovascular knit-
ted patch.  

Two groups of specimens were investigated: GRTX and 
BARD patches. These two groups were divided into 3 sub-
groups of each patch type, and in total 30 specimens were 
investigated. 

Specimens were cut 5.0 mm wide and up to 25 mm long. 
Throughout the process of preparation procedure of the speci-
mens and their storage the aseptic obstacles were taken into 
account. Each group of GRTX and BARD patches were di-
vided into 3 subgroups: fresh (non-treated ) specimens - I sub-
group; II subgroup – specimens with 2 months treated in ster-
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ile saline 0.9% at 37°C in thermostat, and III subgroup – speci-
mens with 3 months treated in sterile saline 0.9% at 37°C in 
thermostat. Subsequently all specimens in II and III subgroups 
were placed into sterile test-glasses with sterile saline 0.9% 
and were stored in thermostat at constant temperature 37°C. 

Biomechanical tests were performed using a tensile test-
ing machine Zwick-Roell Z010 (Zwick-Roell, Germany), and 

the testing data was recorded with the accompanying soft-
ware package (Testexpert 11.02, Zwick-Roell).  

Uniaxial tensile tests were performed to examine the de-
formability and strength of the specimens (GRTX and 
BARD). Force-elongation curves were recorded at an elon-
gation rate of 5 mm min-1. Ultimate stress max (MPa) and 
strain max (%) were determined and modulus of elasticity 
E (MPa) at stress level 1MPa was calculated. 

For pair-wise comparisons, Student t – tests were used to 
determine the significance in differences between the group 
means. Statistically, different pairs were defined as having 
p<0.05.  

Initial thickness of the samples GRTX and BARD was 
measured by cathetometer MK-6 (LOMO), the precision of 
measurements is ± 0.001 mm. The wall thickness of the 
GRTX patch was 0.4±0.006 mm and the wall thickness of 
the BARD patch was 0.55±0.008 mm. 

III. RESULTS 

Results of experimental investigations show, that me-
chanical strength and deformability for both materials de-
crease during the time of saline treatment (Table 1, 2). For 
example, ultimate stress for non-treated GRTX material 
decrease after three months of saline treatment from 
8.62 0.21 MPa to 7.36 1.45 MPa, respectively (p<0.05). 
Ultimate strain for this material increase after three months 
of treatment in the saline from 16.52 1.76% to 
17.26 3.54% (p=0.05). Modulus of elasticity of GRTX 
material during treatment also decrease from 84.46 11.8 
MPa (for non-treated material) to 59.65 5.03 MPa (after 
three months of treatment), respectively (p<0.05). There is a 
statistical diferences between modulus of elasticity of II and 
III subgroups also: 79.24 16.82 MPa and 59.65 5.03 MPa, 
respectively (p<0.019). 

The treatment of BARD material in saline influenced the 
biomechanical properties as well (Tab. 2). Ultimate stress 
for non treated BARD material decreased after three months 
of saline treatment from 11.19 1.03 MPa to 8.55 0.62 MPa, 
respectively (p<0.05). Ultimate strain for BARD material 
increased after three months of treatment in the saline from 
48.38 2.32% to 69.55 3.67%, respectively (p<0.05). 
Modulus of elasticity of BARD patch during treatment de-

crease from 15.12 0.75 MPa (for non-treated material) to 
8.12 0.48 MPa (after three months of treatment), respec-
tively (p<0.05). There is no statistical differences between 
modulus of elasticity of I and II subgroup: 15.12 0.75 MPa 
and 15.37 3.01 MPa, respectively (p>0.05). 

The BARD material in all subgroups has a higher ulti-
mate stress then GRTX. For non-treated materials, there is 
8.62 0.21 MPa and 11.19 1.03 MPa (p<0.05), respectively. 
Ultimate strain of BARD material in all subgroups is higher 
than of GRTX material (see Table 1, 2). For example, after 
three months of treatment by saline the ultimate strain of 
BARD material is 48.38 2.32%, but ultimate strain of 
GRTX is 17.26 3.54% (p<0.05), respectively. Making a 
comparison between experimental data for modulus of elas-
ticity of these two materials may see, that modulus of elas-
ticity of BARD material is essentially lower then of GRTX 
material. For example, for non-treated materials there is 
15.12 0.75 MPa and 84.46 11.8 MPa, respectively 
(p<0.05). This difference retains for treated materials also: 
after three months of treatments the values are 8.12 0.48 
MPa and 59.65 5.03 MPa, respectively (p<0.05).  

Experimental results show that BARD material has pref-
erable mechanical properties than GRTX material: higher 
ultimate stress and strain than GRTX material. The modulus 
of elasticity of BARD material is lower than modulus of 
elasticity of GRTX. It means that the BARD patch is not so 
stiff as the GRTX. The BARD patch is more suitable for 
VSD closure in child`s first year of life. The mechanical 
testing of the materials showed that the stress – strain rela-
tionship for GRTX and BARD patch is non-linear. The 
shape of these curves differ from each other (Fig. 1, 2). 

The main parameters of biomechanical properties for the 
two patches are shown in Table 1. and Table 2. 

Table 1.The main biomechanical parameters for GTRX material. 

Parameters max( MPa) max (%) t ( MPa) 

Expon. time    

Non-treated 8,62  0,21 16,52  1,76 84,46  11,8 

1 month 9,08  0,71 13,70  2,06 79,24  16,82 
3 months 7,36  1,45 17,26  3,54 59,65  5,03 

Table 2.The main biomechanical parameters for BARD material. 

Parameters max ( MPa) max (%) t ( MPa) 

Expon. time    
Non-treated 11,19  1,03 48,38  2,32 15,12  0,75 

1 month 9,87  0,79 45,19  2,46 15,37  3,01 

3 months 8,55  0,62 69,55  3,67 8,12  0,48 
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Fig. 1. Stress – strain relationship for GRTX patch (non treated material). 

 

Fig. 2. Stress – strain relationship for BARD patch (non treated material). 

IV. DISCUSSION 

Due to the development of invasive cardiology, the man-
agement of VSD closure transcatheter or  using the perven-
tricular [5]  hybrid method, has become more suitable [6] for 
children at a young age, even for the subaortic positioned 

VSD. Despite this, there still remains the importance, to 
close VSD using the synthetic patch or autologous pericard, 
in situations where the child is too small for procedure, 
when the shape, configuration or localization of the defect is 
not suitable [7] for interventional closure or when this pro-
cedure has not been established yet. Therefore, the materi-
als, having the more appropriate biomechanical properties 
to cardiac tissue (e.g. BARD), are more preferred for the 
VSD closure, especially in VSD management of infants, 
where the stiffness of the patch (e. g. BARD) is important to 
reach less trauma of myocardial tissues, conduction tissues, 
less possibility of residual VSD and it does not diminish 
functional characteristics of the ventricles as well. There is a 
lot of research to discover new biodegradable patch bioma-
terials [8] (e. g poly-l-lactide and polyester urethane urea) 
used to repair heart defects and would be more appropriate 
biomechanicaly and biocompatible, than PTFE material in 
the future, to become a suitable patch for surgical repair. 

V. CONCLUSIONS 

Experimental results show that BARD material has pref-
erable mechanical properties than GRTX material: higher 
ultimate stress and strain than GRTX material. The modulus 
of elasticity of  BARD material is lower then the modulus 
of elasticity of GRTX. It means that the BARD patch is not 
so stiff as the GRTX and it is more suitable for the VSD 
closure in the child`s first year of life. The main biome-
chanical parameters of BARD material show that this mate-
rial is a much better match to the biological soft tissue than 
that of GRTX. 

REFERENCES 

1. Hoffman, Julien IE, Samuel Kaplan. ( 2002 ) The incidence of con-
genital heart disease. Journal of the American College of Cardiology 
39: 1890–1900 

2. Bacha, Emile A, et al. ( 2003 ) Perventricular device closure of 
muscular ventricular septal defects on the beating heart: technique 
and results.  Journal of Thoracic and Cardiovascular Surgery 126: 
1718–23 

3. Stark J, Sethia B. ( 1986 ) Closure of ventricular septal defect in 
infancy. J Card Surg. 1: 135–150 

4. Fujimoto, Kazuro L, et al. ( 2007 ) In vivo evaluation of a porous, 
elastic, biodegradable patch for reconstructive cardiac procedures. 
Annals of Thoracic Surgery 83: 648–654 

5. McCarthy KP, Ching Leung, PK, Ho SY ( 2005 ) Perimembranous 
and muscular ventricular septal defects- morphology revisited in the 
era of device closure.  J Interv Cardiol. 18: 507–513 

6. Arora R, et al.  ( 2003 ) Transcatheter closure of congenital ventricu-
lar septal defects: experience with various devices.  J Interv Cardiol. 
16: 83–91 



Biomechanical Properties of Two Synthetic Biomaterials for Ventricular Septal Defect Closure in Infancy 79 

_________________________________________   IFMBE Proceedings Vol. 20  ___________________________________________  

7. Ozawa, Tsukasa, et al. ( 2002 ) Histologic changes of non-
biodegradable and biodegradable biomaterials used to repair right 
ventricular heart defects in rats. Journal of Thoracic and Cardiovascu-
lar Surgery 124: 1157–1164. 

8. Lacis A, Smits L, Zidere V, Lubaua I, Lace I, Auzins J, Straume Z.   ( 
2003 ) Surgical closure of ventricular septal defects under cardio-
pulmonary bypass within the first year of life. Acta Chirurgica Lat-
viensis 3: 88–93 

Author:  Lauris Smits 
Institute:  Riga Stradins University 
Street:  Dzirciema Street 16. 
City:  Riga 
Country: Latvia 
Email:  smits@bkus.lv 

 

   
 



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 80–82, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

Development of Poly(vinyl alcohol) Based Systems for Wound Dressings 
J. Stasko, M. Kalnins, A. Dzene and V. Tupureina 
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Abstract — Poly(vinyl alcohol) hydrogels are of special in-
terest for the application in medicine (mainly for therapeutic 
systems) due to their biocompatibility and excellent ability to 
absorb water. The water absorption of different gels prepared 
by freezing/thawing method was studied in the presented 
work. 

Keywords — Poly(vinyl alcohol), gels, water absorption  

I. INTRODUCTION  

Besides such qualities as ability to guarantee temporary 
physiologic wound covering as well the protection from 
mechanical trauma, the therapeutic systems must efficiently 
absorb the exudates, thereby providing the necessary condi-
tions for successful wound healing - normal moisture level 
at the bad of the wound [1]. 

Therefore, the water absorption of different PVA hy-
drogels prepared by freezing/thawing method was studied. 

II. EXPERIMENTAL PART 

A. Base materials 

The choice of PVA primarily was determined by its wa-
ter solubility which facilitates incorporation of therapeutic 
substances (most of them are water soluble) and secondly 
by the ability of this polymer comparatively easy to form 
cross-linked structures in process of sequential freez-
ing/thawing cycles [2]. It is essential for    hydrogel prepara-
tion.  

Several samples of partially crystalline PVA were used: 
PVA I: mol. weight 130 000, melting temperature 225.8oC, 
glass transition temperature 76.6oC (DSC), PVA II: mol. 
weight 145 000; both supplied by Merck Schuchardt with 
degree of hydrolization calculated on anhydrous substances 

 98 %, PVA III: mol. weight 88 000, degree of hydrolyza-
tion   88%, and PVA IV: mol. weight 25 000  both from 
Acros Organics.   

Some PVA samples were plasticized by glycerol as one 
of the most suitable PVA plasticizer [3,4].  

PVA water solutions (15 wt%) (without and with glyc-
erol; content of  glycerol, 30 wt% from PVA) were used for 
gel preparation.  

B. Preparation of gel systems 

PVA distilled water solution (15 %) was poured out on the 
glass vessels and exposed to from 1 to 3 subsequent cycles of 
freezing for 12 h at -20oC and thawing at 25oC (12 h). 

C. Gel content 

Cross-linking does not occur entirely. Besides gel certain 
portion of PVA macromolecules stays un-crosslinked and 
forms sol.     The gel content G in hydrogels was estimated 
as: 

100(%) 1

dW
WG   (1) 

where W1 – the weight of the dry sample before the immer-
sion in the distilled water; Wd – the weight of the dried 
samples after water absorption and simultaneous  separation 
of  soluble part (sol). 

D. Determination of equilibrium  water content (Weq) 

Swelling characteristics of samples were measured at 
several temperature levels: 20oC, 25oC, 30oC and 37oC (the 
last level simulates water absorption at the temperature of 
human body) in the thermostatically controlled chamber to 
the equilibrium state. Completely dry gel samples (0.5 g) 
were immersed into distilled water. The swollen samples 
were removed and immediately weighted (after the superfi-
cial water was wiping using absorbent paper) and dried at 
30oC till the constant weight. Then water absorption ex-
periments were carried out repeatedly.   

The Weq percentage was calculated:  

100(%)
s

ds
eq W

WW
W   (2) 

where Ws is swollen weight of gels at equilibrium state and 
Wd is weight of dry gels [5]. 

III. RESULTS AND DISCUSSION 

Yield of gel strongly depends on the type of polymer and 
number of freezing/thawing cycles (Table 1). Thus poly-
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mers with small value of molecular weight (PVA 4 and 
PVA 3) poorly form gel (polymer PVA 4 doesn’t form gel 
at all). The gel content of polymers with higher molecular 
weight increases with number of freezing/thawing cycles. 
Satisfactory values of gel fraction could be reached even at 
the first freezing/thawing cycle.  

Water absorption of dry gels turned out to be quite rapid. 
Values of water content close to the equilibrium value Weq 
can be reached in 2 – 4 hours of exposure (Fig. 1).  

There is increase of absorption rate (Fig.1) and equilib-
rium value of water content Weq (Fig.2) with the exposure 
temperature. The main reason seems to be the increase of 
compliance of the cross-linked network.  

Water absorption curves for elevated exposure tempera-
ture values show maxima, followed by slight decrease of W 
values (2-3%) most probably due to loss of not- crosslinked 
part of polymer, which dissolve in water.   

It was observed that the number of freezing/thawing cy-
cles affect Weq values negligibly (Fig. 3). Weq  > 70% can be 
obtained already at the first cycle.   

Glycerol containing PVA gels absorb water more slowly, 
comparing with pure   PVA gels Weq are less too (Fig. 4). 

Water absorption capability of PVA gels is hindered in 
presence of glycerol. Glycerol molecules either may occupy 
the free space between the molecular chains or take part in 
the formation cross-linked network. Weq values increase 
with number of freezing/thawing cycles (Fig. 5).  
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Fig. 1 W dependence from exposure time (initial two hours) for PVA I  
gels (1 freezing/thawing cycle).  
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Fig. 2 Weq dependence from exposure time for PVA I gels (1 freez-
ing/thawing cycle). 
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Fig. 3 Weq values for PVA I gels at different temperatures and  number  
of freezing/thawing cycles. 
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Fig. 4 Weq dependence from exposure time for PVA I systems with glyc-
erol at temperature 30oC (number of freezing/thawing cycles -1, 2 and 3). 

Table 1 Gel fraction results for polymers PVA I (130 000M), PVA II 
(145 000M), PVA III (88 000M), PVA IV (25 000M) as function of 

number of cycles. 

G, % Number 
of freez-
ing/thawin
g cycles 

PVA 
IV  

PVA 
III 

PVA I PVA II 

1 - 68,81 82,35 
2 - 71,01 83,50 
3 

does not 
form gel 

 70 82,30 87,70 
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It was of special interest to check reversibility of water 
absorption. Swelled samples were dried at room tempera-
ture and repeatedly immersed into the distilled water.  
Weq

 2 values were determined.  
Repeated water absorption shows that Weq

2 values are 
higher than Weq

1 values for both high molecular polymers 
(Table 2). It indicates that obtained gel structures are stabile 
enough.  
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Fig. 5 Weq as function of number of freezing/thawing for plasticized and 
non-plasticized PVA systems. 

Table 2 Weq  as function of number of freezing/thawing cycles for 
polymers PVA I and PVA II at different exposure temperatures (ratio  Weq

2 
to Weq

1 in brackets) 

 PVA I PVA II 
Number 
of 
freezing/ 
thawing 
cycles 

First im-
mersion, 
Weq

1  

Repeated 
immersion 
Weq

2 

First 
immer-
sion 
Weq

1 

Repeated 
immersion 
Weq

2 

 30 OC 
1 76,6 80,3 (1,05) - - 
2 76,5 80,5 (1,05) 76,5 76,7 (~1) 
3 73,8 77,6 (1,05) 74,2 76,4 (1,03) 
 37 OC 
1 80,9 87,2 (1,08) 78,0 77,8 (~1) 
2 72,5 84,0 (1,16) 77,5 76,6 (~1) 
3 76,4 81,0 (1,06) 77,9 77,8 (~1) 
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Abstract — An essentially new method of synthesis of apa-
tite – based materials in saline melts at moderate temperatures 
(500-700°C) is developed. The method combines in itself the 
advantages of the ways of hyper-thermal hydrolysis (a “dry” 
method) and precipitation from aqueous solutions (a "wet" 
method). The thermodynamic estimation of efficiency of the 
interaction between components allowed optimizing the com-
position of a reaction mixture. As a reaction media the chloride 
melt of the equimolar NaCl-KCl composition as well as eutec-
tics of the Li2CO3-Na2CO3-K2CO3 composition were used. The 
obtained materials were identified with a method of the X-ray 
phase analysis. A mechanism of the  synthesis of apatites in 
saline melts basing on solubility of the components was pro-
posed. The capability to form of mechanically strong and po-
rous items (tablets) directly in the process of synthesis of cal-
cium hydroxiapatite in the molten carbonate eutectics was 
established. The developed method of synthesis of the biocom-
patible nano-scale materials and composites from them is a 
rather effective and accessible way to practical usage in stoma-
tology, orthopaedics and other areas of medicine. 

Keywords — Calcium apatites, synthesis, saline melts, bio-
materials. 

I. INTRODUCTION  

To apatites belong compounds with general formula 
M10(PO4)6X2, where M - Ca, Sr, Ba, Pb; X - OH, F, Cl. 
Apatites due to their universality are applied in the many 
fields of activity. They can be used as sensor controls, sor-
bents, phosphors and as biocompatible implants, etc. There 
are rather widespread Calcium apatites which are compo-
nents of bones and teeth of the vertebrates in the nature. 
Available methods of the reception of synthetic apatites 
[1,2] have a number of characteristic lacks: thus solid-phase 
synthesis ("dry" method) of apatites is to be spent at rather 
high temperatures (more than 1200ºC), and its product is 
characterized by a gradient of composition in a grain of the 
material; another method of synthesis via precipitation from 
aqueous solution (a "wet" method) occurs throughout a long 
period of time (10 hours and more), and often results in an 
amorphous and non-stoichiometric product.  

We have developed an essentially new way of obtaining 
Calcium Hydroxylapatite ( Hap), Ca10(PO4)6(OH)2 and 
Calcium Fluorapatite ( Fap), Ca10(PO4)6F2 in saline melts  
at moderate temperatures. The saline melts as media for 

synthesis (basically of complex oxides) and growing-up of 
single crystals is known enough for a long time [3]. Their 
use leads to an intensification of the process of synthesis, 
due to an acceleration of the movement of particles in the 
melt in comparison with a solid state.  

II. EXPERIMENTAL PART 

A. Thermodynamical evaluation, and experimental methods 

Previously we estimated by a routine procedure the ther-
modynamic probability of the CaHap and CaFap formation 
in the various reactions. Thermodynamic data for CaHap 
and CaFap were taken from the book [2]. As one can see 
from the Tab. 1, the most effective reactions should be 1,2 
for CaHap and 5,6 for CaFap. Use of sodium metaphos-
phate is more preferable in comparison with potassium 
metaphosphate from the thermodynamic point of view.  

Nevertheless in the developed ways of the synthesis [4-7] 
KPO3 was successfully used. Before using it was melted for 
elimination of water admixture. As media for synthesis the 
saline melts of composition: NaCl-KCl (50 mol.%, 
Tmp=665°C) and Li2CO3-Na2CO3-K2CO3 (27; 28 and 45 
mol. %, respectively, tmp=390°C) were used. The high-
purity salts were melted in the required ratios in the muffle 
furnaces at 800°C and 500°C, respectively. For carrying out 
the synthesis of apatites in the NaCl-KCl melt as initial Ca-
containing components CaCO3, CaO and Ca(OH)2 in case 
of CaHap) or CaF2 (in case of CaFap) were used. The syn-
thesis was carried out at 700°C during 2 hours. 

At the synthesis of apatites in the carbonate melt 
Ca(OH)2 (CaO in another variant), KPO3 for CaHap and 
CaF2, KPO3 for CaFap as initial components were used. The 
synthesis was carried out at 500°C during 2 hours. 

At carrying out the research of apatites and their synthe-
sis, the methods of thermal analysis (TA), X-ray phase 
analysis (XRPA) and chemical analysis were used. Ther-
mograms and thermogravimetric curves were recordered 
with a device Derivatograph-1000 (MOM, Hungary) in a 
mode of permanent heating with a speed of 10 °C/min.  
A weight of the probes for researches laid within the limits 
of 500-1000 mg.  

Diffractograms of the samples that have passed through 
thermal processing both during TA and synthesis were re-
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corded on the device DRON-3 with a filtered uK -
radiation. The size of the particles was estimated by means 
of scanning electron microscopy (SEM) (the microscope 
ULTRA-55, Zeiss, Germany). 

B. Results 

The series of endotherms and exzotherms, which appears 
in DTA curves (Fig.1), indicates on the processes of interac-
tion in the investigated systems. As it could be seen from 
the thermogravimetric curves (TG), the process proceeds in 
two stages in NaCl-KCl melt (a) and in one stage in Li2CO3- 

Table 2 Conditions and results of synthesis of calcium apatites in saline 
melts 

Initial reagents Composition of 
the saline melt 

Processing 
tempera-
ture, °  

Products (XRPA data)

Ca(OH)2, CaO, 
KPO3, CaCO3 

NaCl - KCl 700 Ca10(PO4)6(OH)2 

(tiny powder) 

aF2, CaO, 
KPO3, CaCO3 

NaCl - KCl 700 Ca10(PO4)6F2 
(tiny powder) 

Ca(OH)2, KPO3 
Li2CO3-Na2CO3-
K2CO3 

500 Ca10(PO4)6(OH)2 
(strong material) 

, KPO3 
Li2CO3-Na2CO3-
K2CO3 

500 Ca10(PO4)6(OH)2 
(tiny powder) 

F2, KPO3 
Li2CO3-Na2CO3-
K2CO3 

500 Ca10(PO4)6F2 
(tiny powder) 

Na2CO3-K2CO3 melt (b). After entire melting of the systems 
(about 700°C in first case and 500°C in second case the 
process practically finishes. 

The XRPA data suggest formation of the well-
crystallized products; CaHap and CaFap, in the saline melt 
NaCl-KCl (Tabl.2). The washed out powders consist of 
nano-scale particles, associated into the stick-like aggre-
gates of various sizes – from 1 to 5 µm in a length (Fig.2). 
Generally, the fraction of nano-sized aggregates in case of 
CaFap is much more than for CaHap.  

In case of the carbonate melt as a medium of the reaction, 
(Ca(OH)2 or CaF2 as reactants), XRPA of products re-
vealed, in addition to the phases of CaHap and CaFap, also 
phases of uncertain  structure. At use of CaO as a reactant 
the phase of apatite was not found out at all. 

Surprisingly, after washing out and drying of the sam-
ples, XRPA revealed only phases of apatites in all cases. In 
the process of development of a way of the synthesis of 
CaHap in the carbonate melt a possibility of obtaining it in 
the form of a strong ceramics has been found out (Tabl.2). 

Table 1 Thermodynamic evaluation of formation of calcium apatites in 
the various reactions 

# Equation of the reaction 
-

Gºr,298, 
kJ/mole 

Probability of 
the reaction 

1 6KPO3 + 6CaO + 3CaCO3 + 
Ca(OH)2  Hap + 3K2CO3 

1048 successful 

2 6NaPO3 + 6CaO + 3CaCO3 + 
Ca(OH)2  Hap + 3Na2CO3 

1188 successful 

3 6KPO3 + 9CaCO3 + Ca(OH)2  
Hap + 6CO2  + 3K2CO3 

265 possible 

4 6NaPO3 + 9CaCO3 + Ca(OH)2  
Hap + 6CO2  + 3Na2CO3 

358 possible 

5 6KPO3 + 10Ca(OH)2  Hap + 
6KOH + 6H2O  178 possible 

6 6NaPO3 + 10Ca(OH)2  Hap + 
6NaOH + 6H2O  316 possible 

7 6KPO3 + 6CaO + 3CaCO3 + CaF2  
Fap + 3K2CO3 

1109 successful 

8 6NaPO3 + 6CaO + 3CaCO3 + CaF2 
 Fap + 3Na2CO3 

1199 successful 

9 6KPO3 + 9CaCO3 + CaF2  Fap 
+ 6CO2  3K2CO3 

329 possible 

10 6NaPO3 + 9CaCO3 + CaF2  Fap 
+ 6CO2  + 3Na2CO3 

419 possible 

 

    a                                              b  
Fig.1 TA curves of the mixtures: 

a – CaF2+CaCO3+NaPO3 in NaCl-KCl system, 

 b – CaF2+KPO3 in Li2CO3-Na2CO3-K2CO3 system 

 
Fig.2 A SEM-microphoto image of the CaHap powder synthesised in the 

NaCl-KCl melt. 
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The obtained ceramical specimens were washed from the 
saline melt in two ways – in water, as usually, and in glycer-
ine. After finishing of washing up, the ceramical items were 
extra washed out with ethanol and carefully dried up on air. 
As one could see from fig.3, the sample washed out in glyc-
erine has more porous structure; it was also stronger in 
comparison with the sample washed out in water. So, we 
could recommend glycerine as a medium for soft washing 
up of the biomaterials based on apatites. 

III. DISCUSSION 

The most simple explanation of the considerable accel-
eration (more than one order) of the processes in saline 
melts in comparison with the solid-phase synthesis consists 
of an essentially high solubility of the components in the 
synthesis medium (a saline melt). Meanwhile a solubility of 
the products of the synthesis should be significantly lower 
compare to the initial components. In the monograph [8] 
data on the solubility of oxigen-containing compounds 
(oxides and oxosalts) in the saline melts have been analyzed 
basing on an oxo-acidity position. Particularly, the work 
gathered the data on the solubilities of alkaline-earths (Mg, 
Ca,Sr, Ba) oxides and carbonates in the melts of alkaline 
halides and relative systems, which could be of interest for 
clearing the mechanism of the synthesis of apatites. In the 
recently published work [9] we reported data on the solubil-
ity of the initial components and of the reaction products 
(CaHap and CaFap) in the saline melt NaCl-KCl at 700°C. 
These data are recorded in Tab.3. As one could see, the 

solubility of CaHap and CaFap is much lesser than the  
solubility of their components. The ratios Ca2+/PO43+ 
indicate on an approximately congruent character of the 
solubility of CaHap and incongruent one of CaFap (never-
theless it is much more compare to CaHap). The mechanism 
of solubility of compounds in the saline melts, proposed by 
us, presumes an availability of the cation exchange reaction 
between solutes (oxides, oxo-salts, or fluorides) and sol-
vents (saline melts). The calculated and experimental data 
on the solubilitis qualitatively coincide one with another, 
providedly at taking into account complexing processes in 
the saline melts. 

IV. CONCLUSIONS  

An essentially new way of the synthesis of CaHap- and 
CaFap-based biomaterials in saline melts is developed. On 
the basis of a concept of solubility of the components and 
products in the alkaline halides melts, the mechanism of the 
synthesis is being proposed. This mechanism reveals the 
possibilities of obtaining of biocompatible items (teeth, 
bones) directly via the one-stage synthesis. 
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Fig.3 Microphotos of the samples of a CaHap ceramics synthesised in  
the Li2CO3-Na2CO3-K2CO3 melt: 

 a – washed out in water, b – washed out in glycerine 

Table 3  Experimental data on the solubilitis in NaCl-KCl melt at 
700°C 

Chemical analysis results, wt.%  The probe 
Ca2+ PO4

3- 

CaCO3 0,493  
Ca(OH)2 0,245  

CaF2 0,507  
Hap 0,018 0,031 
Fap 0,220 0,092 
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Abstract — Archaeology and anthropology are deeply inter-
ested in new technologies on reliable identification of belonging 
of excavated humans’ skeletons of middle centuries. The inves-
tigations are devoted to detect the irreversible structural 
changes in bones, what form up in time. Taking into account 
that bone as a material relaxes in time, the work is targeted to 
find physical methods for characterizing structurally de-
pended relaxing physical properties of human bones from the 
XIII-XVIII centuries compared with the eligible specimens 
from the XX - XXI centuries. The research of physical proper-
ties for characterizing degradation processes in time is tar-
geted at macro-, micro and nano- scales: 1) for estimating of 
bones at macro structural scale X-ray computer tomography is 
used, 2) for investigation of several century human bones at 
micro structural level and micro-hardness, micro indentation 
measurement techniques were applied. 3) for examination at 
nano- scale Fourier transform infrared spectroscopy (FTIR), 
and Photo thermo stimulated electron emission (PTSEE) 
analysis measurement techniques were applied. The radio-
graphic density changes measured in Hounsfield units ob-
tained from computer tomography, have not dependence from 
time (centuries). The HV and E of several centuries’ human 
bones obtained from micro hardness measurements have lin-
ear correlation with time (centuries). FT-IRS provides a maxi-
mum at line at 2350 cm-1 and minimum at 1726 cm-1 typical for 
the bones belonged to the XX century in contrast with speci-
mens from other centuries. PTSEE has supplied a correlation 
of emission current derivation on the time (century).  

Keywords — human bone, time, degradation.  

I. INTRODUCTION 

Osteologists, archaeologists, specialists in forensic medi-
cine are almost never able to estimate the age of bones - the 
time passed after the person death, the time of keeping under-
ground. At present exists different dating methods of human 
bones – radiocarbon dating [8], thermoluminescence [1], 
electron spin resonance [4], amino acid racemisation dating 
[6], what characterise processes taking place in bones after 
person’s death at time thousands years. In this study we inter-
ested in processes occurred at time measured hundred years. 

Taking into account that bone as a material relaxes in 
time, the work is targeted to find physical methods for char-
acterizing structurally depended relaxing physical properties 
of human bones from the XIII-XVIII centuries compared 
with the eligible specimens from the XX - XXI centuries.  

II. MATERIALS 

In our investigation the femur, the longest, heaviest and 
strongest bone in the skeleton was selected, because there 
have been survived and unbroken. The integrity of a bone 
sample can be compromised by soil acidity, water damage, 
temperature and soil dwelling microorganisms.  

 Archeologically  excavated human bones  (femur) was 
used, all samples dated from the XIII-XVII century from 
cultural layer at the courtyard of Riga’s Dome cloister (ca-
thedral) in Latvia was obtained. The excavation is per-
formed by specialists in archaeology and anthropology of 
Museum of the History of Riga and Navigation. For refer-
ence  anatomically similar bones belonging to the XX and 
XXI century were selected for analysis too. These samples 
we obtained from Riga Stradins University (RSU), Institute 
of Anatomy and Anthropology.  

From archaeological studies an archaeological age (cen-
tury) was defined. The age of the graved person, as well 
his/her gender was recognized from anthropological studies. 
The age range of bones, what was choused for measure-
ments was 30 – 50 years. The bones did not have visible 
paleopathological changes. 

A. Preparation of sample 

For measurements of micro scale the surface of samples 
have to be very smooth without mechanical scrapes or gaps 
and parallel. The bone tissue was embedded in polymethyl 
methacrylate (PMMA), after fixation, dehydration and 
cleaning with 70% ethanol. The goals of embedding bone 
are avoids vibration and fracture during the sectioning proc-
ess. For cutting of specimens the “Exact Trennschleifsys-
tem” technique was used. Specimens were cut from diaphy-
sis perpendicular to the longer bone axis. With this 
technique the bone samples was cut very thick slices, and 
during this process the samples was continuously cooled by 
water flow to prevent some thermal defects. The sections 
should be cut with slow, steady cutting stroke. The speci-
mens were polished from one side to stick on the micro-
scopic slide, and then specimens were polished from the 
other side parallel to foot. For grinding the “Exact Mikro-
schleifsystem” was used. This side was polished by water-
proof silicon carbide paper FEPA from number 1200 (grain 
size 18,0 µm), 2400 and 4000, to get a sufficient polished 
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sample surface. During grinding specimen was continuously 
cooled by water flow to prevent some thermal defects on 
specimen surface. The samples was polished by polishing 
spray of 0,1 µm and 0,25 µm diamond grain size, to get a 
sufficient polished sample surface. The polishing machine 
PHOEMIX 300, Germany was in use. 

The technology to prepare specimens for measurements 
at nano scales is described in [2]. The bones were cut trans-
versally to their longitudinal axis by means of a stainless 
steel surgical saw. The obtained chips were polished with a 
silicon carbide papers with grain size 18 m and 1 m, 
washed in alcohol and dried in air at room temperature. The 
thickness of the specimens was reached around 2 mm (  
0.1mm). The differences between individual samples were 
supplied less than 2% (~ 0.16 mm). As the result, the 
specimens became smooth (tested by an optical microscope 
~ 200 x) as good as possible. 

III. METHODS 

The research of physical properties for characterizing 
processes, what taking place in bone material in length of time 
(in century), is targeted at macro-, micro and nano- scales.  

For estimating of bones at macro level X-ray computer to-
mography (CT) is used. CT was acquired from spiral “General 
Electric Hi Speed DX/I” unit at the hospital “Latvijas J ras 
Medic nas centrs” (energy of photons 120 keV, current of 
exciting electrons 20…350 mA, soft – “Auto mA: MAX”). 
Measurements had been reduplicate on the CT technique “ 
General Electric Medical System Light Speed Pro 16, CT 
99_OCO”, what taking place at Hospital of Riga “Gai ezers”. 

For investigation of several century human bones at mi-
cro level micro indentation measurement techniques were 
applied. For microindentention ultramicrohardness device 
UMH-10R was used. The LVH program (device software) 
controlled, make data recording and visualization of land 
penetration depth curve. Microindentation tests were done 
at the Martin Luther Halle/Wittenberg University. 

For examination of several century human bones at nano 
level Fourier transforms infrared spectroscopy (FTIR), and 
Photo thermo stimulated electron emission (PTSEE) analy-
sis measurement techniques were applied.  

FT-IR measurements were carried out at the Martin Luther 
Halle/Wittenberg University room temperature on a “Bruker 
IR Scopell” FTIR equipped with a Cadmium Telluride detec-
tor. The spectra were measured at the range from 4000 cm-1 
up to 400 cm-1. To get reliable results, a total of 256 sample’s 
scans and 256 reference’s scans were taken for each spectrum 
by using a shuttle device. Dry air was constantly purged into 
the spectrophotometer to eliminate water vapor. All spectra 
were processed using OPUS/MAP Software. 

PTSEE for exoemission control was used. Such a spec-
trometer was discussed in a great detail, for instance, in 
[3,5,7]. The device consists of a vacuum system, a complex 
of electronic devices for the PTEE intensity registration and 
the record of the received information blocks of photo- and 
thermo stimulation. Optimal methodology of photoemission 
test for the bone specimens was exploited in [2]. 

IV. RESULTS 

A. Estimation of human bone at macro scale:  

The parameter of measurements at macro scale was den-
sity. The radiographic density measured in Hounsfield units 
(HU) was obtained from computer tomography. The standard 
HU unit is assumed as the density of water – 0 HU (± 10 HU), 
while air is -1000 HU.  The measured area was between 18 – 
80 mm2. The observed difference of HU between the speci-
mens for each area was covered by measured values deviation. 
The results of CT measurements showed at fig.1. 
The results of measurements show no differences in densi-
ties of different centuries human bones. 

B. Estimation of human bone at micro scale: 

Measurements at the micro scale are targeted to test mor-
phology and local mechanical properties, for that microin-
dentation measurement technique were applied. 

We used the modified Vickers method for detection of 
recording microindentation and load-penetration depth-
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Fig. 1. Densities of several centuries’ human bones measured by CT: at 
trabecular tissues (above) and cortical tissues (below). 
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curve. For calculation conventional Vickers hardness test 
use formula: 

HV = k (Pmax /h²)  (1.) 

where Pmax maximal load in our case 1 [N], k – indenter 
geometric constancy, d²- indenter diameter, which is meas-
ured by optical microscope and software program LVH, 
[µm]. Recording hardness calculation during by: 

HU = k(Pmax / hmax),   (2.) 

where hmax - is penetration depth [µm], k- is indenter geo-
metric constancy, for diamond 1854,4. 

For measurements the load (Pmax) 1N and penetration ve-
locity 20 m/min was used.  

The results of elastic modulus, microhardness measure-
ments shoved in fig.2  
The analysis of correlation showed that the HV and E of 
several centuries’ human bones have linear correlation with 
time (centuries). 

C. Investigation of human bone on nano scale 

1. FT-IR measurements 
FT-IR spectroscopy was applied to identify the presence 

of certain functional groups in a molecule and to notice 
changes in chemical structure of the sample.  

Fig.5. shows infrared typical spectra of XX and XIII – 
XIX centuries human bones, with a minimum at wave num-
bers 2350 cm-1. For XX century human bones this peculiar-
ity is not observed. This drop of refractive index is con-
nected to disrupter of bonds between collagen and HAP, 
probably C-H bonds. 

At 1726 cm-1 wavenumbers distinctive slight minimum 
for human bones from XX centuries, what for XIII – XIX 
centuries human bones is missed. According to this are 
collagen amide vibrations. 
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Fig. 2. Microhardness HU (above) and elatic modulus E (below) of several 
centuries’ human bones. 

Fig. 3. The FT-IR spectra of several centuries’ human bones. 
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Fig. 4. Typical PTSEE spectra from several centuries’ human bones.  
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Fig. 5. Dependence of PTSE current on time. 
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2. The photo thermostimulated electron emission analysis 
Because all materials are relaxing in time concentration 

of imperfections could become different in dependence on 
century. To estimate concentration of imperfections 
exoemission analysis having high sensitivity (~10-4 atomic 
%) [6] was employed. 

The samples were heated from the room temperature to 
+2000C with rate 150C/min. The error of I and T measure-
ments did not exceed 5 % and 2% and 10C, correspond-
ingly [12]. The magnitude of I has a non-monotonic regular-
ity in dependence on the specimen temperature (T). 
Measurements were employed in vacuum of 10-4 Tor.  En-
ergy of photons for photo stimulation was selected 6,2 
eV/200nm and the spot of the light on the specimens surface 
had a size 1x3 mm2. The results are provided in Figure 4.  
According to [3] 

)(tf
dT
dI

   (3.) 

Because the concentration of relaxing imperfections has 
a direct influence on its relaxation rate the index dI/dT was 
in use. 

kT
ETCA

dT
dC

dT
dI l exp)]([  (4.) 

the index dI/dT was in use to characterise the above. The C 
is the concentration of imperfections, A is a pre-exponential 
multiplier, l is the order of the relaxation reaction, E is acti-
vation energy and k is the Boltzman constant. 

It has been found, that dI/dT correlates with t* - archaeo-
logical age of bone. The dI/dT as function of t* has been 
approximated as: 

29002,0
t

e
dT
dI   (5) 

PTSEE dependence on time (centuries) is showed at the 
Figure 5.  

From (5), archaeological age interval that may be evalu-
ated by means of PTEE method is approximately 580 years. 

The inaccuracy of photo-thermo stimulation equals ± 26 
years. 

V. CONCLUSIONS 

1. The radiographic density measured in Hounsfield units 
obtained from CT have not difference among centuries 

2. The HV and E of several centuries’ human bones have 
linear correlation with time (centuries). 

3. FT-IR provides a maximum at line at 2350 cm-1 and 
minimum at 1726 cm-1 typical for the bones belonged to 
the XX century in contrast with specimens from other 
centuries.  

4. For estimation of several century human bones the 
better sensitivity of PTEE analysis, the “deepness” of 
this method is 580 years, the uncertainties ± 26 years.  
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Real-Time EEG Parameterization for Shunt Decision Supporting System 

During Carotid Endarterectomy 
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Abstract — Intraoperative EEG monitoring during carotid 
endarterectomy (CEA) is the common operation used to re-
duce the risk of brain ischemia. Beside visual assessment of the 
EEG, some quantitative parameters, based on spectral infor-
mation, have been recently suggested as additional criteria for 
shunt need decision. In this paper we explore spectral power-
based parameters and some non linear parameters, like zero 
crossing (ZC) and beta coefficient, in order to find the parame-
ter/s that could constitute a good decision support system in 
shunt decision. The results, compared with those supplied by 
the Brain Symmetry Index, suggest that the ZC represents the 
best parameter in a real time analysis of EEG during CEA. 

Keywords — EEG monitoring, carotid endarterectomy, zero 
crossing, spectral analysis. 

I. INTRODUCTION 

Carotid endarterectomy (CEA) is a well-known surgical 
procedure for the prevention of stroke in patient with high-
grade carotid stenosis. Since routine shunting may increase 
the risk of perioperative stroke, CEA is generally performed 
with selective shunting. However, it is dependent on a reli-
able and accurate criterion able to identify those patients at 
risk for cerebral ischemia and stroke during carotid clamp-
ing if no shunt is used. Among the various criteria utilized 
to decide if shunting is indicated, the intra-operative EEG 
monitoring represents the commonest method to reduce the 
risk of brain ischemia [1]. 

Beside visual assessment of the EEG, subject to human 
error, some quantitative spectral parameters have been re-
cently suggested as additional criteria for shunt need evalua-
tion [2-4]. In this paper we explore if other parameters can 
be used for a real-time decision support system. In particu-
lar we examined the spectral power in the traditional EEG-
ranges (delta 0.5-4Hz, theta 4-8Hz, alpha 8-13Hz and beta 
13-18Hz bands) and the ratio between the power in the 8-
15Hz and in the 0.5-5Hz (HF/LF) bands, following the 
hypothesis that in presence of brain suffering the spectral 
power decreases in the medium-high frequency band and 
could increase in the low frequency band. 

Beside these linear parameters we also investigated some 
non linear ones like the Zero Crossings count (ZC) and the 

power law beta scaling exponent (Beta exponent) that 
showed to be sensible to different EEG comportamental 
states bringing complementary information in respect to 
those carried out by a linear examination [5-7]. 

II. MATERIALS AND METHODS 

A large number (110) of EEGs derived from patients (35 
females and 75 males) who underwent CEA procedure at 
the Neurophysiological Unity of Trieste were retrospec-
tively examined. 

Ten bipolar EEG derivations (F4-C4, C4-P4, P4-O2, F8-
T6, T6-O2, F3-C3, C3-P3, P3-O1, F7-T5, T5-O1) were 
sampled at 128Hz and used for the analysis. Each of these 
was digitally filtered (0.4Hz high pass and 40Hz low pass) 
and divided into 50% overlapping sections of 20s. For each 
interval we computed the zero crossing (ZC), by counting 
the number of baseline crossings, the power spectral density 
(PSD) after a Hamming windowing and the Beta exponent 
by calculating the slope of the linear regression curve of the 
PSD represented in a double logarithmic plot. 

For each parameter, the mean value calculated in the 
three minutes before clamping was considered as a baseline. 
Then the percent relative variations of each parameter after 
carotid clamping with respect to the baseline were calcu-
lated for each hemisphere, every 10 seconds. 

We compared the behaviour of these indexes to that of 
the Brain Symmetry Index (BSI) suggested by van Putten 
[2]. The BSI index is a normalized measure for interhemi-
spheric spectral symmetry defined as: 

BSI=
N

i

M

j LijRij
LijRij

MN 1 1

11  

with Rij (Lij) the Fourier coefficient belonging to frequency 
i=1,..,N of right (left) hemispheric bipolar derivations 
j=1,..,M. In our case M=5 and N=50 (frequency range  
1-25Hz, with spectral bandwith of 0.5Hz). It represents a 
measure of the hemispheric symmetry estimated from the 
absolute value of the relative difference of the average spec-
tral density of the right and left hemisphere. A perfect 
symmetry for all channels corresponds to BSI=0. 
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Fig.1 Example of parameter behaviours in a patient without shunting. The vertical line represents the start of clamping procedure. Crosses represent right 
side and circles represent left side responses. In the BSI parameter, the dashed horizontal line corresponds to the threshold calculated as in [2]. 

III. RESULTS 

Analysis of EEGs showed that hypoperfusion was gener-
ally accompanied by a decrease (monolateral or diffuse) of 
the power in the alpha and beta bands and frequently also 
by an increment in the delta band, confirming previous 
results [8-9]. ZC and HL/LF ratio also decreased during 
sufference, correctly identifying all the situations of the 
examined patients. On the contrary, the Beta exponent as 
well as the BSI parameter were not able to recognize more 
than 40%/60% (respectively) of shunted cases while all the 
normal situations were correctly identified. 

Examples of parameters time courses in three patients 
who underwent a carotid endarterectomy are shown in 
Figs.1, 2 and 3. 

The patient in Fig.1 did not need the shunt. All the spec-
tral parameters as well as the beta exponent and the zero 
crossing did not show any change. At the same way also the 
BSI parameter did not exceed the threshold. 

The patients in Figs.2 and 3, on the contrary, represent 
cases with asymmetric sufferences that needed a shunt. In 
both cases, many parameters, immediately (10-20s) after the 
begin of the clamping procedure (vertical bar), presented 
very evident changes: the power in the high frequency 
bands (alpha and beta bands) abruptly decreased as well as 
partially happened also in the theta band, while the delta 
band did not show any significant variation. The HF/LF, the 
Beta coefficient and the zero crossing displayed a similar 
response, also maintaining the asymmetric characteristic. 
The BSI, instead, presented an ambiguous behaviour: in the 
patient of Fig.2 it noticed the asymmetry while in the pa-
tient of Fig.3 it did not exceed the threshold and conse-
quently it did not signal the risk of a possible ischemia. 

In both cases, after about 60s, due to the cerebral suffer-
ence, the clamping procedure was interrupted. In fact all the 
considered parameters slowly turn back to the baseline 
values (in the last case a second clamping attempt was 
made). 
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Fig.2 Example of parameter behaviours in a patient that needed shunting. The vertical line represents the start of clamping procedure. Crosses represent 
right side and circles represent left side responses. In the BSI parameter, the horizontal dashed line corresponds to the threshold calculated as in [2]. 
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Fig.3 Example of parameter behaviours in another patient that needed shunting. In this case the BSI parameter did not signal the risk. 
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IV. DISCUSSION 

Although the visual analysis of the EEG represents the 
standard method to decide when the shunt is needed during 
CEA, quantitative real-time EEG analysis represents a use-
ful additional information assisting in the decision for selec-
tive shunting. In literature some parameters have been pro-
posed even if their validity has been evaluated only 
preliminarly on few cases [2-4]. In this paper we examined, 
on a large number of CEA cases, some new parameters 
helpful in the monitoring of cerebral hypoperfusion due to 
artery clamping. 

Our results confirm that medium-high frequencies are 
more sensitive to cerebral ischemia that other spectral 
bands. In any case, the HF/LF ratio is the linear parameter 
that better recognized hypoperfusion. On the contrary, theta 
power parameter seems to have no clinical significance. 

ZC parameter proved to be a measure capable to sense 
reduction of fast activity as well as of possible slow activity 
changes. In fact, like HF/LF ratio, it always decreased after 
artery clamping in shunted patients. Similar results (but 
with about 40% of errors) were achieved by the Beta scaling 
exponent. The results obtained by using these parameters 
were compared with those achieved by the Brain Symmetry 
Index recently proposed by van Putten [2]. We found that 
this parameter alone is not able to identify the sufference, 
showing intrinsic limitation due to the demand of very al-
tered EEG symmetry in order to operate in a correct way. 

Finally we would underline that the ZC parameter is very 
easy to calculate directly from temporal signals and it does 
not need power spectrum evaluation of EEG (as spectral–
based parameters like HL/LF ratio does); hence it is suitable 
for a real time implementation and its time course, added as 
a further signal in the visualization of EEG derivations, may 
permit the successful outcome of the surgical procedure. 

V. CONCLUSION 

EEG monitoring by means of suitable parameters quanti-
fying the EEG changes proved to be useful in shunt decision 
during CEA. 

The results reported in this paper show that the HL/LF 
ratio and the ZC indexes are able to correctly identify cases 
presenting mono- or bi-lateral hemispherical changes cap-
turing both asymmetric and diffuse suffering situations. In 

fact, in our retrospective analysis, those patients for which 
the visual EEG analysis showed significant changes (and a 
shunt was advised) also presented values of the HF/LF ratio 
and the ZC parameters that quickly decreased after the start 
of clamping. 

In conclusion we think that the the percent relative varia-
tion function of the ZC parameter represents the best choice 
both for a correct classification and for the possibility of a 
real time implementation. Thus we propose to use the ZC 
parameter to support the visual assessment of the EEG dur-
ing CEA, offering a quantitative measure for EEG altera-
tions due to cerebral hypo-perfusion. 
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Automatic Quantification of Handwriting Characteristics Before 
and After Rehabilitation 

A. Accardo1 and I. Perrone2 

1 DEEI, University of Trieste, Trieste, Italy 
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Abstract — Handwriting represents a complex motor behav-
iour recently analysed by using direct measurements carried 
out by digitizing tablets. This technology allows objective 
quantitative kinematic analyses of the quality of writing and 
can be used to study handwriting disturbances, that can be 
found in primary school-aged children, as well as the effects of 
a rehabilitation treatment. 

The aim of this paper is to present a system able to analyse 
handwriting movements produced by children presenting 
dysgraphia, submitted to a rehabilitation treatment. The writ-
ing task consisted of a sequence of ‘lelele’, written by the sub-
jects before and after a suitable spatio-temporal rehabilitation 
treatment (Terzi's method). Handwriting samples from 14 
non-proficient handwriters children attending primary school 
were collected before and after rehabilitation, with the aid of a 
digitizing tablet (Intuos3®, Watcom). The movements were 
segmented and each identified stroke was analysed by a suit-
able ad hoc software that calculated a series of static and ki-
nematic parameters linked to pressure, trajectory and velocity 
features of the tract, in order to measure the procedure effi-
cacy. 

By means of the realized system significant differences in 
handwriting characteristics estimated before and after treat-
ment were found. In particular a significant increase of the 
mean pressure calculated on each stroke (p<0.001) as well as 
an increment of the mean velocity during single stroke 
(p<0.02) and the mean width of a stroke (p<0.02) were pointed 
out. Significant differences were also found for the mean veloc-
ity along the whole curvilinear written tract (p<0.02) between 
the two conditions. On average the subjects improved in speed 
of writing after the intervention period thus demonstrating the 
efficacy of the Terzi's method therapy. 

These results demonstrated the potential of the realized sys-
tem that provides quantitative spatio-temporal measures of 
handwriting performance, useful for the evaluation and treat-
ment assessment of handwriting difficulties. 

Keywords — Handwriting, Rehabilitation, Terzi's method, 
spatio-temporal treatment, dysgraphia, kinematic analysis, 
children. 

I. INTRODUCTION  

Handwriting represents a specific motor task in which the 
movement is realized by following a precise spatio-
temporal sequence. In this process particular care must be 

placed both in the correct automation of each grapheme and 
in the ergonomic aspect of the posture.  

Both the main handwriting actions (“inscription” and 
“progression”) require a correct coordination among fine 
movements and the progression of wrist, forearm and 
shoulder. The automation of these movements permits the 
child to became more and more speedy and regular in the 
tracts execution. 

On the other hand, disturbance in the neuromotor effi-
ciency affects pattern velocity and regularity as well as the 
correctness and legibility of writing [1]. In particular dys-
graphia, that represents a learning disability resulting from 
the difficulty in expressing thoughts in writing, refers to the 
poor handwriting that can be found in primary school chil-
dren. 

In the last years, the writing analysis has been carried out 
by using a direct measurement of handwriting movements 
acquired by digitizing tablets. This technology also allows 
objective quantitative kinematic analyses of the quality of 
writing and it has recently been used to characterize the 
handwriting process in children [1] as well as in elderly 
subjects [2] and in Parkinson's disease [3]. 

The aim of this study is to develop an instrument to 
evaluate a rehabilitation process for graph-motor disorders 
treatment, starting from handwriting characteristics of pri-
mary school children. Parameters linked to the velocity 
profiles of strokes are used to verify how treatment modifies 
particular kinematic characteristics. The Terzi's rehabilita-
tion program, a spatio-temporal approach to the treatment of 
dysgraphia, is in particular examined. 

II. MATERIALS AND METHODS 

The handwriting of 14 non-proficient handwriters chil-
dren (aged 9-12 years) attending primary school studies 
were acquired, before and after a rehabilitation program, at 
the Dept. of Development Age (ULSS 7) of Pieve di Soligo 
(TV), by means a digitizing tablet (Wacom, Inc., Vancou-
ver, WA, Model Intuos 2). 

Pen displacement across the tablet is recorded at 100Hz 
sampling frequency both in the horizontal and vertical di-
rections with a spatial resolution of 0.01 mm. 



96 A. Accardo and I. Perrone 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

 

 
Fig.1 Example of writing test (‘lelele’) in a child before (top) and after 
(bottom) the rehabilitation program. In both cases the subject wrote for one 
minute. 

A simple writing exercise mainly involving motor abili-
ties was required. The task consisted of a one-minute con-
tinuous sequence of ‘lelele’. This pattern represents an al-
most pure grapho-motor task, not involving significant 
words, permitting the identification of possible handwriting 
difficulties. 

An user friendly device [4], based on the GUI (Graphical 
User Interface) tool of MATLAB® (Mathworks), allowing 
the analysis of handwriting data both in spatial and time 
domains was used and further developed. In particular it 
permits the movement segmentation, automatically identify-
ing strokes starting from the curvilinear velocity curve; the 
curvilinear motion has been reconstructed in the x-y plane 
starting from the X and Y components. The procedure de-

tects points of minimal curvilinear velocity (Figs. 2 and 3, 
bottom), hypothesizing that each velocity minimum corre-
sponds to a different motor stroke, as claimed by the bell-
shaped velocity profile theory [5]. Stroke identification 
numbers superimposed on the velocity profiles allow com-
parison of spatial and temporal elements (see examples in 
Figs. 2 and 3). A series of static and kinematic parameters 
linked to pressure, trajectory and velocity features of each 
stroke are calculated, in order to measure the procedure 
efficacy and to evaluate what parameters are more sensitive 
to the recovery process. 

The rehabilitation program is a based on a cognitive-
motor methodology (Terzi’s approach [6]) that permits to 
develop the ability to obtain aware of the spatio-temporal 
information reaching cerebral structures from peripherical 
perception in order to correctly process and integrate them 
for a conscious use of the body during movement. The 
treatment affects the organization of both the personal (pos-
ture, pen hold) and extra-personal (metrical representation) 
spaces. In particular a geometrical re-construction of gra-
phomotor patterns is carried out. 

All children undergo the treatment for at least 15 sessions 
of 45’ each, and their handwriting were recorded before and 
after the conclusion of the rehabilitation program. 

 

  
Fig.2 Top: Example of some strokes identification in the writing of Fig.1 
(before treatment). The starting point of each stroke is progressively num-
bered. The horizontal and vertical scales are in mm. Bottom: Curvilinear 
velocity profile corresponding to the top x-y spatial tract. The numbering is 
the same of the top panel. Horizontal scale: 1 tick= ½ s; vertical scale in 
mm/s. 
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III. RESULTS AND DISCUSSION 

Figure 1 shows the x-y handwriting tests of a child be-
fore (top) and after (bottom) the rehabilitation program. 
Since in both cases the subject wrote for one minute, it is 
evident that after the treatment the total number of written 
letters is more than doubled. At the same way also the cur-
vilinear velocity (Figs. 2 and 3) is about doubled. 

Moreover, after rehabilitation (Fig.3), the motor planning 
is different than before (Fig.2) changing from a single letter 
programming to multiple letter planning. This can be de-
duced from the instants in which the curvilinear velocity is 
near zero. More time the velocity is maintained high, more 
following strokes programming are superimposed demon-
strating a higher automation of the motor action. 

By means of the realized system we quantified these 
modifications founding significant differences in handwrit-
ing characteristics estimated before and after treatment. In 
particular a significant increase of the mean velocity during 
single stroke (p<0.02) and the mean width of a stroke 
(p<0.02) were pointed out (Fig.4). At an individual level, 
three out of the fourteen children after the treatment showed 
a little velocity reduction rather than the increment. The 

increment of the velocity in the stroke production is an 
index of the old motor program substitution with another 
more automated that is able to produce a more fluent tract. 
On the other hand, the velocity decrement present in some 
subjects is compatible with the hypothesis that these chil-
dren require a longer time for consolidate the new motor 
programs, still not at all automated. 

Significant differences between the two conditions were 
also found for the mean velocity along the whole curvilinear 
written tract (p<0.02). On average the subjects improved in 
speed of writing after the intervention period. Moreover, an 
increment of the mean pressure calculated on each stroke 
(p<0.001) was generally found (Fig. 5). 
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Fig.4 Mean curilinear velocity of strokes in the considered children before 
(PRE) and after (POST) the rehabilitation treatment. Generally the velocity 
significantly increased, in a subject unchanged and in three children de-
creased. 
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Fig.5 Mean pressure values in the children before (PRE) and after (POST) 
the rehabilitation treatment. Only in five cases the pressure remains about 
unchanged. 

 

 
Fig.3 Top: Example of some strokes identification in the writing of Fig.1 
(after treatment). The starting point of each stroke is progressively num-
bered. The horizontal and vertical scales are in mm. Bottom: Correspond-
ing curvilinear velocity profile and stroke numbering. Horizontal scale in 
sec; vertical scale in mm/s. 
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The pressure increase do not correspond to an excessive 
muscular tone rather to a passage from a muscular hypo-
tonicity with a fluttering tract to a more checked pressure 
determining greater accuracy in the production of the 
graphic tract. 

IV. CONCLUSIONS  

The results, confirming previous preliminary findings 
[7], demonstrate the potential of the realized system that 
provides quantitative spatio-temporal measures of handwrit-
ing performance, useful for the evaluation and treatment 
assessment of handwriting difficulties, and can assist for a 
more comprehensive understanding of handwriting difficul-
ties. The kinematic analysis of handwriting, carried out by 
the system, not only provides important information about 
the processes and strategies involved in learning and con-
trolling handwriting but also constitutes a useful support for 
monitoring progress during the treatment of dysgraphia. In 
particular, the specific application of the system reported in 
this study suggests that the application of the Terzi’s reha-
bilitation method improves the graphomotor patterns of the 
letter especially increasing the stroke speed of children 
initially identified as having poor handwriting quality. 
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Reciprocating Orthotics Complex (ROC) for Children Suffering 
from Cerebral Paralysis and Spinal Diseases 

E. Dukendjiev1 
1 Atypical Prosthesis Laboratory Latvia, Riga

Abstract — In order to dissociate pathologic interaction of 
executive periphery and cerebral structures and to induce 
formation of new reflex bonds strengthened during treatment, 
it is necessary to produce mechanically forced targeted cor-
rected locomotive motions by external energy. Thus, to pro-
voke inborn reflexes and synergy (background levels) and to 
form forced (within the norm) dominants of highly automatic 
movements.    

Keywords — palsy, treatment, reciprocal, gate, synergy 

I. INTRODUCTION 

For treatment of the mentioned above groups of diseases 
all known methods such as “Adeli”, Botatov’s, Peto’s, 
Voity’s, Koziavkin’s, etc. are based on the patient’s self-
energy. Competence limit is determined by physical and 
control abilities of the patient, i.e. the process of treatment 
in its essence is passive and very variative and needs clinic 
department. 

At both characteristic groups of diseases patients often 
suffer from vertigo, pallor, weakness, up to syncopes and 
fainting when getting up from the lying or sitting position 
(orthostatic hypotonia). 

The methods of body verticalization, standing training do 
not improve the patient’s condition and do not contribute to 
ambulation and even vice versa. The reason lies in the es-
sence of the process – body statics does not cause afferent 
muscular activity and causes little afferent control activity. 

In order to dissociate pathologic interaction of executive 
periphery and cerebral structures and to induce formation of 
new reflex bonds strengthened during treatment, it is neces-
sary to produce mechanically forced targeted corrected 
locomotive motions by external energy. Thus, to provoke 
inborn reflexes and synergy (background levels) and to 
form forced (within the norm) dominants of highly auto-
matic movements. 

II. METHOD 

The method is formed on the level of microstructure of 
movement control [2]. In the phase of muscles stimulation 
locomotor centers release from the inhibitory influence and 

become available for correction measures. Due to motoneu-
ron pools, spinal interaction can be realized, which organize 
throbbing like stepping ones. The final aim of the method is 
to influence the slow moving units by compulsory exten-
sion.  

What is the “material basis” of the author’s idea? 
For example, only in the gastrocnemius muscle there are 

more than 800 slow moving units, and in every moving unit 
there are about 2000 muscle fibres. Within the skeletal mus-
cular system function hundreds of thousands of moving 
units and millions of muscular fibres, i.e. quite a mighty 
basis for the implementation of the method! 

Biomechanical elements. The smallest anatomically in-
dependent structural unit of the muscular system is skeletal 
muscle tissue. Muscle and other cells are included into the 
structure of muscle tissue - smooth (nonstriated) and 
cross-striped (striated). Striated muscles activate bones, 
actively change human body position. 

Bioelectronics elements. The smallest anatomically in-
dependent unit of nervous system is a nerve cell (neuron) 
with branching processes. The cell is dynamically polarized 
that is able to let pass the nervous impulse only in one direc-
tion, from the dendrite to the axon. In the nervous system 
the neurons form chains, which transfer stimulation from 
the point of appreciation of the stimulation to the central 
nervous system and further to the working organ. There are 
three main types of neurons: 
1. Sensory, receptor perceive stimulation in the tissues of 

the bodies themselves, they are located in muscles, ten-
dons, ligaments, fascias, bones, articular capsules, etc. 

2. Intercalary neuron realizes transmission of the stimula-
tion from the sensory neuron to the motor one. Interca-
lary neurons are located within the central nervous 
system. 

3. The bodies of efferent neuron are located in the central 
nervous system. Their axons spread to the working or-
gans. Nerve endings of the axons of efferent neurons 
can be of two types: motor and secretory. Motor ones 
have their endings in muscle fibers forming neuromus-
cular synapses. 
Biomehatronical elements. There is an end bud and  

a neuromuscular synapse in each muscle fibre, which are  
the means of transmission of the impulse to traction. The 
moving units are motoneurons (the smallest functionally 
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independent unit of biomechanotronics) which innervate the 
group of muscular fibers. 

The degree of muscle contraction is controlled by three 
mechanisms: 
 active moving units (motoneurons) regulation of the 

given muscle; 
 regulation of the method of their work (motoneurons 

impulse frequency) 
 regulation of temporary connection of moving units activ-

ity (motoneurons). 
Recruitment phenomenon of motoneurons happens ac-

cording to their size, i.e. slow, type I moving units muscles 
are active in any tension. 

Slow motoneurons prevail, especially in childhood. It’s 
necessary to influence them mechanically forcibly, hence 
their number constitues more than 50 % of the total amount 
and they influence the generation of induced signals. 

Movements control. Simple reflexes are effected by 
“lower parts of the central nervous system, i.e. spinal 
cord. The simplest reflex arch consists from two  
neurons, sensory and motor. Most often the reflex arch 
consists of many neurons. Then intercalary neurons are 
located between the afferent and efferent neurons. In such 
reflex arch the stimulation from the sensory neuron is trans-
ferred along its central process to one or several intercalary 
neurons. 

Ukhtomsky A.A [3]. discovered the principle of domina-
tion. Functional systems combine all subordinate structures. 
In certain conditions the dominant nerve center can head the 
reflex action on the dominant enchancement and inhibition 
of other activities.  

Later Anokhin P.K. [4] created the functional system 
theory. Anokhin P.K. understood “a range of certain physio-
logical manifestations connected with performing some 
certain function (the act of breathing, the act of swallowing, 
locomotor act, etc.)” under the functional system. 

Anokhin P.K. and his students proved the presence of the 
so called feedback of the working organ with the nerve 
centres, i.e. “reciprocal afferentation” in the course of ex-
periments. The moment the efferent impulses from the 
nervous system centres reaches executive organs, the re-
sponse appears (movement or secretion). This working 
effect stimulates the receptors of the executive organ itself. 
The impulses which appeared as a result of these processes 
go back to the centres of the spinal cord or the cerebrum 
along afferent ways in the form of information about the 
completion by the organ of a certain action at every certain 
moment. Thus, the ability of precise registration of the  
accuracy of orders execution in the form of nervous im-
pulses, coming to the working organs from nerve centres, 
and their continuous correction is created. The existance  
of bilateral signaling in closed circular or annular reflex 

nervous chains of the “reciprocal afferentation” allows to 
hold constant continuous corrections of the organism re-
sponses to any changes in ambient and internal conditions. 

The objective: in the canals of the “reciprocal afferenta-
tion”, transferring to the brain the distorted because of 
MAD and attack angle sensor (AAS) information, it’s nec-
essary to bring in the correct information, which in course 
of time will become dominant. 

The objective: synthesis of the mechanical system with 
smooth movements – reciprocal orthezis complex, realizing: 
 kinematic interdependency between large joints; 
 kinematic interdependency between lower extremities, 

body and upper extremities. 
In the phase of muscles stimulation (forced by ROC) lo-

comotor centers release from the inhibitory influence and 
become available for correction measures. 

III. RESULTS 

The ROC developed by the author can be conditionally 
called an “artificial locomotion apparatus”, which works at 
the expense of external energy with full deficitis of muscu-
lar and control activity, i.e. with minimal, purely organic 
participation of brain in the process of walking. 

ROS [1] is suspended with the help of a spherical junc-
tion in the common center of weights several millimeters 
higher of treadmill and the toes of both legs are fixed firmly 
by horizontal reciprocal yoke. 

This provides [5]:   
 Sequence of contact of a left and right leg with a mov-

ing belt;  

 
Fig.1. Reciprocal orthesis complex (ROC). 
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 transformation of external energy pathway, produced 
with the principle of a flat type flywheel clutch – ROS 
soles in the result of the frictional force are forced to 
move reciprocally;  

 kinematic synchronization of three reciprocal mecha-
nisms – for upper lower and extremities and foots, thus 
providing dimensionally balanced motions of the 
whole body. 

The developed ROC which unites ROS (Fig.2.A) for the 
whole body with verticalization chair with a horizontal 
reciprocal mechanism (Fig.2.B) and treadmill (Fig.2.C)  is a 
device stimulating artificial locomotion which works on the 
basis of external energy at complete deficit of muscle and 
control activity.   

ROC can be regulated to the height, clasps “velcro” pro-
vides fast system removal/putting on. It can be used at home 
and in clinics. 

In several months, after the muscles are strengthened, the 
treatment is continued only with the use of ROS with own 
muscle abilities. 

ROC were constructed for 15 patients: ICP-7, spina bi-
fida-2, spinal traumatism-2, paraparesis after tick-borne 
encephalitis-1, hypoxic ischemic damages of CNS-1, multi-
ple congenital anomalies-1, arthrogryposis-1. 

IV. DISCUSSION 

With the help of mechanical force realized on the macro 
level of the reciprocal  complex with the use of 
internal source of energy to cause changes in the reflex 
influence changes from the spindles and tendinous Goldgi’s 
receptors, so that to get any activity flexors and extensor 
muscles ratios, observing the mechanism of reciprocal an-
tagonist inhibition. 

The source of forced bioelectric activity is afferentation 
going from any receptors, which inform about the course of 

biomechanical task solution when mechanically forced. It 
incorporates into action any reflexes. Repeated reiteration 
cyclic actions along one and the same joints trajectory 
forcibly form synergies, creating and improving walking 
skills. The program of movements is worked out which 
mobilizes all necessary for the act of movement arsenal of 
levels and particular physiological mechanisms. 

The author method has several aspects with different 
weight values in the process of movement realization - 
bioelectric, hemodynamic, biochemical. 

Bioelectric aspect is the most important as with the help 
of the aspect the correct long-term movement stereotypes 
are formed. The processes of transformation of the external 
mechanical energy begin from the reaction of propriocep-
tors of muscle cells and tissues for forced extension. Under 
normal conditions the micro movement of one bone to the 
other bone is the result of muscle-antagonists work, regu-
lated by the reciprocal reflex. The succession is as follows: 
agonist actively contracts and antagonists relax. In case of 
cerebral palsy spinal column and cord traumas the normal 
activities of the movement units are violated - they are con-
tracted simultaneously generating trembling movement of 
six moves per second amplitude. The proposed inversion of 
"cause-consequence" of movement solves the problem - the 
"solid" links of the biokinematic chain of a limb after the 
external mechanical forced extension become the "cause" of 
the movement and antagonist muscles are forced to re-
lax/contract passively without usage of inner energy, so 
they become "consequence"/ In such transformation the 
significant part of the inner energy is redirected to compen-
sate MAD. 

Haemodynamical aspect of the method is based on the 
structure of the arterial walls and muscle type veins. In 
arteria myocytes are 2-3 times bigger than in vein. That is 
why in MAD activities the blood system is also works ab-
normally not even considering orthostatic hypotonia. The 
forced extension of muscles by external energy beside nega-
tive effects generates peristaltic transversal muscle waves 
directed from microvasculature to heart. In other words so 
called "vein pump" activates. This "pump" corresponds to 
normal pressure up to 40% of the rising blood flow in very 
intensive muscle activity. 

Biochemical aspect of the method is related to the cell 
metabolism. The weak flow among patients suffering from 
MAD and CAD is not sufficient to remove carbon dioxide 
from tissues and therefore lactic acid is accumulated and 
acid substances level sharply increases. This complex of 
factors causes cerebral type diatonic reaction, oxygen defi-
ciency and so on. The forced extension of muscle fiber 
inverts the succession in the contraction/relaxation cycle 
where the most important factor is the reversible change of 
characteristics - electric polarization and penetrability of 

 

           (A)                            (B)                            (C) 
Fig.2. The developed ROC. 
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muscle fiber membrane and intracellular membrane and 
reversible change of Calcium free ions concentration in cell 
fluid. As the result the usage of the rosette-forming cells 
causes significant acceleration and improvement of metabo-
lism. 

Biomechanical aspect. The lower extremities are not 
crossed and do not rotate inside, a rotation of pelvis is pro-
vided, as well as dimensional balance of the whole body in 
the process of locomotion, walking speed and gait phases 
are changed.   

Registered: increase of growth and weight, increase of 
miopotentials, support ability is achieved and the skill of 
cyclic motion in ROS and without it, the speech, sense of 
vision and orexia  are improved, the level of verbality and 
social activity is improved. 

Reciprocate orthesis complex can be prescribed for: 

 spina bifida; 
 sklerosis multiplex, cerebrospinalis; 
 paraparesis extremitatum inferiorum; 
 t i  cerebrellaris; 
 anomalia systematis nervosum centrale congenita; 
 meningomyelocele regionis  lumbosacralis; 
 hydrocephalia congenita; 
 paraplegia spinalis; 
 functio laesa organum plevis; 
 insufficientia musculorum; 
 paresis/paralysis cerebralis; 
 fracturae corporus vertebrarum thoracicae/lumbalis; 
 fractura osseum non consolidata (pseudoarthrosis). 

Author’s method is contra-indicated with epilepsy, vege-
tative disfunctions, spasms, intoxications, infectious dis-
eases, repeated brain traumas, hereditary diseases of neural 
system, spinal cord or peripheral nerves affections, schizo-
phrenia, hypertension. 

V. CONCLUSION 

The method and ROC replace wheelchairs securing 
movement activities of handicapped person with non-
amputated limbs on a principally higher level. 

The method does not apply medicines, pharmaceutical 
preparations, surgery, soft and hard bandages, food supple-
ments, electric medical devices and equipment. 

Method is non-invasive, and application of ROC does not 
harm a patient. 

From the economic point of view, the method and ROC 
are on the whole much cheaper than classic rehabilitation 
including multiple treatment courses, transportation and etc. 

The results decisively depend on day-to-day application 
of ROC. 
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Abstract — Vibration treatment by oscillating platforms is 
more and more employed in the fields of exercise physiology 
and bone research. The rationale of this treatment is based on 
the neuromuscular system response elicited by vibration loads. 
surface Electromyography (EMG) is largely utilized to assess 
muscular response elicited by vibrations and Root Mean 
Square of the electromyography signals is often used as a con-
cise quantitative index of muscle activity; in general, EMG 
envelope or RMS is expected to increase during vibration. 
However, it is well known that during surface bio-potential 
recording, motion artifacts may arise from relative motion 
between electrodes and skin and between skin layers. Also the 
only skin stretch, modifying the internal charge distribution, 
results in a variation of electrode potential. The aim of this 
study is to highlight the movements of muscles, and the suc-
ceeding relevance of motion artifacts on electrodes, in subjects 
undergoing vibration treatments. 

EMGs from quadriceps of fifteen subjects were recorded 
during vibration at different frequencies (15-40 Hz); Triaxial 
accelerometers were placed onto quadriceps, as close as possi-
ble to muscle belly, to monitor motion. The computed muscle 
belly displacements showed a peculiar behavior reflecting the 
mechanical properties of the structures involved. Motion arti-
fact related to the impressed vibration have been recognized 
and related to movement of the soft tissues. In fact large arti-
facts are visible on EMGs and patellar electrodes recordings 
during vibration. Signals spectra also revealed sharp peaks 
corresponding to vibration frequency and its harmonics, in 
accordance with accelerometers data.  

Keywords — vibration treatment, muscle movement, elec-
tromyography, motion artifact. 

I. INTRODUCTION  

The use of vibration training is growing in the fields of 
sport and rehabilitation medicine either for training or for 
rehabilitation purposes. The treatment is based on the hy-
pothesis that vibration loads induce specific responses from 
the neuromuscular system [1, 3, 13,14]. Usually, vibrations 
are delivered to the patient body by means of a platform 
oscillating at different frequencies (10-80Hz).  

Surface Electromyography (SEMG) is largely utilized to 
assess muscular response elicited by vibrations and Root 
Mean Square (RMS) of the EMG signal is often used as a 
concise quantitative index of muscle activity; in general, 

EMG envelope or RMS is expected to increase during vibra-
tion [2, 6, 12].  

It is also well known that during surface bio-potential re-
cording, motion artifacts may arise from relative motion 
between electrodes and skin and also between skin layers. 
The only skin stretch, modifying the internal charge distri-
bution, results in a variation of electrode potential [4, 9].  

However on electrodes, vibration generates large motion 
artifacts that are not confined below 15/20 Hz and can not 
be eliminated by the use of standard high-pass filters [11]. 

This study aims to analyze the motion of muscles sub-
jected to vibration treatments and the relevance of motion 
artifacts arising on electrodes. 

Spectral analysis of the EMG reveals sharp peaks super-
imposed to the classical EMG spectrum: they exactly corre-
spond to the mechanical stimulus frequency and some 
higher harmonics. Analyzing the recorded raw EMG data a 
remarkable amount of motion artifact was found: the per-
centage of power content associated to motion-related fre-
quencies resulted, on average, about 30% of the total power 
of the raw signal. This is reasonable considering the typical 
non-linear behavior of the skin and other soft tissues. 

The knowledge of skin motion could help in a better de-
scription of motion artifact origin and in filter-out motion-
related electrode signals.  

II. METHODS  

A. System set-up 

The device used to deliver vibration to the subjects was a 
vibrating platform (TSEM S.p.A., Padova - Italy). The plat-
form was modified for our purpose by the manufacturer to 
allow remote control of the principal parameters (i.e. vibra-
tion frequency and intensity) from an external PC. Vibra-
tions impressed by the platform were exclusively vertical; 
platform displacement was sinusoidal with an intensity 
(peak-to-peak  displacement) set to 1.2 mm and with a fre-
quency ranging from 10 to 80 Hz. 

B. Subjects  

Fifteen healthy males (age 24.6 + 4.9 years, height 
175.17 + 5.83 cm, weight 74.17 + 9.09 kg) were voluntarily 
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involved in the study and gave their informed, written con-
sent to participate. All of the subjects were not athletically 
trained. 

C. Data recording and processing 

Signals from the Rectus Femoris (RF) of the dominant 
leg were collected. In addition, a couple of supplementary 
electrodes was mounted on the patient’s patella, supposing 
no EMG contribution at this site, to assess nature and mag-
nitude of motion artifact on recordings (see Figure 1). Sig-
nals were recorded using small disc Ag/AgCl electrodes 
(5mm in diameter, inter-electrode distance of 20 mm ar-
ranged in the direction of the muscle fibres). Electrode skin 
areas were shaved and cleaned before the placement of 
electrodes and conductive paste was used.  Electrodes posi-
tioning was realized in accordance with the guidelines of 
SENIAM Project [Hermens et al, 1999].  

Patellar electrodes were arranged vertically using the same 
inter-electrode distance (see Figure 1). All the electrodes and 
cables were secured (specific adhesive tape was used) to pre-
vent the cables from swinging and from causing induced arti-
fact. Reference electrode was located on the ankle of the same 
leg. EMG signals were amplified using a multi-channel, iso-
lated biomedical signal amplifier (Biomedica Mangoni, Pisa, 
Italy - model. BM623; input impedance > 10 MOhm; CMRR 
> 100 dB). The gain was set to 1000 V/V and a band pass filter 
(-3dB frequency 10 - 500 Hz) was applied; no notch filters 
were used to suppress line interference.  

A tiny and lightweight (less than 10g) three-axial MEMS 
accelerometer (Freescale semiconductors) was used to 
measure accelerations on the patient’s skin, at RF EMG 
electrodes level (Fig.1); the sensor was set to measure ac-
celerations within ±6g range. An MEMS accelerometer was 

stuck onto the skin as close as possible to the electrodes. 
Acceleration signals provide information related to the 
patient’s RF muscle belly oscillation; they were pre-
processed in order to exclude influence of gravity.  

For gravitational acceleration g, a value of 9.81 m s-2 was 
used. Muscle displacement was computed integrating twice 
the acceleration data after gravity contribution removal on 
each axis. The initial conditions (position s0, velocity v0) 
were set to zero and a time interval of 0.5 sec was selected 
for integration.  

A PC multi-channel 16-bit data acquisition card (Na-
tional Instruments DAQCard 6251) was used to acquire 
SEMG and acceleration signals and to drive the vibrating 
plate. Specific software was designed on purpose using the 
Lab-Windows/CVI (National Instruments) environment. All 
signals were sampled at 1536 Hz. A set of consecutive 20-
second vibrations at different frequencies: 17.9, 23.3, 28.5, 
33.9, 39.2 Hz, spaced with 30 seconds rest intervals, was 
delivered to patient. During rest intervals the patient stood 
up; five seconds before stimulus he reached the hack squat 
position. To minimize fatigue-related effects, the vibration 
frequencies order was randomized. 

III. RESULTS  

Muscle motion resulted relatively complex: it is three-
dimensional and hardly ever purely sinusoidal.  

In order to better describe muscle movement the esti-
mated displacements on the three axis were combined to 
show the trajectories of muscle belly on the three anatomi-
cal planes. Figure 3 shows an example of typical trajectory 
patterns at different stimulation frequencies. 

 

Fig. 1 : Electrodes and accelerometer arrangement. 

 

Fig. 2 : Three dimensional displacement of RF muscle belly under vibra-
tory stimulation. The figure corresponds to a time interval of 0.5 sec 

and to a stimulation frequency of 17.9Hz. 
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Fig. 3: RF muscle belly trajectories over the (x,y), (y,z) and (x,z) planes, 
on different stimulation frequencies (A=17.9 Hz, B=23.3 Hz, C=28.5 Hz,  

D=33.9 Hz, E=39.2 Hz). 

From Figure 3 it is also easy to note a classic resonance-
like behavior with a maximum amplitude displacement (in 
this case) at 23.3 Hz.  

Figure 4 shows the collected SEMG and the estimated 
RMS from the same subject of Figure 3. The example was 
made on purpose to compare the electrical and mechanical 
muscular responses. From the figure it is also possible to 

identify the same resonance behavior noticed on RF muscle 
trajectories over the frequency range explored.  

Raw EMG signal spectrum clearly showed the presence 
of sharp peaks: the taller at a frequency coinciding to that 
mechanical chosen on vibrating platform and relatively 
smaller contributes related to even and odd harmonics.  

In Fig. 5 it is visible the characteristic spectrum of the 
EMG interference pattern with three, vibration-related sharp 
peaks superimposed. Filtering out the narrow bands in 
which the peaks were present with a Matlab standard iir-
notch filter (bandwidth=1.5Hz centered in f0, 2f0 and 3f0, 

 

Fig. 4 : EMG signal (and its related RMS in white) collected on the RF 
muscle during vibration at different frequencies A=17.9 Hz, B=23.3 Hz, 

C=28.5 Hz,  D=33.9 Hz, E=39.2 Hz. 

 

Fig. 5 : Typical (whole: 0-400 Hz) SEMG spectrum recorded from quadri-
ceps (RF) during vibratory stimulations. 

 

  Fig. 6 : Comparison of quadriceps (RF) displacement estimation of  
on the 3 different axis (x,y and z) and the filtered-out part  

from the raw EMG signal.  
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were f0 is the stimulation frequency) the EMG increment 
reduced extremely. In Figure 6 instead is possible to see the 
three displacement components over the x, y  and z axis. In 
the figure is also presented the signal obtained as difference 
between the filtered and the raw EMG signal. The filtered-
out component of raw EMG signal resulted not sinusoidal 
and its trend is obtainable as a combination of the x, y, z, 
axis displacements. 

IV. CONCLUSIONS  

The mechanical oscillation of a specific muscle depends 
on different parameters: its anatomy, tension, surrounding 
soft tissues properties, spatial orientation and kinematic 
chain on which vibration propagates, etc [10, 13, 14].  

The three acceleration signals recorded onto muscle belly 
generally results not in phase between each other, they 
showed also different amounts of harmonics. Peak to peak 
amplitude values of acceleration depends on frequency; in 
some cases a resonant-like profile of amplitudes can be 
observed: the resonant frequency depends on subject. 
Electrodes motion artifact seemed to be related  to the mus-
cle displacements, being its increasing consistent in a reso-
nant-like conditions. The patellar signal confirmed the pres-
ence of  motion artifact at electrode levels due to soft tissue 
motion  during vibrations.  

Although it is not possible to exclude a-priori that the 
true EMG power spectrum shows components at the vibra-
tion frequency and its harmonics, the presence of motion 
artifact if not considered, can lead to misinterpretation of 
the neuromuscular activity in response to vibratory stimula-
tions.  

Further studies are planned to investigate in more details 
the motion of different muscles and body parts of a patient 
subjected to whole body vibrations. More people will be 
involved in the experimentations. A multiple configuration 
is being set up in order to measure contemporarily SEMG 
from vastus medialis and vastus lateralis and their move-
ments. Multiple knee angles will be considered. Approxi-
mate information about geometric anatomy of muscle in-
volved (such as muscle length, diameters of the leg, etc. ) 
will be considered.  

Summarizing this study analyzed the motion of muscles 
subjected to vibration treatments and revealed the relation 
between mechanical and electrical behavior. This study also 
underline the relevance of motion artifacts arising on elec-
trodes as one of the possible reason for the large inter-
studies differences about vibration treatments. 
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Abstract — The aim of this paper was to claim or disclaim if 
the jaw movement differs significantly between right and left 
side among young physiological subjects. Relative displace-
ment of the temporomandibular (TM) disc and the mandible 
during mouth opening was determined. The movement of the 
TM disc was studied using a magnetic resonance imaging 
(MRI) quasi-static scan sequence with a customized mono-
directional “spreader” device. A number of sagittal static 
images in revolved sections of the temporomandibular joint 
(TMJ) were obtained in various positions of jaw opening from 
0 to 50 mm. The results provided a description of the TM disc 
displacements as a function of jaw opening. The anatomical 
marker movement data was observed with the assumption of 
fixed skull. Motions of the TM disc and the mandible were 
found out. The maximum average displacements of the mandi-
ble and the TM disc were about 16 mm (x-direction) and 6 mm 
(mean value) respectively at mouth opening of 50 mm. The 
maximum average rotation of the mandible was 32º. While the 
movement of the mandible has already been published, though 
only for a small mouth opening, the behavior of the disc during 
the same movement has not been well depicted. The results of 
these measurements can be used for clinical diagnostics and 
also as inputs for finite element analysis (FEA). 

Keywords — magnetic resonance imaging, temporoman-
dibular joint, motion, disc displacement, kinematics. 

I. INTRODUCTION  

The question of face and jaw disorders is extensive and 
complex. It requires much effort to elaborate and implement 
new curative procedures and renew the function and shape 
of the orofacial area for a patient. Several studies have re-
ported disc perforations and degeneration of the articulating 
surfaces [1]. Any TM disc motion divergence within the 
subject’s sides during mouth opening will significantly 
influence temporomandibular disorders (TMD). 

The movement of the TM disc during jaw opening and 
closure is very sophisticated. It was difficult to depict its 
motion exactly, because the disc shape changes significantly 
during the motion. The number of experimental studies is 
limited, because it is difficult to insert experimental devices, 
such as strain gauges, into the joint without causing damage 
to its tissues and influencing their mechanical behavior. In 

several studies, condylar motion has been studied directly 
with the use of MRI [2, 3, and 4], videoanalysis [5], or ul-
trasound imaging [6]. [3] analyzed the displacement of the 
mandibular condyle. The data obtained from this experi-
mental measurement during jaw opening was measured 
only for a maximum distance between central lower and 
upper incisors of 17 mm. In fact, the maximum comfortable 
mouth opening is greater (approx. 30-50 mm). In addition, 
there were no references to TM disc displacement. Experi-
mental and numerical studies concerning jaw movement 
and the distribution of the loads in the TMJ have been per-
formed in many models [7, 8, 9, and 10]. However, the TM 
disc is crucial for proper TMJ function, and it has been 
omitted or simplified in many numerical models and ex-
periments [11, 4, and 12]. 

II. MATERIALS AND METHODS 

The experimental measurements were carried out at the 
Radiodiagnostic Clinic of the 1st Medical Faculty at Charles 
University. The magnetic resonance images were obtained 
using an Intera 1.5 T MR Scanner (Philips, the Nether-
lands). The TMJs of the subjects were scanned into 3 mm 
thick slices with the fast field echo (FFE) quasi-static scan 
sequence in the image plane of the slices [13]. The parame-
ters of the head coil are shown in Table 1. The head was 
fixed to avoid major movements; smaller movements 
caused by swallowing and position discomfort of the head 
were corrected using the geometric transformation. The 
image plane was rotated from a mid-sagittal plane of 12-20º 

Table 1 Parameters of head coil - Philips Intera 1.5 T 

TR (repetition time) 135.74 ms 
TE (echo time) 13.81 ms 
FoV (field of view) 160 mm 
Matrix 256/256 
THK (slice thickness) 3 mm 
NSA (slice acquisition number) 2 
examination time 5:15 min 
pixel size 0.625 mm 
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(depending on the subjects’ anatomical condition) in the 
direction of the jaw. Image plane sections of TMJ were 
scanned in the specified location of jaw opening from 0 to 
50 mm (distance between central lower and upper incisors) 
using a customized mono-directional “spreader” device. We 
used a Vernier caliper design and proposed an appropriate 
shape for convenient mouth opening. This device was made 
with rapid prototype technology. Ten (for first subject six) 
static mouth opening positions were obtained, starting with 
maximum jaw opening (50 mm) and proceeding to closure 
(0 mm), and an MR image of the TMJ was taken for each 
position. It was necessary to minimize the imaging time 
over which the patient must keep the jaw open. This can be 
uncomfortable for the patient in the supine position, as sa-
liva collects in the back of the pharynx [14 and 2]. 

By reason that the accurate location of the TMJ compo-
nents should be known the contours had to be traced. Trac-
ing was carried out manually by imprinting. On the basis of 
the MR images, the TMJ contours were defined for the 
skull, the mandible condyle and the TM disc (Fig. 1) [13]. 

The displacements for each part of the TMJ were ob-
tained from the contour transformation sequence. First, the 
transformation described the position of all reference points 
into the local Cartesian coordinate system (CCS) of the 
skull (index S). A global (index G) CCS was chosen to 
coincide with the CCS in the MR image. The first MR im-
age (assigned as the n-th index – for maximum mouth open-
ing) was established as a reference image. Second, all mark-
ers were transformed from the local coordinates (from the 
above-mentioned transformation) into the global CCS for 
all mouth opening positions; the temporal bone points A, B 

and E were identical for all positions. This was essential, 
because although the head was fixed, the skull might move 
towards the skin during the examination. The third step was 
the transformation of point F into the coordinate system 
from the global CCS to the local CCS of the mandible (in-
dex M). Finally, point F (local CCS of the mandible) was 
translated and rotated into the global coordinate system for 
all mouth opening positions. [15] 

Movements of the mandible and TM disc reference 
points after the transformation were observed and graphi-
cally depicted in two directions, and for the mandible refer-
ence point rotation in angle  was described. Fig. 3 is an 
example which shows the dependence of the reference point 
on the mouth opening for the measured TM disc. Fig. 3 
includes the curves of the measured values as well as the 
curve of the average values. Due to the different anatomical 
distances among individual subjects, we proposed to nor-
malize this data. The difference of the maximum and the 
minimum movement distances was set. Each value was 
divided by the difference. For example, for the values on the 
x-axis: 

minmax xx
xx i

i   (1) 

III. RESULTS 

The results of the experimental measurements showed 
the motion of the TM disc and the mandible reference 
points during mouth movement. Figure 2 shows an example 
of the motion path of the reference points. We observed the 
relative motion of the TM disc and the mandible in the  
x-axis and in the y-axis (Fig. 3) and - for the mandibular 
reference point also the rotation depending on the mouth 
opening.  

An example of TM disc movement, displacement of ref-
erence point H, is shown in Fig. 3, which show the TM disc 
behavior during jaw motion. The maximum average dis-
placements of the TM disc points differ between the ante-
rior (G) and the posterior (H) point due to the soft and 
changeable structure of the disc, and, above all, because of 
the individual features of the volunteers. The paths of the 
TM disc reference point differ slightly from volunteer to 
volunteer, but - significantly - the tendency has the same 
character. 

The motion of the mandibular condyle was investigated 
in the x, y directions and one angle . The initial position 
was established for a closed mouth, where angle  was 
chosen as 0° towards global CCS, so that the displayed 
angle was absolute. The average maximum displacement in 

 

Fig. 1 Contours of part of TMJ with assigned reference points from A to H 
for maximum mouth opening (on the left); defined coordinate systems, 

upper index G – global CCS, upper index S – local CCS of the skull and 
upper index M – local CCS of the mandible (on the right); lower index  

A – H indicates corresponding curve characteristic point. 
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the x-direction was 16 mm, and in the y-direction it was 5 
mm. The average maximum rotation of the mandibular 
condyle was 32º. 

IV. DISCUSSION 

The TM disc plays a crucial role in TMJ motion; it is 
therefore necessary to know its mechanical behavior as well 
as its movement. The displacement of the mandibular 
condyle was described in [3] for maximum mouth opening 
of 17 mm. This is not the maximum comfortable mouth 
opening, so it was necessary to extend these measurements. 
In addition, there was no investigation of TM disc move-
ment. The results for mouth opening of 17 mm have been 
used for computing FEA [10], so that the results of this 
analysis describe only part of the general jaw movement. 
Our measurement method is based on [3], but we obtained 
a more complex description of the mandible and especially 
of TM disc behavior. Our study provided the displacement 
of the TM disc and of the mandible condyle in relation to 
mouth opening. The maximum mouth opening was 50 mm; 
this distance was defined between the lower and upper inci-
sors. 

Adjusting the MRI device was crucial. There are many 
scanning techniques, but in most of them the disc is not 
easily observed. Next, there can be significant loss due to 
slice thickness. Several experiments with MR specialists led 
to an appropriate scanning sequence. The precision of the 

results is also limited by the quality of the MR images and 
by the accuracy of the contours of the TMJ part.  

Segmentation had to be prepared very conscientiously, 
because a negligible difference in point position definition 
could make significant differences. All parts were shaped 
according to their anatomical geometry, in cooperation with 
an experienced dentist. 

One of the main disadvantages was that the individual 
quasi-static images that were analyzed in this initial study 
did not capture everything that was truly seen when examin-
ing the TMJ in motion. In [3] the motion of the mandibular 
condyle was studied for the reference point defined on the 
condyle, which does not seem to be precise. In our ap-
proach, the centre of the curvature should be a more exact 
description of the reference point. It should be pointed out 
that the approach is only two-dimensional. We suggest 
processing of the TMJ movement on dynamic MRI where 
we could observe the whole motion in the 3D and without 
any blank positions during the jaw movement path. The 
spatial conception needs to be more accurate, due to the 
extremely complex shape of the TM disc. 

Left and right sides within one subject doesn’t have sig-
nificant differences. The subject were young and without 
any TMD. We suppose the differences are obvious with 
some pathology within the joint. For the future we prepare 
measurements even for subject with TMD. 

 

Fig. 2 Scheme of the reference point motion (index 1 mouth is closed, 
index 6 mouth is opened to the maximum): (a) scheme of the mandibular 

condyle movement, (b) image detail of the TM disc reference point move-
ment, (c) coordinate system for graphic interpretation of the reference point 

motion and rotation  on the mandibular reference point. 

 

 

Fig. 3 Displacement of the reference point on the TM disc motion of 
reference point H in two directions depending on mouth movement. 
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Individual dimensions and also individual movements 
were the most important differences among the subjects. 
This data was therefore normalized, in an attempt to show 
more precise relations. In spite of these differences, all 
reference points in particular directions have more or less 
the same tendency. This seems to be a significant finding. 

V. CONCLUSIONS  

The motion of the TM disc and the mandible during 
mouth movement was observed with use of MRI on young 
volunteers. The results showed the behavior of the TM disc 
and the mandible during jaw movement. This differs 
slightly from individual to individual, due to different 
shapes and properties of the soft tissues but the tendency 
has always the same character which claims our considera-
tions. Based of our knowledge, the method proposed here 
was found new and appropriate, although it is only two- 
dimensional. We suggest processing of the TMJ movement 
on dynamic MRI where we could observe the whole motion 
in the 3D. The spatial conception needs to be more accurate, 
due to the extremely complex shape of the TM disc. We 
also intend to investigate more volunteers, and we will also 
try to investigate a non-physiological subject in order to 
define possible defects. 
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Choice and Impact of a Non-Newtonian Blood Model for Wall Shear Stress 
Profiling of Coronary Arteries 
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Abstract — the modelling of the in-vivo physiological situa-
tion is complex and time-consuming. Methodological simplifi-
cations are desirable. The aim of this study was to investigate 
the impact of non-Newtonian blood modelling and to deter-
mine the best suitable blood model. This study simulates nu-
merically steady blood flow in an anatomically realistic model 
of the left coronary artery main bifurcation. The geometry was 
reconstructed from a post-mortem vessel cast. Three non-
Newtonian (Casson, Walburn-Schneck and Generalized Power 
Law) as well as the Newtonian blood models were compared. 
First we tested the ability of the models to fit different experi-
mental data performed with different hematocrit and total 
protein minus albumin (TPMA) concentration values under 
different temperatures. It was found that wall shear stress 
(WSS) is influenced by the used model. However, only the 
Walburn-Schneck model revealed significantly varied WSS 
distribution (mean difference of about 30% measured point by 
point) and magnitude (17% higher mean WSS) if compared 
with Newtonian model. The adapted Generalized Power Law 
(GPL) model allows the best fitting to the known experimental 
data with a Pearson’s coefficient of R=0.9998. This is especially 
valid for fitting the flattening of the viscosity curve to very low 
shear rate values under pulsatile flow conditions. An adapted 
GPL model which includes the dependence of hematocrit, 
temperature and TPMA concentration is proposed. The im-
pact of the non-Newtonian blood model in WSS profiling of 
coronary artery flow may be neglected for clinical studies with 
normal or obstructive (narrowed) coronary arteries. However, 
for dilated (enlarged) coronary arteries, the non-Newtonian 
blood model is significant and should be included in the nu-
merical model of the coronary flow. 

Keywords — coronary artery, non-Newtonian blood model, 
wall shear stress, computational fluid dynamics. 

I. INTRODUCTION  

Clinical studies suggest that local wall shear stress 
(WSS) patterns modulate the site and the progression of 
atherosclerotic lesions [1]. Recent advances in the develop-
ment of computational fluid dynamic (CFD) programs, 
hardware and non-invasive imaging techniques (multi-slice 
CT, MRI, biplane angiography, 3D IVUS and 3D rotational 
angiography) allow a patient-specific profiling of the endo-
thelial WSS and their derivatives (WSS gradient, WSS 
angular deviation or oscillating shear index) in anatomically 

realistic reconstructed vessel geometries. However, the 
modelling of an in-vivo physiological situation is complex 
and time-consuming. Methodological simplifications are 
desirable in porting this approach from bench to bedside. 
One simplification which was controversially debated in the 
literature is the use of non-Newtonian blood models. Based 
on these earlier studies we could not decide whether the use 
of non-Newtonian blood modelling is necessary or not and 
which model is preferable for the endothelial hemodynamic 
profiling of the coronary artery flow. The performed study 
is a numerical simulation of steady blood flow in an ana-
tomically realistic model of the left coronary artery (LCA) 
main bifurcation including the left main (LM), the left ante-
rior descending (LAD) and the left circumflex (LCX) coro-
nary arteries. A Newtonian and three non-Newtonian blood 
models were compared. The comparisons were performed 
for the WSS distribution. 

II. MATERIALS AND METHODS 

A. LCA model 

The vessel cast (see fig. 1) of the LCA bifurcation was 
manufactured post mortem in the Pathology of the Finlay 
Hospital, Havana, Cuba under a defined transmural pressure 
of 100 mmHg in a specially constructed apparatus using the 
polymer Technovit 7143 (Heraues Kulzer GmbH, 
Wehrheim, Germany). The apparatus and the procedure of 
the vessel cast fabrication were presented in our earlier 
paper [2]. The resulting diameter of the LM inlet segment of 
the vessel cast was 4.25 mm. The cast of the LCA was digi-
tized using an optical method. This digitalisation was car-
ried out by GFal (Gesellschaft zur Förderung angewandter 
Informatik e.V., Berlin, Germany). The “greycode-
phaseshift” method, using an apparatus developed by GFal, 
was applied. The collected data set representing a cloud of 
approximately 106 vertices was processed with the software 
FinalSurface2, developed by GFaI. A surface with a resolu-
tion of 0.1 mm was generated from the resulting vertices 
according to the “marching cubes” method. This surface 
was used to generate a basic computer model of the LCA 
for numerical flow study. 



112 L. Goubergrits, E. Wellnhofer and U. Kertzscher 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

 

Fig. 1 Cast of the investigated left coronary artery. 

B. Non-Newtonian blood models 

Three different non-Newtonian blood models were used 
in our study: Casson, Walburn-Schneck (WS) and General-
ized Power Law (GPL). All of these models are a modifica-
tion of the Power Law model, which itself is a modification 
of Newtonian blood model with the strain rate raised to a 
power: 

1nm   (1) 

The parameter m is a consistency index, the parameter n is a 
non-Newtonian index and µ is the viscosity. The main goal 
of non-Newtonian blood modelling - as it was found in 
studies - is to simulate shear-thinning that means a non-
Newtonian index n<1. The models used in this study are: 

The Casson model modified by Fung [3] that enables the 
inclusion of hematocrit dependence: 

2

y   (2) 

where 5.2
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3)625.0(01.0 Hy . 
H is the hematocrit (0<H<1). Fung proposed a model 
with 0012.00 . Both hematocrit dependences were 
fitted to experimental data from Chien et al. and Cokelet  
et al. [3, 4]. 

Walburn and Schneck fitted their experimental data ob-
tained from anticoagulated blood with four constants and 
two parameters (hematocrit H and the sum of fibrinogen 
and globulin concentrations TPMA) [5] to the equation: 
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where the four constants are C1=0.0797, C2=0.0608, 
C3=0.00499 and C4=14.585. They proposed a blood model 
with H=40% and TPMA=25.9 g/l. 

The Generalized Power Law model incorporates the 
Power Law model at low shear rates, the Newtonian model 
at mid-range and high shear rates and the Casson model as a 
special case [6]: 
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where µ =0.035, n =1.0, µ=0.25, n=0.45, a=50, b=3, 
c=50 and d=4 which is the best fitting of different experi-
mental data from Chien et al., Merrill et al., Walburn et al. 
and Cokelet et al. [6]. 

It was noted in the literature that the GPL model allows 
the best fitting to the experimental data [6], but the model 
do not include hematocrit dependence. The ideal 
non-Newtonian blood model should fulfil the following set 
of requirements: 

 Simulate the shear-thinning effect. 
 Include the hematocrit dependence for males (41 % < H 
< 55 %) and females (37 % < H < 47 %). 
 Include the temperature dependence. 
 Include the dependence of protein concentration and  
 Consider the flow conditions. Most rheological studies 
of the blood were performed under steady flow condi-
tions. However, we have pulsatile flow conditions. 

 
C. CFD 

The numerical solution of steady Navier-Stokes equa-
tions were solved by a control volume finite element 
method (FEM) implemented in FLUENT 6 (ANSYS-Fluent 
Inc., Lebanon, USA).  

The surface of the model was triangulated with a node 
distance between 0.1 and 0.2 mm. The number of the sur-
face elements (triangles) was about 50,000. Based on the 
mesh independency study, we generated a mesh which was 
refined in the near wall region. A boundary layer was gen-
erated consisting of 3 rows, with a growth factor of 1.2 
(ratio between two consecutive layers near the wall) and a 
total depth of 0.2 mm. The resulting number of grid volume 
elements was approximately 800,000 cells (prisms and 
tetrahedrons).   

The steady laminar flow was simulated presuming rigid 
motionless walls. A no-slip condition was assumed at the 
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wall. A second order discretization scheme and a SIMPLEC 
model for pressure flow coupling were used. A plug veloc-
ity profile was assumed at the inlet. A 50/45/5 flow rate 
relation was assumed between the three outlet vessels of the 
LCA bifurcation. The mean flow rate at the inlet of the LCA 
was estimated based on literature data using 150 ml/min.  

The results for WSS distributions were compared using a 
point by point method for all 24,000 surface nodes of the 
LCA model. Furthermore, the analysis included the meas-
urement of the surface area averaged WSS value and an 
assessment of the areas with WSS values divided into the 
following three ranges: < 0.4 Pa, 0.4 Pa < < 1.5 Pa and 
 > 1.5 Pa. 

III. RESULTS 

A. Fitted Non-Newtonian blood models 

First the three non-Newtonian models were fitted to se-
lected experimental data [7-9].  

The Casson and the Walburn-Schneck models already 
include the dependence of hematocrit. Hence the fitting 
should be done for one coefficient µ0 for the Casson model 
and four coefficients Ci (i=1, .. 4) for the Walburn-Schneck 
model. The fitting of the Casson model results in the pa-
rameter µ0=0.001674. The fitting of the Walburn-Schneck 
model results in the following four coefficients: 
C1=0.000617, C2=0.0608, C3=0.00399 and C4=19.225.  

The GPL model does not primarily include the depend-
ence of hematocrit H. In order to incorporate the hematocrit 
dependence, we propose to model all eight coefficients of 
the GPL model as quadratic functions of H. Additionally; 
we incorporate a linear dependence of the temperature T 
that is known from the literature: 

iiiii cTcHcHcC 432
2

1                 (5) 

where Ci are the eight GPL coefficients (µ , n , µ, n, a, 
b, c and d, see eq. 4). 
The experimental data of Thurston were used as the main 
reference, since he performed his experiments under pulsa-
tile flow conditions. The experimental data under pulsatile 
flow conditions revealed a characteristic flattening of the 
curve at very low shear rates (  < 1.0 s-1). In order to fit the 
GPL model we used all of the experimental data. The fitting 
process was performed iteratively using a method of least 
squares. A correlation between experimental data and mod-
els was estimated by a Pearson’s coefficient R.  

The fitting of three non-Newtonian blood models to the 
selected experimental data revealed the good ability of all 
models to fit a shear rate dependence of the blood viscosity 
with high Pearson’s coefficients R>0.95. However, the GPL 
model shows the highest Pearson’s coefficient. 

B. Non-Newtonian vs. Newtonian blood models 

Figure 2 shows the WSS distribution resulting from a 
CFD simulation of the steady flow in the Newtonian model 
(upper) and in the Walburn-Schneck model (down). A 
qualitative (visual) comparison shows no significant differ-
ences between these two WSS distributions. The same re-
sult was found for simulations with the two other non-
Newtonian blood models.  

Figure 3 shows normalized relative differences between 
WSS distributions resulting from CFD simulations with 
Casson model vs. a simulation with a Newtonian blood 
model. The mean relative difference for the Casson model 
with standard deviations is 8.83% + 5.52%. The maximal 
deviation found was 121%. The mean relative difference for 
the Walburn-Schneck model with standard deviations is at 
29.9% + 23.45% significantly higher than for the Casson 
model. The maximal deviation found was 712%. The mean 
relative difference for the GPL model with standard devia-
tions was at 7.6% + 9.9% that is slightly lower than for the 
Casson model. The maximal deviation found was 172%. 

 

 
Fig. 2 Upper: WSS-distribution for Newtonian blood model.  

Lower: WSS-distribution for the Walburn-Schneck blood model. 
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Fig. 3 Relative difference for the Casson blood model. 

Finally, we decided to modify the GPL model in order to 
include hematocrit, temperature and TPMA dependencies. 
The resulting model which we propose to use in our studies 
is: 
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where µ0=0.0008585, µ=0.00707, C1=0.0019225, 
C2=0.7639, 0<H<1 and TPMA is measured in g/l. The con-
stants ai and bi are following: 0.14054375, -14.7089379, 
1.3072387, 383.039 and -0.02162045, 2.1138407, -
0.193464, -41.2627. The proposed model is stable within 
the wide range of hematocrit and TPMA values, and is the 
best fitting for a set of experimental data. 

IV. CONCLUSIONS  

A comparative numerical study of the steady flow in the 
anatomically realistic left coronary artery main bifurcations 
with three non-Newtonian and one Newtonian blood models 
were performed.  

According to the fitting analysis, the GPL model is the 
best model which should be used for modelling the non-
Newtonian blood behaviour. This is especially valid for 
fitting the flattening of the viscosity curve for very low 
shear rate values. The impact of the GPL blood model in the 
WSS profiling of the coronary artery flow may be neglected 
for clinical studies with normal or obstructive (narrowed) 

coronary arteries. However, for dilated coronary arteries, 
the non-Newtonian blood model should be included in the 
numerical model of the coronary flow. 

The adapted GPL model (see eq. 6) is proposed for nu-
merical modelling of the non-Newtonian blood behaviour. 
The model includes hematocrit and TPMA dependence, the 
two main parameters influencing the viscosity under con-
stant temperature. Using these two parameters we can con-
sider the blood variability from patient to patient in our 
studies. Our general recommendation is to use the proposed 
non-Newtonian blood model in clinical studies of the WSS 
profiling. 
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Validation of Individual Calibration Procedure in Prediction 
of One Repetition Maximum in Bench Press  

M. Hannula1 and A. Hirvikoski1 

1 Medical Engieering R&D Center, Oulu University of Applied Sciences, Finland 

Abstract — In literature various studies about application of 
accelerometer sensors in analysis of weight lifting performance 
can be found. One specific application is prediction of one 
repetition maximum (1-RM) from submaximal lift, where the 
1-RM is estimated on the basis of submaximal weight and 
acceleration values occuring during the lift. The prediction 
accuracy has been found to be good at a large subject group 
level. However, differences between individual subjects may 
result in inaccurate prediction in occasional cases. Therefore 
utilization of anthropometric data or information of weight 
lifting experience of the individual could improve the accuracy 
of the prediction. To evaluate this, in this study individual 
calibration of the prediction algorithm was evaluated in case of 
accelerometer based 1-RM prediction in bench press. The 
calibration procedure was tested with a total of 30 subjects 
(15 females, 15 males). The data analysis showed excellent 
correlation coefficient R of 0,99 (p<0,001) between the pre-
dicted 1-RM and the actual 1-RM in the validation phase of 
the study. Relative absolute error of 1-RM was 4,6 % for 
bench press. Without use individual calibration the correlation 
coefficient would have been 0,99 (p<0,001) and the relative 
absolute error would have been 9,2 %. The results clearly 
show the individual calibration increase significantly the 1-RM 
prediction accuracy.  

Keywords — 1-RM, accelerometer, calibration 

I. INTRODUCTION  

The one-repetition maximum (1-RM) is the maximum 
amount of weight lifted one time with correct in a standard 
weightlifting exercise [1,2,3,4]. There exists various meth-
ods for indirect estimation of 1-RM without performing 
actual 1-RM measure [1,5,6,7,8,9]. One new emerging 
application in this field is a method which predicts the 1-
RM on the basis of submaximal weight and acceleration 
values occuring during the submaximal lift [10]. This 
method applies a specific accelerometer sensor measure-
ment system in its function. The accuracy and applicability 
of this method has been studied in previous studies 
[9,11,12].  

From the application point of view the idea of the new 
accelerometer-based 1-RM prediction method is to develop 
a personal wristwatch-type sports computer, which would 
be used for the 1-RM prediction in various types of gym 
exercises, Fig. 1. In athlete training a handy 1-RM predic- 

 
Fig. 1. Application examples of the accelerometer based 1-RM prediction 

method (sports computer picture: Juho Saavalainen). 

tion device would be beneficial in monitoring the effect of 
the training program. In rehabilitation use it would be used 
for monitoring the progress of training without risk of in-
jury. The device could be beneficial also for subjects for 
whom direct 1-RM performanance testing is undesirable, 
for example elderly, hypertensives and cardiac patients.  

The principle of the accelerometer-based 1-RM predic-
tion method is to estimate the 1-RM on the basis of only 
two factors: submaximal weight and accelerometer values 
occurring during the submaximal lift. This results in satis-
factory accuracy in prediction of 1-RM at the average level 
among large test subject population. However, the differ-
ences between individuals cause inaccurate prediction re-
sults in occasional cases. The accuracy of the prediction of 
one repetition maximum could be improved by taking into 
account also individual physiological factors such gender, 
age, weight and height, and information of training back-
ground of the subject. For example, both men and woman 
typically achieve their maximum muscular strenght between 
ages 20 to 30 years, when muscle cross-sectional area 
achieves maximum size and strenght then tend to decrease 
with age because of a reduction in muscle mass [13]. Fur-
ther, gender differences in strength clearly emerge espe-
cially in upperbody strengh evaluations. Muscular training 
may have a great effect on body composition, which may 
vary highly between subjects of the same height and weight 
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but different training history. Therefore standard “height-
weight tables” reveal little about an individuals body com-
position and may vary considerably for any given body 
mass and stature [13].  

In this study advantages of individual calibration of ac-
celerometer-based 1-RM prediction in bench press were 
evaluated. The study consisted of two phases, calibration 
and validation phase. The study primarly investigates dif-
ferences between non-calibrated and individually calibrated 
1-RM prediction results. In addition, also connection be-
tween calibration parameters and anthropometric and train-
ing history data was considered.  

II. METHODS 

The measurement system, shown in Fig. 2, consists of a 
wristwatch, including an integrated accelerometer 
(LIS3L02AQ 3-axis accelerometer, ST Microelectronics 
Inc., Switzerland), connected to a laptop computer which 
analyses the data in real time and shows resulting accelera-
tion signal and 1-RM prediction result to the user.  

The 1-RM prediction equation implemented in the sys-
tem was 

g
makm sub

RM
max

1
*)14,1(

   (1) 

where RMm1   is the 1-RM prediction result  

maxa  is the maximum accleration during the sub-
maximal lift  

  subm  is the submaximal weight 
  g  is gravitation constant 9,81m/s2 and 
  k  is calibration coefficient. 

The Eq. (1) was developd on the basis of previous re-
search project data, in which 1-RM prediction in bench 
press with the same measurement system was studied [14]. 
The calibration coefficient k in the equation made it possi-
ble to adjust the prediction individually for subjects. 

The weight lift movement investigated in this study was 
bench press. This movement affects mainly on muscle 
groups of shoulder flexors and adductors. In the stydy a 
standard procedure of bench press was applied, where the 
bar was first lowered until it touches the chest, and next it 
was pushed up to the full elbow extension.   

The study consisted of two phases, calibration and vali-
dation phase. In the calibration phase the subject’s 1-RM 
was determined by adding weights to the bar until the 
maximum lift capacity was achieved. After a 5-10 min rest-
ing interval a submaximal weight (40-60% of the actual 1-
RM result) was set to the bar and the subject was asked to 
pull the weights up as fast as possible. The accelerometer 
data during the lift was recorded to a computer and the 
maximum acceleration during the upward lift was defined. 
Next the calibration coefficient k from the Eq. (1) was cal-
culated as follows: 

sub

subRM

ma
magmk

max

max1 14,1
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The k of individual subject was stored to a database of 
the measurement system together with information of sub-
ject’s anthropometric data (gender, age, height, weight) and 
training activity history. 

The validation phase of the study was done for each sub-
ject after an average of two weeks from the calibration. In 
this phase the subject was asked to perform one submaximal 
lift with the same submaximal weight as in the previous 
calibration phase. In the validation phase the actual 1-RM 
was not performed again, it was supposed to be the same as 
value determined in the first phase of the study.  

After collection of data of all subjects the results were 
statistically analyzed. In those analyses correlation and 
relative error between predicted and actual 1-RM result with 
both calibrated and non-calibrated (where was k=0) equa-
tion were investigated. Also, the relationship between an-
thropometric and training history data and the 1-RM predic-
tion accuracy was shortly investigated. 

III. SUBJECTS AND DATA 

The measurement system was built to a gym of School of 
Engineering of Oulu University of Applied Sciences. The 
test subjects consisted of voluntary students and personell of 
the same organization. The total number of subjects was 30 

 
Fig. 2. The measurement system. 
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(15 females, 15 males, age 24±5 years, height 171±10 cm, 
weight 71±16 kg, all values mean+-std).  

Before measurements in the calibration phase subjects 
were first explained how the measurements will be made. 
Next they were advised to warm up their muscles to obtain 
reliable results and to avoid injuries. Next the subjects an-
swered in a survey about physiological factors (gender, 
height, weight, age) and training activity (estimate about 
how many years the subject has trained sports relating mus-
cular training). Next the actual 1-RM value was determined 
by adding weight to the bar until the maximum was ob-
tained, following typical procedure of 1-RM determination 
in the bench press. Then the subjects had a short rest inter-
val. Then a submaximal weight (40-60% of the determined 
actual 1-RM value) was put to the bar, and the measurement 
wristwatch was attached to the bar. Then the subject made 
the submaximal lift as rapidly as possible. This was re-
peated few times to assure about a reliable result. The data 
of the last submaximal lift was used in the calibration coef-
ficient calculation with help of Eq. 2. 

After period of an average of two weeks from the calibra-
tion phase the validation phase was done for each subject. 
In this phase the subjects were first asked to warm up like in 
the calibration phase. Next the same submaximal weight 
that they had used in the calibration phase was put to the bar 
and the measurement wristwatch was attached to the bar. 
The subjects were then asked to lift the weights up like in 
the calibration phase. The data of the measurement was 
stored to the computer. 

IV. RESULTS 

Fig. 2 shows the 1-RM prediction result in validation 
phase, calculated by using individual calibration values.  

Table 1 1-RM prediction accuracies for selected groups 

Group Absolute relative error (%) R 
Males (N=15) 4,6 0,98 
Females (N=15) 4,6 0,96 
>5 years training ex-

perience (N=19) 
4,2 0,99 

5 years training ex-
perience (N=11) 

5,3 1,00 

BMI 25 (N=11) 5,5 0,99 
BMI<25 (N=19) 4,0 1,00 
Age 24 (N=11) 4,3 1,00 
Age< 24(N=19) 4,8 0,99 

In Fig. 2 it can be seen clearly the accuracy of the predic-
tion is good when using the calibration value. The Pearson’s 
correlation coefficient R between the actual and predicted 1-
RM was 0,99 (p<0,001) and the corresponding relative 
absolute error of the 1-RM prediction was 4,6%. Without 
use of the calibration value correction (k=0), the corre-
spoinding results according to Eq. 1 would have been 
R=0,99 (p<0,001) and 9,2%, respectively. 

A short evaluation about relationship between anthro-
pometric data, training history and the 1-RM prediction 
accuracy indicates differences between individuals in light 
of 1-RM prediction. Table 1 shows the correlation coeffi-
cients and relative absolute error of the 1-RM prediction for 
selected groups.  

V. DISCUSSION AND CONCLUSION 

In this study accuracy of a simple calibration procedure 
in prediction of 1-RM result from submaximal performance 
in bench press was validated. The results of this study show 
that the calibration procedure was advantageous, resulting 
in clearly smaller absolute error (4,6%), compared to non-
calibrated result (9,2%). 

The short evaluation of the correspondence between pre-
diction accuracy and anthropometric or training history data 
showed slight differences between subjects with long and 
short training history. Differences in prediction accuracy in 
different anthropometric groups (gender, BMI, age) were 
smaller.  

It is natural that the anthropometric data has some corre-
lation with the 1-RM result of the subject. For example, in 
evaluation of subject’s physical condition and performance 
the 1-RM results are often assessed related to the subject’s 
weight. Further, the relationship between age muscle fibers 
is well known, and it should be taken into account espe-
cially if the 1-RM prediction is applied among elderly peo-
ple.  
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In further studies it would be advantageous to collect 
data from large number of subjects of different kind of an-
thropometric and training history conditions, and then de-
velop a method, which would automatically predict the 
correct calibration value k to the Eq. 1. This would make the 
prediction more applicabible and usable becouse the predic-
tion accuracy for the individual would appropriate accurate 
without need of calibration.  

To conclude, the results of this study clearly show the in-
dividual calibration increase the significantly the 1-RM 
prediction accuracy with the mehdod applied in this study.  
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Prediction of One Repetition Maximum in Dumbbell Concentration Curl 
and Shoulder Press  

M. Hannula1, A. Hirvikoski1, M. Isorinne1 and J. Jauhiainen1 

1 Medical Engieering R&D Center, Oulu University of Applied Sciences, Finland 

Abstract — In this study the prediction of maximum per-
formance in dumbbell concentration curl and shoulder press 
was examined. The idea of the study was to predict the one 
repetition maximum (1-RM) with help of analysis of accelera-
tions during a submaximal lift. In the study 30 gym trainees 
(all males, age 26±7 years, height 179±6 cm, weight 77±10 kg) 
performed dumbbell concentration curl and shoulder press 
exercises which all were accurately measured with help of a 
specific three-dimensional acceleration sensor based analysis 
system. The characteristics of the acceleration as a function of 
submaximal weight was analyzed and the prediction of one 
repetition maximum were evaluated. The data analysis re-
sulted in 1-RM prediction mean absolute error of 2,8 kg for 
the dumbbell concentration curl and 12,3 kg for the shoulder 
press when using a simple linear prediction model. The de-
tailed analysis showed that prediction mean absolute errors of 
1,9 kg and 3,3 kg for dumbbell concentration curl and shoul-
der press would be achieved by adjusting the prediction model 
appropriately. The results show that it is possible predict the 1-
RM with help of accelerometer from the submaximal per-
formance in studied weight lifting exercises. However, the 
detailed prediction algorithm for 1-RM prediction requires 
further development. 

Keywords — 1-RM, submaximal weight, accelerometer. 

I. INTRODUCTION  

The one-repetition maximum (1-RM) determines the 
maximum performance of a subject in weight lifting. It is 
the absolute maximum load that a trainee can lift once 
[1,2,3]. In addition of being an indicator of maximum per-
formance, the 1-RM is an important parameter in training 
program planning [4]. This means the 1-RM information is 
important not only for beginners who are tailoring training 
programs for themselves, but also for competition level 
athletes whose ranking may finally depend on their 1-RM 
result. 

A number of different kinds of methods for predicting 1-
RM can be found in the literature [1,5,6,7,8,9]. The predic-
tion of 1-RM from submaximal exercise is challenging. Due 
to recent rapid development of sensor technology many new 
opportunities to evaluate weight lifting are currently avail-
able. Because of those trends also many kind of applications 
directed for ordinary trainees are soon emerging into con-

sumer markets. In this context this study is related to the 
previous studies about the use of accelerometer sensors in 
the prediction of 1-RM from submaximal exercise 
[9,10,11,12]. 

In this study the relationships between acceleration, sub-
maximal weight and 1-RM in dumbbell concentration curl 
and shoulder press were studied with the help of a simple 
linear data analysis approach. 

II. METHODS 

The measurement system used in this study is illustrated 
in Fig. 1. It consists of a wristwatch, including an integrated 
accelerometer (LIS3L02AQ 3-axis accelerometer, ST Mi-
croelectronics Inc., Switzerland), connected to a laptop 
computer which analyses the data in real time and shows the 
resulting acceleration signal and 1-RM prediction result to 
the user. 

The measurement procedure was the following: first the 
wristwatch was attached to wrist and the submaximal 
weight was set by pushing the buttons of the watch. Next 
the system produced a beep, which indicated that the user 
should make the lift. After successful lift the system ana-
lysed the collected data and showed the result of the 1-RM 
prediction on the computer screen. The prediction of 1-RM 
from submaximal lift was based on analysis of maximum 
acceleration. Especially interesting in the prediction of 1-
RM from the submaximal exercise is the relationship be-
tween submaximal load and maximum accleration during 
the lift. In this study this relationship was examined in de-
tail. 

 
Fig. 1 Measurement system used in the study. 
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III. SUBJECTS AND DATA 

The experimental data was collected from 30 men (age 
26±7 years, height 179±6 cm, weight 77±10 kg). Every 
tester’s age, weight and height were written down on a field 
book before measurements.  Maximum acceleration of each 
weight was stored in the field book after every lift. Sub-
maximal weight used on every lift and maximum result  
(= highest weight the trainee could lift) were also stored. 
Measurements were carried out at a gym called Ouluhalli.  

The aim of the measurements was first explained to the 
test subjects. Then the subject was asked first to warm up 
muscles slightly and then accelerometer was set to the right 
wrist. After that the subject performed a dumbbell concen-
tration curl in Scott-bench starting with a small weight and 
by increasing it until the limit was obtained. The applied 
weights were 3kg, 5kg, 6kg, 8kg, 12.5kg, 15kg, 17.5kg, 
20kg, 22.5kg and 25kg. Testers made one repetition with 
each weight until the maximum weight was reached.  

Measurements of the shoulder press were made the same 
way that dumbbell concentration curls except that the move-
ments were made by both arms. Measurement wristwatch 
was fastened to the left wrist and lifts were made in stand-
ing position. The total number of submaximal lifts was 120 
in dumbbell concentration curl and 207 in shoulder press. 

In all measurements the aim was to give lifting instruc-
tions to the subjects in a way that the lifting technique 
would be similar among all the subjects. 

IV. RESULTS 

After measurements the maximum acceleration of sub-
maximal lifts were analyzed. Fig. 2 shows the measured 
relationship between maximum accelerations and submaxi-
mal weights. The solid line shows the best linear fit between 
the measured values. The linear Pearson’s correlation coef-
ficient between the variables was R= -0.68 in arm curl and 
R=-0.62 in shoulder press, respectively. 

It can be clearly seen from Fig. 2 that the maximum ac-
celeration value diminishes as the submaximal weight in-
creases. The 1-RM value is obtained when the acceleration 
reaches zero. Because the correspondence between the 
submaximal weight and maximum acceleration is linear, the 
maximum acceleration with weight subm    can be calculated 
from equation bmka submax . By assuming the k is 
constant and b varies among subjects, the 1-RM value can 
be easily calculated by equation 

k
mkam sub

RM
max

1 . This value is the x-axis 

zero-crossing point of the line which has slope of k. 

Next a simple linear 1-RM prediction model, which was 
based on the slope k in submaximal weight – maximum 
acceleration diagram, was evaluated. The prediction was 
done distinctly for dumbbell concentration curl and shoul-
der press by using all of the data in the prediction (total of 
120 submaximal lifts in dumbbell concentration curl and 
207 lifts in shoulder press). Fig. 3 shows the estimated  
1-RM values calculated with the help of the linear equations 
shown in Fig. 2, where the k was -0,96 in dumbbell concen-
tration curl and -0.47 in shoulder press. The corresponding 
mean absolute errors were 2.8 kg (R=0.38) and 12.3 kg 
(R=0.42) for the dumbbell concentration curl and shoulder 
press, respectively. 

In Fig. 3 can be clearly seen, that especially in shoulder 
press the 1-RM estimates are systematically too high. 
Therefore the prediction accuracy was also evaluated by 
using  in  prediction   k values, which would  result in  more 
accurate results. Fig. 4 shows the mean absolute error of  

2 4 6 8 10 12 14 16
-2

0

2

4

6

8

10

12

14

16

18

Submaximal weight (kg)

M
ax

im
um

 a
cc

el
er

at
io

n 
(m

/s2 )

 
 

0 5 10 15 20 25
0

5

10

15

20

25

30

Submaximal weight (kg)

M
ax

im
um

 a
cc

el
er

at
io

n 
(m

/s2 )

 
Fig. 2 Maximum accelerations and submaximal weights in dumbbell 
concentration curl (upper graph) and shoulder press (lower graph). 
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1-RM prediction in dumbbell concentration curl and shoul-
der press with k values between -0.5 and -1.5. 

Fig. 4 illustrates the sensitivity of the 1-RM prediction to 
the value of k in the prediction equation. By selecting the 
optimal values for k in prediction the mean absolute errors 
of 1,9 kg and 3,3kg in dumbbell concentration curl and 
shoulder press would be achieved. 

V. DISCUSSION AND CONCLUSION 

In this study the correlation between maximum accelera-
tion and submaximal weight in dumbbell concentration curl 
and shoulder press was investigated. The study shows 
clearly that there is clear correspondence between the stud-
ied variables (Pearson’s correlation  coefficients  0.62 and 

0.68). However, the variability in the data is rather high, 
and direct use of the existing linear correlation feature does 

not produce accurate results for the prediction of 1-RM 
value from the submaximal performance. 

In interpretation of the result it should be taken into ac-
count that this study was restricted to a very simple and 
straightforward data analysis. There were a total number of 
30 subjects. Each of them produced one submaximal weight 
– maximum acceleration curve. If the individual features of 
each subject (e.g. anthropometric data) could be taken into 
account in data analysis, the result would be better. Further, 
in the data analysis a very simple approach for the predic-
tion of the 1-RM was used: it was assumed to be in point 
where the submaximal weight – maximum acceleration line 
reaches value zero in the acceleration axis. It is highly prob-
able that the near-zero “end” of the line is not linear. To 
investigate this, the relationship between weights which are 
very near to 1-RM and the corresponding acceleration val-
ues should be studied in more detail. 
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Fig. 3. The relationship between real and estimated 1-RM values in dumb-
bell concentration curl (upper graph) and in shoulder press (lower graph).  
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Fig. 4. The relationship between value of k and mean absolute error in  

1-RM prediction in dumbbell concentration curl (upper graph)  
and in shoulder press (lower graph). 
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The 1-RM prediction in dumbbell concentration curl was 
much more accurate compared to the shoulder press. By 
using the k values determined directly with a simple linear 
model from Fig. 2, the mean absolute errors were 2,8 kg and 
12,3 kg, and by selecting optimal k values from Fig. 4, the 
mean absolute errors were 1,9 kg and 3,3 kg, respectively. 
The most apparent reason for the clear differences is that in 
the measurements the dumbbell concentration curl the exer-
cise setup was easier to regulate compared to the shoulder 
press. In the data collection phase it was found that in 
shoulder press, when subjects used submaximal weights 
near to their 1-RM amounts, they often tried to “help” the 
movement up with help of the body movement. 

In conclusion, this study clearly illustrates that there is a 
correspondence between the submaximal weight and maxi-
mum acceleration in both dumbbell concentration curl and 
shoulder press. In further studies the focus is in develop-
ment of accurate estimate of 1-RM value.  
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Abstract — In the last year more than 70,000 people have 
been brought to the UK hospitals with serious injuries. Each 
time a clinician has to urgently take a patient through a 
screening procedure to make a reliable decision on the trauma 
treatment. Typically, such procedure comprises around 20 
tests; however the condition of a trauma patient remains very 
difficult to be tested properly. What happens if these tests are 
ambiguously interpreted, and information about the severity 
of the injury will come misleading? The mistake in a decision 
can be fatal – using a mild treatment can put a patient at risk 
of dying from posttraumatic shock, while using an over-
treatment can also cause death. How can we reduce the risk of 
the death caused by unreliable decisions? It has been shown 
that probabilistic reasoning, based on the Bayesian methodol-
ogy of averaging over decision models, allows clinicians to 
evaluate the uncertainty in decision making. Based on this 
methodology, in this paper we aim at selecting the most impor-
tant screening tests, keeping a high performance. We assume 
that the probabilistic reasoning within the Bayesian methodol-
ogy allows us to discover new relationships between the screen-
ing tests and uncertainty in decisions. In practice, selection of 
the most informative tests can also reduce the cost of a screen-
ing procedure in trauma care centers. In our experiments we 
use the UK Trauma data to compare the efficiency of the pro-
posed technique in terms of the performance. We also compare 
the uncertainty in decisions in terms of entropy. 

Keywords — Bayesian model averaging, MCMC, decision 
tree, trauma care, feature selection. 

I. INTRODUCTION  

As it has been reported in [1], more than 70,000 people 
have been admitted into the UK hospitals with serious inju-
ries. To make a reliable decision on the trauma treatment, a 
clinician has to urgently take a patient through a screening 
procedure which typically comprises around 20 tests [2]. 
However, the condition of a trauma patient is still very 
difficult to be tested properly. If the screening tests are 
ambiguously interpreted, and information about the severity 
of the injury is misleading, the mistake in a decision can be 
fatal; the choice of a mild treatment can put a patient at risk 
of dying from posttraumatic shock, while the choice of an 
overtreatment can also cause death [1]. How can we reduce 
the risk of the death caused by unreliable decisions?  

It has been shown in [3 - 6] that probabilistic reasoning, 
based on the Bayesian methodology of averaging over deci-

sion models, enables to evaluate the uncertainty in decision 
making. The use of the Bayesian Model Averaging (BMA) 
over Decision Trees (DTs) makes decision models inter-
pretable for clinicians as shown in [7]. The Bayesian aver-
aging over DTs (BDTs) enables to select attributes which 
make the most significant contribution to decisions. Within 
the Bayesian DTs averaging we would expect that discard-
ing weakest attributes would improve the performance. 
However, in our experiments, we observed that the per-
formance decreased. Obviously, we can explain that this 
happened because the discarded attribute was still important 
for a small amount of the data. If this is the case, then we 
can expect that the replacement of this attribute by noise 
will further decrease the performance. Alternatively, we can 
assume that the weakest attribute makes a contribution to 
the BMA. Would it be possible to discard the weakest at-
tribute without decreasing the performance?  If so, then we 
can reduce the number of screening tests required for mak-
ing reliable decisions within BDT methodology. 

In theory, BMA methodology is immune to overfitting 
problem [3]. However, in some cases, overfitting was 
shown to affect the BMA performance [8]. Based on these 
results we can assume that if the replacement of the weakest 
attribute by noise does not decrease the BMA performance, 
this attribute, making negligible contribution, provides bet-
ter conditions for mitigating BMA overfitting.  

Based on these assumptions, in this paper we aim at se-
lecting the most important screening tests, keeping the BDT 
performance high. This is important because selection of the 
most informative screening tests can reduce the cost of a 
screening procedure in trauma care centers. In our experi-
ments we use the UK Trauma data to compare the effi-
ciency of the proposed BMA technique in terms of the per-
formance. We also compare the uncertainty in decisions in 
terms of entropy.  

Section 2 of the paper describes the bases of BMA over 
DTs, and section 3 describes the Trauma data used for the 
experiments. The experimental results are presented in sec-
tion 4, and section 5 concludes the paper. 

II. METHODOLOGY OF BAYESIAN MODEL AVERAGING 

For a DT given with parameters , the predictive distri-
bution is written as an integral over the parameters   
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where y is the predicted class (1, …, C), x = (x1, …, xm) is 
the m-dimensional vector of input, and D are the given 
training data. 

This integral can be analytically calculated only in simple 
cases, and in practice part of the integrand, which is the 
posterior density of  conditioned on the data D, p(  |D), 
cannot usually be evaluated. However if values (1), …, (N) 
are the samples drawn from the posterior distribution 
p( |D), we can write 
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The above integral can be approximated by using 
Markov Chain Monte Carlo (MCMC) technique [3]. To 
perform such an approximation, we need to run a Markov 
Chain until it has converged to a stationary distribution. 
Then we can collect N random samples from the posterior 
p( |D) to calculate the desired predictive posterior density.  

Using DTs for the classification, we need to find the 
probability tj with which an input x is assigned by terminal 
node t = 1, …, k to the jth class, where k is the number of 
terminal nodes in the DT.  The DT parameters are defined as 

 = (si
pos, si

var, si
rule), i = 1, …, k – 1, where si

pos, si
var and si

rule 
define the position, predictor and rule of each splitting 
node, respectively. For these parameters the priors can be 
specified as follows. First we can define a maximal number 
of splitting nodes, say, smax = n – 1. Second we draw any of 
the m predictors from a uniform discrete distribution U(1, 
…, m) and assign },...,1{var msi .  

Finally the candidate value for the splitting variable xj = 
si

var can be drawn from a discrete distribution U(xj
(1), …, 

xj
(L)), where L is the number of possible splitting rules for 

variable xj, either categorical or continuous. Such priors 
allow us to explore DTs which split data in as many ways as 
possible. However the DTs with different numbers of split-
ting nodes should be explored in the same proportions [3].  

To sample DTs of a variable dimensionality, the MCMC 
technique exploits the Reversible Jump extension [3]. To 
implement the RJ MCMC technique, Denison et al. [3] and 
Chipman et al. [6] have suggested exploring the posterior 
probability by using the following types of moves: 

1. Birth. Randomly split the data points falling in one 
of the terminal nodes by a new splitting node with 
the variable and rule drawn from the corresponding 
priors. 

2. Death. Randomly pick a splitting node with two ter-
minal nodes and assign it to be one terminal with the 
united data points. 

3. Change-split. Randomly pick a splitting node and 
assign it a new splitting variable and rule drawn 
from the corresponding priors.  

4. Change-rule. Randomly pick a splitting node and as-
sign it a new rule drawn from a given prior.  

The first two moves, birth and death, are reversible and 
change the dimensionality of . The remaining moves pro-
vide jumps within the current dimensionality of . Note that 
the change-split move is included to make “large” jumps 
which potentially increase the chance of sampling from a 
maximal posterior whilst the change-rule move does “local” 
jumps. 

The RJ MCMC technique starts drawing samples from a 
DT consisting of one splitting node whose parameters were 
randomly assigned within the predefined priors. So we need 
to run the Markov Chain while a DT grows and its likeli-
hood is unstable. This phase is said burn-in and it should be 
preset enough long in order to stabilize the Markov Chain. 
When the Markov Chain will be enough stable, we can start 
sampling. This phase is said post burn-in.  

III. THE PROPOSED METHOD 

To test the assumptions made in section I, we propose 
two methods – the first is based on selection of DTs ensem-
ble, and the second is based on the randomization of vari-
ables. The selection technique aims to omit the DTs which 
use the weakest variable. The randomization technique aims 
to provide better conditions for mitigating DT ensemble 
overfitting. In the following sections we test and compare 
these techniques on the Trauma data.   

IV. EXPERIMENTS AND RESULTS 

A. Trauma Data 

The Trauma data collected at the Royal London Hospital 
comprises 16 screening tests and attributes and the outcome 
(lived or died) for 316 injured patients. Among these vari-
ables 5 are continuous and 11 are categorical, see Table 1. 

B. Variable’s Importance 

In our experiments we collected 10,000 DTs during post 
burn-in phase after sampling 200,000 DTs during burn-in 
phase. The sampling rate for post burn-in phase was 7; the 
number of minimal data instances allowed in DT nodes was 
3; the acceptance rate was around 0.25.   
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Fig. 1 Posterior probabilities of variables used in the ensemble 

Table 1 Screening tests and attributes of the Trauma data  

No Screening Tests and Attributes  Type 
1 Age Continuous 
2 Gender: Male = 1, Female = 0. 0,1 
3 Injury type: Blunt = 1, penetrating = 0 0,1 
4 Head injury, no injury = 0 0,1,2,3,4,5,6 
5 Facial injury 0,1,2,3,4 
6 Chest injury 0,1,2,3,4,5,6 
7 Abdominal or pelvic contents injury 0,1,2,3,4,5 
8 Limbs or bony pelvis injury 0,1,2,3,4,5 
9 External injury 0,1,2,3 
10 Respiration rate Continuous 
11 Systolic blood pressure Continuous 
12 Glasgow coma score (GCS) eye response 0,1,2,3,4 
13 GCS motor response 0,1,2,3,4,5,6 
14 GCS verbal response 0,1,2,3,4,5 
15 Oximetry  Continuous 
16 Heart rate Continuous 
17 Died = 1, living = 0. 0,1 

Having obtained the ensemble of DTs, we estimated the 
importance of all 16 variables for the prediction. The esti-
mates were calculated as the posterior probabilities of vari-
ables used in the DTs ensemble as shown in Fig. 1. 

From Fig. 1 we can observe that the posterior probability 
of variable 9 is the smallest, around 0.005, while the maxi-
mal value is around 0.16 for variable 6. Therefore we can 
assume that the variable 9 makes negligible contribution to 
the ensemble’s outcome.  

To test our assumptions, we aim to discard this variable 
from the Trauma data. Table 2 shows the maximal values of 
loglikelihoods calculated within 5-fold cross-validation for 
two sets including 16 and 16\9 variables. From this table, 
we can observe that the loglikelihood value for the 16\9 set 
becomes greater than that for the set of all 16 variables. 
However the performance of the ensemble using the set of 
16\9 variables is slightly fewer than that using the set of 16 

variables. This can happen because the ensemble using the 
set of 16\9 variables becomes more overfitted to the training 
data. Thus, we can conclude that the weakest variable 9 
provides better conditions for mitigating the DT ensemble 
overfitting.  

C. Selection of DT Ensemble 

As shown above, the presence of the weakest variable 
has the positive effect on mitigating overfitting of the DT 
ensemble. This means that the DT ensemble should use all 
16 input variables during sampling, but then we can exclude 
those DTs which use the weakest variable 9. After such 
selection of DTs there is no need to use the variable 9.  

In our experiments this technique was tested within 5-
fold cross-validation and results shown in Table 3 which 
compares the performance of the original DT ensemble 
using all 16 variables with the performance of the selected 
ensemble. This table also shows the number of DTs omitted 
after the selection.  

This table show that the performance of the selected en-
semble using 16\9 variables is the same as that of the origi-
nal ensemble using all 16 input variables. The entropies in 
decisions are also the same. Thus from this experiment we 
can see that proposed technique allows us to use a reduced 
set of variables. 

Table 3 Performances and entropies of the original and selected ensembles 
within 5-fold cross-validation  

 Original ensemble  Selected ensemble 

Fold Performance, 
% Entropy  BDTs 

omitted  
 Performance, 
% Entropy 

1 85.93 26.47  314 85.93 26.46 
2 80.95 28.89  467 80.95 28.91 
3 84.13 31.80  217 84.13 31.79 
4 82.54 32.05  631 82.54 32.04 
5 87.30 31.44  336 87.30 31.46 
 84.17±2.54 30.13±2.40  393±160 84.17±2.54 30.13±2.40

Table 2 Maximal loglikelihoods, L16 and L16\9, performances and entropies 
of the ensembles using sets of 16 and 16\9 variables within 5-fold cross-

validation 

Fold Loglikelihood (L16) Loglikelihood (L16\9) 
1 -36.14 -33.4 
2 -44.29 -37.33 
3 -37.23 -33.19 
4 -36.24 -38.37 
5 -37.98 -40.41 

Loglikelihood -38.37 ±3.39 -36.48 ±3.23 
Performance, % 84.66 ±4.70 83.85 ±6.95 
Entropy 29.8 ±2.1 30.0 ±4.7 
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D. Addition of Noise to Variables 

In our experiments some amount of noise added to a 
weak variable can provide better conditions for mitigating 
DTs ensemble overfitting. Therefore, we can assume that 
the addition of noise to all variables will further improve 
conditions for mitigating DTs ensemble overfitting. 

To test this assumption we removed the variable 9 and 
added a uniform noise to the remaining 15 variables. The 
intensity of the noise was 0.01. Table 4 shows the perform-
ances of DT ensembles using the set of 16 variables and the 
set of 16\9 with the added noise compared within 5-fold 
cross-validation. This table shows that the performance of 
the DT ensemble using the set of 16\9 + noise is better on 
2%, than that of the ensemble using the original 16 inputs.  

Thus we can see that the addition of the noise to the set 
of 16\9 variables allows us to exclude the weakest variable 
9 and, at the same time, this enables to improve the DT 
ensemble performance.   

Table 4 Performance and entropy of the ensembles using 16 variables and 
16\9 variables with noise estimated within 5-fold cross-validation 

Fold Trauma (16 variables)  Trauma (16\9 variables + noise) 

 Performance, % Entropy  Performance, % Entropy 

1 84.37 26.63  85.93 26.52 
2 79.36 28.70  80.95 30.31 
3 84.12 32.54  88.88 32.47 
4 88.88 31.24  90.47 32.00 
5 88.88 28.11  88.88 32.65 

 85.13± 7.94 29.4± 4.80  87.03± 7.54 30.8± 5.10 

V. CONCLUSIONS & DISCUSSION 

We have expected that discarding weakest attributes can 
improve the performance of the BDT ensemble. However, 
in our experiments, the performance has oppositely de-
creased. We have assumed that this happened because the 
discarded weakest attribute was still important for a small 
amount of the data. Alternatively, we have assumed that the 
weakest attribute makes a noticeable contribution to the 
BDT ensemble’s outcome. The question was would it be 
possible to discard the weakest attribute without decreasing 
the performance? This is important for clinical practice if 

the number of screening tests required for making reliable 
decisions within BDT methodology can be reduced. 

Although BMA methodology in theory is immune to 
overfitting problem, in some cases, it was shown that over-
fitting affects the BMA performance. We have observed 
that the replacement of the weakest attribute by noise did 
not decrease the BDT performance, and therefore this at-
tribute, making negligible contribution, provided better 
conditions for mitigating BDT ensemble overfitting.  

In this paper we aimed at selecting the most important 
screening tests, keeping the BDT performance high. In our 
experiments we used the UK Trauma data to compare the 
efficiency of the proposed technique in terms of the per-
formance. We also compare the uncertainty in decisions in 
terms of entropy.  

As a result we found that the proposed techniques allow 
clinicians to reduce number of screening tests, keeping the 
performance and reliability of making decisions high. The 
optimized solutions can reduce the cost of a screening pro-
cedure in trauma care centers. 
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Abstract — Different movement patterns of patients are 
analysed in health care. The aim is either to characterise the 
movement itself or to acquire information on disorders affect-
ing the motor system. Probably the most frequently used ex-
amination is gait analysis but prosthesis adjustment, sports-, 
rehabilitation-, and ergonomic studies are also greatly helped 
by movement analysis. The early diagnosis and assessment of 
patients with brain disorders is more reliable if several move-
ment patterns are involved in the test. The paper reports on 
the objective evaluation of the finger-tapping and pointing 
movement; the equipment used, the movement patterns, the 
tested persons, the recordings and the evaluation algorithms 
are described in detail. Twelve stroke patients and ten healthy 
control subjects were tested. Persons performed pointing tests 
on a hexagon and finger tapping tests. The tracking of markers 
has made it possible to characterise the performance of a per-
son on the basis of the complete tapping and pointing move-
ment. This is a substantial improvement compared to evalua-
tion based on contact sensors. Parameters have been defined 
that characterise both the swiftness and the regularity of 
movements. Evaluation of the movements affirms that stroke 
patients have individual symptoms. The actual state of a pa-
tient as well as the change in it can be assessed objectively by 
movement analysis. The proposed tests are appropriate for use 
in clinical environment. Patients have found the tests challeng-
ing but not fatiguing. The tests can be used not only for rating 
the patients objectively but also to help their rehabilitation. 

Keywords — movement analysis, finger-tapping, pointing. 

I. INTRODUCTION  

Neurologists observed specific changes in the movement 
co-ordination of their patients – compared to healthy control 
subjects – a long time ago. In the early, preclinical phase the 
subtle changes cannot be detected by visual inspection. 
Similarly, variations in the performance of a patient result-
ing from slow progress of the disease remain undetected for 
the human observer. Evaluation of movement aids the diag-
nosis – even early diagnosis – and assessment of the actual 
state of patients if 

 the movement patterns are defined in detail, 
 movements are recorded with satisfactory sampling 

rate and spatial resolution, 
 appropriate feature extraction methods generate 

meaningful parameters. 

Neurologists use a number of movement patterns to test 
their patients. The recordings at Szent János Hospital and at 
the Department of Measurement and Information Systems 
revealed that the movement patterns are usually not defined 
accurately enough. This deteriorates the reproducibility of 
these tests. 

Passive marker-based motion analysis is especially suit-
able for testing human movements. The markers are light-
weight (1...10 gram), and no wires are needed between the 
markers and the analyser. The markers and the analysis 
cause absolutely no discomfort to the persons. The perform-
ance of commercially available motion analysers by far 
exceeds the requirements needed to record and evaluate the 
movement of patients with neural diseases. As a conse-
quence, these devices are too expensive for the task. We 
developed a simple device that is applicable for movement 
analysis and affordable for routine medical and clinical use. 

II. MATERIALS AND METHODS  

A. Subjects 

The paper reports the results of a measurement series 
taken at Szent János Hospital, Budapest, between 12th Octo-
ber 2007 and 12th March, 2008. 12 hemiparetic stroke pa-
tients were tested. In the tested group there were 8 males 
(age 56.8 ± 13.8 years, time from onset 14 ± 16 months), 4 
females (age 69.2 ± 10 years, time from onset 37 ± 42 
months.) 

B. Apparatus 

The Passive Marker-based Movement Analyser (PAM) 
has been developed at the Dept. Measurement and Informa-
tion Systems; based mainly on commercially available ele-
ments [1, 2]. PAM is simple-to-use, it is suitable for clinical 
application. The camera is on a tripod fixed to the tabletop. 
The stripes that should be touched during finger-tapping and 
the hexagon are also fixed to the tabletop. The distance 
between the camera and the fingers of tested persons varies 
only as a result of the movement. Thus, a single camera is 
enough to assess movements in three dimensions. 
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C. The finger-tapping test 

Tested persons put their hands on the table in prone posi-
tion, with fingers approximately 1 cm apart from each other. 
9-mm diameter markers are attached to the middle pha-
lanxes of their fingers. Elbows are on the table. Persons lift 
their fingers (except thumbs) and then hit the table in the 
following order: little, ring, middle, and index finger. Per-
sons are asked to perform the movement as fast as they can 
(most important instruction and expectation) so that they lift 
their fingers as high as they can. The priority of speed must 
be explained. Fig. 1. shows the trajectories of markers dur-
ing finger-tapping movement of a newly diagnosed Parkin-
sonian patient. 

Increasing the amplitude slows down the movement. 
However, persons should not try to increase speed by mini-
mising the amplitude of finger lifting. The finger-tapping 
test was performed by the patients in three phases: only with 
the affected hand, only with the non-affected hand, and with 
both hands in parallel. 

D. The pointing tests 

Pointing tests included sliding along the edges of a hexa-
gon (P1, Fig. 2.), touching its vertices one after the other 

(P2, Fig. 3.), and touching its vertices and the centre point 
alternately (P3, Fig. 4.). 

Each movement lasted for twenty seconds, and was exe-
cuted separately by both the affected and the other arm. The 
edge of the hexagon is 10 cm. The observing angle of the 

 

 
Fig. 1. Finger tapping movement of a newly diagnosed Parkinsonian 
patient. Affected hand below, non-affected one above. Solid = ring-, 

dashed = middle-, dotted = index finger.  

 
Fig. 2. Four cycles of sliding, healthy subject.  

 
Fig. 3. Four cycles of touching the vertices, healthy subject.  

 
Fig. 4. Two cycles of touching alternately the vertices and the centre 

point, healthy subject. 
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camera is 45 degree thus the scaling in Figures 2-4 and 7-8 
cannot be given in cm. 

E. Evaluation of movements 

Evaluation of the tapping test is based on the regularity 
and speed of the movement. It is easier to execute the 
movement regularly at low speed. Consequently, the 
movement is characterized by the product of regularity and 
speed. 

The measure of periodicity, PM of the quasi-periodic 
finger-tapping movement can be well quantified by using 
the singular value decomposition, SVD method [3]. Con-
trary to the Fourier analysis, the signal is broken down to 
periodic functions of any kind not only sinusoidal. The 
periodicity of movement (PM) is characterised by the rela-
tive weight of the dominant basis function within all basis 
functions necessary to describe the complete record, i.e. all 
periods. This is calculated on the basis of the weights ( i) of 
all basis functions: 

PM =  

i
2

i 1

n
1
2  

Greater amplitude or greater frequency during finger-
tapping means faster finger movement, resulting in better 
performance. It is easier to execute the movement faster 
with smaller amplitude, the amplitude * frequency of tap-
ping is suggested as an appropriate parameter to character-
ise the speed. This feature, called amxfr, is determined for 
each tapping cycle and then averaged over the whole test. 

The regularity of finger-tapping movement is character-
ised by calculating PM for each tapping finger. The per-
formance of a finger during the finger-tapping test is 
characterized by the product of the parameters expressing 
speed (amxfr) and regularity (PM). Having analysed more 
than 300 finger-tapping tests the Finger-Tapping Test Score 
[1] has been devised: 

FTTS = (PM - 0.6) * amxfr. 

Based on the scores of the fingers, scores can be calcu-
lated for the hands and for the person. One hand is charac-
terised by adding up the results of the index-, middle- and 
ring fingers. 

The pointing movement is characterized by the deviation 
from the pattern to be tracked (P1), the accuracy of touching 
the vertices and the centre point (P2, P3), the smoothness 
and speed of the movement (P1, P2, P3). 

III. RESULTS 

A. Finger-tapping 

There are persons who need to perform the test several 
times to fully understand it and reach their normal result. 
This is called the learning effect. Fig. 5. shows the result of 
eight tests of parallel tapping during a two-week period for 
a young healthy female. From the third test on her results 
showed very low standard deviation. Fig. 6. shows the fin-
ger-tapping results of a stroke patient. The learning effect is 
present. The patient’s standard deviation was much smaller 
for the affected (left) hand than for the other. During the 
first test the patient achieved better result with his affected 
hand! We can conclude that the finger-tapping test must be 
performed at least twice by a new subject before diagnostic 
information can be deducted from the results. 

 
Fig. 5. FTTS scores for the parallel tapping hands of a young healthy 

subject during a 2-week period. Bright bars: left, dark bars: right hand. 

 
Fig. 6. FTTS scores for the hands of a stroke patient. Results of tapping 

with one hand only as well as together with both hands are shown. 
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The finger-tapping test is able to quantify how the 
movement of one hand influences the movement of the 
other hand. Tapping together with both hands (parallel tap-
ping) is more sophisticated task than tapping with one hand 
only. Stroke patients achieved worse results with both hands 
during parallel tapping than during tapping with one hand 
alone. Fig. 6. shows seven sessions for a stroke patient. 

During one session three movements were recorded: tap-
ping alone with the affected side hand, tapping alone with 
the other hand and tapping together with both hands. After 
learning the movement the patient achieved better scores for 
both hands during tapping with one hand only. 

B. Pointing movements on a hexagon 

The human image processing ability is excellent as far as 
still images are concerned and much less effective in evalu-
ating movements. The pointing movement was carried out 
by both arms of each tested person. There were substantial 
differences between the affected side and the non-affected 
side. Trajectory of the sliding movement demonstrates the 
movement disorder and helps the evaluator assess it on a 
still image. The sliding movements of a stroke patient are 
demonstrated in Fig. 7. and 8., one sliding cycle is shown.  
The patient is a 50 year old male, 5 weeks after stroke, non-
affected arm (left) is dominant, Rivermead motor assess-
ment scale 13 for both arms. Barthel index was  45 at the 
time of test, in 6 weeks it improved to 95. 

The vertical bars are proportional to the time the marker - 
and thus the index finger – spends at any given point. The 
movement slows down as the finger approaches a vertice. 
With the affected arm the movement from a vertice can also 
start slowly, see uppermost vertice in Figure 8.  At different 
vertices the slowing down is also different. This is charac-
teristic for a patient. 

 
Fig. 7. Sliding along the hexagon, stroke patient, non-affected dominant 

arm. 

 
Fig. 8. Sliding along the hexagon, stroke patient, affected arm. 

IV. DISCUSSION 

Objective evaluation of the movement of stroke patients 
gives diagnostic information. The finger-tapping and the 
pointing movements of the patients help assess their actual 
state. 
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Abstract — Assistive Device Technology (ADT) helps people 
with disabilities to engage in everyday activities that might not 
otherwise be open to them. For people with severe paralysis or 
spinal injury ADT is a necessity, yet the cost associated with 
these technologies are still relatively high. In order to reduce 
these costs a mass – market consumer technology has been 
identified which can be applied to ADT and developed a new 
system for Electric Powered Wheelchairs which will allow a 
person with reduced mobility the capacity to control and navi-
gate powered wheelchair systems using small finger move-
ments. A prototype of the system has been developed and 
tested by able-bodied and disabled users. 

Keywords — Rehabilitation, Capacitive Sensing, Assistive 
Devices,  Joystick,  Navigation. 

I. INTRODUCTION  

Throughout history the application of technology has 
been used in ameliorating the problems of persons with 
disabilities. In the early 1890’s the first hearing aid was 
patented [1]. Its major function the amplification of sound 
has not changed over the years but what has changed is the 
structure of these aids. Now they fit into the ear, amplify a 
wider range of sounds and are generally more effective. The 
same can be said for the joystick, designed in the early nine-
teen hundreds by the French pilot Robert Esnault-Pelterie 
[2] to control the equilibrium of airplanes. The electrical 
version was later used during World War II for guidance of 
anti-ship missile systems [3]. In recent times, the employ-
ment of joysticks has become common place in many indus-
trial and manufacturing applications, such as; cranes, as-
sembly lines, forestry equipment, mining trucks, and 
excavators. Specialist joysticks, classed as an assistive tech-
nology pointing device, are used to replace the computer 
mouse for people with fairly severe physical disabilities [4]. 
They are often useful to people with athetoid conditions, 
such as cerebral palsy, who find them easier to grasp than a 
standard mouse. Miniature joysticks are also available for 
people with conditions involving muscular weakness such 
as muscular dystrophy or motor neurone disease. They are 
also used on electric powered wheelchairs for control since 
they are simple and effective to use as a control method. 
The structure of the joystick has remained the same over the 
years, a lever on a pivotal base allowing us to control 
movement in the horizontal and vertical plane but due to 
recent technological advancements in areas of portable 

electronics, the structure is now being replaced by newer 
contact and non-contact technologies such as capacitive 
controller systems. The successful integration of capacitive 
touch sensors into everyday consumer products such as 
MP3 players and mobile phones has caused consumer prod-
uct development teams to reevaluate the use of capacitive 
sensor technology for improving the user interface and 
aesthetic look of their products. Mechanical switches are 
being replaced and restyled with highly reliable, attractive 
and cost effective capacitive interfaces. Although these new 
intuitive interfaces are designed for a mass portable device 
market their non mechanical nature may have more relevant 
use in Assistive Device Technology (ADT) for people with 
severe mobility conditions who do not possess the physical 
strength or dexterity to operate miniature joysticks. For this 
reason we have designed a capacitive interface which al-
lows persons with muscular weakness the ability to navigate 
an electric wheelchair by small finger movements. 

II. DESIGN 

A. Rationale – choosing an Invacare based system 

The Invacare Corporation is one of the world’s leading 
manufacturers and distributors of health care products used 
in home. Today, Invacare has reached approximately $1.5 
billion in net sales and is the leading company in each of the 
following major, non-acute, medical equipment categories: 
power and manual wheelchairs, home care bed systems, and 
home oxygen system .Since many of the health care provid-
ers around the world mainly deal with Invacare products the 
prototype was designed around an Invacare wheelchair 
platform so that the finished product could reach the widest 
target audience. 

B. Prototype System Design 

The prototype system comprised of Invacare’s cruiser 
plus powered wheelchair, a touchpad controller which con-
nects directly into the power supply module of the wheel-
chair and the touchpad. Invacare’s products ranges are built 
around a proprietary communication channel known as the 
DX-Bus.  

This is similar to the CAN Bus often found in vehicles. 
The DX-Bus allows connection of multiple input and output 
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devices simultaneously to the Power Module (PM), fig.1. 
The power module (PM) regulates the power to these de-
vices and also provides drive signals for the motors. As it is 
a proprietary product access to the DX-Bus is acquired by 
using a Remote Joystick Module (RJM). The RJM allows 
connection of an analog based joystick as a means of secon-
dary remote while the wheelchair still retains its master 
joystick. The RJM can be purchased directly from Dynamic 
Controls Inc and support is provided for third party devel-
opers. 

C. AD7147 based Touchpad Design 

There are now several companies developing capacitive 
touch interface IC’s, Analog Devices, Motorola, Cypress 
Semi-conductor and Quantum Technologies to name a few. 
Analog Devices have a range of capacitance to digital 
(CDC) converters suited for applications such as humidity, 
proximity, level, pressure and touch sensing. The 
AD7142/3/7 IC’s are specifically designed for touch con-
troller based systems but it is the unique features (Environ-
mental calibration logic, single electrode systems for ultra 
thin portable applications, high resolution, on-chip self 
adjusting adaptive threshold and sensitivity algorithm) 
found in the AD7147 datasheet [5] which have led us to 
incorporate it in our prototype design. The AD7147 is 
mounted on a small PCB and connected to 12 rows of single 
layer electrodes. The configuration, fig.2, and a software 
algorithm contained in the firmware, running on the host 
microprocessor allow the detection of a user’s finger in a 23 
x 23mm area. The firmware is provided by Analog Devices 
for a range of 8051 based microprocessors royalty free 
which reduces coding time increasing time to market The 
23 x 23mm touchpad firmware requires 9.687 Kb of pro-
gram memory and 545 bytes of RAM to implement the 
AD7147 register configuration, recalibration and touchpad 
algorithm on the host processor. It provides 199 positions 
on the x axis and 199 positions on the y axis. The position 
data is formatted in four 16 bit registers, table 1, which also 
contain commands useful for navigation of menu systems 
on a portable media device. Some of these commands are 
exploited for use in the navigation system as discussed later. 

The firmware also keeps track of environmental conditions 
such as change in temperature. This is useful as the algo-
rithm can recalibrate sensor data when there is dirt or mois-
ture on the sensors or when the temperature changes, caus-
ing sensor drift. This gives the touchpad system an 
advantage over other finger controllers such as VIC CCD 
finger controller [6] manufactured by HMC International. 
The algorithm also filters unwanted high amplitude noise on 
the sensor inputs and dynamically changes from interrupt to 
proximity detection mode to reduce power consumption 
when not in use. 

D. Microprocessor selection for processing 

There are several requirements for the host microproces-
sor system. In order to implement the analogue signals for 
the RJM the microprocessor must have some hardware 
means of generating analogue voltages. There must be 
enough code storage memory to implement the firmware for 
the AD7147, an I2C communication routine, debugging 

 

Fig.1 Prototype system 

 

Fig. 2 AD7147 Connection Diagram 

Table 1  ADI Register Descriptions 

Bit  Register 0 Register 1 Register 2 Register 3 
15 Active Active Not used Not used 
14 Tap  Not used Not used 
13 Go Left Go Up Not used Not used 
12 Go Right  Go Down Not used Not used 
11 2 Fingers 2 Fingers Not used Not used 
10 Large Finger Large Finger Not used Not used 
9 Touch error   Not used Not used 
8 Touch error  Not used Not used 
7 8 bit output* 8 bit output 8 bit output 8 bit output 
6 - - - - 
5 - - - - 
4 - - - - 
3 - - - - 
2 - - - - 
1 - - - - 
0 Range 0-199 Range 0-199 0-127* 0-127* 

* The firmware can be edited to give a smaller resolution in the range of 50 
to 199 positions on x and y axis, bits 7-0 gives a byte wide representation 
of this value. Register 0 and 1 are used for debugging in Labview while 
register 2 and 3 drive the DAC’s. 
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code and generation of the analogue voltages. The 
ADuC841 has the sufficient capacity to implement all these 
tasks. The dual on board 12 bit DAC’s are set to 8 bit mode 
and are used to generate the voltage output. They are con-
nected internally to the power rail of the system allowing a 
full voltage swing of 0 – 5V. An I2C driver allows commu-
nication from the microprocessor to the AD7147 thus re-
quiring a further 726 bytes of code memory and 16 bytes of 
data memory taking advantage of the built in I2C hardware. 
The serial output port is used for debugging. Using the 
standard printf function calls in C, the values of ADIRegis-
ter 0 and 1 are transmitted to a PC running a Labview pro-
gram, fig.3, which allows us to see the position of a user’s 
finger on the pad in real time. The status bits up, down, left, 
right, active and tap are also displayed by the program. The 
up, down, left and right commands are activated when a 
user’s finger reaches the extremities of the sensor pad, acti-
vating a scroll function to allow a user to scroll through a 
list box or menu system. The active and tap status show 
when the pad has detected a touch and whether or not the 
touch is an active movement or a tapping movement. The 
tap function can then be used to increment or decrement the 
profile function of the power wheelchair system as dis-
cussed in sub section E. 

E. RJM Module Specifications and use. 

The RJM allows any dual decode joystick to be con-
nected directly to its input pins. The dual decode specifica-
tion is outlined in table 2. The RJM also provides access to 
the DX Bus and the wheelchairs power supply providing up 
to 200mA regulated current. This provides sufficient power 
to run the microprocessor and the AD7147. Most wheel-
chairs come with several profiles programmed into the mas-

ter joystick; this allows the user to change driving parame-
ters for different surroundings. The RJM requires six 
control signals, power, ground, speed and direction, and 
speed and direction mirrors but will operate without the 
mirrors. The RJM has two pins which when toggled with a 
high pulse of 100ms duration increments or decrements the 
drive profile. These pins are used with the AD7147 tap 
output status. When a valid tap is detected on the 
lower/upper half of the touch pad we toggle the decre-
ment/increment pins. Pull up resistors are used on the con-
nections so that when the joystick power is recycled the 
pulse created does not increment or decrement the drive 
profile. 

The output of the DAC’s are buffered through op-amps 
and connected to a resistor network before connection to the 
RJM. The resistor network reduces the current input to the 
RJM and reduces the gain of the inputs. This is to keep the 
output range of a dual decode joystick between .5 and 4.5 
volts.  

F. Software for positional information and DAC outputs 

The embedded firmware is assembled using the Keil 
µVision platform for C51 processors. The main loop in the 
code configures the DAC’s to 8 bit asynchronous mode, 
configures serial port parameters and enables host external 
interrupt then sits in a while loop waiting for an interrupt. 
The routine services the interrupt by checking the status of 
the CDC values for all inputs, checking for high amplitude 
error signals, calculating absolute positions on the touchpad, 
and formatting the data into the four ADI Registers dis-
cussed earlier. This paper provides c-code required to im-
plement the DAC output (1), profile down (2), serial output 
debugging (3), functions which require minimal code and 
data memory to implement. Once compiled the code is 
downloaded to the ADuC841 and is retained in the Flash 
EEPROM allowing the system to run as a standalone unit. 
DAC output Example  (1) 
PLLCON = 0x00;   Ensures full clock speed 16.7Mhz 
DACCON = 0xFF;   //DAC0 and 1 on 8-bit 0-VDD  
DAC0L =0x80;  //DAC0 mid scale 
DAC1L=0x80;   //DAC1 mid scale 

 

Fig. 3 Labview debugging of touchpad in real-time. 

Table 2  Maximum input voltage levels for speed and direction on dual 
decode system with restrictor plate.  

 Stick Position V SPD VDIR 
A 0º 0 ±.05 0 ±.05 
B 17.5º 1.3 ±.06 0 nom 
C -20º -1.5 ±.16 0 ±.17 
D 20º 0 ±.17 1.5 ±.16 
E 20º 0 ±.17 -1.5 ±.16 

Voltage supply is 5V.All other voltages are with respect to ½ rail voltage. 



134 K. Kaneswaran and K. Arshak 

_________________________________________   IFMBE Proceedings Vol. 20  ___________________________________________  

//during the format position routine 
ADIRegisters[2] = 0x1c+(XAxisPosition/ ScaledDownPositionRatioOnX); 
ADIRegisters[3] = 0xE4-(YAxisPosition / ScaledDownPositionRatioOnY); 
  if(TouchErrorOnX == 0){ 
  if(TouchErrorOnY == 0) 
  { 
   DAC0L = (unsigned char)ADIRegisters[3];//update dac 
  DAC1L = (unsigned char)ADIRegisters[2];//update dac 
  } 
 } 

Profile Down Example  (2) 
DPROFILE =0;  //Down Profile pin is low. 
if(TappingFlag==1)  // Tapping flag computed by algorithm 
{ 
 ADIRegisters[0] |= 0x4000;//Set  tapping bit 
 DPROFILE = 1; 
 Wait(0xFFFF); 
 DPROFILE = 0; 
} 

Serial Debug Example  (3) 
printf("%04x%04x \n",ADIRegisters[0],ADIRegisters[1]);   

III. RESULTS 

The touchpad signal on the left is converted to a drive 
signal on the right in each of fig. 4 and 5. The power supply 
module outputs a PWM signal with a duty cycle in propor-
tion to the finger position on the pad. Each of the wheel-
chair joystick profiles has a max drive speed value which 
limits the output signal to the motors. In the both graphs we 
can see the full -24V to +24V swing. The system has been 

tested with two end users who have successfully navigated 
an obstacle course but several user trials are envisaged in 
order to further evaluate the use of the assistive device as a 
replacement joystick. 

IV. CONCLUSION 

The paper demonstrates how technology already avail-
able in many portable products can be used to improve 
accessibility and independence for persons with severe 
immobility. 

The paper has identified a mass consumer technology 
that is easy to implement as an assistive device. Further 
improvements planned are to include Accelerometer and 
Electro Encephalogram (EEG) technologies into the touch-
pad system to implement an adaptive control algorithm to 
combat degenerative conditions.   
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Fig. 4 PWM from motor with finger input position 100, 50. 

 

Fig. 5   PWM from motor with finger input position 100, 25. 
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Abstract — This study developed a rubber foam model con-
sisting of a surface layer of solid and a base layer of honey-
comb core and used it to investigate head injury protective 
performance. An explicit finite element method based on the 
experimental data was used to simulate head impact on the 
rubber foam. The peak acceleration and head injury criterion 
(HIC) were employed to assess the shock-absorbing capability 
of the foam. This study supports the feasibility of using rubber 
foam with honeycomb core construction to improve shock-
absorbing capability. The honeycomb-core structure provided 
an excellent cushioning effect via a lower axial shear stiffness 
of the surface layer and lower transverse shearing stiffness of 
the core. The core’s dimensions were an important parameter 
in determining the shearing stiffness. The analysis suggested 
that the cushioning effect would significantly reduce the peak 
force on the head from a fall and delay the occurrence of the 
peak value during impact, resulting in a marked reduction in 
the peak acceleration and HIC values of the head. 

Keywords — Head Injury, Impact, Protective Surfacing, Fi-
nite Element Analysis 

I. INTRODUCTION  

Playgrounds are a fundamental part of the childhood ex-
perience. Equipment-related injuries, however, are a serious 
problem, with falls the most common cause of accidents [1-
2]. A U.S. Consumer Product Safety Commission study 
found that 79% of equipment-related injuries involved 
playground falls [3]; specifically, 68% involved falls to the 
surface below the equipment. Among these equipment-
related injuries, severe head injuries have the potential for 
serious long-term consequences or even death, with ap-
proximately two-thirds of mortalities involving a head in-
jury [1-3]. To safeguard against falls, the need for protective 
surfacing around playground equipment to provide appro-
priate shock attenuation is generally emphasized. 

Tiles made of rubber composite are widely used as a pro-
tective surfacing against head injury in playgrounds since 
they have good climate resistance and low maintenance costs. 

 
Fig. 1. A solid rubber tile with dimensions of 500 500 45 mm. Micro-

graph at 6.5  magnification shows the sponge-like structure of the matrix. 

In general, these tiles are mainly made from rubber or recy-
cled tires, which have been milled into shreds (length: 5~15 
mm, width: 1~5 mm) or pellets and then mixed with resin to 
make tiles in a hot-press molding process (Fig. 1). Chang [4] 
established an experimental model for assessing the per-
formance of rubber tiles, and showed that the shock-
absorbing capability of tiles depended on the thickness and 
that a thickness less than 60 mm appeared to be insufficient 
for protection against falls from heights of more than 1.6 m.  

The objectives of this research were to establish a finite 
element (FE) model of rubber tile based on shock-absorbing 
tests and to assess the protective performance of rubber  
tile against head injuries under honeycomb-core base con-
struction. 

II. MATERIALS AND METHODS 

A. Finite element model 

The FE model was established according to the stan-
dardlize shock-attenuation test [5-6]. The model consisted 
of three components: 1) the headform; 2) the rubber tile; 
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and 3) the flat anvil. To enhance its shock-absorbing capa-
bility, the rubber tile model consisted of surface and base 
layers. The surface layer was solid with 20-mm thickness, 
and honeycomb-core constructions were employed in the 
base layer with 30-mm thickness. The magnesium alloy 
headform and the concrete anvil were assumed to be rigid 
bodies in the simulation; therefore, only one layer of ele-
ments was built for each structure. The headform and rubber 
tile consisted of eight-node solid elements, while the anvil 
consisted of four-node shell elements. The numbers of ele-
ments for each component were as follows: the rubber tile 
had 17440 elements, the headform had 300, and the anvil 
had 400. Contact elements were placed between the head-
form and the rubber tile, and between the rubber tile and 
anvil. The cross-sectional views of the mesh model are 
shown in Fig. 2. In order to investigate the influence of the 
honeycomb-core construction on head impact, we applied 
the explicit finite element code LS-DYNA for parametric 
analysis. 

To evaluate the dynamic responses of the rubber tile, two 
drop heights of 1.8 m and 2.5 m (impact velocity of 6 m/s 
and 7m/s, respectively) were employed. To reduce the com-
putational time, the headform and rubber tile were placed 
very close to each other at the beginning of the simulation 
analysis. The drop height was produced by assigning an 
initial velocity to the headform. The peak acceleration on 
the headform and the head injury criterion (HIC) [7] were 
calculated to examine the protective performance of the tile 
against head injuries. 

B. Base structures 

The honeycomb-core construction was employed in the 
base layer. The deformation of the plate in a honeycomb-
core construction is caused by transverse shear force and 
can be characterized by the ratio of the diameter of the plate 
to the distance between two opposed plates [6] (Fig. 2). In 
this study, four ratio conditions were established in the 

honeycomb core, the ratio conditions of which were scaled 
by1:3, 1:4, 1:5 and 1:6, respectively, with the latter repre-
senting the largest distance between two plates. To focus on 
the effects of the ratio condition, the diameters of all plates 
were adjusted to 10 mm. 

C. Material model 

A micrograph of the rubber composite shown in Fig. 1 
reveals its sponge-like structure. Analysis of the stress-
strain curves of rubber-composite specimens revealed that 
the material is highly compressible (Fig. 3). Therefore, the 
constitutive model used for the rubber tile in DYNA was 
defined as “low density urethane foam”. This material re-
quired a curve of normal stress against strain to define its 
loading behavior (Fig. 3). 

III. RESULTS 

The peak acceleration and HIC values of the headform at 
the drop height of 1.8 m (impact velocity of 6 m/s) are listed 
in Table 1. Even at this moderate drop height, peak accel-
eration and HIC values for the solid rubber tile with 50-mm 
thickness were up to 239 G and 2263, respectively (Ta-
ble 1). They far exceeded the criteria of general protection 
standards [5,6]: 200 G for peak acceleration and 1000 for 
HIC. In the tile with honeycomb-core construction, when 
the ratio of the diameter of the plate to the distance between 
the two opposed plates increased, both indexes decreased. 
In general, HIC values were more sensitive to the ratio 
variation than the peak accelerations. The maximum varia-
tions of the peak acceleration and HIC values were 23% and 
41%, respectively. At a drop height of 2.5 m (Table 2), both  

 

Fig. 2. Cross-sectional views of finite element mesh, a honeycomb core 
with ratio condition of 1:6. 0.0 0.1 0.2 0.3 0.4 0.5 0.6
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Fig. 3. Stress-strain curves of rubber-composite specimens (50×50×90 mm 
block) at impact velocities of 4.4, 6.2 and 7.6 m/s with impactor masses of 

9.72, 4.86 and 3.24 kg, respectively. 
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Table 1. Peak acceleration (G) and HIC values of the headform at a drop height of 1.8 (impact velocity of 6 m/s) 

 Peak Acceleration H I C 
Ratio*  3:1 4:1 5:1 6:1  3:1 4:1 5:1 6:1 
Solid 239     2263     
Honeycomb  204 185 177 166  1763 1496 1357 1247 

* The ratio of the diameter of the plate to the distance between two opposed plates 

Table 2. Peak acceleration (G) and HIC values of the headform at a drop height of 2.5 m (impact velocity of 7 m/s) 

 Peak Acceleration H I C 
Ratio*  3:1 4:1 5:1 6:1  3:1 4:1 5:1 6:1 
Solid 311     3903     
Honeycomb  269 235 222 204  3105 2180 1623 1334 

 

evaluated indexes had a similar trend to those at the drop 
height of 1.8 m regardless of the ratio conditions. Among 
the ratio conditions, the maximum variations of the peak 
acceleration and HIC values were 32% and 133%, respec-
tively. 

IV. DISCUSSION  

To evaluate the impact-absorbing properties of the protec-
tive surfacing around playground equipment necessary to 
prevent children’s head injuries, standardized shock-
attenuation tests [5,6] have been established in many coun-
tries. In these test procedures, a headform is used to strike the 
surfacing material, and the peak acceleration and HIC of the 
headform are determined. The critical height for a given 
surfacing is determined by peak acceleration and HIC values 
for the headform of less than 200 G and 1000, respectively. If 
a child falls from below this critical height, a life-threatening 
head injury would not be expected to occur. Hence, designers 
wishing to install protective surfacing around playground 
equipment should request the appropriate test data from the 
manufacturer, enabling them to design the installation so that 
the probable maximum fall height of children using the 
equipment does not exceed this critical value. 

When the rubber tile base of 30 mm was replaced by the 
layer of honeycomb-core construction, the same tile thick-
ness provided superior impact absorption in comparison to 
the solid variant (Table 1 and 2). Comparison of the tile 
with honeycomb-core base and solid constructions revealed 
that the maximum variations in peak acceleration and HIC 
values at the drop height of 1.8 m were 44% and 81%, re-
spectively, and at 2.5 m increased to 52% and 193%, re-
spectively. This was attributable to the excellent cushioning 
effect the honeycomb-core layer provided during impact. 
Inspection of the dynamic deformation of the tiles identified 
the following three mechanisms in the tiles with honey-
comb-core constructions which absorbed the impact energy 

in the loading process: 1) the axial bending deformation of 
the surface layer; 2) the transverse bending deformation of 
the plate in the base layer; and 3) the crushing of the plate in 
the base layer. These mechanisms reduced the peak accel-
eration of the headform and delayed the occurrence of the 
peak value (Fig. 4), thus markedly reducing both evaluated 
indexes of the headform. Both peak acceleration and HIC 
values decreased in the honeycomb-core construction as the 
ratio decreased (Table 1). This was attributed to the lower 
axial shear stiffness of the surface layer and lower trans-
verse shearing stiffness of the core in the base layer under 
smaller ratio conditions. This effect considerably reduced 
the critical load, i.e. the force required to yield a bending 
deformation of the plate, and increased the headform dis-
placement during impact (Fig. 5). Local buckling even oc-
curred at interfaces between the surface layers and the plates 
of the honeycomb cores when the ratio conditions were less 
than 1:3. These findings support that when rubber tiles are 
used as a protective surfacing against head injury on play-
grounds, a honeycomb-core construction in the base layer of 
the tile provides better shock-absorbing capability. 
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Fig. 4. Acceleration-time curve of the headform at the drop height of 2.5 m. 
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The peak acceleration and HIC values for the solid rub-
ber tile with 50-mm thickness at the drop height of 1.8 m far 
exceeded the criteria of general protection standards [5,6] 
(Table 1). Hence, Chang [4] suggested a solid rubber tile 
thickness of at least 60 mm for protective surfacing at play-
grounds as the probable maximum fall heights are over 1.6 
m. However, in this study, impact simulation at the drop 
height of 1.8 m showed that peak acceleration values were 
less than 200 G and HIC values exceeded slightly the crite-
rion of 1000 when tiles with 50-mm thickness, 30-mm 
thickness honeycomb-core construction and a ratio condi-
tion less than 1:3 were employed. These findings indicate 
that with a critical height of over 1.8 m it may be possible to 
design a suitable rubber tile with 60-mm thickness. 

 

V. CONCLUSIONS 

A rubber tile with plate-cell construction may be a suit-
able method for enhancing shock-absorption during head 
impact. In this study, the honeycomb-core construction 
provided an excellent cushioning effect due to the lower 

axial shear stiffness of the surface layer and lower trans-
verse shearing stiffness of the core. The core’s dimensions 
were an important parameter in determining the shearing 
stiffness. In our simulations, the cushioning effect reduced 
the peak force to the head and delayed the occurrence of the 
peak value during impact, which markedly reduced the peak 
accelerations and HIC values. 
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Fig. 5. Force-displacement curve of the headform with a honeycomb core 
at the drop height of 2.5 m. 
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Results of Reciprocal Orthosis System with Kinematic Interdependence 
used in Children with Children Cerebral Paralysis and Spinal Patients 

V. Mihnovich, E. Dukendjiev 
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Abstract — The paper is dedicated to the research in recov-
ering the motional skills of patients using reciprocal orthosis 
system with kinematic interdependence, developed according 
to the method of reciprocal control by E. Dukendjiev. The 
reciprocal orthosis system with kinematic interdependence 
defines the picture of movements during a step cycle taking 
into account kinematic interdependence between large joints of 
a human body.  

Keywords — reciprocal, orthosis, spinal, cerebral, paralysis. 

I. INTRODUCTION 

There are neither investigations performed in restoration 
of the movements’ ability in patients with the help of recip-
rocal orthosis systems (ROS) [1] including with kinematics 
interdependence between large lower extremity joints, nor 
certain methodology established for use. Results from long-
term clinical studies are not available. It is necessary to 
develop passive measuring ROS [2], enabling to define an 
image of movements and interaction between all parts of the 
body in a certain time interval of a double step. 

Such investigations enable to set administration and 
methodology for the ROS use, as well as to create more 
complete constructions of the ROS. 

II. METHOD 

For evaluation of the results of using the reciprocal or-
thosis systems with kinematic interdependence (ROSKI), 
including use of the reciprocal electrostimulation of muscles 
(RESM) [3], a regular follow-up (once in two months) of 
the patients using ROSKI at home is carried out in the 
course of one year. A follow-up of 10 patients at the age 
from 1,5 to 10 years old having the following diseases: 
spina bifida, paraparesis, children cerebral paralysis, hydro-
cephalia, multiple inherent maldevelopment, arthrogriposis 
is carried out. 52 biomechanical parameters are registered: 7 
linear and 11 circular antropometric measures, 12 electro-
myographic measurements, and 13 functionality parameters. 
Preliminary analysis of patient’s protocols showed that 
there exist correlation between certain parameters in 72% of 
cases and correlation coefficient is 0,76. Therefore several 

parameters for analysis from different groups were chosen 
(Table 1). Analysis was performed by evaluating the func-
tion of linear regression (Y=b+m*X), where Y – linear 
function, characterizing the change of the present parameter, 
b – value of parameter at the first measurement, but evalua-
tion of chosen parameter changes by the value of coef. m – 
with entrance time interval  (positive value m is evidence 
of improvement according to the present parameter). Char-
acteristics of regression statistics by at each chosen parame-
ter were evaluated: m – coef. corresponding to each inde-
pendent changeable x, s – standard error values for coef. m, 
R2 – determination coef. Patients were divided into groups 
by following parameters: age, the main diagnosis, kind of 
the used ROS (Table 2). 

Table 1. Choosing the follow-up’s parameters for analysis 

Group Follow-ups’ parameters 
Circular anthropometric 

measures 
Circular measure of thigh  

Linear anthropometric 
measures 

Shank length 

Electromyographic 
measurements 

Electrical activity of biceps 
muscle of thigh  

Functionality parameters 
(ability to self-dependent 
movements) 

Standing with support 
Standing at the table  
Walking with support and help 

for leg movement 
Walking with support  
Walking without assistance  

Table 2. The follow-ups’ and characteristics’ results of regressive statistics 
of electrical activity of biceps muscle of thigh 

Patient 1 2 3 4 5 6 7 8 9 10 

0 25 25 25 25 25 25 25 30 25 30 

2 25 30 25 30 25 25 25 30 30 30 

4 30 30 25 30 25 40 30 35 30 30 

6 30 35 30 30 30 45 30 50 30   

8 35 40 30 35 30 50 30 45    

10 50 45 30             Fo
llo

w
-u

p 
pe

ri
od

 in
 

m
on

th
s 

12 45  35             

  m 2,05 1,93 0,80 1,00 0,75 3,50 0,75 2,50 0,75 0,00 
  s 0,42 0,19 0,16 0,29 0,25 0,58 0,25 0,82 0,43 0,00 

  R2 0,83 0,96 0,84 0,80 0,75 0,93 0,75 0,76 0,60 1,00 
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III. RESULTS 

1. More intense development of circular body measures 
(Table 3), characterising the volume of the muscle mass, as 
well as standing function is found in patients from the first 
age group (up to 5 years). 
2. More extensive linear body measures, electrical muscle 
activity that is related to muscle strength as well as signifi-
cant improvement of walking skill learning are significantly 
increased. 
3. Patients using ROSKI with RESM are showing better 
results in walking and electrical muscle activity parameters. 
The best result in comparison with cases without RESM 
was registered also by the average value. 
4. The lowest results within the disease groups were found 
in groups of patients of hydrocephalia and children cerebral 
paralysis.  

IV. DISCUSSION  

1. Antropometric data are showing increased patient body 
growth and total mass of patients. Decreased volume can be 
observed in some cases that is related to significantly in-
creased physical load during exercises. 
2. Significant increase of electrical muscle activity is ob-
served in patients using ROSKI.  
3.  Following functional parameter changes are observed 
within the first and second months: increased muscle tone, 
improved trophics, vision, speech, appetite, that is related to 
verticalisation of the body, increased physical load as well 

as with the fact that the child is aware if new possibilities of 
development. Supportive ability is increased during stand-
ing, skills of leg cyclic movements with ROSKI and without 
it are developing during walking within the time period of 
the second to the forth month. 

V. CONCLUSION 

Treatment by method of Dukendjiev is effective due to 
appearing of new functional condition, opening capabilities 
of faster motoric development of a child. 

REFERENCES  

1. Dukendjiev E. Pa miens cilv ka kust bu reciprok lai vad bai un 
reciprok l  ortožu sist ma visam ermenim. Latvija. Patent Nr. LV 
13100 B.  

2. Michnovich, V. “Passive Exoskeleton Measurement System for Study 
and Correction of  Movements”.  Medical & Biological Engineering 
& Computing. Vol.37, Supplement 1. Tallinn, 1999. 

3. Dukendjiev E, Mihnovich V. New Approach to the Synthesis of 
Orthesis Systems for Spinal Patients. The 11th World Congress of the 
International Society for Prosthetics & OrthoticsAugust 1-6, 2004, 
Hong Kong. 

Author: Viktor Mihnovich 
Institute: Atypical prosthetics laboratory Ltd. 
Street: Pilsonu Street 13/30 
City: Riga LV-1002 
Country: Latvia 
Email: viktor-m@inbox.lv 

   

Table 3. The values of coefficients m for various groups of patients

Age groups ROSKI types The main diagnosis groups 
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Circular measure of thigh  0.234 0.071 0.192 0.113 0.232 0.093 0.118 -0.100 0.175 0.375 
Shank length 0.0921 0.196 0.060 0.196 0.051 0.021 0.0411 0.050 0.050 0.000 
Electrical activity of biceps muscle of 
thigh  1.013 1.664 2.494 0.936 

2.054 
1.929 1.311 1.000 2.500 0.000 

Standing with support  1.676 0.988 1.193 1.294 1.607 1.571 0.591 0.000 2.750 3.750 
Standing at the table  1.250 0.528 0.673 0.879 0.446 1.571 0.200 0.150 1.250 3.750 
Walking with support and help for leg 
movement 0.467 1.103 1.089 0.745 1.375 1.643 0.713 1.250 0.650 0.000 

Walking with support  0.475 0.960 1.120 0.615 0.768 1.643 0.920 0.000 0.650 0.000 
Walking without assistance  0.188 0.221 0.443 0.107 0.000 1.329 0.000 0.000 0.000 0.750 
The average value according to all 
parameters 0.674 0.716 0.908 0.611 0.817 1.225 0.487 0.294 1.003 1.078 
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Colorimetric Plantographic Diagnostics of Foot Pathology on the Footprint 
in Static and Dynamics 

T. Ogurtsova1, E. Dukendjiev1 
1Atypical Prosthesis Laboratory Latvia, Riga, e-mail: apl@stradini.lv 

Abstract — The present paper reveals correlation between 
metrics (interaxial distances etc.) and kinematics (angles and 
dimensional interplacement) parameters of the support-
movement apparatus and the plane foot print. 

Keywords — foot imprints, analysis, walking. 

I. INTRODUCTION 

An effective diagnostics is discussed without high re-
quirements to specific knowledge in the sphere of foot with 
the help of equipment developed by the author 
VIDEOICHNOGRAPH DEOT-1 (glass track on which a 
subject is walking and mobile video cameras connected to 
the computer and printer). 

The objective of work: 
1. To analyze condition of support-movement apparatus 

by foot sprints in dynamics process (during walking), 
including for people with amputation of one of lower 
extremities.  

2. To work out the method for analysis of condition of 
support-movement apparatus by foot sprints in dynam-
ics process. 

3. To reveal correlation between metrics and kinematics 
of support-movement apparatus structure and planar 
foot print. 

II. METHOD 

Three-dimensional supporting device is analyzed accord-
ing to two-dimensional image with the help of space and 
color at the foot contact with the supporting surface while 
walking.   

The plantogram divides the hind foot, midfoot and fore-
foot, it contains beams along which a load is delivered to 
each toe while walking. A peculiar system of axes is created 
and when a foot print is placed therein an abnormality is 
observed.  

The correlation of spaces of separate foot parts in [%] to 
the space of the whole foot is a factor specifying the type of 
abnormality.   

The color of foot skin as the reaction on the load is a fac-
tor which is reflected in a color scale.  

 
Fig.1. Program at work   

The automatic processing of digital pictures is performed 
with the program developed by the author - Image Calcula-
tor (ICALC), which calculates and presents the report in the 
file on the foot space (vertical projection contour) and the 
space of the supporting spot of the foot, as well as the per-
centage correlation of the separate parts of the plantogram.  

III. RESULTS 

The coefficient 2, which specifies the correlation of foot 
parts 

Table 1. 2 = lV1V2/ lV1*V1  = 0,47 ± 0.02  within the norm    

Value 2 Diagnosis 
2 = 0,46  0,48 Norm 
2 > 0,48 Flat foot 
2 <0,46 Hollow foot 

Table 2. (1) Valuation of condition of rear foot part  HC2K 

Value HC2U* Diagnosis 
 HC2K =  5  Norm 
 HC2K  5  Taliped foot 
 HC2K < 5  Flat foot 
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Table 3. (2) Valuation of condition of toes 

Diagnosis 
Angle values = [ ] < [ ]  [ ] 

 1* 5* =  22  Norm   
 1* 2* =  8  Norm Hallux 

valgus 
Spreading 

 1* 3* =  6  Norm Hallux rigidus 
 1* 4* =  5  Norm Hallux rigidus 
 1* 5* =  4  Norm Hallux rigidus 

Table 4. (3) Space of toes in % to the whole foot print 

Diagnosis Value i 
within the 

norm 
Varus 
legs 

Vagus 
legs 

Hallux vgus 
Hallux rgidus 

1= 4.67 % < 1  1 1 
2= 1.31 % < 2 2 < 2 
3= 1.09 % < 3 3 < 3 
4= 0.83 % < 4 4 < 4 
5= 0.79 % < 5 5 < 5 

i= 
F1=8.69% 

 

Table 5.(4) Space of foot and dimensional position of a leg  

Diagnosis Value Fi 
within the 
norm Varus 

legs 
Valgus 
legs 

Hallux 
valgus 

F1=8.69 % <F1 F1 F1 
F2= 37.5 % <F2 F2 <F2 
F3= 23.6 % <F3 F3 <F3 
F4= 31.21 % <F4 F4 <F4 

Table 6. (5)  Footprint spaces in percents 

F1 = 0% 
F2 = 0% 
F3 = 0% 

F4 = 25% 
 25% 

Pes calcaneus 

F1 = 0% 
F2 =22% 
F3 = 0% 
F4 = 0% 

 22%  
Pes equinus  

F1 = 10 % 
F2 = 41% 
F3 = 52% 
F4 = 35% 

 138% 
Pes planus 

F1 = 0% 
F2 = 0% 

F3 = 32% 
F4 =0% 

32% 
Pes ecvinova-

rus 

F1 =8% 
F2 = 40 % 
F3 =30 % 
F4 = 35% 

 113% 
Hallux val-

gus 

F1 =7% 
F2 = 38% 
F3 = 0 % 
F4 = 35% 

 80% 
Pes cavus 

Foot prints which are typical for the most frequently oc-
curred foot abnormities are analyzed.  

IV. DISCUSSION 

Combined deformations are observed more frequently: 
pes cavus-adductus-varus, pes planus-valgus-abductus, pes 
cavus-valgus, pes cavus-transversoplanus. Hallux valgus is 
usually combined with transverse flat foot (pes transverso-
planus); as well as with the presentation of the forefoot 
(hallux varus; metatarsus varus) 

V. CONCLUSIONS  

It is marked, that the aims laid down in work are reached 
completely.  
1. The condition of support – movement apparatus is ana-
lyzed by foot prints in dynamic process (during walking).  
2. The method is developed for the analysis of condition of 
the support – movement apparatus by foot prints in dynamic 
process.  
3. The correlation between the metrics and kinematics of 
structure of support – movement apparatus and plane prints 
of foot is revealed. 

The diagnostics offered excludes the factor of subjectiv-
ity when analyzing foot condition and decreases the time for 
the examination of a patient. 
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Biomechanical Properties of Glutaraldehyde Treated Human Pericadium 
V. Ozolins, I. Ozolanta, L. Smits, A. Lacis, V. Kasyanov 

Riga Stradins University, Riga, Latvia 

Abstract — Autologous pericardium, for repair of congenital 
heart defects, can be used in its fresh non-treated state, or after 
chemical fixation with glutaraldehyde solution as a biomaterial 
for surgical repair of congenital heart anomalies. The aim of this 
experimental study is to investigate changes of biomechanical 
properties and resistance to proteolytic degradation of human 
pericardium, after harvesting with glutaraldehyde solution. 

After taken out of a pericardium from anterior part of peri-
cardial sac at the time of operation it was fixed with 0.2% 
solution of glutaraldehyde for 6 minutes.  

Some glutaraldehyde treated and untreated samples were 
incubated in collagenase solution (100 Uml-1) for 2 hours at 
37 C and proteolytic effect was estimated with gravimetric 
method. For investigation of biomechanical properties uniaxial 
tensile tests were performed with testing machine Zwick-Roell 

Z010. There were set up 18 pieces of fresh human pericardium 
and 11 pieces of glutaraldehyde-treated human pericardium. 

There is difference (p<0.05) of ultimate strain ( max) be-
tween fresh pericardium max=0.119±0.037 and glutaraldehyde 
treated human pericardium max= 0.098±0.015, respectively. 
There is difference (p<0.05) of ultimate stress ( max) between 
non-treated pericardium max=3.14±0.70 MPa and glutaralde-
hyde treated human pericardium max=6.20±1.47 MPa. There 
is difference (p<0.05) of tangential modulus of elasticity (E) 
between non-treated and glutaraldehyde treated human peri-
cardium: 98.67±20.75 MPa and 50.25±16.04 MPa, respectively.  
Gravimetric data demonstrated that glutaraldehyde treatment 
resulted in statistically significant improvement in resistance of 
human pericardium to proteolytic degradation. 

Material became stiffer and stronger after treatment with 
glutaraldehyde solution as well as more resistant to proteolytic 
degradation then non-treated one. 

These biomechanical differences could be explained by 
formation of collagen crosslink after glutaraldehyde treatment. 
We conclude that treating with glutaraldehyde improve the 
application of autologous human pericardium as the plastic 
material for surgical repair of congenital heart anomalies by 
improving its biomechanical properties and increasing resis-
tance to proteolytic degradation. 

Keywords — Autologous pericardium, glutaraldehyde, bio-
mechanical properties, proteolytic degradation, congenital 
heart defect 

I. INTRODUCTION 

Pericardium is commonly used for repair of congenital 
heart defects worldwide for a long time [1]. Autologous 

pericardium is one of the most useful materials for applica-
tion as a patch or baffle [2]. There are wide range of other 
biomaterials used in congenital heart surgery – xenografts, 
homografts, synthetic and tissue engineering [3] patches and 
prosthesis.[4] Pericardium is excellent substitute for the 
atrial and ventricular septa, the aortic and ventricular walls, 
but not for a free atrial wall. The feasibility and the results 
of valvuloplasty with glutaraldehyde-treated autologous 
pericardium remain largely unknown [5],[1],[6]. It has sev-
eral advantages including the fact that it is immediately 
available, sterile, non-imunoreactive and free. Autologous 
pericardium can be used in its fresh state, either pedicled or 
as a free graft, or it can be used as a free graft after fixation 
with glutaraldehyde. Whether fixed or unfixed pericardium 
has the important advantage that there is minimal bleeding 
through suture holes. The import argument for choose of the 
plastic material is influence of pressure. [7],[8] 

Treatment of autologous human pericardium with glu-
taraldehyde at the time of operation is well-known method 
in congenital heart surgery [9],[10],[11], but there are not 
many studies about changes of biomechanical properties of 
human pericardium[12] after tanning with glutaraldehyde. 
There are controversial opinions between surgeons about 
using of chemical harvesting of pericardium. There is evi-
dence-based methodology for bovine [13] and equine peri-
cardium but not for autologous human pericardium.  

Our experimental study was performed in biomechanical 
laboratory with previous experience on small size biomate-
rials. [14] The aim of this experimental study is to deter-
mine differences of biomechanical properties and resistance 
to proteolytic degradation of human pericardium after har-
vesting and treatment with glutaraldehyde. 

II. MATERIALS AND METHODS 

The protocol of the study was approved by ethics com-
mittee on University Children’s Hospital. Experimental 
studies of biomechanical properties was performed on hu-
man autologous pericardium, that was prepared as plastic 
material for closure of various congenital heart defects at 
the time of operation, but not used for various reasons. The 
removal of pericardium and tanning with glutaraldehyde 
was performed according to protocol used in Clinic of Pedi-
atric Cardiology and Cardiac surgery, University Children’s 
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Hospital. After taken out pericardium was fixed with 0.2% 
solution of glutaraldehyde for 6 minutes. Explored pericar-
dium were stored in physiological sodium chloride solution 
at temperature +16 ± 1˚C maximum for 12 hours There 
were set up 18 pieces of fresh human pericardium and 11 
pieces of glutaraldehyde-treated human pericardium for 
examination of biomechanical properties. Ten glutaralde-
hyde treated and untreated samples were incubated in colla-
genase solution (100 Uml-1) for 2 hours at 37 C and prote-
olytic effect was estimated with gravimetric method. All 
samples were prepared with same width - 3.5 mm. Thick-
ness of the samples of pericardium was measured with 
cathetometer KM-6 LOMO, Russia. The precision of meas-
urements is +/- 0.005 mm. 

For investigation of biomechanical properties of human 
pericardium uniaxial tensile tests with computerized testing 
machine Zwick-Roell Z010 and data processing software 

package Testexpert 11.02, Zwick-Roell were used. Experi-
mental data were analyzed with statistical method using 
built in MS Excel statistical function. For pair wise com-
parisons, Student t - tests were used to determine  
significance in differences between group means. Statisti-
cally different pairs were defined as having p < 0.05. 

III. RESULTS 

Experimental data show, that there is statistically signifi-
cant difference (p<0,05) of ultimate strain ( max) between 
fresh pericardium max=0,110±0,037 and glutaraldehyde 
treated human pericardium max= 0,098±0,015. There is 
statistically significant difference (p<0,05) of ultimate stress 
( max) between untanned pericardium max=3,14±0,70Mpa 
and glutaraldehyde treated human pericardium 

max=6,20±1,47Mpa. There is statistically significant differ-
ence (p<0,05) of modulus of elasticity (E)  between un-
tanned and glutaraldehyde treated human pericardium. For 
fresh pericardium E=98.67±20.75 Mpa. For glutaraldehyde 
treated human pericardium E=50.25±16.04 Mpa. There is 
no statistically significant difference (p>0,05) of  thickness 
and cross – section square value between treated and fresh 
samples. Gravimetric data demonstrated that glutaraldehyde 
treatment resulted in statistically significant improvement in 
resistance of human pericardium to proteolytic degradation. 

IV. DISCUSSION 

Using of maximal strain, maximal stress values and 
modulus of elasticity at strain level of 30% is appropriate 
way to determine and describe biomechanical properties of 
biomaterials. This experimental study certainly shows im-
provement of properties of human pericardium after treat-
ment with glutaraldehyde from biomechanical point of view. 
The base of these biomechanical differences we found in 
literature - there is collagen crosslink formation after harvest-
ing thereby is changed extracellular carcass of tissue.[9],[15] 
Influence of different concentration and exposition time of 
glutaraldehyde on human pericardium needs further investi-
gation.[9],[16],[17],[18],[19] Other question is durability of 
implanted patches. Calcification [13],[20] is described in all 
xenotrasplants and possible influence of glutaraldehyde[21] 
is meant. Human autologous pericardium has advantage 
when compared with xenopericardium because of lower rate 
of calcification. One of the most important basic principles of 
surgery for congenital heart disease is that operation should 
be designed to incorporate growth potential. This is still open 
for discussion. From one point of view, the pericardium cells 
are killed by glutaraldehyde and there is no growth potential. 
From other point of view the extracellular matrix is steel 
autologous and can potentially encourage growth. [22] There 
are different methods of detoxification process for glutaral-
dehyde-treated pericardium.[18] 

 

Fig. 1 Comparison of biomechanical properties between untanned and 
glutaraldehyde-treated human pericardium: Curve nr. 1 Fresh human 
pericardium; Curve nr. 2 Glutaraldehyde-treated human pericardium 
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V. CONCLUSIONS  

We conclude that human pericardium becomes harder 
and stronger, and more resistant to proteolytic degradation 
with statistical significance after tanning with glutaralde-
hyde (according to protocol used in Clinic of Pediatric Car-
diology and Cardiac surgery of University Children’s Hos-
pital). These properties improve the application of 
autologous human pericardium as the plastic material in 
closure of congenital heart defects especially when there is 
relevant pressure effect. The treatment of autologous human 
pericardium with glutaraldehyde improves surgical admini-
stration (cutting, penetration with needle, shaping).  The 
treatment of human pericardium with glutaraldehyde in 
congenital heart surgery is advisable from biomechanical 
point of view.  
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Abstract — Biological motion can hardly be imitated, start-
ing from how a person observes and learns motor behaviour. 
We recorded eye movements of 13 female ball games athletes 
and 13 age-matched controls observing videos of unfamiliar 
sports. The athletes are better at alternating between faster 
and slower eye movement modalities. They initially use longer 
but fewer fixations than the non-athletes. 

Keywords — Saccades, Infra-red eye-tracking, Direct 
matching, Karate, iViewX 

I. INTRODUCTION  

We hypothesize that athletes, once sufficiently ac-
quainted with a situation in a sport that they had not prac-
ticed before, will tend to implement the gaze shift patterns 
they use in their field of expertise. To test this hypothesis, 
we invited national level female basketball players to ob-
serve filmed situations in karate.  

Visual skills are generally correlated to a person’s per-
formance in sports. This finding is revealed in a wide range 
of phenomena, ranging from those assessed in a routine 
visual testing [1] to gaze shift recorded by highly special-
ised equipment [2].   

In their experiments, Flanagan and Johansson [3] demon-
strate evidence for the “direct matching hypothesis”. Their 
results witness that visually observed data are indeed 
mapped as motor representations in the observer’s brain. In 
a real sports action the viewer’s vision is involved in the 
task control, partly by monitoring own actions and partly by 
mirroring and predicting the movements of others. In a task 
that involves a motor action, the gaze is shifted to the points 
that are relevant for the procedure instead of the points of 
highest contrast or other remarkable physical features [4]. If 
the above findings are applied to sports, two different neural 
strategies could be implemented if a player aims to intercept 
a ball that he has just noticed or to block a power forward’s 
shot. Likewise, a video where a ball is modelled on a screen 
[5] or fired by a machine [6], and a video with a person 
shooting the ball do not present equivalent information for 
neural processing. Only the cases with visible actors would 
activate any “mirror neurons” that are engaged in predicting 
the goal of action.  

The time that a person looks at a point with suppressed 
eye movements is called a fixation and is related to informa-

tion processing demands, whiles the shift of a person’s 
gaze, or saccade, is related to task and motivation specific 
factors [7]. Unlike in other voluntary movements, the veloc-
ity of rapid eye movements, or saccades, cannot be volun-
tarily controlled. Yet this velocity is correlated to the ampli-
tude of eye movements, the “main sequence” relationship, 
and some factors, such as alertness or fatigue, can alter it 
[8]. Does this eye velocity and amplitude relationship 
change if an observed sports situation gets familiar? 

II. METHODS 

Two groups of female volunteers, 13 athletes and 13 non-
athletes, participated in the research. All participants were 
young adults, the average age of the athlete group was 18.5 
years and that of the non-athletes was 19.8 years. The ath-
letes participated were members of the Latvian National 
level basketball teams and students of the Latvian Academy 
of Sports Education. They were training 3 to 4 hours 4 to 5 
days per week (in total at least 12 hours a week). The ex-
perimental protocol was in accordance with the Declaration 
of Helsinki. The participants joined the research voluntarily 
and provided written informed consent after the procedure 
was explained to them. 

Movements of the right eye were tracked by an iViewX 
Hi-Speed system (SensoMotoric Instruments, Germany). It 
is a video-based setup that calculates the eye position from 
the 1st Purkinje reflection from the cornea and the centroid 
of the pupil image. The data were sampled 240 times per 
second. Saccades and fixations were identified by separate 
algorithms implemented in BeGaze, software provided by 
the eye-trackers' manufacturer. Simultaneously with the 
numerical data of gaze coordinates the eye tracker recorded 
the gaze video at a resolution of 768 by 576 pixels. 

Identical films were demonstrated, every time with dif-
ferent instructions. The film was the karate ‘kata’, or indi-
vidual learned sequence of movements. At first, the partici-
pants were asked to watch the video in order to assess the 
level of the performer (Is he a professional or novice? What 
level competitions could he take part in?). In the second 
task, the participants were asked to memorize the sequence 
of movements to compare to the next film. The third task 
was a ‘change detection’ task – were there any differences, 
compared to the previous film? The particular scene we 
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selected was a fragment of the “kata” named “Unsu” and 
was performed by a young expert who participated in the 
international competitions. In addition, the basketball play-
ers were shown a video of free shots by other female ath-
letes. Their task thus was to guess and indicate if the shot 
will score. This task was devised to provide a reference 
level for the athletes. 

III. RESULTS 

Saccade velocity depends on its amplitude, i.e., the larger 
the gaze shift is, the faster the eyes move. If the saccades 
were made to a target at a defined range of distances, the 
saccade velocities of the participants could be compared 
directly. Since the viewers explored a real action and the 
research intended to record their ‘natural’, unrestricted eye 
movements, a different route of the data processing was 
chosen. The ‘main sequence’ analysis relates the peak ve-
locity of an eye movement to its amplitude over duration, or 
the average speed. Thus in the ‘main sequence’ plot sac-
cades of different amplitudes and peak velocities align to a 
line, the slope of this line is denoted by Q. This linear rela-
tionship is observed for the amplitudes of up to 20 degrees, 
the range where saccades fall in this experiment.  

We obtained the values of the maximum velocities of 
saccades times their duration and plotted them on the Y 
axis, whereas the X axis contained the corresponding sac-
cade amplitudes. These points aligned to lines whose slope 
values, or Q values, and their standard errors were further 
calculated. We computed the ‘main sequence’ slopes for the 
26 participants and calculated the average and the 95% 
confidence intervals for each group in every task (Fig. 1). In 
addition, we report these statistics for a control task, free 

shots in basketball viewed as a reference only by the bas-
ketball players. In watching unfamiliar sport situations, the 
group of athletes can indeed be distinguished from the non-
athletes, based on the eye velocity criteria. The same films 
were shown to the volunteers but with different instructions 
(estimate, memorize, compare) in the three experimental 
tasks (T1 through T3). In the first two tasks, the peak veloc-
ity over the average velocity ratio of the two groups differed 
significantly. Within the confidence intervals, the non-
athletes did not respond significantly different in the first 
three tasks. On the other hand, the eye kinematics of the 
athletes was significantly different in these tasks. By task 
three, the Q values for the athletes have converged to ‘the 
baseline’ or the control situation of the basketball shots 
(‘Control’). 

The first two tasks witnessed to high differences in the 
way eyes were accelerated; moreover, significant differ-
ences in gaze fixations were also found in these cases 
(Fig.2,3). The distribution of fixations did not match the 
normality criteria. This was supported by Kolmogorov-
Smirnov normality test, for the fixation durations of the 
athletes it yielded D=0.099 in Task 1 and D=0.094, Task 2, 
in both cases p<0.01. For the non-athletes we found 
D=0.132 and 0.121 for Tasks 1 and 2 respectively, in both 

 
Fig. 1 Mean values of ‘main sequence’ slopes for the athletes (empty 

squares) and non-athletes (full circles). Bars, 95% confidence intervals 
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p<<0.01. Therefore a non-parametric test was applied to 
compare the distribution of fixations. In the mastery estima-
tion task (No. 1) the group of the athletes made 432 fixa-
tions (median 332 milliseconds), the non-athletes made 483 
fixations (median 265 ms). The fixations were significantly 
different (Mann-Whitney U=122985, p<0.01). In Task 2 
(memorize the sequence of movements) the athletes made 
347 fixations (median value 374 ms) and the non-athletes 
450 (median value 315 ms). The groups were also signifi-
cantly different (U=87915, p=0.02).  

These findings, along with the upper two rows in Fig. 2 
and Fig. 3, substantiate the conclusion that the athletes 
made fewer fixations, but their fixations were longer than 
those of the non-athletes.  

IV. DISCUSSION 

We conclude that the visual system advantages exist in 
athletes when a real situation is viewed. It was not obvious 
from the onset that eye kinematics of the athletes and non-
athletes would form two distinct groups in any task.  It 
could be equally well expected that the 'main sequence' 
lines would form one diffuse family. Since the two groups 

were age and gender matched, we are inclined to assume 
that it is the adjustment of the visual system, rather than 
genetic factors or cognitive strategies, primarily explain for 
the differences between the groups. To answer the posed 
hypothesis, we indeed observed relatively higher eye 
movement velocities when the basketball players first ob-
served the karate scenes. At further exposures, the “main 
sequence” relationship converged to that of watching bas-
ketball shorts and the confidence intervals of the two groups 
overlapped.  

Our findings are in part contrary to the findings of Babu 
and colleagues [9] who found no significant differences in 
the kinematics of saccades between the athletes and non-
athletes. There is no reason to assume that the type of sports 
of the athletes, the racquet sports or basketball, was the 
decisive factor. Possibly here we face a problem that is 
encountered in other types of eye movement research, 
namely, the human visual system tends to behave more 
efficiently on the natural rather than laboratory stimuli [10]. 
The performance advantages of the athletes may not be 
fully revealed in computer-generated abstract forms but 
appear whenever real situations are viewed. We also refer 
back to the “direct matching hypothesis [3]. According to it, 
the participants of our research mapped the observed 
movements of human actors to their motor cortex. The gen-
erated eye movements corresponded to their efforts to pre-
dict or reproduce the observed actions. The participants 
with a better trained kinaesthetic memory did it with sig-
nificantly different saccades and fixations. 

The above reasoning leaves unanswered the question of 
why does the kinematics of the athletes’ eye movements in 
novel sports situations converge to the performance in their 
familiar basketball shots (Fig. 1). We hypothesize that ath-
letes are also better accustomed to distinguish the situations 
that risk a failure and those that do not. An athlete is trained 
to use brief moments of the game to relax and restore per-
formance. A non-familiar sports display, and non-customary 
task of watching videos at a scientific laboratory, could 
initially mobilize the athletes for tougher performance. 
Likewise, a decisive sports situation would cause much 
arousal. On the other hand, recorded basketball video, and 
dance that may not be perceived as ‘a real sport’ by the 
invited athletes, has been classified as ‘non-threatening’ by 
the athletes.  

Comparing Tasks 1 and 2 in Figs. 2 and 3, the athletes 
use a smaller number of fixations that are longer than those 
of the non-athletes. Remarkably, at repeated exposure both 
groups watched the same video with relatively longer fixa-
tions. Thus the extent but not the nature of changes differed 
in both groups. In other words, the quantity and not the 
quality are of importance when an unfamiliar sport scene is 
tackled. No differences in fixations were found in the other 
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3 tasks, even though the last two differed significantly in 
eye kinematics. Furthermore, the unexpected shift in Task 
5, where the non-athletes witnessed to relatively higher eye 
velocities times their duration, was not accompanied by any 
significant changes in the duration of fixations. This is not 
surprising since saccades and fixations are programmed 
independently and saccades alone can be used as a research 
tool [7]. 

A limitation of eye movement research in sports is that 
the fixations mark only the foveal vision. The field of view 
of up to 32 degrees is necessary for an efficient navigation 
if the contrast is sufficiently low. Before getting to fixate 
the target milliseconds before a shot, the player must trav-
erse the playgrounds in a dynamic setting of team-mates 
and opponent players [12] before getting to the critical posi-
tion [13]. The success of navigation determines if the ‘quiet 
eye’ [14] (Vickers, 1996) will be used at all, hence the rat-
ing of a player is determined by the entire course of action. 
Are there as yet incompletely described skills that must 
accompany the ‘quiet eye’ of a successful player? It may be 
further researched what preliminary information of the para-
foveal vision is processed before the player gets to the 
‘ready position’. 
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Abstract — Patients with stroke exhibit a stiff-knee which 
characteristic is that knee flexion diminishes significantly 
during gait, particularly in the swing phase because loss of 
control ability. Ability of knee control is important during gait. 
In this paper we developed a Virtual Reality (VR) rehabilita-
tion system for stroke patients who have a stiff-knee gait dis-
order. Developed VR rehabilitation system is able to measure 
knee joint angle and interact between system and patients 
using a marker-based measurement system composed of a PC 
and an IEEE1394 camera. To validate feasibility of VR system, 
we performed experiment using a treadmill with same speed 
(2.0 km/h) and various target angles (40 degrees, 50 degrees 
and 70 degrees). The purpose, we performed with various 
target angles, is that we ascertain that normal participants 
make a success of task with the abnormal target angle as well 
as the normal target angle. Four healthy male (age from 24 to 
28 years) was recruited for this experiment. And experimental 
task was composed in three stages and we measured average of 
trial numbers for success in each stage. The trial numbers 
gradually decreased with each stage in 50 and 70 degrees. In 
conclusion we ascertained that VR system help with increasing 
control ability of knee joint of the participants at 50 and 70 
degrees. From now on we expected that developed VR gait 
training is possible to use in practical gait training with stroke 
patients. Therefore we will need a clinical test to apply this 
system to stroke patients in hospital. 

Keywords — stiff-knee, gait training, knee angle, virtual re-
ality, rehabilitation 

I. INTRODUCTION  

Knee flexion is very important in gait because knee joint 
participates to the shocking absorption, the stability of low 
limb, and prevention of catching the toe in normal gait 
phase [1]. Stroke patient exhibits stiff-knee which is at 
characteristic gait which is visible frequently from the 
stroke patient with stiffness paralysis gait. Characteristic of 
stiff-knee gait is that knee flexion during swing phase is 
significantly diminished [2][3][4]. 

In cause of stiff-knee gait, energy consumption is in-
creased, and walking speed and step number per minute are 
decreased during walking. Also, stroke patient has fre-
quently falling down. It can cause a wrist fracture, a pelvis 
fracture, the lower limb fracture, and the other body parts. 

Moreover stroke patient has problem of the Activities of 
Daily Living [5]. For overcoming these problems, it is nec-
essary that patient adjusts knee joint as a normal. Therefore 
the training of knee joint adjustment is required for adjust-
ing normal knee angle in gait phase. 

In conventional rehabilitation training, patient trained re-
peatedly by same treatment such as physiotherapy and 
treadmill training. Physiotherapy was used to enhance 
physical strength. And treadmill training was used to train 
patient to walking. The aims of gait rehabilitation training 
are to achieve the normal knee flexion and normal gait pat-
tern. Patient needs a difference training level to achieve the 
aims because maximum knee joint angle of patient is differ-
ent each other. Therefore we required to measure the knee 
angle to apply the appropriated training to patient.  

The conventional rehabilitation training wasn’t able to 
provide training which is to adjust knee angle which is suit-
able in gait because it wasn’t able to measure knee angle in 
real-time. It is important that patient adjust suitable knee 
angle in gait cycle. In normal gait, knee has various angles 
according gait phase, but patient doesn’t adjust knee angle 
because patient has stiff-knee gait. As a consequence, we 
needed a novel rehabilitation training which is able to meas-
ure knee joint angle and to apply interaction in real-time. 

We suggested that Virtual Reality (VR) could be used in 
novel rehabilitation training. Practical advantages of using 
virtual reality for training include safety, time, space, and 
equipment cost efficiency using computed three dimen-
sional (3D) Virtual Environment (VE), and subjective data 
analysis using computed data [6]. Also, VR is able to offer 
interaction, behavioral tracking and feed-back in real-time 
[7]. 

In this study we developed a VR rehabilitation training 
system which is able to measure knee joint angle and to 
interact in real-time. For the real-time interaction we used 
marker based knee angle measurement system. It was able 
to measure knee angle in real-time during swing phase. 
Therefore it induced to adjust knee angle according gait 
phase. The developed rehabilitation training system com-
posed the scenario to performed task which was proper for 
the target of the training for the stiff-knee gait. We had a 
system feasibility experiment whether the developed reha-
bilitation training system will be able to apply it to practical 
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rehabilitation training. Also, we had a clinical test with 
three stroke patients in local rehabilitation hospital. 

II. METHODS 

A. Knee angle measurement system 

The marker based knee angle measurement system com-
posed a Personal Computer (PC), an IEEE1394 camera, and 
IEEE1394a interface card. The knee angle is calculated by 
relation between rotation values of two markers in real-time 
using captured image by IEEE1394 camera (Fig. 1). 

B. Virtual Reality Rehabilitation System 

We created two trees, a background, and three stepping-
stones using A6 Game Studio to apply into VR rehabilita-
tion training system. The developed VR rehabilitation train-
ing system was composed of simple task which was cross-
ing a stepping-stone. The stones putted with difference 
length each target angle to present more efficiency visual 
feed-back. For example length between two stepping-stones 
is short when target angle has a low value. On the other 
hand length between two stepping-stones is long when tar-
get angle has a high value (Fig. 2).  

The red-cross image in VE moved according to knee an-
gle which was measured in real-time. The participants could  

 

Fig. 1 Marker based knee angle measurement system 

Fig. 2 Different length between two stepping-stones 

cross over next stepping-stone when they succeed maintain-
ing target angle during the time of 0.1 seconds. If they made 

target angle of knee angle, the red-cross image changed into 
foot image on the stepping-stone. Subsequently, if they 
maintained target angle during 0.1 seconds on the stone, the 
stepping-stone color changed into the yellow. Subsequently, 
if they dragged the stepping-stone to blue line, they suc-
ceeded a step (Fig. 3). 

C. Feasibility Experiment 

Four normal male (age from 24 to 28 years) was partici-
pated in feasibility experiment. They performed task with 
same speed (2.0 km/h) of treadmill and various target angles 
(40 degree, 50 degree, 70 degree). The speed was estab-
lished by a rehabilitation specialist. It is used in rehabilita-
tion training with patients with hemiplegia being able to 
train using treadmill. In the event each participant per-
formed task 3 times totally without break. 

Experiment procedure was following: 

 1. Attach two markers to left knee of the participants. 
 2. Input information about participants, the region of 

measurement, movement mode, target angle, and suc-
cessful number of times. 

 3. Perform a practice.  
 4. Perform the practical task : The success condition is 

that participants maintain the target angle during 0.17 
seconds. The failure condition is that they don’t main-
tain the target angle during 0.17 second. 

 5. Try repeatedly until successful number will be 30 
times. 

 

Fig. 3 Task procedure ( clockwise from left upper ) 

 

Fig. 4 Experimental Environment 



152 J. Park, J. Ku, S. Cho, D.Y. Kim, I.Y. Kim and S.I. Kim 

_________________________________________   IFMBE Proceedings Vol. 20  ___________________________________________  

We measured the times of trial until participants succeed 
each stepping-stone. We divided each task into three peri-
ods such the first stage which includes from first to tenth 
stone, middle stage which includes from eleventh to twenti-
eth stone, and last stage which includes from twenty first to 
thirtieth stone.  

Participants are asked to answer to the System Feasibility 
Questionnaire. The questionnaire scale was composed four 
items and five scale from 1 to 5 with responses Strongly 
No,” “No,” “Maybe,” “Yes,” and “Strongly Yes.”. 

D. Clinical Experiment 

Three adults with stiff-knee gait disorder, treated at a lo-
cal rehabilitation hospital, were participated in clinical test. 
They performed task with each speed appropriated their 
walking ability. The speed was established by a rehabilita-
tion specialist. They performed one task with totally 25 
stepping-stones with their maximum knee angle. Patients 
are asked to answer to the User Satisfaction Questionnaire 
to evaluate whether the developed system could be used to 
rehabilitation. The questionnaire scale was composed four 

items and five scale from 1 to 5 with responses “Strongly 
No,” “No,” “Maybe,” “Yes,” and “Strongly Yes.”. 

III. RESULTS 

A. Feasibility Experiment 

In this experiment, we determined the feasibility of the 
developed VR rehabilitation training system for knee con-
trol ability. 

This result showed the gait cycles to succeed the first 
stage, middle stage, and last stage in whole task. 50 and 70 
degrees increased and 40 degrees increased between first 
stage and last stage (Fig. 5). 

In the result of questionnaire, the mean score of the 70 
degree was the highest and the 50 degree was the lowest in 
the first item. Also the mean score of the 50 degree was the 
highest and the 40 degree was the lowest in the second item. 
Also the mean score of the 70 degree was the highest and 
the 50 degree was the lowest in the third item. Also the 
mean score of the 70 degree was the highest and the 50 
degree was the lowest in the ‘speed’ item. 

B. Clinical Experiment 

In the result of questionnaire, patients reported that ‘con-
trol difficulty’ was 3, ‘control ability’ was 4, ‘understanding 
of method’ was 5, ‘treadmill speed’ was 2.3, ‘help to gait’ 
was 4, and ‘natural gait pattern’ was 2.  

Table 3 Mean and standard deviation of the Feasibility Questionnaire 
‘Strongly yes’ score is 5 

Table 1 Feasibility Questionnaire 

Item Number Question Keyword 

No. 1 It is difficult to control knee angle at 
the first time after starting walk. control 

No. 2 
In the process of repeating performing, 
I could readjust knee angle to target 
angle. 

trial 
number 

No. 3 I felt that VR task is difficult. task 

No. 4 I thought that speed of treadmill is fast. speed 

Table 2 User Satisfaction Questionnaire 

Item 
Number Question Keyword 

No. 1 It is difficult to control knee angle at the 
first time after starting walk. 

Control 
difficulty 

No. 2 
In the process of repeating performing, I 
could readjust knee angle to target 
angle. 

Control 
ability 

No. 3 I perfectly understand the method of 
going over stepping-stone. 

Understand-
ing of method 

No. 4 I thought that speed of treadmill is fast. Treadmill 
speed 

No. 5 I thought that this system was able to 
improve gait pattern. Help to giat 

No. 6 
I thought that walking with required 
target in this system was approximately 
normal gait pattern. 

Natural gait 
pattern 

 

Fig. 5 Trial times to succeed each period 

 control 
MEAN(SD) 

trial number 
MEAN(SD) 

Task 
MEAN(SD) 

Speed 
MEAN(SD) 

40 degrees 3.31(1.37) 3.00(1.15) 2.75(1.50) 2.00(1.41) 
50 degrees 2.75(0.96) 3.75(0.50) 2.00(0.81) 1.75(0.50) 
70 degrees 4.50(0.58) 3.50(1.00) 3.25(1.50) 2.25(1.26) 
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Table 4 Result of the User Satisfaction Questionnaire 
‘Strongly yes’ score is 5 

 MEAN SD 

Control difficulty  3 0 
Control ability 4 0 

Understanding of method 5 0 
Treadmill speed 2.3 0.6 

Help to gait 4 0 
Natural gait pattern 2 0 

IV. DISCUSSIONG AND CONCLUSION 

We developed VR rehabilitation training system for knee 
adjustment VR technology. Patient was able to perform task 
appropriated his/her maximum knee control ability using 
the developed VR rehabilitation training system..  

Number of gait cycle to succeed each stage in whole 
task, in the system feasibility experiment, we knew that gait 
cycles from first stage to last stage at 50 and 70 degrees 
decreased. Therefore, we could think that the ability of knee 
control was increased by VR knee control training. The 
other side number of walking cycle at 40 degrees increased. 
In other words, there was no training effect of VR knee 
control training. We could explain the reason of this result 
by the system feasibility questionnaire. Score of ‘control 
ability’ of the system feasibility questionnaire was 3.0 point. 
It was the lowest point among the different target angles. It 
meant that the effect of knee control training was normal. 
Therefore, we could expect that the result of performing 
task at 40 degrees was no. The purpose of the developed VR 
rehabilitation training system was increasing the perform-
ance of knee adjustment ability. Therefore, in knee adjust-
ment training, the target angle could be set up such as pre-
sent ability or more. So, we interested in 50 and 70 degrees 
target angle. In conclusion we could expect that the devel-
oped VR rehabilitation training system will be able to be 
used in knee control training with suitable target angle of 
patient’s ability. Therefore, we could expect that the devel-
oped VR rehabilitation training system would improve 
stiffness gait pattern of stroke patient.  

We applied the developed VR rehabilitation training sys-
tem to practical patients in the local rehabilitation hospital 
based on result of the system feasibility experiment. Pa-
tients reported that they were not difficult to adjust knee at 

the first time after starting walking on a treadmill. We could 
expect the reason was because we measured maximum knee 
angle of patients before patients performed treadmill train-
ing. Also, patients reported that it was easy to understand 
the task, and that treadmill speed was not fast because the 
treadmill speed was decided by the rehabilitation specialist. 
The important finding, in this clinical test, was that patients 
reported that developed VR rehabilitation training system 
will be able to improve own gait pattern. This finding 
agreed with our ultimate expected effectiveness. But we 
could not assert that the developed VR rehabilitation train-
ing system would improve gait pattern of stroke patient 
because we just tested 3 patients at once for all. Therefore 
we will need a comparing group study between conven-
tional rehabilitation training and VR rehabilitation training. 
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Abstract — Mitral valvular heart disease is one of the major 
causes of morbidity and mortality all over the world. The optimal 
surgical strategy of treatment of valvular heart disease is repair 
or replacement. There is still ongoing research for optimal valve 
replacement options. Creation of new valve prosthesis is still a 
pressing problem. It is not enough information in publications 
about biomechanical properties of human mitral valve. We 
performed experimental studies of biomechanical properties of 
mitral valves on pathologically unchanged human heart valves, 
taken from 4 cadaveric hearts. Mitral valve construction 
elements were investigated using uniaxial tensile tests. It was 
established that an anterior chordae modulus of elasticity 
(477.28 ±2 4.322 MPa), is greater than the one of anterior and 
posterior leaflet (43.48 ± 15.97 MPa and 6.36 ± 3.15MPa, 
respectively). These results correspond to previously published 
reports. Future valve sample radial direction investigations 
will provide more detailed information about it. 

Keywords — mitral valve, anterior leaflet, posterior leaflet, 
chordae tendineae, modulus of  elastivcity.  

I. INTRODUCTION 

Mitral valvular heart disease is one of the major causes of 
morbidity and mortality all over the world. A common method 
of treatment of valvular heart disease is surgery - repair or 
replacement [1, 2]. Up to now there is no perfect mode of 
surgery. Creation of new valve prosthesis is still a pressing 
problem. In literature it is available to find data about 
biomechanical properties of animal (porcine) native valves [3, 
4] and human pathologicaly changed native valves [5, 6] but 
there are no data about biomechanical properties of different 
elements of normal human mitral valve. In order to create a 
novel artificial mitral valve we need exact information about 
biomechanical properties particulary in pathologicaly 
unchanged human heart valves.  However, there is not enough 
published information regarding this issue. The aim of our 
study is to acquire detailed information about biomechanical 
properties of elements of human mitral valve.  

II. MATERIALS AND METHODS 

Experimental studies of biomechanical properties of 
mitral valves were performed on pathologically unchanged 

human heart valves, taken from 4 cadaveric hearts within 24 
h of death. Donors age ranged from 36 to 44 years. Mitral 
valves were stored in a physiological sodium chloride 
solution at 20ºC. Specimens of cusps were cut in 
circumferential direction 25 mm long and 3.5 mm wide. 
Specimens of chordae tendineae were cut 25 mm long. 
Initial thickness of samples was measured by catheteometer 
MK-6 (LOMO). All mitral valve construction elements 
were investigated using uniaxial tensile tests with material 
testing machine Zwick-Roell BDO-FB0.5TS. Maximum 
stress * (MPa), maximum strain * (%), modulus of 
elasticity E (MPa) were measured. Modulus of elasticity is 
computed as the slope of the linear range of the curve stress 
– strain.  Results were processed by specific software 
(Testexpert 11.02, Zwick-Roell). 

III. RESULTS 

Experimental results are shown in Table 1. Maximum 
stress of anterior mitral leaflet in circumferential direction is 
1.99 ± 0.24 MPa, maximum strain 5.97 ± 1.47 %, modulus 
of elasticity 43.48 ± 15.97 MPa. Maximum stress of 
posterior mitral leaflet in circumferential direction is  
0.25 ± 0.04 MPa, maximum strain 10.7 ± 0.64 %, modulus 
of elasticity 6.36 ± 3.15 MPa. Maximum stress of anterior 
chordae tendineae is 17.25 ± 4.06 MPa, maximum strain 
4.95 ± 1.11 %, modulus of elasticity 477.28 ± 204.32 MPa. 
Ultimate stress of anterior chordae tendineae is higher 
(p<0.05) than ultimate stress of anterior and posterior leaflet 
(17.25 ± 4.06 MPa, 1.99 ± 0.24 MPa and 0.25 ± 0.04 MPa, 
respectevely). Ultimate strain of posterior leaflet is higher 
(p<0.05) than anterior leaflet and chordae tendineae  

Table 1 Main experimental parameters of human mitral valve 

Parameters 
 

Anterior 
Leaflet 

Posterior 
Leaflet 

Chordae 
Tendineae 

Maximum 
stress * (MPa) 1.99±0.24 0.25±0.04 17.25±4.06 

Maximum 
strain 

* (%) 
5.97±1.47 10.7±0.63 4.95±1.11 

Modulus of 
elasticity E 
(MPA) 

43.48±15.97 6.36±3.15 477.28±24.32 
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(10.7 ± 0.64 %, 5.97 ± 1.47 % and 4.95 ± 1.11 %, respect-
ively). Highest modulus of elasticity is for anterior chordae 
tendineae.  

IV. CONCLUSION 

Uniaxil tensile tests have shown that all elements of 
human mitral valve have different mechanical properties. 
Anterior chordae elasticity module is greater than the one of 
anterior and posterior leaflet. These results correspond to 
previously published reports. Future valve sample radial 
direction investigations will provide more detailed 
information about it. 
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Abstract — The paper is targeted to inform on the novel 
techniques and cutting machine for precision surfacing of hip 
joint heads of the new materials developed in Ukraine, like 
artificial sapphire, zirconium ceramics and the titanium alloy 
without vanadium and aluminum in its composition. These 
materials having favorable combination of their biocompati-
bility, toxicity, strength, wear resistance and life time in a 
living organism are used for a manufacture of femoral heads, 
acetabular cups in total hip-joint replacements.  

Today next requirements to hip joint heads are considered 
as enough for successful functioning: sphericity less than 1.0 

m and roughness of the polished surface Ra 0.010...0.020 m. 
However, for instance, anisotropy of properties of sapphire or 
low elastic properties of the titanic alloy essentially hampers 
machining of such products. Therefore, it was required to 
develop techniques and cutting machine for precision surfac-
ing of hip joint heads of the new materials.  

Suggested techniques includes preliminary shaping spheri-
cal surface of sapphire from cubic- or cylindrical-type blanks 
by circular diamond tool which has a feed under some angle to 
the axis of blank. Finish machining has several stages of fine 
grinding and lapping with diamond tools from micro- to nano 
powder. For this purpose special grinding and polishing ma-
chine was especially designed. Such approach provides making 
sapphire hip joint heads with a sphericity 0.4…1.0 m and 
roughness of polished surface Ra 0.006…0.015 m. Surface 
plastic deformation is provided preliminary and finish polish-
ing finally for surfacing of hip joint heads of the new titanium 
alloy. Some aspects of developed techniques and cutting ma-
chine can be used for a manufacture of components of knee-
joint prostheses from these materials. 

Keywords — Sapphire, zirconium ceramics, titanium alloy, 
femoral heads for total hip joint replacements. 

I. INTRODUCTION  

Perfecting of biomaterials is a major factor of advance in 
many fields of medicine, especially in surgery of joints. 
Any material implanted into a living organism is not abso-
lutely bioinert – everyone invokes a response of a living 
tissue. A depth of a layer of the fibrous tissue which is iso-
lating the material from remaining tissues of an organism 
can serve as a measure of bioinactivity. For less bioinert 
materials (for example, stainless steels) depth of a layer of a 

fibrous tissue is the tenth lobes of millimeter and more, 
whereas several molecular layers of such tissue are enough 
for the most bioinert materials (oxide ceramics, sapphire). 
Structural materials used for a manufacture of an implants 
in total hip-joint replacements should have favorable com-
bination of their biocompatibility, toxicity, strength, wear 
resistance and life time in a living organism.  

At last time for a manufacture of femoral heads or 
acetabular cups in hip joint replacements such structural 
materials as artificial sapphire, zirconium ceramics and 
titanium alloy which is not containing chemical elements V 
and Al are developed in Ukraine (Fig. 1).  

Prostheses for total hip joint replacements with metallic-
polymeric coupling "the femoral head – the acetabular cup" 
have demand due to rather low cost. But its basic disadvan-
tage is a toxicity of usual metallic components and a short 
life of the polymeric insert that restricts the term between an 
initial and revision implantation for in 5-10 years in de-
pendence on activity of the patient. New titanium alloy is 
less toxic than, for example, alloy Ti6Al4V. 

a

b 

Fig. 1 A blank of sapphire, hip joint heads from sapphire, zirconium 
ceramics (a) and titanium alloy without V and Al (b). 
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In comparison with metallic implanted materials bioinert 
ceramics is more biocompatible with a living organism and 
exerts smaller influence on immune system. However, a 
bioinactivity of the ceramics reduces because of impurities 
of silicon oxides and alkali metals which result to etching 
borders of grains at the long-lived stay in a living organism. 
Etching borders of grains augments a friction coefficient 
and wear of prosthesis of a joint. In this time sapphire hav-
ing a structure of single crystal loses this disadvantage. 

Today it has showed by novel research that the roughness 
of the polished surface on the hip joint head should be Ra 
0.006…0.010 m, and a maximal deviation from sphericity 
in any measured 16 points of a sphere should not exceed 
0.1-0.3 m. Satisfaction of these values depends on proper-
ties of materials and methods of machining. However, for 
instance, anisotropy of properties of sapphire or low elastic 
properties of the titanic alloy essentially hampers machining 
of such products. 

The paper is targeted to inform on the novel techniques 
and cutting machine for precision surfacing of hip joint 
heads of the new materials developed in Ukraine, like artifi-
cial sapphire, zirconium ceramics and the titanium alloy 
without vanadium and aluminum in its composition.  

II. MATERIALS AND A METHOD OF MANUFACTURE OF 
FEMORAL HEADS FOR HIP JOINT REPLACEMENTS 

A. A novel bioinert materials for bone surgery 

Sapphire heads are made of blanks of especially pure ma-
terial – the crystals of alumina oxide synthesized at tem-
perature >2000 C. Sapphire has the same physical and me-
chanical properties as alumina ceramics. It is the best 
material for manufacture of implants. Etching of boundaries 
of grains in a biomedium does not happen at use of sapphire 
having structure of a single crystal. Therefore as contrasted 
to metal hip joint heads allergic responses of an organism 
are eliminated for sapphire head. However as the single 
crystal sapphire has strongly pronounced anisotropic 
properties. In addition it was required to manufacture sap-
phire hip joint heads from cubic- or cylindrical-type blanks. 
Sapphire hip joint heads are manufactured in Ukraine in 
common by V.N. Bakul Institute for Superhard Materials 
(ISM) and Institute for Single Crystals (ISC) of National 
Academy of Science (NAS) of Ukraine [1].  

On biocompatibility the ceramics based on tetragonal 
zirconium dioxide stabilized by oxides of yttrium or cerium 
is close to alumina ceramics but has higher bending strength 
(up to 1200 GPa) and fracture strength (up to 10 MPa  

–1/2). The new bioinert ceramic material which basis is 
nano crystalline powder ZrO2 is developed for hip joint 

heads at the I.M. Frantsevich Institute for Problems of Ma-
terials Science (IPMS) NAS of Ukraine according to ISO 
13356 [2]. 

As against the titanium alloy Ti6Al4V which is widely 
applicable in the medical practice and contains V and Al 
Prof. S.A. Firstov and associates are designing the titanium 
alloys of system Ti-Si at the IPMS of NAS of Ukraine and 
use alloying elements, completely inert to an organism of 
the person. Corrosion resistance of new alloys is much 
higher than one of alloy Ti6Al4V. Strength of new alloys is 
at a level 700-1100 MPa, plasticity of 9-20 %. 

B. A method of manufacture of hip joint heads for hip joint 
replacements 

The indicated requirements to a spherical surface of hip 
joint heads are satisfied by successive use of two essentially 
different methods of machining: preliminary diamond 
grinding by the tubular tool on a method of "hard axes", and 
finishing diamond lapping surface. For this purpose special 
grinding and polishing machine was especially designed 
(Fig. 2).  

The geometry of space cross of two bodies – the tubular 
tool with a narrow ring face surface and workpiece is in a 
ground of shaping spherical surfaces by the method of "hard 
axes". Both bodies are hardly bound to rotation axis which 
lay in one plane and intersected under some angle. At rota-
tion of these bodies and transition of the tool along its axis 
to workpiece the ridge of the tool cuts a surface which all 
points lay on a circle formed by rotation of the tool in a 
body of a workpiece, and simultaneously same points form 
a body of rotation concerning an axis of a workpiece. 

A precise shaping of spherical surface by diamond lap-
ping is carried out at simultaneous rotation of a workpiece 
and ring lap elastically pressed to it which axis passes 
through rotation axis of a workpiece in center of a formed 
sphere. The hinging of lap ensures loose self-laying of its 
concave surface on a workpiece with contact immediately 
or through an abrasive interlayer. It is not required the 
forced rotation of lap because of an angle disposition of 
rotation axis. Finish machining has several stages of fine 
grinding and lapping with diamond tools from micro- to 
nano powder.  

Process engineering is designed by Prof. O.A. Rozenberg 
and associates at the ISM of NAS of Ukraine for shaping 
high-precision ceramic workpiece of medical assigning and 
sapphire with a control modification of velocity and force 
parameters of diamond lapping. It is based on a solution of 
3-dimentional contact for lapping process of ceramic or 
sapphire workpiece in accordance to interference of 
changed contact geometry, kinematics and dynamic of 
process owing to acting friction and abrasive wear of bod-
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ies. In such conditions leveling of entrance speed of dia-
mond grains in a contact zone is ensured in a case when the 
absolute minimum of sliding speed is between outside and 
interior ridges of lap, and angular speeds of lap and work-
piece coincide (Fig. 3).  

At moving lap along a workpiece with even feed rate 
leveling of entrance speed of diamond grains in a contact 
zone is ensured at square-law association of reduction ratio 

 on angle  of crossing axes of the tool and a workpiece 
with a maximal value near  = 35 . At moving lap along a 
workpiece with variable feed rate, but at stationary reduc-
tion ratio leveling of entrance speed of diamond grains in a 
contact zone is ensured with a modification of feed rate 
under the harmonic law, the close to sine, and with a maxi-
mal value of feed rate near  = 35 , and minimum – near  
= 1  and  = 80 . 

For leveling work removal parameter on a profile of a 
workpiece redistribution of contact pressure is used for 
increasing of the parameter in a necessary direction under 
acting of moment of force created by a hold-down tool [3]. 

kv

, degr.0 20 40 60 800.85

0.95

1.05

1.15

1.25

 
Fig. 3 The graph of association  and kv from angle  at 1 = 104,7 c–1  

and r2/R1 = 0,982:  – ;  – kv. 

Surface plastic deformation is provided preliminary and 
finish polishing finally for surfacing of hip joint heads of 
the new titanium alloy. 

C. The measuring technique of a surface roughness and 
sphericity 

Measuring of linear amplitude parameters Ra, Rz of a 
surface roughness of the heads was carried out by a contact 
method on a device “Talyscan-5M-120”. Measuring of a 
surface roughness of the heads was carried out else by a 
contact method on a device “Talyscan-150” by scanning a 
site of a surface with a size 1,0  1,0 mm or 0,5  0,5 mm, 
filtrations of the shape and consequent calculation of pa-
rameters of grain Sa, Sz and surface isotropy. Thus for de-
tection of influence of anisotropy of sapphire measuring of 
the roughness parameters and surface isotropy was carried 
out both on all the scanned site of a surface, and on separate 
8 its sites with a size 0,25  0,25 mm posed on a circular 
line, for detection of the greatest and least values.  

A deviation from sphericity on hip joint heads is meas-
ured on 3-dimentional measuring machine of modes PMM 
12106 Le tz corporations in 45 points. 

III. RESULTS  

Measuring of a surface roughness of the heads from sap-
phire, zirconium ceramics on a device “Talyscan-5M-120” 
has shown, that it is achieved a level of roughness R  0,006-
0,020 m.  

Outcomes of measuring of a surface roughness of the 
heads from sapphire, zirconium ceramics on a device “Taly-
scan-150” are showed in Table 1. 

a

b 

Fig. 2 Preliminary shaping by grinding (a) and finish lapping sapphire hip 
joint head (b). 
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Table 1 Amplitude roughness parameters and isotropy of surface. 

Sapphire TZP 
Item 

General Max. Min. General

Arithmetic Mean Deviation Sa, m 0.0704 0.0667 0.0497 0.073 
Maximum height of summits Sp, m 0.437 0.365 0.295 0.333 
Maximum height of valleys Sv, m 1.36 0.91 0.907 0.45 
Ten Point Height Sz, m 1.42 0.977 0.978 0.701 
Isotropy, % 1.18 4.39 12.2 0 

 

Fig. 4 Surfaces showing a deviation from sphericity of sapphire heads.  

Showed on Fig. 4 surfaces showing a deviation from 
sphericity of the heads (0,5-1,0 m) illustrate an influence 
of anisotropy of sapphire on its surface geometry. 

IV. DISCUSSION  

The process engineering and diamond tool designed at 
the ISM allow to manufacture hip joint heads from the men-
tioned materials with a deviation from sphericity in limits 
0,5-1,0 m and grain R  0,01-0,02 m. 

V. CONCLUSIONS  

Thus, designed process engineering and diamond tool al-
low implementing the new concept of manufacture individ-
ual sapphire-metal endoprostheses for total hip joint re-
placements [1]. 

On their basis the endoprostheses for total hip joint re-
placements has designed with the sapphire head of height-
ened wear resistance which consists of a metal leg, the sap-
phire head, interlayer between them from extremely-
macromolecular polyethylene and acetabular cup (Fig. 5-6). 

To the present time it is carried out already over 10 suc-
cessful operations of a total hip joint replacement with use 
of endoprostheses with the sapphire head.  

 

Fig. 5 An overview of hip joint endoprosthesis with sapphire head. 

  b 

Fig. 6 X-ray pictures of a patient before operation (a) and after its (b). 

Some aspects of developed techniques and cutting ma-
chine can be used for a manufacture of components of knee-
joint prostheses from these materials. 
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The Artificial Larynx: A Review of Current Technology and a Proposal 
for Future Development 

M.J. Russell1, D.M. Rubin1, B. Wigdorowitz1 and T. Marwala1 
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Abstract — The loss of speech following a laryngectomy pre-
sents substantial challenges, and a number of devices have 
been developed to assist these patients, ranging from the elec-
trolarynx to the unidirectional valve used in Tracheoesophag-
eal speech.  However, all of these devices have concentrated on 
producing the sound from the patient’s vocal tract.  

A brief review of the current state of the artificial larynx 
will be presented, followed by an introduction and system-level 
overview of a new type of artificial larynx currently in the 
early stages of research and development by our group. This 
new device will utilize dynamic measurement of tongue posi-
tion to infer intended speech, and will transmit these signals to 
an electronic unit for near-real-time speech synthesis. The 
dynamic tongue measurement is achieved with the use of an 
existing palatometer and pseudopalate. This device, consisting 
of over 100 contact sensors spread over the palate, detects the 
exact tongue-palate contact pattern in speech. The tongue 
contact positions as a function of time are presented as a 2-D 
time-space plot. A brief summary of the planned future work 
will be given, which will include proposals for traditional im-
age processing techniques amongst others to be used for ex-
traction of information. The extracted features will be fed into 
a suitably designed Artificial Neural Network. By using a 
combination of data from the palatometer and from other 
biological signals it should be possible to infer what the patient 
is saying. Other methods for data presentation, feature extrac-
tion and signal processing will also be considered.  

It is anticipated that the intended speech will be recon-
structed using Artificial Intelligence techniques, and that this 
information will be streamed to a speech-synthesizer. Algo-
rithms will ultimately be developed to achieve a synthesized 
voice pattern as close to the patient’s original sound as possi-
ble. 

Keywords — Artificial Larynx, Electropalatograph, Auto-
matic Speech Recognition 

I. INTRODUCTION  

The ability to communicate vocally is a skill many peo-
ple take for granted. However some people lose their ability 
to talk due to a laryngectomy. A laryngectomy is an opera-
tion in which the larynx (or “voice box”) is removed from a 
patient due to laryngeal, oesophageal or pharyngeal cancer 
[1]. A number of alternatives are available to the patient to 
give them a means to communicate, however none of these 
devices produce natural sounding speech. 

In this paper a brief review of the current types of avail-
able artificial larynxes is given, as well as an introduction to 
a new type of artificial larynx. In section II the anatomy of 
the larynx and the laryngectomy procedure are discussed. 
The current available options for phonation are also re-
viewed. In section III the new artificial larynx is introduced 
and the various aspects of its design are outlined. 

II. THE CURRENT STATE OF THE ARTIFICIAL LARYNX 

A. Details of a Laryngectomy 

The larynx is part of the conducting tube that joins the 
pharynx and the trachea. It has two main functions [2]: 

1. To prevent food or drink from entering the trachea and 
lungs during swallowing 

2. To produce sound 

It is made up of a number of different cartilages and 
muscles which hold the larynx open during breathing and 
which close the laryngeal opening (glottis) during swallow-
ing and in speech. The epiglottis is a spoon-shaped structure 
that aids in closing the glottis during swallowing. The vocal 
folds in the larynx are controlled by muscles and are used in 
sound production [2]. 

A laryngectomy is a procedure used to remove the larynx 
(see Fig. 1). In a laryngectomy, the entire larynx including 
the thyroid and cricoids cartilages is removed [3]. Once this 
has been done the upper part of the trachea is attached to the 
front of the neck to create a permanent opening (the tra-
cheostoma) [4]. The tracheostoma is mainly for breathing 
purposes. The laryngectomy results in the patient being 
totally unable to phonate; this is due to the complete re-
moval of the vocal cords.  

B. Current options for Phonation 

There are multiple ways in which a patient can attempt to 
regain his/her voice. However Oesophageal and Tracheoe-
sophageal speech are the most common with Tracheoe-
sophageal speech fast becoming considered as the gold-
standard in artificial speech production. Some of the com-
mon methods are: 
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1. Electrolaryngeal Speech: This involves the use of an 
electrolarynx, which is a battery-powered transducer 
that directs a buzzing noise into the patient’s vocal tract 
[1]. The sound can be introduced via the neck using a 
handheld device or into the oral cavity using an intra-
oral device. Patients then articulate the sound into 
words using their mouth. Pitch-controllable and vol-
ume-controllable devices are available [4].This form of 
rehabilitation has a short learning time and the ability to 
use the device immediately after the operation. It is also 
readily available and has a low-cost. However, this de-
vice produces a mechanical sound and is dependent on 
batteries and maintenance of the intraoral tubes [5]. 

2. Pneumatic Artificial Laryngeal Speech: This device is 
coupled to the tracheostoma on the patient’s neck. 
When the patient wants to talk, air from the lungs is 
sent into the device which causes a rubber reed to vi-
brate and produce sound. This sound is then directed 
into the patient’s mouth via a plastic tube for modula-
tion [4]. This device has a short learning time and is 
low-cost but it produces a reedy sound and is conspicu-
ous. It also requires maintenance of the intraoral tubes. 
This method is generally seen as obsolete. 

3. Oesophageal Speech: This type of phonation requires 
no external device. The upper part of the patient’s oe-
sophagus serves as an air reservoir. When the patient 
wishes to communicate, this air is ejected from the oe-
sophagus causing the pharyngoesophageal segment to 
vibrate, thus producing sound which the patient can 
modulate using their mouth [4]. This form of artificial 
speech is less conspicuous than the electrolarynx. It also 
requires no batteries, is not mechanical sounding, and is 
not manual. There is a large variation in the success rate 
of this method (14-76% reported success rates [6]) with 
some users abandoning the technique due to heartburn 
and bloating from the swallowed air [7].  

4. Tracheoesophageal Speech: This is currently the most 
popular restorative option. A hole during (primary oe-
sophageal puncture) or after (secondary oesophageal 
puncture) the laryngectomy operation is created be-
tween the trachea and the oesophagus. A unidirectional 
valve is then fitted into the hole that allows air to enter 
the oesophagus from the trachea. When the patient 
wants to phonate, the tracheostoma is blocked and air 
travels from the trachea into the oesophagus. This 
causes vibration and a source of sound that the patient 
can modulate [4].This method has a good success rate 
(95% of patients achieve effective conversational 
speech with 88% achieving good voice quality [8]). 
This method requires manual covering of stoma during 
speech and regular maintenance and replacement of the 
prosthesis. 

Despite the different options above, a significant percent-
age, 7-40%, of patients never regain any form of speech [1]. 

A number of novel artificial larynxes have been proposed 
in recent literature. Research is being done into a new vibra-
tion source for Electrolarynxs by using PZT ceramics [9]. 
By studying the changes in magnetic field during speech, a 
system was developed to detect words from a volunteer that 
wore magnets on the lips, teeth and tongue [10].  

III. A NEW ARTIFICIAL LARYNX DESIGN 

A new artificial larynx is currently being developed by 
the Biomedical Research Group at the University of the 
Witwatersrand, Johannesburg. The new artificial larynx will 
utilize dynamic measurement of tongue position to infer 
intended speech and will transmit these signals to an elec-
tronic unit for near-real-time speech synthesis. The dynamic 
tongue measurement will be achieved with the use of a 
LogoMetrix Electropalatograph system consisting of a pala-
tometer and pseudopalate (LogoMetrix, Arizona). By using 
a combination of data from the palatometer and from other 
biological signals, it will be possible to infer what the pa-
tient is saying 

A. The LogoMetrix Electropalatograph (EPG)  System 

The LogoMetrix system uses a pseudopalate to give dy-
namic, real-time information about tongue-palate contact 
during speech. This data is collected by the pseudopalate 
which has 118 gold touch sensors spread over the palate 
(see Fig. 2). Palate data is sampled at 100Hz. A pseudopal-
ate is custom made for each user’s mouth thus ensuring 
correct fit. 

Tracheostoma 

Trachea 

Oesophagus 

Fig. 1 Basic anatomy after a laryngectomy (Adapted from [2]) 
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B. Data Representation 

Data for 200 common words were recorded using the 
pseudopalate system. The pseudopalate contact patterns 
were then separated from the audio signal. These signals 
were then formed into a 2-D space-time plot using 
MATLAB (see Fig. 3). In this way, the dynamic nature of 
the signals is preserved and standard image processing 
techniques can be applied. 

C. Image Recognition 

Using a variety of image descriptors, unique information 
about the 2-D space-time images will be fed into a multi-
layer perceptron (MLP) neural network. This will be trained 
to associate the various image descriptors with specific 
words in the vocabulary of the system. A HMM (Hidden 
Markov Model) may be used in order to anticipate the 
words and allow for a real-time output of the words. Other 
artificial intelligence and pattern recognition techniques will 
also be considered in the future. 

D. Speech Synthesis 

The outputs from the MLP and HMM will be sent to a 
word synthesizer. Algorithms will be included to achieve a 
synthesized voice pattern as close to the patient’s original 
sound as possible. This will be done by sending other 
physiological signals (such as jaw opening, lip movement 
etc.) to the synthesizer to modulate the output. According to 
[11] the magnitude of jaw-opening corresponds to increas-
ing syllable magnitude and emphasis. In [12] it was shown 
that the fundamental frequency (F0) in vowel production 
decreases as jaw opening increases. Inhalation and exhala-
tion may also be used for timing. This information will all 
be useful in making the tone and quality of the synthesized 
voice as real and lifelike as possible, 

IV. CONCLUSION 

A plan for the development of a novel artificial larynx is 
given and current technology is briefly reviewed. It is hoped 
that this artificial larynx will be developed into a viable 
option for laryngectomy patients. 

Fig. 3 Space-time representation for the words “sentence”, “picture” and “very” 

Fig. 2 a) Screen shot of the Logometrix system showing placement of 
sensors on the LogoMetrix pseudopalate. b) The Logometrix system 

showing the pseudopalate and the palatometer 

a 

b 
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Abstract — To find the possible frequencies induced by the 
vibration of the flexible membrane of the Jellyfish valve, 
power density spectra of the the valvular velocity waveforms 
were carried out. 

Most of the spectral energy was contained in frequencies 
lower than 11 Hz and all spectra exhibited pronounced peaks 
which implied wave motions in the preferred frequency range.  

Two distinct peak frequencies, 1.2 and 2.4 Hz, were 
observed downstream of the Jellyfish valve which qualified as 
the frequencies of fundamental harmony of the waveform 
velocity and one of its sub harmonics.  

Effect of oscillation on elevating turbulent shear stresses 
through the jellyfish and St.Vincent valves has also been 
investigated. Laser Doppler Anemometry (LDA) was employed 
to determine the velocity and shear stress distributions at 
various locations downstream of the valves. Comparison 
between two valves revealed that at 0.5D downstream of the 
valves the magnitude of shear stresses in the Jellyfish valve 
were much higher than those of the St. Vincent valve at 
cardiac outputs of 4, 5.5 and 7 l/min.  

The cause of high shear stresses in close proximity to the 
Jellyfish valve could be attributed to the oscillation of the 
membrane which in turn generated a wake downstream of the 
valve (in the core of valve chamber) and produced a wide 
region of disturbance further downstream. This resulted in 
further pressure drag and consequently, higher pressure drops 
across the valve and higher shear stresses downstream of the 
valve. 

Keywords — Power density spectra, Heart valves, shear 
stresses, oscillation, LDA technique 

I. INTRODUCTION 

Prosthetic heart valves are commonly used for 
replacement of natural valves, in ventricular assist devices 
(VADs) and total artificial hearts (TAHs). In artificial heart 
valves, the problems of haemolysis, platelet destruction, 
thrombus formation, perivalvular leakage, tissue over 
growth and endothelial damages are directly related to the 
fluid dynamic characteristics of flow past artificial heart 
valves ([1], [2], [3]). The presence of the prosthetic valve as 
a stenosis disturbs the blood flow and produces regions of 
high turbulent shear stresses, jetting and flow stagnation 
which, in turn cause pathological problems such as 
haemolysis and thrombosis. Blood cells in the region of 

high shear stresses are exposed to a distribution of shear 
stresses over their entire membrane which causes the blood-
cell membrane to be stretched and cause harmful changes to 
its essential function and eventually rupture the cells. 
Therefore, haematologically, it is highly desirable that a 
valve design shouldn’t produce excessive turbulence, which 
may cause haemolysis ([2], [3], [4], [5]). In this study power 
density spectra of the valvular velocity waveforms were 
carried out and the effect of oscillation on elevating 
turbulent shear stresses and pressure drops through the 
jellyfish and St.Vincent valves has been investigated. Laser 
Doppler Anemometry (LDA) was employed to determine 
the velocity and shear stress distributions at various 
locations downstream of the valves. 

II. METHOD 

Power density spectra of the valvular velocity waveforms 
were carried out. The fast Fourier transform (FFT) was 
implemented by FLOware to calculate spectral estimate of 
the valvular velocity waveforms over the entire cycle to 
produce the power spectra density. 

Mean spectral or power spectral density can be estimated 
as: 
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where S fT ( )  is spectral estimate, S fT ( )  is mean 
spectral estimate or power spectral density, STm is the 
spectral estimate ST  calculated from the mth blocks of 
data, M is the total number of blocks, T is duration of block 
during which N spherical samples occur and ui  is axial 
velocity component of ith particle.  

Two valves, namely Jellyfish and St.Vincent valves were 
selected. Jellyfish valve consist of a thin flexible 
membranous occluder made of Polyurethane and attached 
centrally to a rigid frame which have several spokes to 
protect against prolapse of the membrane.  
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Fig. 1: Diagram of the pulse duplicator used in this study (not in scale), 
 (1) ventricular, aortic and compliance pressure taps; (2) aortic valves;  

(3) mitral chamber; (4) pump piston; (5) adjustable resistance; (6) mitral 
valve; (7) electromagnetic flow meter probe; (8) air releaser and air pump; 

(9) index matching box. 

A blood analogue fluid of water-saline solution was 
contained inside the ventricle chamber and was separated 
from the piston pump by the polymeric flexible ventricle. 
Blood analogue fluid provided a transparent and easy 
handling situation for velocity measurements with Laser 
Doppler Anemometry. In the inlet of the flexible ventricle 
chamber (mitral position) a Björk-Shiley tilting disc valve 
was installed. 

An electromagnetic square-wave flowmeter, which was 
calibrated before measurement, was installed 8D 
downstream of the valve so that the instantaneous flow rates 
could be determined. 

The pressure pulses were measured by three disposable 
and physiological blood pressure transducers in the left 
ventricle, downstream of the aortic valve and in the 
compliance chamber. Flow measurements were done at 
cardiac outputs of 4, 5.5 and 7 l/min.  

A Dantec (Skovlunde, Denmark) two-component LDA 
system was used to determine the flow field at various 
locations downstream of the valve. 

Data was collected in continuous mode over 100 to 200 
cycles, depending on the collected data rate to ensure that at 
least 1000 samples would be collected during every 5 ms of 
the forward flow phase. After collecting data over complete 
cycles, data from each cycle is divided into 168 sample 
windows, each 5 ms duration. Then data belong to nth 
sample window of each cycle was complied into nth bin and 
averaged to yield fluctuating and mean components. Mean 
components over 100 to 200 cycles (depending on data rate 
collection) can be manipulated into one representative cycle 
as follows: 

S
S

nmn

ij
j

m

i

n

11
 

where Sn  is the mean component of nth sample window, 
Si  are the instantaneous components contained within a 
sample window, n is the number of data points in a sample 
window and m is the number of cycles measured.  

All possible sources of error were carefully examined 
and having ensured that all recommendations concerning 
optical component alignment, seeding, filtering, signal 
processing, and calibration were carried out, the estimated 
measurement error of the mean velocity is 3% and that in 
the rms is 7%. 

Diagram of mock circulatory system is shown in figure 1 
and more details of it and LDA technique are given 
somewhere else ([6] and [7]).  

III. RESULTS AND DISCUSSION 

A.  Spectrum analysis 

To find the possible frequencies induced by the 
vibrations of the flexible membrane of the Jellyfish valve, 
power density spectra of the valvular velocity waveforms 
were carried out. The random nature of the LDA prohibits 
sampling at regular and equi-spaced intervals which 
presents additional variability of the spectral estimator. In 
order to reduce this variability, spectral analysis of data was 
performed according to the method of direct Fourier 
transform of short blocks of data by FLOware by 
implementing the re-sampling of the signals for data that 
were not collected in the dead time mode.  

Important and useful information about dominant 
frequency peaks and preferred mode which exist in the flow 
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can be derived from the spectral information. Figures 2 and 
3 show typical energy spectra measured at downstream 
locations of the Jellyfish and St. Vincent valves in the 
regions of stagnation and jetting at cardiac output of  
6.5 l/min. 

Most of the spectral energy was contained in frequencies 
lower than 11 Hz and all spectra exhibited pronounced 
peaks which implied wave motions in the preferred 
frequency range. 

Two distinct peak frequencies, 1.2 and 2.4 Hz, were 
observed downstream of the Jellyfish valve which qualified 
as the frequencies of fundamental harmony of the waveform 
velocity and one of its sub harmonics. 

Another distinct peak, between 3 and 4 Hz, with the 
power of 0.2 was observed at 0.5D of the jellyfish valve 
(figure 2). This frequency peak may qualify as the second 
sub harmonic frequency of the velocity waveform or, 
together with other higher frequency peaks, may qualify as 
the product of the membrane induced vibration peaks. The 
same results were found downstream of the Jellyfish valve 
at the other cardiac outputs. These are not presented here 
due to similarity in the results. 

 

Fig. 3: power density spectra of waveform velocity estimated at 0.5D 
downstream of the St. Vincent valve in the region of Jetting at cardiac 

output of 6.5 l/min under pulsatile flow condition. 

Behind the occluder and in the jetting region of the St. 
Vincent valve, two distinct peak frequencies of the 
fundamental and its sub harmonics of the velocity 
waveform motion were observed (figure 3). A third distinct 
peak frequency, between 3 and 4 Hz, which was observed at 
downstream of the Jellyfish valve did not exist at 
downstream of the St. Vincent valve. This can be described 
in terms of solidarity of the occluder of the St. Vincent 
valve, which does not induce vibration in the flow. 

Comparison between two valves revealed that at 0.5D 
downstream of the valves the magnitude of shear stresses in 
the Jellyfish valve were much higher than those of the St. 
Vincent valve at cardiac outputs of 4, 5.5 and 7 l/min. 
Furthermore, at 3D and 5D downstream of the Jellyfish 
valve the magnitudes of shear stresses reduced dramatically 
to 6 and 1 N/m2 respectively at cardiac output of 7 l/min. At 
3 and 5D downstream of the St. Vincent valve, on the other 
hand, showed maximum shear stresses of the values of 49 
and 17 N/m2 respectively at the same cardiac output  

It is hypothesized that the cause of high shear stresses in 
close proximity to the Jellyfish valve was due to the 
oscillation of the membrane which in turn generated a wake 
downstream of the valve (in the core of valve chamber) and 
produced a wide region of disturbance further downstream. 
This resulted in further pressure drag and consequently, 
higher pressure drops across the valve and higher shear 
stresses downstream of the valve.  

This idea was supported by the results of shear stress 
(table 1) and pressure drop measurements (Figure 4). 
Maximum and mean shear stresses at 0.5D downstream of 
the Jellyfish valve were about twice those of the St. Vincent 
valve and pressure drops across the Jellyfish valve were up 
to 93 % higher than those of the St. Vincent valve under 
steady flow rates between 10 to 26 l/min.  

The effect of oscillation can also be seen from the results 
of turbulence intensities. Maximum and mean turbulent 
intensities 0.5D downstream of the Jellyfish valve were as 
high as 781 and 273 % respectively at cardiac output of 7 
l/min (605 and 212% at cardiac output of 5.5 l/min and 440 
and 145 % at cardiac out put of 4 l/min respectively). At 3D 
downstream of the valve, maximum and mean turbulent 
intensities reduced dramatically to 19 and 8 % respectively 
at cardiac output of 7 l/min. Reduction in turbulence, and 
consequently in shear stress estimation in the 3D and 5D 
downstream measuring planes of the Jellyfish valve, 
indicated that the effect of the membrane oscillation 
decayed beyond 1D at all cardiac outputs. The consequence 
of such a reduction in turbulence was low shear stress 
estimations in these measuring planes (less than 5 N/m2) at 
cardiac output of 7 l/min. 

 

Fig. 2: power density spectra of waveform velocity estimated at 0.5D 
downstream of the Jellyfish valve in the region of Jetting at cardiac output 

of 6.5 l/min under pulsatile flow condition. 
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Table 1: Mean and maximum values of shear stresses, turbulent intensities and r.m.s of axial velocities of the Jellyfish and St. Vincent valves at cardiac 
outputs of 7 l/min  at different downstream locations. 

 Jellyfish valve  St. Vincent valve  
       
Distance, in diameter 
 

0.5D 3D 5D 0.5D 3D 5D 

Max shear stress,  N/m2 
 

155 5 1 88 49 21 

Mean shear stress,  N/m2 
 

62 1 0.3 19.4 18.5 5.5 

Max turbulent intensity, U % 
 

781 19 17.7 118 37.8 33 

Mean turbulent intensity, U % 
 

273 8 6 47 24.5 17 
 

Despite the eccentricity of the flow at downstream of the 
St. Vincent valve, turbulent intensities at close vicinity of 
the St. Vincent valve (0.5D) were much less than those of 
the Jellyfish valve (table 1). This can be attributed to the 
fact that solid occluder of the St. Vincent valve did not 
produce vibration in the downstream flow field which 
consequently resulted in low shear stress estimations. 

At 3 and 5D downstream of the St. Vincent valve, 
eccentricity of flow still existed. This meant that flow 
become a fully developed beyond 5D. Maximum and mean 
turbulent intensities of the values of 33 and 17 % 
respectively were found 5D downstream of the St. Vincent 
valve. These were twice the values found at 5D downstream 
of the Jellyfish valve (17 and 6 %) at cardiac output of 7 
l/min. Such a disturbed flow at 3 and 5D downstream of the 
St. Vincent valve produced maximum shear stresses in the 
range of   21-49 N/m2 (compare to 1-5 N/m2 in The Jellyfish 
valve). A summary of the data are presented in table 1 for 
cardiac outputs of 7 l/min. Similar trends and results were 

found at mid acceleration and deceleration but are not 
presented here due to their similarity with the peak systole 
results. 
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Abstract — The development of a generic platform, which 
can assist patients suffering from a range of motor disabilities 
to perform everyday tasks is described. Methodologies were 
established, whereby the design could be made sufficiently 
flexible, that it could be programmed to suit people with a 
wide variety and with varying severity of motor disabilities, in 
terms of their needs and level of functional impairment. This 
needed to be achieved without redesigning the system for each 
person. Suitable sensors were chosen to detect the residual 
motor function of the disabled individual, while being non-
invasive and safe for use. These sensors were connected to a 
signal selection and conditioning circuit and an analogue-to-
digital converter (ADC). This served as an interface between 
the hardware and a stand-alone software application, devel-
oped to provide all the customisability and functionality for the 
system. The software application allowed the user to customise 
the digital signal processing of the various input signals, as well 
as allowing a user to calibrate the level at which the input from 
a particular sensor, triggered an output response. This helped 
ensure that only voluntary actions resulted in an output re-
sponse. The software also facilitated the user customising the 
output function required. The proof-of-concept was tested by 
setting up the system to allow the user to operate a computer. 
By having volunteers with disabilities test the system, it was 
determined that the assistive platform was, in general, capable 
of satisfying various users’ diverse requirements. 

Keywords — customisable platform, assistive device, dis-
abilities, sensors. 

I. INTRODUCTION  

Physical disability can impose substantial individual and 
family burdens, as well as major economic consequences 
[1]. Physical disability may result in pain, and difficulty 
with motor control and speech. Examples of conditions that 
result in motor disability include cerebral palsy and spinal 
cord injury (SCI), resulting in the loss of central nervous 
system control of motor function. [2]. The range of resulting 
clinical manifestations include, but are not limited to, quad-
riplegia and paraplegia.  

In many cases motor disorders are severely incapacitat-
ing, and the patient may not be able to perform the most 
basic of tasks. There is therefore a need to assist patients 
who suffer from these particular disabilities, in any way 
possible, to help them achieve a better quality of life and 
better social and professional integration.  

The essential objective of this project was to develop a 
device (generic assistive platform) which could be custom-
ised to assist people with a fairly wide range of motor dis-
abilities, to perform common tasks. This needed to be 
achieved without redesigning the system for each person. 
Most importantly the design had to be non-invasive and safe. 

II. DESIGN AND IMPLEMENTATION 

The device design needed to behave as a stand-alone ge-
neric system, which could be adaptable to the end-user's 
requirements. 

A. The Input Stage  

Suitable sensors were chosen for the system on the basis 
that they were capable of detecting the residual motor 
functions of people with a diverse rangeof motor diss-
abilities, for use on the upper extremities of these individu-
als. For this study, the input sensors were restricted to the 
following: 

1. Movement sensors: The Analog Device™ ADXL210 
Dual-Axis Accelerometer [3]. 

2. Touch sensors: The QProx™ QT160D 6-Key Charge-
Transfer QTouch™ Sensor IC [4].  

3. Blink/Wink sensor: The Tash™ Self-Calibrating Audi-
tory Tone Infrared (SCATIR) Switch [5]. 

These sensors were positioned to efficiently detect resid-
ual movements of the subjects. The placement of the sen-
sors, for the purpose of this study, were restricted to sensing 
arm (dual-axis accelerometer) or finger movements (touch 
sensors), head and neck movements (accelerometer) and 
blink/wink and/or eye-brow movements (SCATIR switch).  

B. The Signal Selection and Conditioning Stage 

Signal conditioning and the sampling rate constituted the 
primary hardware concerns for reading the input signals 
from the input sensors mentioned above [6]. The perform-
ance of the analogue to digital conversion (ADC) needed to 
be taken into account when designing the signal condition-
ing unit. This was needed to determine the characteristics of 
the anti-aliasing filter [7]. This particular design utilises a 
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single signal conditioning unit, which provided the analogue 
filtering and anti-aliasing, as well as the amplification of the 
various input signals which were connected to multiple 
input channels. The input stage, coupled with the signal 
selection and conditioning stage are illustrated in Figure 1 
below, following the general scheme of [8]. 

C. The Data Acquisition (DAQ) and Control Stage 

This stage centered on the A/D conversion, which be-
haves as an interface between the software application and 
the analogue signals outputted from the signal conditioning 
unit. This stage also determines the accuracy and predict-
ability of the input signal, required to produce the correct 
output action at a specific time, as illustrated in Figure 2. 
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Fig. 1 Input, signal selection and signal conditioning stages 

 

Fig. 2 The data acquisition (DAQ), DSP and Software Application Stages 

D. The Software Design Stage 

This involved the development of a stand-alone ``Ge-
neric Assistive Software Application'', which would provide 
most of the customisability to the system. The software 
application allows a user to customise the digital signal 
processing of the various input signals, by allowing the user 
to alter the digital filtering/windowing behaviour as well as 
certain timing parameters. The system was calibrated to 
achieve triggering of an output response only when the 
input occurs above a specified peak magnitude within a pre-
defined frequency range. The basic functionality diagram 
for the application is illustrated in Figure 3.  

E. The Output Stage 

The system should be customisable in terms of control-
ling different environments (hardware/software). The device 
had been designed to control the output using the ``Generic 
Assistive Software Application''. To control the hardware 
devices, the user would need to customise the signal type 
and amplitude required to operate these devices. These 
signals may be output in analogue and/or digital form via 
the DAQ card. The output software applications, to be con-
trolled by the system, must be written such that they inter-
face with the generic software application.  

 

Fig. 3 Simplified Functionality Diagram of the Software Application  
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F. The Design Implementation and Functionality Testing 

This formed the final stage of the design. The hardware 
components were implemented on PCB circuits. Testing 
was performed throughout the design process, on the sepa-
rate components constituting the system. The design was 
finally concluded by performing functionality testing and 
validation on the full system, while first ensuring that it is 
non-invasive and safe for use by all prospective subjects.  

III. TESTING AND RESULTS  

A. The Testing Procedure 

A total of 5 volunteers participated in the study and were 
chosen with different classifications and levels of disability, 
as shown in Table 1 below. 

The subjects performed a set of tests, by utilising all or 
some of the input sensors provided and were selected based 
on their suitability for the subjects' retained functions, 
which may have been residual in nature. The volunteers 
were subsequently asked to answer a questionnaire, con-
cerning their assessment of the performance and potential 
usefulness of the system. The only subject information 
recorded was the extent of the volunteers' motor disabilities. 
The topics covered are summarized in Table 2 and are dis-
cussed in more detail in the results section which follows.  

B. Results 

Figure 4 shows the average scores given by the volun-
teers. The questions related to the ease of use, comfort level, 
performance and predictability, and fatigue levels. Figure 5 

shows the various system parameters, which have been used 
to determine the viability of the overall assistive system.  
All scores for both graphs were rated out of 5. 

C. Analysis of Results 

Input Sensor Characteristics 

It is evident from Figure 4, that all the sensors were rela-
tively easy to use, with the dual-axis accelerometer achiev-
ing the highest average score of 4.4. The touch sensors and 
SCATIR switch scored well with mean scores of 4.2 and 3.2 
respectively. The touch sensors and SCATIR switch were 
the most comfortable sensors to use, with mean scores of 
4.4 and 4 respectively. The accelerometer was the least 
comfortable to use, averaging 3.4. From the data in Fig. 4, it 

Table 1 Subject Classification and Level of Lesion 

Subject Disability 
Subject A Quadriplegic – C4/C5 
Subject B Muscular Dystrophy 
Subject C Quadriplegic – C6/C7 
Subject D Cerebral Palsy 
Subject E Quadriplegic – C5/C6 

Table 2  Questions asked during the testing phase 

Input Sensor Characteristics Overall System Characteristics
a) Ease of Use  e) Input Acceptance 
b) Comfort Level experienced f) Customisability 
c) Performance & Predictability g) Repeatability 
d) Fatigue experienced h) Performance 
 i) User Requirements 
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appears that the ease of use and comfort levels show some 
correlation.  

Good to excellent results were scored for the perform-
ance and predictability. The accelerometer and touch sen-
sors scored the highest, with both averaging 4.4 The 
SCATIR switch scoring the lowest averaging 3. Fatigue was 
measured on an inverted scale where the least fatigue was 1 
and the most was 5. Generally low levels of fatigue were 
experienced. The touch sensors scored the best with a per-
fect average of 1, meaning that no fatigue was experienced 
by the users, throughout the duration of testing. The 
SCATIR switch and dual-axis accelerometer also scored 
well, with overall mean scores of 1.4 and 1.6 respectively.    

Comparison of the fatigue with the performance and pre-
dictability levels, suggests that they are correlated. This is 
especially the case with the SCATIR switch, which was the 
least predictable of all the sensors used. In this case, the 
subjects were required to perform winking actions multiple 
times to activate an output response, which increased the 
level of fatigue experienced by the facial muscles. By com-
paring the input sensor parameters, one can determine that 
the touch sensors averaged the best, of all the sensors used. 

The Overall System Characteristics 

Figure 5 demonstrates that the system accepted all or 
most of the input sensors as required, with an overall aver-
age score of 4.8, for “Input acceptance”. “Customisability” 
determines the customisability of the system, in terms of 
providing a specific output for a specific and voluntary 
input. This scored very high, with a mean score of 4.8. A 
good mean score of 4.4 was given for the system repeat-
ability, meaning that the system is capable of repeating 
specific tasks multiple times and with fair accuracy.  

The system performance scored a mean of 4.2. This 
score could be improved by implementing more efficient 
coding methods and by using a less graphics-intensive inter-
face (GUI). The “User Requirements” determined whether 
the system could potentially meet the various users’ specific 
requirements. This scored the lowest of the overall system 
parameters with a mean score of 3.8, as only a few output 
function examples were provided for proof of concept. 

Suggested System and Design Improvements 

More useful technologies, which would better suite the 
requirements of the various users, could include the use of 
an eye-gazing sensor, tracker-ball mouse and a voice activa-
tion system and can be used by a wide variety of disabled 
people; even those suffering with severe motor deficiencies. 

IV. CONCLUSIONS  

The essential research objective was the development of 
a single generic assistive platform, which could accommo-
date various patients suffering from a wide range of motor 
disabilities and fairly diverse requirements. This was estab-
lished by assessing and characterizing a limited set of motor 
disabilities, and thereafter developing the system to maxi-
mize the retained motor function of the disabled individual.   

Methodologies were developed to establish whether the 
design could be made sufficiently flexible to accommodate 
people in terms of their needs and level of motor disability. 
This needed to be achieved without re-designing the system 
for each person. It was concluded that the system was capa-
ble of satisfying a range of users' diverse requirements, 
thereby establishing feasibility for further research. 

ACKNOWLEDGMENT 

I would like to thank all of the volunteers, and Mr. Vin-
cent Gore for his advice and assistance on various issues 
relating to this project. 

REFERENCES  

1. S. J. Church, “Knowing About Disabilities,” in The Student With a 
Physical Disability in the Regular Classroom: A Handbook for the 
Classroom Teacher and School Counsellor, SSTA Research Center 
Report No. 91-05, SSTA Research Center, 1991. 

2. I. Bromely, Tetraplegia and Paraplegia - A Guide for Physiothera-
pists. Edinburgh: Churchill Livingstone, fifth ed., 1998. 

3. “Low Cost ±2g/ ± 10g Dual Axis iMEMS R Accelerometers with 
Digital Output - ADXL202/ADXL210,” at http://www.analog.com. 

4. “QProxTM QT160/QT161 6 Key Charge-Transfer QTouchTM 
Sensor IC,” at http://www.qprox.com. 

5. “SCATIR Switch User Guide,” June 2005 at http://www.tashinc.com. 
6. R. J. Hansman Jr., “Characterisitics of instrumentation,” in The 

Measurement Instrumentation and Sensors Handbook, CRC Press 
LLC, 2000. 

7. R. Jamal and R. Steer, “Filters,” in The Measurement Instrumentation 
and Sensors Handbook, CRC Press LLC, 2000. 

8. P. Horowitz and W. Hill, The Art of Electronics. Trumpington Street, 
Cambridge: Cambridge University Press, second ed., 1997. pp 2-54. 

Address of the corresponding author: 

Author: Franco Senatore 
Institute: School of Electrical & Information Engineering,  
 The University of the Witwatersrand Johannesburg 
Street: Private Bag 3, 2050 
City: Johannesburg 
Country: South Africa 
Email: f.senatore@ee.wits.ac.za 

 
  



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 172–174, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

Usability Evaluation of Three Unilateral – Propelled Wheelchairs 
for Hemiplegic Patients  

K.H. Tsai1, C.Y. Yeh2, H.C. Lo3, L.T. Chang4, J.S. Lee5, C.T. Lee1 
1 Graduate Institute of System Engineering, National University of Tainan, Taiwan, ROC 

2 School of Physical Therapy, Chung Shan Medical University, Taiwan, ROC  
 3 Institute of Biomedical Engineering, National Cheng Kung University, Taiwan, ROC  

  4 Department of Childhood Education and Nursery, Chia Nan University of Pharmacy and Science, Tainan, Taiwan, ROC 
5 Department of Computer Science and information Engineering, National University of Tainan, Taiwan, ROC 

Abstract — Most hemiplegic patients use the unaffected arm 
and leg to propel wheelchair. The asymmetrical forces may cause 
the wheelchair to stray toward the affected side on level surface, 
and even cause danger on a slope. Although a variety of designs 
from mechanical approach have been developed to improve 
propulsion efficiency and reduce injuries, such as hand-lever 
drive and crank propulsion, most of them were just designed for 
users having healthy upper limbs. The purpose of this study was 
to evaluate the usability and the physiological responses of each 
of the two new wheelchairs comparing with a commercial two-
handrim propelled wheelchair at a rehabilitation center. 

Two newly designed wheelchairs (ankle-propelled wheel-
chair (APW), knee-propelled wheelchair (KPW)) were re-
cruited and compared with a commercial two-handrim pro-
pelled wheelchair (TPW). 15 stroke patients were recruited 
from the rehabilitation center of Chung Shan Medical Univer-
sity, Taichung, Taiwan. Subjects propelled the three wheel-
chairs along an oval-shaped pathway and videotape was made 
during test for analysis. The parameters, including total pro-
pelling time, deviation frequencies, deviation percentage, 
physiological cost index (PCI), maximum VO2 (VO2max), and 
rating of perceived exertion (RPE) were measured and com-
pared among the three types of wheelchair.   

The results show that KPW had the best results in terms of 
performance evaluation among the three wheelchairs no mat-
ter in controllability, cardiopulmonary responses, or RPE. 
However, the gear ratio of force transmitting system of KPW 
was fixed, and some patients felt that the propulsion was heavy 
when starting KPW. It was more suitable and comfortable for 
hemiplegic patients to use KPW than to propel TPW and APW. 
If the adjustment of KPW were properly improved, it would be 
a comfortable device for movement for hemiplegic patients. 

Keywords — wheelchair, leg-propulsion, oxygen consump-
tion, stroke, rehabilitation 

I. INTRODUCTION  

A wheelchair is important for people with hemiplegia to 
improve their mobility and avoid accidents during recovery. 
In general, most patients with hemiplegia use only their unaf-
fected arm and leg to propel a wheelchair. To facilitate the 
propulsive pattern, the wheelchair’s leg rest on the patient’s 

unaffected side is usually removed, and the patients are ex-
pected to stamp their unaffected foot on the ground to pro-
duce propulsive force and direct the wheelchair. Asymmetri-
cal forces generated by this arrangement, however, may 
cause the wheelchair to stray toward the affected side on a 
level surface, which may be dangerous on a slope [1]. 

Leg control is another means of wheelchair propulsion. It 
should be more effective to propel a wheelchair with one’s 
legs than with one’s arms, because the leg muscles are 
stronger. Leg propulsion requires less than half the effort of 
arm propulsion for individuals with spinal cord injuries [2]. 
Furthermore, using the legs to propel a wheelchair increases 
the circulation and conditioning of the lower extremities for 
wheelchair users. 

There have been many excellent studies [1, 3-4] evaluat-
ing the performance of manual wheelchairs for patients after 
stroke, but none have provided data on specialized wheel-
chairs for hemiplegia. We recently developed 2 types of 
unilaterally operated wheelchairs that allow patients with 
hemiplegia to move the wheelchair forwards and backwards 
and to make turns, using their unaffected lower legs [5]. The 
purpose of the present study was to evaluate the controlla-
bility and physiological responses of each new wheelchair 
and to compare them with those from a commercial 2-hand-
rim propelled wheelchair. 

II. METHODS 

A. Wheelchairs 

Two-hand-rim propelled wheelchair (TPW). The TPW 
was a commercial wheelchair (Sunrise Medical Inc., Tor-
rance, CA, USA) with 2 hand-rims on the patients’ unaf-
fected side. The patient uses the unaffected hand to propel 
ambilateral wheels by pushing the 2 handrims. 

Ankle-propelled wheelchair (APW). The patient uses the 
unaffected arm to turn the wheel on the unaffected side, and 
uses the unaffected foot to turn the other wheel by stepping 
on a modified footrest with the foot and ankle joint.  
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Knee-propelled wheelchair (KPW). The KPW  uses a 
propulsion lever and a pedal to translate knee flexion and 
extension into wheelchair movement. To use this wheel-
chair the patient places the unaffected leg on the pedal and 
then extends the lower leg. The unaffected hand controls the 
direction of wheelchair by steering a handle module con-
nected to the castors.  

B.  Subjects 

A total of 15 stroke patients (8 men, 7 women, age range 
45–73 years) (Table 1) were recruited from the Subsidiary 
Rehabilitation Center of Chung-Shan Medical University. 
All subjects signed an informed consent approved by the 
medical ethics committee of Chung-Shan Medical Univer-
sity. All the patients had right-side hemiplegia and were 
excluded if they had significant respiratory or muscu-
loskeletal morbidity. 

C. Experimental protocol 

The field test included 2 phases. In phase 1 the patients 
propelled themselves forwards anticlockwise along an oval 
pathway 1 metre wide and 30 m from start to finish. The 
first lap was completed when the patients arrived at the 
starting position. In phase 2, after circumrotating the pa-
tients propelled themselves clockwise on the same pathway 
back to the start position. All patients were instructed to 
propel each wheelchair as fast as they could during the test. 

For the controllability evaluation, a video record was 
made while patients were performing the tasks. Then the 
physical therapists watched the videos at least twice and 
calculated the total propulsion times, deviation frequencies, 
and deviation times for the 3 wheelchairs in the pathway. 
The definition of deviation” was “both the castor and rear 
wheel of one side ran over the pathway boundary”, and the 
“deviation percentage” was defined by dividing the devia-
tion time by the total propulsion time. 

For cardiopulmonary response measurements, before the 
test, the heart rate (HR, beats/min) and oxygen consumption 
(VO2, ml/min/kg) were measured for 2 min as rest HR and 
VO2, respectively. The VO2 in the last 30 sec of the exer-
cise test was measured. The physiological cost index (PCI, 
beats/m) was obtained by subtracting the HR at rest from 
the HR during the last 30 seconds and dividing the result by 
the average speed of the wheelchair [6]. In addition, a rating 
of perceived exertion (RPE) was used to measure subjective 
exertion at the end of each test and to compare the efforts 
during propulsion.  

Statistics Package for the Social Sciences (SPSS, version 
12; SPSS Institute, Chicago, IL, USA) was used for all sta-
tistical analysis. All parameters were compared between the 
3 types of wheelchair using a 1-way ANOVA with repeated 
measures. A Scheffe post hoc test was used to detect statisti-
cally significant differences in the dependent variables 
across the tests. Statistical significance was set at p < 0.05. 

III. RESULTS 

All patients completed the 60-m tasks using the 2-hand-
rim propelled wheelchair TPW, APW and KPW, and none 
reported any adverse reactions to the tasks. It took the pa-
tients significantly less time to propel the KPW than the 
TPW and APW around the test oval (Table 2). That means 
that the KPW was significantly faster than the TPW and 
APW. 

The deviation frequencies of KPW took significantly less 
(p < 0.05) than that of TPW and APW. Regarding deviation 
percentage, all 3 types of wheelchair revealed a higher per-
centage in the same pathway (Table 2). The deviation per-
centage of KPW appeared to be significantly lower than that 
of TPW and APW. The results meant that the APW and 
TPW went over the boundary more easily than the KPW. 

Table 1 Characteristics of the subjects 

Item  
Age (years), mean (SD)  53.0 (9.5) 
Gender (male/female) 12/3 
Height (m), mean (SD)  1.6 (0.05) 
Weight (kg), mean (SD) 68.9 (14.4) 
Side of stroke (right/left)  15/0 
Dominant side (right/left) 15/0 
Onset time (month), mean (SD) 19.3 (9.7) 
Smoking history (yes/no) 1/14 
Wheelchair experience (yes/no)  15/0 

Table 2 Results of controllability and cardiopulmonary response of the 
three types of wheelchair during the field test 

 TPW APW KPW p 
Controllability     
Propulsion time 
(seconds) 

369.1(86.8) 331.0(92.0) 163.2(41.6) 0.00* 

Deviation fre-
quency (beats) 

19.4(5.9) 12.8(4.5) 4.2(1.9) 0.00* 

Deviation percent-
age (%) 

30.9(12.2) 26.0(18.5) 14.2(7.2) 0.06 

Cardiopulmonary 
response 

    

VO2 5.8(2.6) 5.8(1.6) 4.8(1.7) 0.6 
PCI (beat/m) 1.51(0.59) 1.35(0.56) 0.70(0.29) 0.03* 
RPE 15.1(1.7) 14.8(1.6) 10.8 (1.5) 0.00* 
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There were no significant differences in VO2, but the 
mean value of the VO2 of the KPW was the lowest of the 3 
types of wheelchair (Table2). The KPW took significantly 
(p < 0.05) less PCI than the TPW and APW. The level of 
RPE of the KPW was significantly (p < 0.05) less than that 
of the TPW and APW. These results indicated that the KPW 
was significantly easier to control and significantly more 
efficient than the other  

IV. DISCUSSION 

Type TPW. The most severe problem with the TPW was 
that it required more power to propel than our patients after 
stroke were able to provide. Insufficient arm strength may 
be more likely to result in upper extremity injuries in pa-
tients after stroke than in wheelchair users who have more 
strength and who are able to use both arms to propel the 
wheelchair. The second significant weakness of the TPW 
was direction control. The strong points of this wheelchair, 
however, are that it is foldable, portable and easy to get in 
and out of. 

Type APW. The most serious problem with the APW 
was the propulsion skill required. Patients had to use the 
unaffected arm to propel the wheel on that side, and also use 
the unaffected foot to propel the wheel on the other side by 
pedaling a specialized footrest with their foot and ankle 
joint. The advantages of this design were that both the unaf-
fected arm and leg could be used to propel the wheelchair, 
thus providing more power than possible with a TPW. 
However, most patients were unable, even after 3 weeks’ 
training, to master the mode of propulsion sufficiently to 
allow them to operate the APW. Another design weakness 
of the APW was its loss of energy caused by the 4-bar link-
age system on the drive mechanism. This energy loss was 
noticeable for most patients. 

Type KPW. Hemiplegic patients using the KPW moved 
faster than those using the TPW and APW. This indicated 
that it was more efficient to propel the KPW than the TPW 
with only one arm and the APW with the unaffected hand 
and leg. Although both the APW and KPW require legs to 
propel them, the major muscles and joints used during pro-
pulsion are different. Muscles in the lower leg are used for 
the APW; however, muscles in both the lower and upper 
legs are used for the KPW. Furthermore, the controllability 
of the KPW was superior to that of the other 2 wheelchairs 
because the deviation frequency and deviation percentage 
were much lower. It was easier for patients with hemiplegia 
to control the KPW using a steering lever than using the 
unaffected leg and arm to control wheel speeds and direc-

tion adjustment while propelling the APW. On the other 
hand, some details of the KPW should be modified. A vari-
able gear ratio is desirable. The ratio of the pedal and rear 
wheel rotation was fixed, and some patients felt that it took 
too much heavy pedalling to start the KPW. 

V. CONSLUSION 

The KPW gave the best performance evaluation results 
of the 3 wheelchairs tested in the present study. With suit-
able and necessary adjustments, the KPW would be suitable 
for use by patients with hemiplegia. 
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Abstract — The objective of the study is to analyse the effect 
of gait speed on pre- and postoperative gait parameters after 
the implantation of total knee arthroplasty. The second 
objective is to compare the gait pattern of patients with total 
knee arthroplasty to the gait pattern of healthy control 
subjects.  

43 patients with symptomatic unilateral gonarthrosis had 
undergone a total knee arthroplasty with a midvastus surgical 
approach. Gait analysis with various gait speeds took place 
prior to, as well as 6 and 13 weeks after surgical intervention. 
The motion of the knee joint, the spatial-temporal parameters 
of the gait cycle and the vertical ground reaction forces of the 
operated knee are discussed. 

13 weeks after surgery, cadence and gait speed display a 
significant increase. Single support does not change 
significantly 6 weeks after the operation, as a sign of the lasting 
reduction of the physical abilities. A significant increase of 
single support time occurs 13 weeks after the surgical 
intervention. 13 weeks after the total knee arthroplasty, knee 
joint motion in the sagittal plane shows a remarkable 
improvement of maximum flexion at swing phase. The follow-
up shows that the loading rate of the operated side is 
simultaneously reduced after 13 weeks, and could be 
interpreted as a relieving posture. Influence on gait speed 
shows changes in kinetic and kinematic parameters. SF-36 
questionnaire indicates significant improvement in dimension 
of bodily pain after inpatient treatment. The results of the age-
matched control group were not yet achieved 13 weeks after 
the total knee arthroplasty. 

Restrictions of knee joint motion and physical capacity after 
the total knee arthroplasty follow from long-standing relieving 
posture as a result of weakened muscles, shortened sinews and 
ligaments („quadriceps avoided gait“). 

Keywords — gait analysis, total knee arthroplasty, gait 
speed, knee 

I. INTRODUCTION 

The rapid development of knee arthroplasty particularly 
results from so called minimally invasive surgical approaches, 
with less damage to soft tissues and muscles in combination 
with newly developed prosthesis. This makes early functional 
rehabilitation possible for patients after total knee arthro-
plasty. Kinetic, kinematic and spatial-temporal parameters are 

essential in order to characterise gait patterns. Complex gait 
analysis presents itself as a tool to evaluate the rehabilitation 
process after orthopedic surgery. 

In previous studies, patients walked at a self-selected 
walking speed on level ground. Speed-related changes in 
biomechanical parameters of gait have to be considered, 
because most of the biomechanical parameters depend on 
gait speed [1, 2]. The objective of the present study is to 
analyse the effect of gait speed on pre- and postoperative 
gait parameters in patients with total knee arthroplasty. The 
second objective is to compare the gait pattern of the 
patients with the gait pattern of the control group. 

II. MATERIALS AND METHODS 

In the prospective current study 43 patients (62,7 ± 8,1 
years, body mass index 28,9 ± 3,43) with unilateral 
symptomatic gonarthrosis were investigated prior to, as well 
as 6 (6,3 ± 0,6) and 13 (13,2 ± 1,0) weeks after unilateral 
knee arthroplasty (Journey®, Smith & Nephew). The 
inclusion criteria for patient selection were primarily 
osteoarthritis of one knee without painful symptom of 
another joint in the lower limbs and the ability to walk 
without helping devices. The exclusion criteria were 
cardiovascular diseases or illnesses of the nervous system, 
gait influencing diseases or injuries. 

The control group consists of 20 healthy subjects 
matching the age of patients (59,6 ± 6,2 years, body mass 
index 25,6 ± 2,5). The gait data of the reference group were 
collected once. An informed written consent was obtained 
from all patients. 

The first quantitative gait analysis was performed by 
asking the patients to walk at their own natural speed on a 
level walkway. Then the patients walked with different gait 
speeds (70 (slow), 90 (normal) and 110 (fast) steps per 
minute). The frequency was given by a metronome. The 
kinematics of knee were registered with a computerized 
motion analysis system (VICON system, 200 Hz), using 6 
infrared video cameras that recorded the trajectories of the 
passive reflective markers. Ground reaction forces were 
measured with 2 force plates (AMTI, 1000 Hz) which were 
embedded in the walkway. 
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The passive markers were attached on the anterior and 
posterior superior iliac spines, thigh, lateral epicondyle, 
shank, lateral malleolus, heel and the second metatarsal 
head in order to measure the kinematics of knee. The 
marker protocol was based on the Helen-Hayes model. Data 
on knee angle and ground reaction force were 
simultaneously obtained from 10-12 walk trials for each 
limb. SF-36 Health Survey questionnaire for the 
measurement of subjective pain and function was evaluated. 

An analysis of variance (ANOVA) was conducted to 
study the effects of follow-up. Student’s t-test was used to 
find out if patients reach the outcomes of the control group. 
p < 0.05 was considered as significant. 

III. RESULTS 

Before the implantation of the knee prosthesis, 74% of the 
patients were able to walk slowly (70 steps/minute) and 47% 
could walk at normal gait speed (90 steps/minute). 6 weeks 
after the surgery, the gait analysis was accomplished by 77% 
of the patients at slow gait speed and by 58% of patients at 
normal gait speed. 13 weeks after the surgery, all the 
patients could walk at slow gait speed on the walkway 
without problems. 67% of the patients were able to walk at 
90 steps/minute. All healthy subjects and four patients 
(preoperative) were able to walk on the walkway at a 
frequency of 110 steps/minute, defined as the maximum 
frequency in the study (Fig. 1). Because of the small number 
of patients, this frequency is not discussed in this paper. 

In the present paper, the operated side of the knee and the 
reference data are compared at free walking speed. 6 weeks 
after total knee arthroplasty, patients tended to have slower 
velocity (Fig. 2), less cadence, restricted extension in the 
terminal stance phase and flexion in the mid-swing phase of 
the knee joint, diminished ground reaction forces and 
loading- and push-off-rate than before the implantation of 
knee prosthesis, and compared to the normal group. The 

peak values of the vertical ground reaction forces barely 
reached body weight. Patients also demonstrated a shorter 
single support phase of the involved leg. Considering mean-
values 13 weeks after total knee arthroplasty, patients 
improved in every parameter except for mid-stance peak 
flexion. In spite of this, the parameters between operated 
side and reference data differ significantly 6 and 13 weeks 
after the surgery. (Tab.1). 

A. Temporal-spatial parameters 

By analysing the changes of free walking speed and 
cadence in the course of time, it shows that the decisive 
improvement occurs between 6 and 13 weeks (p=0.000, 

2=0.434). Since frequency was controlled by means of a 
metronome, there are no statistical differences between the 
separate measuring times in slow (70 steps/minute) and 
normal (90 steps/minute) gait speed. Single support changes 
significantly in the course of time (p=0.004, 2=0.178). 
Single support does not change significantly 6 weeks after 
the surgery, as a sign of the lasting reduction of the physical 
abilities. The decisive effect occurs between the 6th and the 
13th week after the surgery (p=0.000, 2=0.441) (Tab.2). 

B. Kinematics during gait 

Free-selected gait speed: The range of motion is the only 
parameter which shows significant improvements at all times 
and frequencies. That is not due to an increasing extension in 
terminal stance (not significant), but to distinct knee flexion 
during mid-swing. This parameter shows a significant im-
provement between the 6th and the 13th week (p=0.000, 

2=0.429). Between the preoperative and first postoperative 
gait analysis, there is no statistical significant tendency in 
mid-swing peak flexion. So the main effect obviously results 
from the essential changes between the 6th and 13th week. The 
peak flexion in mid-stance stays statistically unaltered in eve-
ry frequency. This parameter does not change significantly. 
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Table 1 Differences in sagittal plane motion, vertical ground reaction forces (GRF) and temporal-spatial parameters between the patients and the normal 
group in free walking speed (fws) 

  preoperative 6 weeks postoperative 13 weeks postoperative 

Variable normal group patients 
 

p-value patients p-value patients p-value 

Sagittal plane motion (°)        
Mid-stance peak flexion 21.23 ± 5.44 18.43 ± 7.76 n.s. 17.73 ± 6.78 n.s. 18.88 ± 6.12 n.s. 
Terminal stance peak extension 3.62 ± 2.84 9.55 ± 6.78 0.000 10.46 ± 5.94 0.000 10.22 ± 5.13 0.000 
Mid swing peak flexion 64.31 ± 5.72  55.16 ± 10.72 0.001 50.84 ± 9.89 0.000 56.97 ± 7.93 0.001 
Range of motion 60.69 ± 3.89 45.61 ± 11.89 0.000 40.38 ± 11.20 0.000 46.75 ± 9.91 0.000 
Vertical GRF (% BW)        
Weight acceptance peak force 110.79 ± 6.37  101.36 ± 6.46 0.000 99.57 ± 4.94 0.000 101.05 ± 6.18 0.000 
Mid-support force 74.46 ± 6.47  87.07 ± 6.43 0.000 87.55 ± 5.20 0.000 85.28 ± 6.26 0.000 
Push off peak force 112.76 ± 5.47 101.60 ± 3.86 0.000 100.76 ± 4.17 0.000 101.98 ± 3.19 0.000 
Loading rate 8.02 ± 0.99 6.36 ± 1.58 0.000 6.00 ± 1.29 0.000 6.53 ± 1.42 0.000 
Push off rate 7.73 ± 0.93 6.07 ± 0.97 0.000 5.86 ± 1.04 0.000 6.32 ± 0.86 0.000 
Gait speed (m/s) 1.24 ± 0.14 0.96 ± 0.20 0.000 0.89 ± 0.16 0.000 1.00 ± 0.15 0.000 
Cadence (steps/min) 111.64 ± 7.46 98.15 ± 14.55 0.000 92.70 ± 11.72 0.000 99.36 ± 10.74 0.000 
Single support (%) 38.62 ± 0.99  36.28 ± 1.64 0.000 35.47 ± 2.19 0.000 36.67 ± 1.44 0.000 

n.s. not significant 

Table 2 Main effects (time) (Greenhouse-Geisser) and effects at week 6 and 13 in vertical ground reaction force (GRF), knee angle and temporal-spatial 
parameters by various gait speeds (in brackets: effect size: 2) 

 main effect (1-3) effect at week 6 (1-2) effect at week 13 (2-3) 

Variable fws 
n=31 

slow (70) 
n=23 

normal (90)
n=12 fws slow (70) normal (90) fws slow (70) normal (90)

Sagittal plane motion (°)          
Mid-stance peak flexion n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. 
Terminal stance peak extension n.s. n.s. n.s. n.s. n.s. 0.040 (0.331) n.s. n.s. n.s. 
Mid-swing peak flexion 0.011 (0.164) 0.003 (0.129) n.s. n.s. 0.028 (0.110) 0.041 (0.327) 0.000 (0.429) 0.001 (0.229) n.s. 
Range of motion 0.006 (0.188) 0.001 (0.150) 0.032 (0.302) 0.045 (0.131) 0.013 (0.137) 0.016 (0.029) 0.000 (0.522) 0.000 (0.289) 0.029 (0.365)
Vertical GRF (%BW)          
Weight acceptance peak force 
Fz1 n.s. n.s. n.s. 0.038 (0.136) n.s. n.s. n.s. n.s. n.s. 

Mid-support force Fz2 0.017 (0.138) 0.009 (0.204) n.s. n.s. 0.004 (0.314) n.s. 0.001 (0.296) n.s. n.s. 
Push off peak force Fz3 0.048 (0.106) n.s. n.s. n.s. 0.047 (0.168) n.s. 0.004 (0.243) n.s. n.s. 

Loading rate Fz1-tFz n.s. n.s. n.s. n.s. 0.006 (0.298) n.s. 0.027 
(0.153) n.s. n.s. 

Push off rate Fz3-tFz3 n.s. n.s. n.s. n.s. n.s. n.s. 0.042 
(0.131) n.s. n.s. 

Gait speed (m/s) 0.004 (0.181) n.s. n.s. n.s. n.s. n.s. 0.000 (0.434) n.s. n.s. 

Cadence (steps/min) 0.013 (0.140) n.s. n.s. n.s. n.s. n.s. 0.001 
(0.299) n.s. n.s. 

Single support (%) 0.004 (0.178) n.s. n.s. n.s. n.s. n.s. 0.000 
(0.441) n.s. n.s. 

n.s. not significant 

Slow gait speed: Joint motion of knee shows a 
remarkable improvement in knee flexion in mid-swing at a 
frequency of 70 steps/minute between measuring time 1 and 
2 and measuring time 2 and 3. Mid-stance peak flexion 
remains reduced throughout the follow-up examinations. 

Normal gait speed: Peak extension in terminal stance phase 
shows a significant effect (p=0.040, 2=0.331) at normal 
gait speed. Patients extend their knees more in the terminal 
stance phase when walking faster than at a free and slow 
gait speed (Tab. 2). 
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C. Kinetics during gait 

The vertical ground reaction forces were all normalized 
to body weight. 

Free-selected gait speed: Mid-support force and push off 
peak force exhibit a main effect in course of time. The 
decisive effect occurs between the 6th and the 13th week after 
surgery. 6 weeks after the total knee arthroplasty, no 
statistically significant tendencies were determined in 
loading parameters, besides weight acceptance peak force 
(p=0.038, 2=0.136). 

Slow gait speed: Mid-support force shows a main effect 
at slow gait speed (p=0.009, 2=0.136). No main effects 
were determined in weight acceptance peak force, push off 
peak force, push-off-rate and loading rate. However, 
significant differences were found in push off peak force 
and loading rate between 6 and 13 weeks after surgery. 
(p=0.047, 2=0.168, p=0.006, 2=0.298). 

Normal gait speed: 13 weeks after surgery, there is no 
main effect in the course of time and there are no significant 
changes concerning loading parameters between the 
different measuring times (Tab. 2). 

The evaluation of health-survey questionnaire (SF-36) 
shows significant changes (p=0.000) in the dimensions of 
bodily pain (Fig. 3) and physical functioning, as well as 
remarkable effect sizes ( 2=0.353, 2=0.222) throughout the 
period. Already 6 weeks after surgery and inpatient 
treatment a significant improvement could be detected in 
the dimension of bodily pain (p=0.001, 2=0.244). At first, 
the dimension of physical functioning remains unchanged 6 
weeks after total knee arthroplasty. Only after 13 weeks a 
significant change occurs (p=0.001, 2=0.222). 

IV. DISCUSSION 

Finally, the results demonstrate clearly that the change of 
gait parameters is dependent on gait speed. Range of motion 
changes significantly between the different gait analyses 
independent of gait speed. Mid-swing flexion is also not 
affected by the gait speed. However, the single support is 
strongly related to walking speed. 6 and 13 weeks after total 
knee arthroplasty there are still differences in the motion of 
knee joint. The bodily pain is reduced but does not reach the 
level of the control group 13 weeks after surgery. 

The effect of inpatient rehabilitation on reaching a dynamic 
gait pattern is very low, regarding gait parameters 6 weeks 
after total knee arthroplasty. This is often caused by persistent 
swelling and painful knees after surgery. After total knee 

arthroplasty, restrictions in motion of knee joint and poor 
physical capacity follow from long-standing relieving posture 
as a result of weakened extensors, shortened sinews and 
ligaments („quadriceps avoided gait“) [3]. 

V. CONCLUSION 

The study shows the development of free walking speed 
as well as the influence on gait speed by metronome in 
order to compare the gait parameters within the patients. 
Gait speed can significantly influence the biomechanical 
parameters of gait. So gait speed should be considered as a 
part of clinical gait analysis studies, although it is a very 
time-consuming examination. Further gait analysis 26 and 
52 weeks after the operation is planned in order to 
demonstrate the improvement of the gait patterns. 

REFERENCES 

1 Jordan, K, Challis, JH, Newell, KM (2007) Walking speed influences 
on gait cycle variability. Gait & Posture 26: 128-134. 

2 Chiu, MC, Wang, MJ (2007). The effect of gait speed and gender on 
perceived exertion, muscle activity, joint motion of lower extremity, 
ground reaction force and heart rate during normal walking. Gait & 
Posture 25: 385-392. 

3 Pap, G, Machner, A, Awiszus, F (2000) Funktionelle Veränderungen 
des Quadriceps Femoris Muskels bei Patienten mit Varusgonarthrose. 
Z Rheumatol 59: 380-387. 

 
Author:  Regina Ullmann 
Institute: Department of Sports, Institute of Media, Communication 
and Sports 
Street:  Selkestr. 9 
City:  06120 Halle 
Country: Germany 
Email:  regina.ullmann@medizin.uni-halle.de   

 

0

10

20

30

40

50

60

70

80

90

100

preoperative 6 weeks after surgery 13 weeks after
sugery

control group

 

Fig. 3 Results of bodily pain dimension compared to the control group (SF-36) 



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 179–182, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

 
Quantitative Analysis of the Activation Strategies during Freezing 

in Parkinson’s Patients 
A. Accardo1, S. Mezzarobba2, M. Millevoi2 and F. Monti3 

1 Department of Electronics, DEEI, University of Trieste, Trieste, Italy  
2 Laboratory of gait analysis, School of Physiotherapy, University of Trieste, Trieste, Italy 

3 Clinical Neurophysiological Unity, University Hospital Cattinara, Trieste, Italy 

Abstract — Freezing of Gait (FOG) is a symptom usually 
observed in the advanced stage of the Parkinson’s Disease 
(PD). During it the subject suddenly becomes unable to start 
walking or to continue to move forward. Little is known about 
the gait of the subjects presenting FOG. In order to accurately 
analyse the alterations in the muscular activation strategies so 
as to evaluate hypotheses about the ON freezing generation in 
PD, in this paper we describe a system able to quantify the 
electromyographic activity of the distal and proximal muscles 
as well as of the basographic temporal patterns. 

Signals were recorded by using a portable commercial sys-
tem that acquires surface electromyographic (sEMG) bilateral 
data coming from tibialis anterior (TA), gastrocnemius (GS), 
gluteus maximus (GX) and gluteus medius (GM) muscles to-
gether with basographic signals that was used for the identifi-
cation of the four gait phases. The system presents the plot of 
all the signals during gaits just before freezing in order to 
easily analyse the characteristics of the activation patterns. 

To test the system, ten PD patients, presenting FOG in the 
ON phase of the medication cycle, were examined while per-
forming normal walking or subject to freezing. 

Results showed that significantly abnormal timing occurred 
in the TA and GS muscles with overall preserved reciprocity. 
Before freezing, TA and GS swing activities already started 
prematurely during the pre-swing phase. Similar timing al-
terations were present in GX and GM activities with signifi-
cant pattern inversions between omo- and contra-lateral mus-
cles during swing phase. The analysis of these altered patterns, 
highlighted by the realized system, can contribute in the ex-
planation of the muscular activation strategies that produce 
FOG. 

Keywords — Parkinson’s disease, freezing in ON, FOG, gait 
analysis, EMG. 

I. INTRODUCTION  

Patients with Parkinson's disease (PD) often experience 
freezing of gait (FOG) that represents one of the most dis-
abling and least understood symptoms in PD. It is usually 
observed in the advanced stages (Hoehn & Yahr stage  
III-IV, 1967) of the disorder after a mean disease duration 
of at least five years [1-3]. During FOG the subject sud-
denly becomes unable to start walking or to continue to 
move forward [2]. 

FOG can be experienced on turning, in narrow spaces, 
whilst reaching a destination, in stressful situations as well 
as in dual tasking (cognitive load). It is relevant to distin-
guish between the two forms in which the FOG can be ob-
served: the OFF state, the commonest form in which the 
medication effects are low (as it happens at the end of 
medication cycle), and the ON state during which the medi-
cation effects are high. The last condition can appear also 
during early phase of PD. 

Hence, the FOG does not depend only on the dopamine 
level but also on cognitive and sensorial inputs a patient is 
submitted. The FOG and other gait alterations present in PD 
subjects in ON state induce to hypothesize that these phe-
nomena could be due to different alterations at the central 
level of nervous system. Little is known about the gait of 
the subjects presenting FOG and recently it was hypothe-
sized that the dyscontrol of the cadence of walking in freez-
ing could contribute to this symptom [4-7]. 

Moreover, the kinematics analysis of gait pointed out that 
the steps of PD patients with FOG present, during their 
‘normal’ walk, alterations that are common for all PD sub-
jects: reduced velocity and step width, altered anticipatory 
corrections both laterally and antero-posteriorly [4, 8]. 

In order to evaluate hypotheses about the ON freezing 
generation in PD, in this paper we describe a system able to 
quantify the electromyographic activity of the distal and 
proximal muscles just before freezing as well as of the ba-
sographic and trunk accelerometric temporal patterns. The 
system can help in the analysis of the alterations in the mus-
cular activation strategies that could produce FOG. 

II. MATERIALS AND METHODS 

Signals are recorded by using a portable commercial sys-
tem (PortiLab2®, TMSi) that acquires and transmits (via 
bluetooth) eight surface electromyographic (sEMG) bilat-
eral data coming from tibialis anterior (TA), gastrocnemius 
(GS), gluteus maximus (GX) and gluteus medius (GM) 
muscles together with six basographic (footswitches) and 
three accelerometric (3D sensor) signals. 
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Fig.1 Example of sEMG envelopes sequence for left and right sides in a Normal subject. From top to bottom: gait phases, extracted from the basographic 
response, for right side (lowest level=stance, low level=heel-strike, high level=toe-off, highest level=swing); sEMG envelope of the right TA (red),  

GS (blue), GX (magenta) and GM (cyan) muscles; gait phases for left side; sEMG envelope of the left TA (red), GS (blue), GX (magenta) and  
GM (cyan) muscles. 

The system samples all the signals at 1024 Hz and an ad-
hoc software (written in MATLAB®) digitally filters 
(bandpass: 10Hz-500Hz) each sEMG signal, then rectifies 
and smoothes in order to obtain the sEMG envelopes. The 
sEMG signals can be also expressed as a percentage of the 
gait cycle. The four gait phases (heel-strike, mid-foot, toe-
off and swing) are identified from the combination of the 
three basographic signals. The sEMG signals are then syn-
chronized with gait phases and the characteristics of the 
patterns (sEMGs, gait phases and accelerometric signals) 
during gaits just before freezing are visualized and easily 
analysed (Fig. 2). Moreover, sEMG peaks are determined 
using a preset threshold and, if necessary, corrected after 
visual inspection. The same system is also used to analyse 
the gait of normal subjects (Fig. 1) in order to compare the 
step of PD patients and to point out the alterations present 
during walking. 

To test the system, some normal subjects as well as ten 
patients presenting a mean Unified Parkinson Disease Rat-
ing Scale (UPDRS) score of 15,4 (SD 5.9) and a mean 
FOGQ of 14.3 (SD 4.09), in the ON phase of the medication 

cycle, were recruited. They performed several trials of nor-
mal walking and PD patients were also exposed to freezing-
provoking circumstances. 

III. RESULTS 

Fig.1 shows an example of the regular patterns present in 
a normal subject for all the sEMG envelope signals re-
corded during walking. The gait phases for both right and 
left sides follow the expected sequence and the sEMG enve-
lopes show the correct number of peaks and timing. 

Fig. 2 shows an example of the gait signals of a PD pa-
tient immediately before a freezing phenomenon. 

The arrows, in Fig.2, indicate the progressive anticipation 
of the TA activation that immediately precedes the freezing. 
The example shows that significantly abnormal timing oc-
curred in the TA and GS muscles with overall preserved 
reciprocity. Before freezing, TA and GS swing activities 
already start prematurely during the pre-swing phase. 
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Fig.2 Example of sEMG envelopes for left and right sides in a Parkinson’s patient. From top to bottom: gait phases for right side (lowest level=stance, low 
level= heel-strike, high level=toe-off, highest level=swing); sEMG envelope of the right TA (red), GS (blue), GX (magenta) and GM (cyan) muscles; gait 

phases for left side; sEMG envelope of the left TA (red), GS (blue), GX (magenta) and GM (cyan) muscles. Each step is numbered progressively and sepa-
rately for the right and left side. The arrows indicate the progressive anticipation of the TA activation that immediately precedes the freezing (starting after 

the step #13 of the right side) 

Similar timing alterations are present in all the examined 
PD patients that also presented GX and GM activities with 
significant pattern inversions between omo- and contra-
lateral muscles during swing phase. The premature pattern, 
present also at the proximal level, could contribute to insuf-
ficient forward progression, progressively prevent the ad-
vancing of the contra-lateral limb. 

Moreover, this pattern of altered activation is mainly pre-
sent on the side more compromised by PD, that is also the 
side where freezing starts. 

IV. DISCUSSION 

The results obtained by using the system show that PD 
subjects with FOG have a continuous gait disturbance. The 
ability to regulate the stride-to-stride variations in gait tim-
ing and to maintain a stable walking rhythm is markedly 
impaired in subjects with FOG suggesting that the inability 
to control temporal co-ordination of muscles in lower limb 
and cadence might play an important role in this debilitating 

phenomenon. These outcomes confirm previous reported 
hypothesis [4] supported by basographic data alone, corre-
lating the stride-to-stride variability also with sEMG data 
(in particular those coming from the proximal muscles in 
lower limb) and freezing episodes. 

Furthermore, these findings also support the hypothesis 
that the freezing in ON is not a sudden phenomenon, as it 
could seem to the clinical observation, but rather it is com-
patible to a progressive disorganization in the gait planning, 
not clinically evident, that can be initially compensate by 
the adaptation of the motor control. 

In conclusion, the possibility, allowed by the realized 
system, to investigate the specific strategies of altered mus-
cular activation patterns producing the freezing in ON dem-
onstrates the utility of this instrument. The quantitative 
analysis of the precise activation timing can permit a more 
correct characterization of the alterations present in the gait 
of a specific subject and consequently a more considered 
decision of the best rehabilitative intervention to be carried 
out. Finally, the system can be also used for verifying the 
efficacy of the rehabilitation treatment. 
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Precise Positioning of Electrodes at Transesophageal Atrial Stimulation 
Using Multichannel Transesophageal Pacemaker and Lead  

A. Anier1, J. Kaik1 and K. Meigas1 
1 Technomedicum of Tallinn University of Technology, Tallinn, Estonia 

Abstract — To evaluate the dependence of pacing threshold 
current from electrode position a special study in 15 patients 
was performed. Computer controlled switch was used to select 
different active electrodes out of 9-channel pacing lead. Our 
results show that optimal mean position of esophageal lead is 1 
cm distal to the maximal unipolar atrial electrogram registra-
tion point. Removement of lead position in the proximal direc-
tion is accompanied with significant elevation of pacing 
threshold, the same is noticed if the anode is placed in the 
distal direction for more than 2 cm from maximal atrial elec-
trogram location. In 8 patinets out of 15 individual optimal 
position differs from mean position. Precise positioning of 
pacing lead according to individual optimum allowed reduc-
tion of pacing current threshold 20% in average over standard 
bipolar transesophageal method at approximately 50% of 
patients. 

Keywords — transesophageal pacing, threshold current 

I. INTRODUCTION  

Transesophageal atrial stimulation (TAS) is widely used 
in evaluation and treatment of supraventricular (SV) ar-
rhythmias. It can yield important information in most situa-
tions where invasive atrial stimulation is usually done, but is 
safe, rapid, inexpensive and can often be performed in an 
outpatient setting.  TAS can initiate and terminate SV 
tachycardias [1, 2] and atrial flutter [3], and predict the risk 
of potentially lethal SV arrhythmias in asymptomatic WPW 
syndrome patients [4].  

TAS is feasible because of the proximity between the 
esophagus and the posterior wall of the left atria – the dis-
tance (approximately 5-6 mm) remains constant in patients 
with age and weight differences [5]. Atrial capture can be 
obtained in more than 95% of patients. Pacing usually pro-
duces certain thorax discomfort, mainly burning chest sen-
sation, that most patients tolerate, but nevertheless minimiz-
ing of pacing threshold is highly desirable and 
corresponding studies have been performed from the very 
early years of invention of this method [6]. Widely studied 
methods of reducing the stimulus current include finding the 
optimal position for the pacing electrode, the patient [7, 8] 
and the geometrical modification of the electrode.  

In this paper we propose a multichannel transesophageal 
pacemaker and a method utilising it to reduce pacing cur-
rent threshold and patient discomfort. 

II. MATERIALS AND METHODS 

A. Multichannel transesophageal pacemaker 

The main components of the laboratory device (Fig. 1) 
are a transesophageal catheter with multiple electrodes; 
programmable commutator controlled by programmator, 
which allows each electrode or combinations of electrodes 
to be connected to a current pulse generator. The current 
pulse generator has interfaces to specify pulse current and 
length. The main principles of the laboratory device are 
protected under useful model no. EE 00542 U1. 

A standard PC, National Instruments peripheral devices, 
programmable current pulse generator E53002-01 and self-
made programmable commutator were used to implement 
the laboratory device. The application software was devel-
oped using the LabView development environment. 

B. Precise positioning of pacing dipole 

To evaluate the dependence of the pacing threshold cur-
rent on electrode position, a special study was performed in 
15 patients who underwent routine electrophysiological 
study in the Department of Cardiac Arrhythmias of Estonian 
Institute of Cardiology. The intermediate electrode (denoted 

 
Fig. 1 Multichannel transesophageal pacemaker 
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as Lead 0) was positioned in the process of localization of 
maximal unipolar atrial electrogram (Fig. 2).  

By gradually increasing pacing current until stable cap-
ture of atrial pacing was confirmed by surface ECG, the 
pacing threshold for all 9 electrode positions was found. 

The dependence of threshold current on anode position is 
shown on Fig. 3. 

Anode position 0 denotes the intermediate electrode of 
multichannel pacing lead positioned at the localization 
maximal unipolar atrial electrogram. Positive numbers repre-
sent anode positions distal to position 0 in centimeters. Nega-
tive numbers represent anode positions proximal to position 
0 in centimeters. Stimulation points 1 cm to distal or proxi-
mal to optimal position also assure acceptable pacing thresh-
olds. Removal of anode position in the proximal direction is 
accompanied by significant elevation of pacing threshold; 
the same is noticed if the anode is placed more than 2 cm 
distal from the maximum atrial electrogram location. 

III. RESULTS 

Our results show that the optimal position of esophageal 
lead is patient-dependent and is located 0 to 2 cm distal to 
the maximal unipolar atrial electrogram registration point  
(Table 1). Highlighted cells show the optimal lead position 

Distal

Proximal

Lead 0

Lead +2

Lead +4

Lead -4

Lead -2

Too 
shallow

Optimal 
range 
0 ... +2

Too deep

 

Fig. 2 Catheter positioning  

 

Fig. 3 Pacing threshold dependence on anode position 

Table 1 Optimal lead position dependence on patient 

Patient Lead position Reduction 

# -2 -1 0 % 

1 8 9 12 12,5 % 

2 16 13 25  

3 13 13 15  

4 9 14 14 55,6 % 

5 13 13 25  

6 12 10 9 11,1 % 

7 11 12 17 9, 0 % 

8 13 8 7 14,3 % 

9 12 13 11 18,2 % 

10 10 17 16  

11 20 18 15 20,0 % 

12 14 13 25  

13 13 9 16  

14 13 11 12  

15 22 17 20  

Tot/Avg 4 7 4 20,10% 
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for each patient. In 8 of 15 patients, the individual optimal 
position differs from average. By selecting lead configura-
tion according to the individual patient, pacing current 
threshold was reduced in 8 of 15 patients by 9- 55%, 20% 
on average. 

IV. DISCUSSION 

There are two main sources of discomfort in TOE elec-
trophysiological study -- the initial introduction of the pac-
ing catheter into the esophagus and the burning sensation 
caused by the pacing current. The pacing threshold (and 
current strength) can be reduced by modifying certain pa-
rameters: the position of pacing electrodes, construction of 
electrodes, distance between electrodes, and the duration 
and shape of the pulse.  

The proposed multichannel transesophageal pacemaker 
with multichannel catheter allows the best position of elec-
trodes (and inter electrode distance) for successful atrial 
pacing to be quickly scanned without moving the catheter 
inside the esophagus causing extra patient discomfort. Ini-
tial catheter depth of insertion (DOI) for middle electrode 
(Lead 0) could be calculated using formula DOI = patients 
height / 5 + 5 cm [9]. 

V. CONCLUSIONS  

The optimal lead position in transesophageal atrial stimu-
lation is patient dependent and varies 0 to 2 cm distal to 
location of maximal unipolar electrogram.  The multichan-
nel transesophageal pacemaker developed allows to quickly 
scan for the best set of active electrodes of multichannel 
transesophageal pacing lead for successful atrial pacing. 
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Abstract — In research, pharmacological drug-screening 
and medical diagnostics, the trend towards the utilization of 
functional assays using living cells persists. As they are very 
sensitive, cells are used as signal transducers. For this purpose 
our research group has developed an automated high-content 
online measurement system, which is described in this paper. 
The system is comprised of a pipetting robot sensors for meas-
urement of pH, pO2, electric signals and cell adhesion, a digital 
microscope and a climate chamber. The robot is used to supply 
the cells with nutrient solution or active agents that are to be 
tested, while the sensors monitor the acidification of the me-
dium, the uptake of oxygen and the adhesion of the cells to the 
substrate. Reflected light as well as fluorescence imaging dur-
ing the course of an experiment are possible due to the in-
cluded microscope. Cells and sensors are arranged in a special 
24-well micro plate that is placed at a fixed position within the 
system. Oxygen and pH values are usually measured every 5 to 
15 seconds. The running software also allows planning of ex-
periments over a long period of time (several days), which 
makes the system suitable for applications like pharmaceutical 
drug screening, in vitro chemo-sensitivity assays, toxicological 
studies and analytical histopathology. 

Keywords — online measurement, cells, chemosensitivity, 
automated 

I. INTRODUCTION 

The major science of the twenty-first century, biology, is 
changing paradigmatically from the pure analysis of mo-
lecular components to the comprehension and analysis of 
complex interrelations and functions within cells, organs, 
and even entire organisms [1]. 

Pharmacology continuously pushes the development of 
biomedical equipment. Miniaturization and automation has 
already made possible the ultra high throughput screening 
of isolated targets on a molecular level with hundreds of 
thousands of samples a day [2, 3]. Thus, a steadily increas-
ing number of potential drug candidates are identified and 
enter the later pre-clinical phases. In reducing these to only 
a few promising leads, cell based (in vitro) methods are 
meanwhile often replacing assays restricted to the screening 
of isolated targets [4]. 

Other reasons for the success of in vitro cell testing are 
the increased requirements for animal testing and clinical 
trials. Here, cell bases assays can be used for the determina-
tion of the correct dosage, medication intervals and side 

effects of potential drug candidates. Taking into account the 
importance of reproducible and statistically significant large 
datasets, automation plays an increasingly central role. 
When interpreting numerous cellular assays, it is necessary 
to observe that the function of a cell is primarily character-
ized by highly complex mechanisms of parallel transmis-
sion of information and metabolic signals.  

Micro-sensor technology provides a tool to overcome 
difficulties in the assessment of basic functional parameters 
of living cells cultures. Biochips offer an ideal minimally 
invasive measurement platform to obtain precise and repro-
ducible measurement results. Global cell metabolic activity, 
the rate of mitochondrial oxygen consumption, cell growth, 
morphological changes and patterns of electric activity are 
the parameters that are typically investigated [5, 6]. Cells 
are able to respond in an extremely sensitive way to changes 
in their environment. Electronic or optic micro-sensors can 
be utilized to analyze such responses. While yielding sig-
nificantly more specific information, cell-based assays are 
more expensive and time consuming [7]. 

II. MATERIALS AND METHODS 

A. General setup 

The IMR (Intelligent Microplate Reader) System has a 
strictly modular setup. It is comprised of a pipetting robot, 
sensors for measurement of pH, pO2, bioelectric signals and 
cell adhesion, a digital microscope, and a climate chamber. 
The sensors are arranged on a modified micro-well-plate. 
The robot is used to supply the cells with nutrient solution 
or active agents that are to be tested, while the sensors 
monitor the acidification of the medium, the uptake of oxy-
gen and the adhesion of the cells to the substrate. The latter 
is achieved by an interdigitated electrode structure (IDES), 
whereas the chemical changes are detected by optodes. 
Reflected light, as well as fluorescence imaging during the 
course of an experiment are possible due to the included 
microscope. All components are arranged in a climate 
chamber, which provides sterility and keeps environmental 
parameters (gas, humidity, temperature) constant.  

Two setups of the IMR System are used in parallel. One 
uses an electro-optical system to read out the optodes in the 
measurement volumes. The other one applies a microscope 
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to access a big variety of optical analysis methods. In both 
setups the IDES sensor is available for impedance meas-
urements. 

A third setup with an additional multi-electrode-array 
(MEA) will be available. Here, potentials, firing- and burst-
rates of nerve cells will be measured under the influence of 
specific drugs.   

B. Micro-well-plate 

At the heart of the IMR, a sensorchip-based micro-well-
plate with integrated micro fluidics for measurements on 
living cells is placed at a fixed position within the device. 
Made of a polymer block that is bonded to a glass plate with 
a sensor array for 24 wells, it provides a means for a well-
controlled fluid exchange for every individual cell culture 
well. Each well consists of three chambers (Fig. 1), at which 
the central chamber holds cells and sensors. It possesses a 
very small volume of only 23 l to allow a higher sensitivity 
to changes in cell metabolism, and is equipped with micro 
structured channels for fluid exchange with the other two 
chambers. The bottom of the micro cell culture chambers is 
enclosed by the glass sensorchip (Fig. 1). 

C. Pipetting Robot 

Automation of the platform is achieved using the pipet-
ting robot. It is able to move in three degrees of freedom 
and therefore can access every position and height on the 
ground plate. Using a 24 channel pipetting head, the fluids 
in all wells of the micro-well-plate can be replaced in paral-
lel. The pipettes can hold volumes of up to 250 l.  

The robot’s ground plate provides seven additional posi-
tions for standard cell culture plates (one position is used for 
the measurement micro-well-plate), but in exchange also 
pipette racks, waste volumes or a washing station can be 
placed according to the planning of the experiment. 

D. Sensor systems 

pH- and pO2 values are determined by a electro-optical 
system of the Precision Sensing GmbH (Regensburg, Ger-
many) [8], that is reading out the optodes using optic fibers. 
The quenching of a fluorescence signal is measured and 
concentrations can then be calculated. The measurement 
range comprises of pH-values from 6.5 to 8.0 and oxygen 
air saturations from 0 % to 250 %. 

Growth in cell number and changes in cell adhesion are 
measured with the IDES structure, which is in principal a 
capacitor. The impedance is measure separately in each well 
with 24 channel circuitry by RAWE Electronic GmbH 
(Weiler im Allgäu, Germany). 

Both sensor systems are usually used to generate meas-
urement results every 5 to 15 seconds. Faster measurement 
rates are possible, but rarely practical. 

E. Microscope 

A novel scaleable and modular microscopy system is 
used within the IMR that especially meets the requirements 
of automated microscopy [9]: iMIC [10]. In order to allow 
the integration of this inverted microscope into workstations 
and/or product lines, the microscope’s components were 
highly integrated into one embedded module. The objective 
carousel, the filter changer(s) (e.g., needed for fluorescence 
microscopy) and the focus drive were therefore seamlessly 
integrated into an octagonal shaped microscopic building 
block. 

The greatly reduced size and weight of the microscope 
allows movement of the microscope instead of the micro-
well-plate, therefore eliminating stress caused to cells by 
acceleration and vibrations. In order to obtain movement of 
the probe relative to the optics, the entire microscope is set 
on a base that can be moved in x and y direction underneath 
the static stage. 

F. Course of an experiment 

Cells are transferred to the central chamber of the micro-
well-plate and incubated for at least two days to assure 
proper growth. After that the measurement plate is placed in 
the IMR, where the climate chamber of the IMR is set ac-
cording to the desired climate settings (usually 37°C). 

Recording of measurement values begins immediately 
after insertion of the plate. After a set period of time, the 
robot replaces the fluids in the cell culture wells. This re-
placement is repeated periodically as a proper metabolic 
rate of the investigated cell culture has to be ensured at all 
times. Therefore the programmed test procedure is divided 
into several maintenance cycles. Within one cycle metabolic 

 
Fig. 1 Micro-well-plate; the 3 chambers (inflow, outflow and cell culture 
area) are shown on the left side whereas the glass plate with sensors (opti-

cal and electric) is shown on the right. 
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by-products are flushed out of the micro reaction chamber 
and replaced by fresh nutrient solution, which takes only a 
few seconds. Two important aspects make this investigation 
method important: The reaction chamber with the living 
cells has to be so small that changes in the extra cellular 
medium can be easily detected. Therefore, an increase of 
the relative volume of the specimen compared to the vol-
ume of the culture medium by limiting the size of the reac-
tion chamber leads to an increased resolution of the moni-
tored cell activity parameters. Furthermore, flushing the 
reaction chamber with fresh nutrient solution once every 
maintenance cycle guarantees constant starting conditions 
and makes the measured cell parameters comparable to each 
other. The aim of a series of measurements is to guarantee 
stable and constant conditions for the desired measurement 
time. 

III. RESULTS 

Two different cell types were tested in the IMR: MCF-7 
breast cancer and CaCo-2 colon cancer cells. In each case 
0.4 * 105 cells were seeded per well of the micro-well-plate. 
All 24 wells were used. After two days of incubation the 
cells covered about 80-95 % of the well’s ground area. In 
this state the experiments were started. 

Fig. 2 and 3 show the first experiment with MCF-7 cells. 
The robot was used to maintain a fluid exchange every 10 
minutes. In each cycle 250 l (of 260 l whole volume) of 
nutrition medium were replaced. After 3 hours 10 minutes a 
prolonged maintenance cycle of 29 minutes was tested. 

The tested drug in this case was 0.2 % of Triton X 100. It 
was added to the nutrient medium after 4 hours and 10 min-
utes and causes a disintegration of cell membranes and 
thereby a cessation of cell metabolic activity. 

The recorded parameters of pH-value and oxygen satura-
tion are shown (both in well C2).  

The second experiment is shown in Fig. 4 & 5. The setup 
is identical to the first test case but CaCo-2 as well as MCF-
7 cells were investigated. Triton X 100 was added after 1:28 
and 0:45 hours, respectively. The maintenance interval of 
10 minutes persisted. Impedance values were measured 
every 5 seconds. 
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Fig. 3 O2-Values (MCF-7 cells) during 10 minute maintenance cycles, a 
prolonged cycle and after the addition of Triton X 100 (0.2%). 
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Fig. 4 Impedance Values (CaCo-2 cells) before and after the addition of 
Triton X 100 (0.2%) to the maintenance cycle of 10 minutes.  
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Fig. 5 Impedance Values (MCF-7 cells) before and after the addition of 
Triton X 100 (0.2%) to the maintenance cycle of 10 minutes. 
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Fig. 2 pH-Values (MCF-7 cells) during 10 minute maintenance cycles, a 
prolonged cycle and after the addition of Triton X 100 (0.2%). 
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IV. DISCUSSION 

A. Experiment results 

Measuring the metabolic rate using the parameters of pH 
and pO2 makes it possible to see the impact of drugs on cell 
metabolism. The uptake of oxygen and the acidification of 
the medium with metabolic products can be quantified. 
After the addition of the drug, the change in uptake and 
acidification rates is visible. 

Changes in morphology and cell number can be detected 
via the impedance values. After the addition of Triton X the 
cells disintegrate, which is leading to a reduction of resis-
tance between the IDES structures as cells possess isolating 
characteristics. At the same time capacity is rising due to 
the higher dielectric constant of water compared to cells. 

B. General discussion 

The state of the art in functional analysis of living cells is 
the use of micro-test-plates in combination with various 
optical readout systems. However, since no truly appropri-
ate optical techniques are available for studies on cell adhe-
sion, cell metabolic activity or electric signals, sensor based 
readout systems appear to a complementary tool, particu-
larly with respect to their real-time monitoring capabilities.  

Automation of the entire system is the key to the ability 
to screen large numbers of drug targets. Even testing of 
multiple doses of the same drug is possible as capacities are 
rising. 

The field of application for cell-based assays is as large 
as the variety of different cell types to investigate. For me-
dium- and long-term assays on chips, a liquid handling 
system is necessary to adjust and to maintain the required 
physio-chemical parameters and, eventually, drug concen-
trations of the medium. To ensure sensitive measurements 
of metabolic rates, small, closed micro-volumes for the cell 
cultures are necessary: only when a sufficiently high ratio of 
cell number to medium volume is achieved, those rates can 
be recorded precisely. This brings about an additional re-
quirement, namely the repeated exchange of cell culture 
media (with cycle times of some minutes) while retaining 
the cells in the micro chambers. 

In order to achieve relevant high quality results, a major 
challenge is to improve the in vitro analysis methods. Ide-
ally, the in vitro test-environment reproduces the in vivo 
conditions as good as possible. This paper describes an 
analysis concept for living cells and a method to get signifi-
cant data of living cells close to in vivo conditions. The 
system offers the possibility to adjust individual measure-
ment cycles to analyze cell response profiles on various 
active agents. 

V. CONCLUSION 

Currently planar non-enzymatic sensors are used to de-
tect several extra-cellular parameters. The presented system 
is able to monitor up to 3 parameters (pH-, pO2-, and im-
pedance-value) in parallel and automated for a long period 
of time without the need for interference of personal.  

In most systems only one kind of signal is measured. 
End-point measurements are also a common means. How-
ever, the higher effort for a more complex system pays off 
with new insights to cellular mechanisms and better and 
more consistent (online and real-time) data. 

The presented system could become an enabling technol-
ogy for future screening assays, especially in the field of 
pharmacological drug screening, screening for toxic effects 
of chemical compounds and in applications of individual-
ised in vitro chemosensitivity testing of cancer patients. 
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Abstract — As bioimpedance data more often than not have 
to be acquired from a number of signal sources scattered over 
some area, multi-channel data acquisition scheme has to be 
implemented and that typically is realized on the basis of 
multiplexers. However connecting a multitude of distanced 
analog signal sources to a multiplexer causes a number of 
problems. To avoid them, an alternative approach to 
decentralized bioimpedance data acquisition is suggested and 
discussed. It is shown that the centralized multiplexing of input 
signals can be replaced by decentralized remote sampling of 
the bioimpedance signals performed in the close proximity of 
the respective signal sources. That leads to a number of 
advantages, including reductions in design complexity and 
power consumption of the front-end remote sampling devices. 
The suggested digitizing of bioimpedance signals is based on 
application of a distributed analog/digital converter containing 
a number of remote samplers that might be placed near to the 
signal sources. The functions of sampling and data acquisition 
from multiple sources then are performed specifically. The 
algorithms for processing the data acquired in this way, 
matched to these specifics, and the significant benefits 
achievable in the described way are described and discussed.  

Keywords — Bioimpedance, data acquisition, remote 
sampling.  

I. INTRODUCTION 

Bioimpedance signals usually have to be picked up from 
electrodes located outside and/or inside of a biological 
object at a number of places (e.g. 12-lead impedance 
cardiograph, post-surgery cardiac monitor, different 
implantable pacemakers and cardioverters). Therefore, there 
is a multitude of these signals that have to be acquired and 
analysed by a multi-channel system. The number of 
channels, the excitation frequency and other conditions for 
bioimpedance analysis might vary in a large range. All these 
conditions for analysis of the bioimpedance signals 
complicate the task of multi-channel data acquisition, 
demodulation and bioimpedance estimation. One of the 
basic issues, important for organizing bioimpedance data 
acquisition in a rational way, is the necessity of arranging 
the bioimpadance data acquisition in a way providing for 
obtaining the information about the respective biomedical 
processes of interest simultaneously in parallel from all 
available signal sources. To do that in a way ensuring high 

performance of the involved data acquisition system is not 
so easy. The traditionally used approach to multi-channel 
data acquisition based on using a multiplexer for switching 
the analog input signals to a central ADC for digitising them 
has serious drawbacks. Specifically, the wires used for 
connecting the multiplexer with the distributed over some 
area signal sources typically are not so short. Therefore it is 
not easy to protect the analog input signals from the 
corruption due to the impact of the ambient noise. Next, the 
multiplexer performs switching of these signals and the 
transients related to this represent yet another error source. 
The mentioned problems become really difficult whenever 
the number of the bioimpedance signal sources become 
large, as it is in some application cases, for example, in the 
case of bioimpedance tomography when a hierarchy of 
multiplexers has to be used. An obvious alternative is to use 
multiple ADC placed close to the signal sources and then to 
multiplex their digital outputs. While that would help in 
achieving better accuracy, the design of front-end devices of 
the data acquisition system then would become relatively 
complicated and, what is especially problematic, the power 
consumption level of them then often would not be 
acceptable.  

An alternative approach to decentralized simultaneous 
bioimpedance data acquisition from a large number of 
signal sources in parallel is suggested and discussed in this 
paper. It is based on the concept of distributed analog/digital 
conversions [1]. 

II. BASIC STRUCTURE FOR DATA ACQUISITION 

Although the further described method and algorithm for 
digitising, demodulation and pre-processing of 
bioimpedance carriers are rather specific, the classical 
approach to bioimpedance measurements, in general, 
remains the same. Some excitation signals, as usual, have to 
be generated, applied to the biological object being 
investigated and then reactions to the excitations have to be 
measured. The suggested approach considered in this paper 
concerns the measurement part of the whole process. To 
carry out bioimpedance measurements, it is suggested to use 
the Digital Alias-free Signal Processing (DASP) 
technology, as it is highly flexible and meets the 
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requirements of multi-channel bioimpedance measurements. 
The focus is on bioimpedance carrier digitizing, special 
digital representation of bioimpedance signals, 
reconstruction and pre-processing of them. As these issues 
are discussed in the context of bioimpedance data 
acquisition from a number of signal sources, let us start this 
discussion by explaining the basic structure of the 
subsystem performing the measurements. Actually it is the 
structure of the distributed analog-to-digital converters 
(ADC) partly embodied in active electrodes – see Figure 1, 
where a joint system for electro- and impedance 
cardiography (ECG/ICG) is depicted.  

The active chest electrodes (C1 to C6), also the right and 
left arm and leg electrodes (RA, LA and RL, LL) contain 
remote samplers. A logic circuitry is used for collecting the 
output signals of the samplers and then they are transmitted 
over a wire or wireless transmission lines to the master part 
of this structure. The sampled signals received there are 
demodulated, reconstructed and transferred to a computer.  
At the first glance, the structure of the distributed ADC is 
simple enough. It contains n front-end devices, which are 
used for performing the operation of input signal sampling, 
data transmission line and the master part of the converter. 
However digitizing of the bioimpedance signals according 
to this scheme actually is carried out in an unusual 
decentralized way. To implement this approach, sampling 
of the input signals apparently has to be performed closely 
to the respective signal sources. In other words, remote 
sampling has to be used. It means that the sampling and 
quantizing operations, traditionally fulfilled closely together 
within a structure of an analog-to-digital converter, have to 
be separated and carried out at different locations with some 
transmission lines inserted between them. That makes sense 
only if the sampled signals are represented and encoded in a 
way suitable for safe transmission of this information over a 
relatively short distance. Transmission of the usually taken 
sample values of analog signals obviously is not acceptable. 

Therefore to implement and use the remote sampling idea, 
the signal sampling operation has to be carried out in way 
differing from the traditionally performed sampling. So 
specific sampling techniques are used to satisfy this 
requirement.  

III. REMOTE SAMPLING 

To perform the considered remote sampling operation, a 
reference function r(t) with given and stable parameters is 
generated, compared with the input signal x(t)and sampling 
is carried out specifically as an operation of detecting the 
time instants kt  when crossings of the input signal x(t) and 
the reference function r(t) occur [2-5]. A sine-wave is 
generated and used as the reference function. Therefore 
r(t)=Arsin(2 frt+ r), where Ar, fr, and r are the amplitude, 
frequency and phase angle of the reference function, 
respectively. Block diagram of a group of this type of 
remote samplers is given in Figure 2 (a). The sampling 
concept according to which this type of the remote sampler 
operates plays an essential role for the whole structure and 
performance of the described distributed ADC. In 
particular, it defines the digital signals representing the 
original analog input signals [4, 5]. The digital signals in 
this case are sequences of the crossing instants kt . This 
information might be carried either by trains of 
appropriately positioned in time short pulses (Figure 2 (d)) 
or by digital value sequences of these time instants 
(Figure 2 (e)). The first type of the information encoding by 
pulse positioning modulation is used for transmission of 
information from the sampler outputs to the central master 
part of the distributed ADC. There the received sampled 
signals are converted into the digital signals of the type 
shown in Figure 2 (e) by using the second digital encoding 
mode fulfilled as time-to-digital conversions. 

 

Figure 1. A joint electro/impedance cardiograph (ECG/ICG). 

 

Figure 2. Block diagram of the front-end devices performing the remote 
sampling function within the structure of the distributed ADC. 
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The suggested approach to building electronic systems 
for the bioimpedance measurements on the basis of remote 
sampling distributed ADC is well suited for meeting the 
requirements of this application and it has a number of 
advantages. First, digitising of bioimpedance signals is then 
decentralised. It means that sampling of signals is 
performed closely to the signal sources. That helps to 
minimize distortions due to the ambient noise. Next, the 
design of the remote samplers, used as the front-end 
devices, is very simple. The most responsible basic element 
of the sampler is a comparator used for detecting the time 
instants kt when the values of the input signal x(t)and the 
reference function r(t) become equal, when the equality 
x(tk)= r(tk) holds.  

As the design of the samplers is simple, the power 
consumption of these front-end remote sampling devices, 
might be very low. Actually achieving of low power 
consumption depends on at least three factors. In addition to 
the design simplicity, sequential enabling of the remote 
sampling devices is performed instead of switching analog 
signals by a multiplexer. Therefore each of the front-end 
devices is not active for most of the time. The third power 
saving technique used is economic encoding of the sampled 
signal. Each single pulse generated at the comparator output 
to mark in time a particular event of the signal and the 
reference intersection typically carries 8 to 12 bit 
information.  

On the other hand, this approach to signal sampling is 
specific. The signal sampling process then is nonuniform 
and that has to be taken into account at processing the 
acquired bioimpedance data. Fortunately, that does not 
represent a special problem if the demodulation and 
bioimpedance signal parameter estimation is carried out on 
the basis of the existing DASP methods and algorithms [1, 
2, 3]. Moreover, using of the suggested digital 
representation of bioimpedance signals leads to complexity-
reduced signal processing algorithms as it is shown below. 

IV. PREPROCESSING OF DATA 

Thus the signal sampling operation is carried out in a 
way ensuring that the information carried by each input 
signal x(t) is fully transferred to the sampled signal given as 
the sequence of crossing time instants tk . The sequences 
of the appropriately positioned in time pulses, received at 
the master part of the distributed ADC, are transformed into 
digital sequences by performing time-to-digital conversions. 
After that there are basically two options how to proceed 
with preprocessing of the multi-channel bioimpedance data 
represented as n digital sequences n

kt  of crossing instants. 

These digital signals could be either (1) used for 
reconstructing the sample values of the original signal and 
then to process them, or (2) they could be preprocessed 
directly.   

Reconstructing of signal sample values do not representa 
a problem [2, 3]. The instantaneous values of the reference 
function r(tk)=Arsin(2 frtk+ r), corresponding to the time 
instants tk ,  obviously defines the sequence x(tk) of the 
instantaneous values of a particular input signal. However 
the second option, direct processing of the digital 
sequences n

kt  of crossing instants, fully representing the 
respective bioimpedance signals, is more rational. To 
illustrate this, let us consider bioimpedance measurements 
performed in a single channel case under the conditions 
where the excitation current i(t) contains components at M 
frequencies fm. Variations of bioimpedance typically lead to 
the amplitude and phase modulation of this information 
carrier. To estimate the reaction of the biological object 
being tested to this excitation, a voltage waveform v(t) is 
picked up and then sampled according to the signal and 
reference crossing discussed above. The sequence of the 
crossing time instants tk  then represents the waveform v(t) 
and it could be written that the discrete values of this 
voltage  

])2sin()2cos([)(
1

M

m
kmmkmmk tfbtfatv , (1) 

where am, bm are Fourier coefficients characterizing the 
quadrature components of the object reaction to the 
excitation current component at the frequency fm.  

To carry out the demodulation, parameters am, bm have to 
estimated as the basis for calculation of the digital 
amplitude and phase angle values of the modulated carrier. 
Usually these estimates ,â m mb̂  are calculated in the 
standard way according to the following equations:  
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Most of the multi-bit number multiplication operations 
needed for performing the bioimpedance signal analysis 
then are related to the calculation of these estimates. Using 
of the crossing instant sequence tk  for digital 
representation of the bioimpedance signal v(t) makes it 
possible to reduce the complexity of this analysis 
significantly. Then the indicated Fourier coefficients could 
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be estimated in a much simpler way [1]. In this case the 
estimates ,â m mb̂  could be calculated on the basis of the 
following equations not requiring multi-bit number 
multiplications: 
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Thus the complexity of bioimpedance data pre-
processing might be considerably reduced and that clearly 
represents an advantage. However, the fact remains that the 
signal sampling is nonuniform and that leads to some risks 
of getting errors due to the irregularities of the sampling 
process which would corrupt the bioimpedance 
measurements. To avoid this, processing of the digital 
bioimpedance signals apparently always has to be matched 
to the specifics of sampling and this requirement should not 
be ignored. Various aspects of rational pre-processing of the 
considered type of digital signals have been studied and are 
discussed in [2-5]. To obtain good results, the whole 
process of bioimpedance data acquisition, encoding and pre-
processing, including generation of the reference sine-wave 
and the procedures of enabling the samplers, has to be 
appropriately arranged.  

V. CONCLUSIONS 

The described approach to decentralized acquisition and 
pre-processing of bioimpedance data is recommended first 

of all for applications in the bioimpedance measurement 
cases where it is essential to acquire data from a relatively 
large number of bioimpedance signal sources under 
conditions seriously limiting power consumption.  The 
frequency range that could be relatively easy covered by 
bioimpedance measurement systems of this type stretches 
from very low frequencies up to about 10 MHz. 

REFERENCES 

1. Bilinskis I. Digital Alias-free Signal Processing, John Wiley & Sons, 
Ltd (UK), 2007, 430 p. 

2. Bilinskis I., Sudars K. Processing of signals sampled at sine-wave 
crossing instants. Proceedings of the “2007 Workshop on Digital 
Alias-free Signal Processing” ,  2007, London, UK, pp 45-50. 

3. Artyukh Y., Bilinskis I., Sudars K., Vedin V., Multi-channel data 
acquisition from sensor systems, Proc. the 10-th International 
Conference “Digital Signal Processing and its Applications”, 
Moscow, Russia, 2008, vol. X-1, pp 117-119. 

4. Bilinskis I., Sudars K. Digital representation of analog signals by 
timed sequences of events, “Electronics and Electrical Engineering”, 
No. 3(83), 2008, pp 89-92. 

5. Bilinskis I., Sudars K. Specifics of constant envelope digital signals, 
“Electronics and Electrical Engineering”, No. 4(84), 2008, accepted 
for publication. 

 

Author: Ivars Bilinskis 
Institute: Institute of Electronics and Computer Science 
Street: 14 Dzerbenes Street 
City: Riga 
Country: Latvia 
Email: bilinskis@edi.lv 

   



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 194–197, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

Design and Implementation of Textile Sensors for Biotelemetry Applications 
M. Cerny1, L. Martinak1, M. Penhaker1 and M. Rosulek1 

1 VSB - Technical University of Ostrava/Department of Measuring and Control, Ostrava, Czech Republic 

Abstract — The sensing of biological signals is very actual 
theme. Especially bioelectrical signals are commonly measured 
for the evaluating a health status of a man. This article is fo-
cused on the analysis and design of sensing electrodes by the 
use of unconventional materials for a long term bioelectric 
activity measurement with advanced capabilities in a transmis-
sion of signal, time-impedance stability and low half cell volt-
age.   

The principle of electrodes is conducting polymers which 
can be built-up on a textile or other non primary conducting 
materials. These types of sensors could be used among other 
ones in mobile human’s telemetry systems. The sensors were 
tested in our laboratory and used in this telemetry project. 

Keywords — Sensor, Biotelemetry, Polymers. 

I. INTRODUCTION 

There are a lot of physiological parameters to measure 
from and on the human body. Generally there are signals 
obtained invasively or none invasively. Consequently there 
are signals discrete or continuous which can be divided 
concerning sensing procedure. Generally human body pro-
duces a lot of different signals, from the electrical to imped-
ance, magnetical, biomechanical, acoustical, optical and 
chemical ones. Especially an electrical signal called the 
bioelectrical signal is very important for clinicians to deter-
mine patient’s condition. In a long term measurement of 
bioelectrical activity there should be a problem with stan-
dard types of electrodes which has a time variable parame-
ters.[1] [8] [9] 

A. Biopotential electrodes 

Electrodes (second class leader) have to make a quality 
conductive connection of these two types’ line wires regard-
ing to the fact that the tissue (first class leader) is a conduc-
tor of a different type that leads electricity by available ions. 
That is why the electrodes are supplemented with conduc-
tive gels that generate electrolyte to transmit passage elec-
trode – skin. The electrolyte creates surrounding body fluids 
to undersurface electrodes. [1] [3] 

Biopotential electrodes are active sensors – source of an 
electrical current, source of signal.  

General requirements are: high-quality  conductive con-
nection skin- instrument, nontoxic and nonirritating for 

skin, chemical stability, sterility for invasive use, disinfec-
tion potentiality. 

The biopotential electrode can be as an electrochemical 
half cell. In contrast of a chemical cell the polarity isn’t 
constant. There are proceeding reducing oxidative reactions. 
At the electrochemical cell the half cell potential is the goal 
and instead at biopotential electrodes this is unwanted ne-
cessity. During a measurement on a human there is potential 
difference between electrodes and skin which we would like 
to measure. Regarding to ignorance and inability to measure 
the half cell voltage of electrodes exactly the irremovable 
error is added during measurement. That is why the evalua-
tion of biosignals is not processed absolutely, but also is 
compared signal from more places and frequency analysis is 
provided. [2] 

II. METHODS 

Conducting polymers are composed of long repeated 
constitutional group of chain. Common polymers like poly-
etylen or polyvinylchloride are non-conducting and they are 
usually use as an insulating material. However there has 
been a group of polymers which is chemically conducting. 

From that reason of long term monitoring and sensing of 
biological data there is necessary to find out new materials 
and conception of sensing to obtain validate data. In this 
case the conducting materials like textile, polymers and 
conducting rubber is a way how to realize it. [4] 

Conductive polymers are forming system conjugate dual 
structures, i.e. in their structure regularly diversify simple 
and dual bindings.  

Except conjugation there is another necessary presump-
tion seat electrical conductivity present bearers bullet that 

 
Fig. 1 Oxidation of aniline hydrochloride with ammonium peroxydisulfate 

yields polyaniline (emeraldine) hydrochloride. [4] 
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the mediating his transport through chains. They are rising 
which is in an analogy with classical semiconductor given a 
name geed - up. However substantial discrepancy is be-
tween geed - up organic and inorganic semiconductors. In 
polymers it is for example higher concentration than in 
inorganic semiconductors. [5] 

Electric conductivity of those group of polymers is at the 
level 0,01 – 30 S.cm-1, i.e. it is compare with conductivity 
inorganic solid - state materials, as is  for example germa-
nium. Conductivity is then manifold lower in comparison 
with metals, as is copper or silver, overleaf is but heaps 
order higher, than it is customary near common polymers. 
[6] [7] 

III. IMPLEMENTATION ANALYSIS 

The sensor design is a part of the process called imple-
mentation analysis. This is set from the implementation 
layers: 

 Knowledge model 
 Sensitivity analysis 
 Sensor design 
 Tests 

At the beginning there is necessary to collect the knowl-
edge model. This contains the information about what type 
of sensor is designed on, what sort of measured variables is 
measured and the explicit expression of models. Knowledge 
model is very important for other implementation layers.  

The layer of sensitivity analysis consists in an assessment 
of their relevant changing factors. In the layer of sensor 
designed is made a list of existing sensors or rules of rele-
vant factors to design new one.  

The test layer verifies the quality of the chosen or de-
signed sensor concerning required factors. Also there is a 

possibility to adjust the knowledge model and sensitivity an-
alysis entry conditions to improve the sensor characteristics. 

IV. KNOWLEDGE MODEL 

Knowledge model specify of physician-expert require-
ment for measuring the specific biosignals. In our case it is 
bioelectric signal measure none invasively on the skin. The 
input information’s are: 0,1 – 50mV voltage range, 0 – 1000 
Hz frequency range, 40 – 100% humidity range, 2,1 – 7,8 
pH range, -40 – 50 °C temperature range etc.. 

From the physician requirements are not specified the in-
formation about accuracy and resolution of bioelectrical 
signal. These properties have to be linguistic expression and 
they are input of sensitivity analysis. 

V. SENSITIVITY ANALYSIS 

Sensitivity analysis establishes an important parameter 
for sensor selection or new design. In the sensitivity analy-
sis we got layers up from linguistic expression and also 
from principles of physical measurement. The result is sen-
sitivity level influence of an assigned value. It means that 
the sensitivity of input/output transmission has the desired 
value.  

Biosignals desired value is deterministic. Most of them 
are time variable in spite of all regulated fixed factors. That 
is why it is necessary to reflect some of the criterions like: 
sensitivity, error, range, resolution, accuracy, time response 
and others. 

In the dependence on a sensor type we can also distin-
guish from proper and mediate biosignals types, measure-
ment methods and sensor utilization in medical diagnostics. 

General requirements on bio-sensors are: 

 Explicit input/output sensitivity  
 Preferably linear dependence 
 Maximal sensitivity 
 Acceptable transfer function modality 
 Time stability of sensor 
 Minimal parasitic dependence 
 Minimal measured object stress 
 Maximal reliability 
 Minimal energy consumption 
 Simple construction and maintaining 

Sensitivity analysis is mostly done by expert access. 
Outgoing list then specifies an important respect of sensor 
selection/design as: speed of response, material, dimension, 
cable length, impedance and other related aspect for exam-
ple sensor placement, case making, atc.. 

 
Fig. 2 Conductivity aging of polyamynil - hydrochloride as a pellet (open 

circles) and as a powder occasionally compressed into a set of pellets 
(full squares). [4] 
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A. Deterministic method of sensitivity analysis 

Deterministic method is based on partial derivation of 
input particular parameters implied function. 

There can be set a partial derivation in an analytical way 
for more simple models. For a complex one it can be done 
by numerical approximation. 

By system’s analyzing and synthesis there are used 
mathematical models which are taken to be well known. In 
reality the real system can not be identified accurately. It is 
not possible to solve most of tasks without model’s simpli-
fication. The sensitivity knowledge on parameters change 
should be necessary piece of every task of identification, 
analysis, synthesis and also optimization.  

Mathematical model is assigned to a certain variable to 
parameter vector g. The variable can be temperature, elec-
trical potential, pH, impedance etc. The parameters are 
material, response, accuracy, resolution, etc. In certain con-
ditions of continuity assignment can be make out matrix 
function S. This function is sensitivity function. 

Vector of parameters is defined by: 

g a : R R Rm n m  (1) 

1 2 3 mg g a ,g a ,g a , ,g a  (2) 

Sensitivity function is generally defined as Jacobian: 

,

a
  1, 2, ,   1, 2, ,i

i j
j

g
S i m and j n

a
 (3) 

The S function is except a parameters also generally de-
pendent on time, frequency, input quantity, etc.. That is why 
S function is not matrix coefficient but sensitivity function. 

For sensitivity function there stand the same rules as for 
partial derivations. Sensitivity functions in time realm are 
actually time behaviors of a function. They can be easily 
simulated by sensitivity models. The functional can be de-
fined to sensitivity functions. They characterize the sensitiv-
ity globally by one number that is called sensitivity rate. 

VI. SENSORS DESIGN 

A great problem occurs at the ECG measurement. The 
medical instrument should be transportable and that’s why 
the electrodes has to be part to not to manipulation illimita-
bility. The problem rises how to create the electrodes which 
can by only put on the skin and not to be stick by conduct-
ing stick or gel (dry electrode). As a result it is clear that the 
designed electrode should be no metal or gel one. For the 
construction of this kind of electrode the same principles 

were used as in common electrode. Also the interface skin -  
electrolyte (gel) – metal. Instead the electrolyte there was 
used material referred to conducting polymer (Figure 3.). It 
is a mixed conductor. There is neither first-order conductor 
nor second-order one.  

From that reason the polyamide is suitable for making 
dry biopotential electrode. Their conductivity is 4 S.cm-1 is 
sufficient because they are settled in thin film form with 
thickness 100nm. 

The production of this type of electrode takes apx. 15 
minutes and there is also the need of another 12 hours for 
desiccation.  The production is very cheap and easy to at-
tach for a single use. The price of one polymer electrode 
realization is apx. 0.25 EUR.  For the electrodes manufac-
turing we can use them with an advantage that there isn’t 
registered any toxic or irritable character.  

We can qualify it as a harmless electrode. Another ad-
vantage is that the utilization of the material can be manu-
factured electrode on any matter to resisted acidic medium. 
Textile materials are easy to use and that is why the elec-
trodes on Velcro fastener were made. Velcro both side fas-
tener is covered by polyanilin Figure 3. 

VII. RESULTS PRESENTATION 

The testing layer serves for verifying of designed proce-
dures and also for function testing. This can also improve 
obtaining of valid information about measured value. 

During the testing on three leads ECG there was found  
out that manufactured electrodes are well usability. The 
measurement were done by ECG being short (pectoral) 
bipolar placement gained by bioamplifier g.BSamp, 16 
channels from g.tec medical engineering GmbH  and digi-
talized by A/D card  NI DAQPad-6052E. The results were 
measured with common attached electrodes on computer at 
the same time. The measured results were mathematically 
compared and results were presumable and plausible. 

 
Fig. 3 Distribution of ECG electrodes on the T- shirt 
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Electrodes were mounted on flexible t-shirt made on 
elastics fiber. Adherence pressure was too small to well 
connect skin with electrode and that is why the great inter-
ference voltage arose. Consequently there was added the 
elastic belt on thoraxes to improve adherence pressure of 
the electrodes Figure 3. 

For impedance characteristics measurement Eval 
AD5933 module was used. The measurement of impedance 
was done in frequency range 700 Hz to 15 kHz. The testing 
voltage was 2 V. 

Impedance characteristics measured on AG/AgCl elec-
trode with the gel RED Dot 2570 and Polyaminil covered 
textile. Both were measured on six samples each. Results 
evaluation was compared by value of standard deviation 

 (4). The range of  were between 0,006 to 0,015 . 

2
N

1i
i

_
XX

N
1     (4) 

where: Xi - difference between Ag/AGCl and Polyaminil 
textile; N - number of values of impedance record 
(N=14300) 

VIII. DISCUSSION 

We are able to mention that polyamides are suitable ma-
terial for biopotential electrodes construction from acquired 
results of our experiments. But there is a need to concen-
trate on parameters´ measuring and monitoring in long term 
firmness - both an electro technical and a mechanical. From 
the point of view the tissue feature that changes its acidity 
and pH, there can be changes in electrical features of biopo-
tential electrodes in specific circumstances. That is why it is 
also important to concentrate on materials mechanical resis-
tance. 

Also a wide range of sensor design methods can be dis-
cussed. Except deterministic method we can use also statis-
tical, graphical and others based on fuzzy, neural network 
and chaos theory. This has to be verified because probably 
none of them are multi-purpose for all physical variables.   

IX. CONCLUSIONS 

In the present time the health telemetry systems create an 
integral part of our everyday lives. The sensors are the pri-
mary part of these systems and also the improvement on 
design, new materials, constructions and sensor disposition 
are actual nowadays. Our research and tests enabled us to 

find out that electrochemical allied substances seem to be 
appropriate for the future applications. 
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The Suitability of Silver Yarn Electrodes for Mobile EKG Monitoring 
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Abstract — The use of textile electrodes in wearable EKG 
monitoring systems is presented.  We show that if motion does 
not exist, textile electrodes offer comparable quality to medical 
grade electrodes. Upon solving problems and artifacts arising 
mainly due to motion, textile electrodes can a basis for a more 
user friendly long and short term monitoring garment.  

Keywords — EKG, wearable, mobile, smart textile, textile 
electrode 

I. INTRODUCTION 

Mobile monitoring of EKG in healthy subjects and patients 
under risk is catching interest in the areas of sports, emergency 
care, and preventive care. Medical electrodes used today 
pose a number of problems, making it necessary to provide 
a new solution to the electrode level of a monitoring system. 
For a wireless-wearable EKG monitoring project, we have 
been using silver yarn embroidered onto textile as 
electrodes, and this setup proves to be promising. 

Cabling and glue in the medical electrodes of present 
makes them unsuitable for long term mobile monitoring in a 
way that patient discomfort is present. A way to integrate 
electrodes into an EKG monitoring garment without making 
the electrodes distinguishable from the worn fabric would 
increase wearing comfort considerably and also reduce the 
patients’ feeling of being monitored. This can be achieved 
by using textile electrodes made from conductive fibers or 
yarns, and by attaching them onto the garment in a user 
friendly way. Different manufacturing methods of textiles 
can all offer potential means to produce suitable electrode 
structures. It is however important that the conductivity of 
the electrode is as consistent as possible also during 
possible extensions of the electrode structure. In our work 
we have studied the feasibility of conductive silver yarns in 
achieving reliable and comfortable electrode system. Silver 
has the advantage of being non-irritating and also it is 
suitable for EKG monitoring during exercise because of its 
anti-bacterial properties, as well as the material having 
appropriate electrical properties.  

Commercial medical electrodes use gel and are attached 
to the skin via glue, to allow high signal quality. The textile 
electrodes to be used will have no such attachment 

possibilities and also will function as dry electrodes when 
the person is not sweating. This causes low quality 
measurement in extreme motion cases if the electrode-skin 
contact is affected. We have anyway found that, at present, 
textile electrodes provide reliable measuring opportunities 
in situations where the body is still, or body motion at the 
electrode location is kept at minimum. Currently There are 
few heart rate monitors available which utilize silver textiles 
for heart rate monitoring[1,2], but these do not need to be as 
reliable as EKG monitoring and electrode locations are 
different than unconventional EKG measurements. For 
wearable EKG monitoring, EMG artifacts, motion artifacts 
and the necessary cabling generate different problems than 
those a simple chest belt based heart rate monitoring device 
experiences.  

Thus, in this study we have demonstrated that textile 
electrodes are suitable to be used in wearable EKG 
monitoring, if the effects of motion can be further reduced.  
Solutions to reduce these effects of motion will in turn be 
presented in upcoming papers, so this one can be taken as 
an introductory text. 

II. TEXTILE ELECTRODES 

Electrodes tested in this study are comprised of 234 dtex 
silver yarn sewn or embroidered onto different types of 
textiles, or woven into different types of narrow fabrics. The 
conductive yarn is silver plated high grade multifilament 
nylon (polyamide 6.6) yarn.  

In the experiments reported in this paper we have used 
the Lead I of a three lead system, which runs from the Right 
Arm (RA) to the Left Arm (LA). In different experiments 
we have been also using the precordial leads V3, V4 and V5 
locations, but they are left out for the sake of simplicity. 
The reason for the complexity is that the electrode structure 
is different due to different anatomical requirements of 
these locations. 

For RA we have used the midpoint of the upper right 
arm, for LA, the respective location on the left arm. (Fig. 1) 
We have not used the wrist as an electrode location since a 
short sleeved vest or t-shirt is more user friendly and more 
versatile than a longer sleeved one when thinking about a 
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sports environment at room temperature. The reason for not 
using a shoulder electrode location close to the clavicle is 
the immense difficulty in attaching a dry electrode to that 
location without using glue. 

The arm electrode is a stretchable ribbon type electrode 
fully circumventing the arm.. The electrode can stretch up 
to about 160% of its original length, retaining the same 
electrode area during the stretch. The 3 cm wide ribbon has 
5 mm margins without silver yarns, and into the remaining 
area 10 silver yarns are embedded in a way that the 
conductive silver pattern does not affect the stretchability. 
The length of the ribbon varies depending on the size of the 
specific garment. (Fig. 2). 

To further complete the system setup, the textile 
electrodes are connected to the amplifier via textile cables.  

The signals are amplified with a two stage EKG 
amplifier, where the first amplifier stage is realized with 
INA126 instrumentation amplifier. Signals are filtered with 
1-40 Hz band pass filter and sampled with 16-bit AD-
converter using 250 Hz sampling frequency. The signals are 
then transferred wirelessly to a PC.  

III. COMPARISON OF ELECTRODES 

To compare the functionality of textile electrodes with 
commercial medical electrodes, we present two experiments. 

In both of the experiments the measurements from the elec-
trodes have been done by identical amplifiers simultaneously. 
The shown EKG signals are synchronized.  

The signals both undergo band pass filtering between 
1Hz and 35Hz. This is the only signal processing done on 
the signals. 

A. Signal when totally relaxed 

This is a comparison between the commercially available 
medical electrodes when the person is sitting on a chair, 
without motion in the body or the extremities. The muscles 
are relaxed.  

As can be seen in the Figure 3, the EKG signal quality of 
the two electrode types are comparable, and if no motion 
would be present, the medical electrodes could be 
exchanged with the textile electrodes, resulting only in a 
small amount of quality degradation.  

For all the following graphs, the textile electrode’s signal 
will be the top part of the figure.  

B. Signal when EMG present 

For this test, these two muscle groups have been 
contracted separately and simultaneously:  

 Biceps 
 Triceps 

The biceps muscle is contracted so that the elbow joint is 
bent at 90 degrees and the forearm is parallel to the ground. 
The contraction is isometric and is done at 30 percent of the 
maximum weight the subject can lift without breaking 
proper form (Fig. 4).  

The triceps muscle is contracted so the arm stays in the 
same position as in the biceps contraction test, and again we 
used 30 percent of the maximum weight the subject can 
press on the triceps press machine (Fig. 5).  

 

Fig. 1 Textile electrode locations 

 

Fig. 2 Electrode structure 
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Fig. 3 Resting condition  
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A third experiment has been conducted so that the elbow 
joint is at 90 degrees, forearm parallel to the ground, and the 
subject is performing isometric contraction of both muscle 
groups at the same time, just under the level where the arm 
would start shaking (Fig. 6).  

As one intended application area for a garment 
incorporating these textile electrodes is sports, it would be 
useful to demonstrate the effect of sweat on the comparison 
of the textile electrodes to the commercial electrodes. 
(Fig. 7) 

IV. RESULTS 

The analysis of the four tests under dry conditions 
reveals that in the selected locations the EMG effect on the 
textile electrodes is not significantly different compared to 
the conventional ones.  

This result is also obtained from the frequency domain 
analysis of the signals. To provide an example, in Figure 8 
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Fig. 6 Isometric contraction of both muscle groups 
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Fig. 7 Isometric contraction of both muscle groups  
when sweat is present on the skin. 
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Fig. 8 Frequency domain analysis of the signals  
during isometric contraction 

0 0.5 1 1.5 2 2.5
-2000

-1000

0

1000

2000
Textile electrode

Time (s)

A
rb

itr
ar

y 
un

it

0 0.5 1 1.5 2 2.5
-2000

-1000

0

1000

2000
Commercial electrode

Time (s)

A
rb

itr
ar

y 
un

it

 

Fig. 4 Biceps muscle contraction 
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Fig. 5 Triceps muscle contraction 
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we show the frequency domain analysis for the isometric 
contraction. Except the dominant 20Hz component of the 
commercial electrode’s signal, the signals show a clear 
similarity.  

An additional result would be that the textile electrodes 
show a minor superiority to the commercial electrodes in 
sweaty conditions. This is due to the fact that even if sweat 
does not affect the already gelled commercial electrode, it 
significantly increases the conductivity of the dry textile 
electrode.  

V. CONCLUSION 

According to our experiments, textile electrodes can be 
used even though the motion artifact is a challenge. The 
signal quality under no-motion conditions is comparable to 
commercial electrodes. The EMG has a similar effect on 
both types of electrodes in dry conditions, while the signal-
to-noise ratio is better for textile electrodes when the skin is 
damp or sweaty.  

The biggest challenge textile electrodes face is the 
motion artifact. Since they are dry electrodes and not 

attached to the skin via glue, these electrodes are highly 
susceptible to the effects of motion. Probably different 
structures of electrodes located at carefully selected 
anatomical locations could eliminate or minimize the effects 
of motion to a degree where textile electrodes will be used 
instead of present day’s commercial electrodes.  
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Abstract — Independent component analysis (ICA) has been 
extensively applied to reject artifacts in electroencephalogra-
phy (EEG) signal processing. The first step is to extract the 
independent component activations from the electrode records, 
and then project the desired components back to the elec-
trodes. After the composition of the projected component is 
analyzed in detail  under ICA procedure, this study shows 
that since ICA may extract some source components at the 
local optimization in high-dimensional EEG signal space, the 
artificial polarity indeterminacy may happen on the projected 
component at some electrodes. By numerical simulations, this 
issue also exhibits that this polarity ambiguity occurs. Hence, 
we conclude that the abnormal polarity reversal should be 
corrected, and that without prior knowledge on the desired 
target activation or the artifacts, the polarity of the projected 
component may be not reliable under ICA procedure. 

Keywords — ICA, projection, polarity, local optimization 

I. INTRODUCTION 

Electroencephalography (EEG) collected from any 
point on human scalp includes activity generated within a 
large brain area because of the distance between the skull 
and brain and their different resistivities [1,2]. This spatial 
smearing of EEG data by volume conduction does not in-
volve significant time delay, and the linear transform model 
of latent variables fits the EEG data in a trial, 

 tntsatz i
n

j jiji 1
, (1) 

where, tzi is the record at the electrode i , t is the time 
index, Tt ,,1 , ts j is the activation sent by the neuron 
j , ija  is the constant spatial scalp map coefficient from the 

neuron j  to the electrode i , tni  is the sensor noise and is 
of the Gaussian distribution. This EEG data model has been 
generally acknowledged by the experts in EEG signal proc-
essing, and adopted by the well-known EEGLAB-open 
source Matlab toolbox for electrophysiological research [3]. 
In the past tens of years, independent component analysis 
(ICA) [4] has been extensively applied to reject the artifacts 
since Makeig and colleagues published their articles [1,2]. 
ICA procedure on EEG includes two steps. The first is to 

extract the independent components from the electrode 
records, and the second is to project the desired components 
back to the electrodes.  

Most ICA algorithms are adaptive and optimized through 
various gradient descent methods. Since the objective func-
tion may possess many locally optimized points, the per-
formance of these algorithms heavily replies on the random 
initial point. This determines a direction to optimize the 
objective function. When ICA is applied to EEG, it is usu-
ally the case of a very high-dimensional signal space, and 
the probability to find the global optimal algorithms should 
be rather low. However, if some prior knowledge of sources 
can be supplied, for example, the similar distribution of the 
source, even at the local optimization, a component or a 
subset of the components may be accurately estimated. 
Therefore, to assess the algorithmic reliability of the esti-
mated components, it is reasonable to run the estimation 
algorithm many times, using different initial values, and 
assessing which of the components are found in almost 
every run. This is the basic principle of ICASSO procesure 
[5]. However, what it extracts from the mixtures may also at 
the local optimization for some bad index qualities. This 
means that the global matrix of ICA is not a matrix with just 
only one nonzero element in each row and each column, but 
an element of the comparatively large absolute value. Under 
such a local optimal solution, after the desired target com-
ponent activation is projected back to electrodes, the pro-
jected component activation may possess the abnormal 
polarity reversal at some electrodes. We will make explana-
tions on it in details at part two. 

To some EEG signals, the polarity is very significant. For 
example, the mismatch negativity (MMN) is a component 
of auditory event-related potentials, and is a tool for study-
ing how the human brain detects deviations within se-
quences of repeated auditory stimuli. When all electrode 
locations were referred to the tip of the nose the MMN had 
negative amplitude in frontal, central, and parietal locations 
and positive amplitude in mastoid locations [6].  

In this study, we focus on discussing the polarity of a 
projected component when the component is estimated from 
the local optimization. Next, we first analyze the composi-
tion of the projected components, and conclude that the 
projected components may possess polarity indeterminacy. 
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Then we design a simulation of the ICA procedure under 
the local optimization, and find the abnormal polarity rever-
sal. Finally, we make conclusions on ICA procedure to EEG. 

II. COMPOSITION OF A PROJECTED ACTIVATION 

If sensor noises could be omitted, then, the EEG data 
may be modeled as  

 tt Asx . (2) 

ICA is to find such an unmixing matrix W to transform 
tx  into  

 tt Wxy . (3) 

In EEG, ty  are called the component activations and 
they are the time courses of relative strengths or activity 
levels of the respective independent components, and the 
columns of the inverse of an unmixing matrix give the rela-
tive projection strengths of the respective components onto 
each of the scalp sensors. These may be interpolated to 
show the scalp map associated with each component [1,2]. 
In this paper, we assume n  sources and n  sensors. The 
projection of the thk  independent component back onto the 
original electrodes is given by the outer product of the thk  
row of the component activation matrix with the thk  col-
umn of the inverse unmixing matrix, and is in the original 
units (microvolts). The projection thk  independent compo-
nent to the electrode i  can be mathematically expressed as 

 CWA . (4) 

 1WB , (5) 

 tscbtscbte j
n

mjj kjikmkmiki ,1
, (6) 

where, ikb is the element of projection matrix B , and kmc  is 
the element of global matrix C , moreover, kmc is assumed 
to possess the largest absolute value among elements of the 

thk  row of C , and tsm  is the target activation. In this 
study, we denote the ikb  and kmc  as the projection factor 
and separation factor respectively. 

In theory, PDC , where P is a permutation matrix, and 
D  is a diagonal matrix. As a result, C is a matrix that has 
only one nonzero element in each row and each column. 
Thus, the second part of the right side at the equation (6) 
will disappear, and the projected component activation is 
equal to the mapped activation 

 tsate mimi . (7) 

In practice, since the equation (3) is possibly under the 
local optimization, C may be a matrix that has only one 
element with the comparatively large absolute value in each 
row and each column. This may also cover the local optimal 
case. Thus, from equations (4) and (5), we can conclude that 
the sign of the product of projection factor ikb  and the sepa-
ration factor kmc  will be random. As a result, the polarity of 
the projection activation will be indeterminate according to 
the equation (6). Moreover, projected components should 
consist of the mapped target activation and the sum of the 
other mapped activations. 

According to the equation (6), the equation (2) can be 
rewritten as 

 tsatsatx
n

mjj jijmimi ,1
. (8) 

The equations (6), (7) and (8) describe the projected acti-
vation, mapped activation, and mixed activation at the elec-
trode i . The mapped activation determines the polarity of 
the record at the electrode. However, it is impossible to 
obtain the exact mapped activation with the equation (7) in 
practice. Fortunately, the EEG signal is of a high-
dimensional space, and the second item in the right part of 
the equation (8) is the sum of the undesired mapped activa-
tions. According to the central limit theory, this item should 
be of the Gaussian distribution. Hence, due to the constant 
map from the neuron to the electrode, averaging over many 
trials can also reveal the essence of the target activation 
under the equation (8) [7]. This method is extensively 
adopted in the society of psychology [6]. With the devel-
opment of advanced signal processing techniques, we can 
obtain the projected activation through the equation (6). In 
contrast to the equation (8), the advantage of the equation 
(6) is that the signal to interference ratio (SIR) should be 
greatly improved since kmc is assumed to possess the largest 
absolute value among all the elements of the thk  row of C  
but ima  is not of such characteristic; since ICA could possi-
bly extract the target activation under the local optimization 
, the disadvantage is that the signs of the projection factor 

ikb  and separation factor kmc  may be random. We define 
that the polarity indeterminacy appears when polarities of 
the projected activation and the mapped activation are not 
identical at the same electrode. It is artificial, so it should be 
corrected. Through averaging over thousands of trials, the 
equation (8) may supply the reliable infomax on the polarity 
of the mapped activation. Then, this prior knowledge may 
assist to correct the polarity of the projected activation. 
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III. SIMULATION RESULTS 

In this part, we simulate the ICA procedure on EEG from 
the equation (2) to (8). For better understanding, the SIR of 
the mixed activation is defined as below, 

n

i T

t

n

mjj jij

T

t mim
mix

tsa

tsa

n
SIR

1
1

2

,1

1
2

10log101  (9) 

The SIR of the projected activation is set as 
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1
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The SIR improvement is calculated as 

 mixproj SIRSIRSIRI . (11) 

Six artificial sources with unit variance are produced as 
Fig.1. The second source is named as the sole target activa-
tion. The mixing matrix is randomly generated. During the 
simulation, we do not run any ICA algorithm, but generate 
the global matrix C , and let C  have only one element with 
the comparatively large absolute value in each row and each 
column. This may also cover the local optimal case. Fig.2 
describes the mixing matrix and global matrix. Fig.3 is the 
waveforms of projected activations and mapped activations. 
In the Fig.3, the solid line is the projected activation, and 
the dash-dot line is the mapped activation at each electrode. 
At the second electrode in Fig.3, the abnormal polarity 
reversal (APR) of the projected activation occurs in contrast 
to the mapped activation, and at other electrodes, projected 
activations are very close to mapped activations. In this 

example, the mixSIR  is -13.9dB, projSIR is 32.3dB, and 
SIRI  is 46.1dB. From the view of ICA, Fig.2 and Fig.3 
imply the performance should be good enough. However, 
even under such good performance, the APR still appears. 

Fig.2 and Fig.3 are only the single run results. In order to 
make our conclusion more believable, we mix sources 100 
times with different mixing matrices, and for each mixing 
matrix, ICA procedure on mixtures is run 1000 times. 

 
Fig. 2. (a) mixing matrix 

 
Fig. 2. (b) global matrix 

 
Fig. 3. Waveforms of six projected and mapped activations  

Fig. 1. Waveforms of six sources 
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Fig. 4. Number of APR occurrence among 1000 ICA procedure runs under 

each mixing matrix  

 
Fig. 5. SIR improvement under each mixing matrix 

Fig.4 is the mixing SIR under each mixing matrix, and 
describes how many runs the APR happens. The solid line 
is the number of APR occurrence among 1000 ICA proce-
dure runs under each mixing matrix, and the dash-dot line is 
for its average. Corresponding to Fig.4, Fig.5 shows the SIR 
improvement under the runs that APR appears. In Fig.5, the 
solid line and dash-dot line are respectively the average SIR 
and its deviation. Fig.4 shows that APR happens nearly in 
one tenth of all runs. This ratio is not low. In Fig.5, average 
SIRI is beyond 30dB under most mixing matrices. This 
number means the ICA performance should be good 
enough. Averaging increases the SIR by an amount propor-
tional to the square root of the number of trials [7]. In order 
to obtain the same SIRI, 900 trials are required for the 
mixed activation. However, this simulation exhibits that 
with the projected activation much less trials can also con-
tribute to the higher SIR. This is the advantage of ICA pro-
cedure on EEG. In practice, sources and the mixing matrix 
are unknown, and it is impossible to know the SIR. This 
simulation just describes that the polarity indeterminacy 

may happen in the ICA procedure on EEG, but it does not 
necessarily occur under our simulation conditions. In fact, 
the higher SIRI is, the lower the possibility of the APR 
occurrence is. 

IV. CONCLUSIONS 

In high-dimensional signal space, ICA may extract the 
desired target activation under the local optimization with 
high possibility, and the global matrix of ICA can not have 
just one nonzero element in each row and column, but one 
element with comparatively large absolute value. Hence, the 
sign of the product of the projection factor and separation 
factor may be indeterminate under the ICA procedure on 
EEG. This can directly result in the polarity indeterminacy 
of the projected activation at some electrodes. If the prior 
knowledge of the target activation is available, the polarity 
ambiguity can be corrected. To unknown activations, what 
ICA procedure estimates may be not reliable in the polarity. 
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Abstract — Empirical mode decomposition (EMD) has been 
applied in the various disciplines to extract the desired signal. 
The basic principle is to decompose a time series into intrinsic 
mode functions (IFMs) and each IFM corresponds to an oscil-
lation phenomenon. A statistical description of the oscillatory 
activities of the EEG has been well known. It is desired to 
extract single oscillatory process from the EEG by EMD. 
Mismatch negativity (MMN) can be automatically elicited by 
the deviant stimulus in an oddball paradigm, in which physi-
cally the deviant stimulus occurs among repetitive and homo-
geneous stimuli. MMN thus reflects the ability of the brain to 
detect changes in auditory stimuli. So, the MMN trace indeed 
is the superposition of different event related potentials 
(ERPs). In theory, different ERPs correspond to different 
oscillatory phenomena. We assume each oscillatory activity 
corresponds to an IMF. Hence, EMD can decompose the MMN 
trace into different IMFs. Based on the timing, spectral and 
time-frequency infomax of MMN, a MMN detector is also 
designed to choose the MMN-like IMF. In contrast to the clas-
sic methods—averaging and optimal digital filtering (ODF), 
the EMD can cancel the ERPs overlapped with MMN both in 
the time and frequency domain. In the computation on the 
MMN experiment dataset, EMD outperforms averaging and 
ODF with about 3dB higher support to absence ratio. 

Keywords — EMD, IMF, MMN, time-frequency, SAR 

I. INTRODUCTION 

With the development of the recognition on human 
brains, scientists have gradually begun to agree millions of 
neurons self-organize into transient networks that synchro-
nize in time and space to produce a mixture of short bursts 
of oscillations. These periodic vibrations can be observed 
and detected in the electroencephalogram (EEG) [1-4]. 
Mismatch negativity (MMN) belongs to the event-related 
potential (ERP), and can be automatically elicited by the 
deviant stimulus in an oddball paradigm, in which physi-
cally the deviant stimulus occurs among repetitive and ho-
mogeneous stimuli. MMN thus reflects the ability of the 
brain to detect changes in auditory stimuli. As a result, the 
MMN trace indeed is the superposition of different ERPs. In 
this study, we define each ERP as an oscillatory phenome-
non. Thus, MMN trace can be regarded as mixtures of dif-
ferent oscillatory phenomena. 

In order to extract the MMN-like oscillatory from the 
mixtures at a single channel, the averaging, band pass digi-
tal filtering and wavelet filtering have been extensively used. 
In the society of the psychology, averaging over trials is a 
very popular algorithm to improve the signal to noise ratio. 
The averaging algorithm assumes that at different trials, the 
desired target signal is invariant, and no artifacts are pro-
duced, and noises are Gaussian distribution [5]. Under such 
an assumption, the signal to noise ratio could be improved 
via an amount proportional to the square root of the number 
of trials [6]. However, this assumption does conflicts to the 
reality. During eliciting MMN, the brain may also generate 
many spontaneous ERPs, moreover, the MMN at different 
trials could be somewhat different. Hence, the performance 
of averaging should degenerate. A band pass digital filtering 
is an extremely easily implemented method and it can delete 
the frequency components out of a certain frequency band. 
Nevertheless, when the ERPs overlap in the frequency do-
main, such a filter can not separate the overlapping. Another 
problem is that the frequency resolution needs longer time 
series. This requirement can not be met when the desired 
ERP is transient. To resolve this problem, the wavelet filter 
has been developed and become very popular in many dis-
ciplines from the end of 1980s. Indeed, it is very useful in 
analysing data with gradual frequency changes. Since wave-
let transformation has an analytic form for the result, it has 
attracted extensive attention of the applied mathematicians. 
Although wavelet filtering is versatile, the disadvantage is 
that wavelet filter is not an adaptive methodology. The 
selection of the wavelet is too vital to make the method very 
strict to data. 

Empirical mode decomposition (EMD) was first formu-
lated by Huang and his colleges [7]. As they have defined 
that EMD is an adaptive method to identify the intrinsic 
oscillatory modes by the characteristic time scales in the 
data empirically, and then decompose the data accordingly, 
and that he decomposition is according to the straightfor-
ward extraction from the signal energy based on the various 
intrinsic time scales, and that this technique adaptively 
decomposes non-stationary signals into a set of intrinsic 
time scales, and that in contrast to previously discussed 
methods, EMD is intuitive, direct, a posterior and adaptive, 
with the basis of the decomposition based on, and derived 
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from, the data. EMD has been applied in the biomedical 
engineering [8-12].  

In the present study, EMD is applied to find the MMN-
like IMF, and the artefacts are rejected simultaneously. The 
methods will be introduced in the second part, and results 
are reported in the third part. As last the discussion of EMD 
on MMN is given. 

II. METHOD 

MMN is usually elicited in a passive oddball paradigm 
presenting an uninterrupted sound consisting of two alter-
nating tones (600Hz and 800Hz) of the same duration 
(100ms) with infrequent shortenings of one of the 600Hz 
tones (50ms or 30ms) [13]. The experiment paradigm is 
shown in Fig.1. 

Due to the limited length of the paper, the participants, 
MMN eliciting paradigm and EEG recordings are not ex-
actly stated. Please refer to the [14, 15]. There were totally 
98 subjects, 9 channels, two MMN deviations and 350 trials 
for each participant at each electrode. The sampling fre-
quency was 200Hz, and each trial lasted 650ms, i.e., 130 
samples were available in each trial.  

ERP is time-locked; therefore, the time-frequency analy-
sis may describe ERP more accurately than the spectral or 
waveform information. After time-frequency analysis is 
performed, the one-dimensional signal is transformed to be 
the two-dimensional image, and a data matrix with dimen-
sions of time by frequency is generated. In this matrix, the 
frequency range should correspond to the spectral feature. 
From the view of time, the time range of a trace where the 
event related potential is present will be called its support, 
and others of the trace are called its absence [5]. Then, we 
define the support to absence ratio (SAR) in the time-
frequency plane as below, 
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where, tfF ,  is the time-frequency analysis of a trial’s 
trace, T is the length of the trace, HL FF , is the ERP 
optimal frequency band, 21,TT is the time interval of ERP. 
SAR can reflect the characteristics of support signal based 
on its timing and spectral features. The larger SAR is, the 
better support signal is obtained. This is the MMN detector 
hereinafter. Exactly, in our MMN experiment, the sampling 
frequency is 200Hz, and the optimal frequency band is 2-
8.5Hz. In each trial, we obtain 130 samples in our dataset. 
For the 50ms deviation, the MMN starts from 80th sample 
and ends at 110th sample. In this study, the Morlet wavelet 
transformation was adopted for the time-frequency analysis 
[16]. The half length of Morlet wavelet was 6. 

On the basis of the visual, distribution and possibility 
inspection of the EEG data, four excision principles were 
set up to rule out the artifacts in this paper. The first was 
that a trial exceeds 100V., which was to cancel the EOG-
artifacts [14]; the second was that the trace of a trial was a 
straight line, which was to delete the trials with null 
information; thirdly, the kurtosis of a trial was larger than 
10, which was to remove the trials with impossible 
distributions; at last, the entropy of a trial was larger than 35, 
which was to reject trials with impossible data. Criteria of 
kurtosis and entropy had been used in the popular 
software—EEGLAB [17]. So, we applied them for the trials 
excision principles in this paper. The number of included 
trials per subject varied from 181 to 346 trials. The average 
number was 331 trials. 4.5% trials were rejected. 

After the data reduction, the averaging over the left trials 
was implemented at each electrode for each subject, and the 
first 300ms samples were formulated for the baseline. Here-
inafter, the baseline of the averaged trace was removed. 
Then, the EMD was performed on the averaged trace to 
acquire IMFs. Next, the SAR was computed for each IMF. 
Finally, the IMF with the largest SAR was chosen as the 
MMN-like IMF. This IMF is the output of the EMD on 
MMN. Please refer [7-12] for the EMD algorithm due to the 
length limitation.projected activation. 

III. RESULTS  

As the original dataset was the same to the one used by 
Kalyahin et al.[15], and the little difference was only that 
we rejected few trials and they adopted all trials, some basic 
results were shown by Kalyahin et al., and not discussed 

 
Fig.1 Illustration of the MMN eliciting experimental paradigm 
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here. This paper was focused on the main effect of different 
methods. The result consisted of 98 subjects by 9 channels 
by two deviations by three methods. Fig. 2 was the image 
trace of all subjects at Fz electrode under 50 ms deviation. 
The horizontal ordinate was the sample, and the vertical 
ordinate was the subject, and the color in the image denoted 
the trace amplitude. The color bar showed the trend of the 
amplitude with the color. For better display, the value of 
each sample was multiplied by minus one before the plot-

ting. Fig. 2.1 2.2 and 2.3 corresponded to the averaging, 
ODF and EMD respectively. Apparently, compared to ODF, 
Fig. 2 demonstrated that EMD filtered out more response to 
repeated stimuli from the original averaging trace, and the 
MMN was much clearer. Fig. 3 was the SAR. Fig. 3.1 and 
3.2 corresponded to the two deviations respectively. The 
horizontal ordinate was the electrode, and the vertical ordi-
nate was the SAR in dB. The value is the mean of all 98 
subjects. The statistical tests of the SAR at each electrode 
under each deviation were also computed. The independent 
variables were methods (three levels). For the length limita-
tion, the statistical results were only shows the C-channels.  

In fact, the differences were all significant in all channels. 
The statistical test demonstrated that the results in Fig. 3 
were reliable. More over, the SAR at the 30ms deviation 
was larger than the one at 50ms deviation. This corresponds 
to the theoretical expectation, i.e., the larger deviation elicits 
larger MMN [13]. 

 
(a) 50ms deviation 

 
(b) 30ms deviation 

 
Fig.3 SAR of averaged, ODF and EMD traces at nine electrodes 

 
(a) Averaging 

 
(b) ODF 

 
(c) EMD 

Fig.2 trace image at Fz electrodes under 50 ms deviation 
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Table 1: Statistical tests of SAR at C-electrode under each deviation. 

Electrode C3 C4 Cz 
Deviation-50ms 

F(2,194) 36.9 28. 7 21.5 
p 0.00 0.00 0.00 

Deviation-30ms 
F(2,194) 34.1 59.9 54.3 

p 0.00 0.00 0.00 

IV. DISCUSSION 

In the MMN experiment, each trial contained the re-
sponse to repeated stimuli, transient MMN, other event-
related potentials, and background noises. The classic data 
analysis methods include averaging and digital filtering. 
However, these two methods are not suitable to evaluate the 
transient signals. The present contribution demonstrated that 
EMD was appropriate to decompose the mismatch negativ-
ity trace and to show the effectiveness of EMD under com-
parison with averaging and optimal digital filtering. 

However, the amplitude of the MMN peak was not ana-
lyzed in this study because the IMF has the characteristic 
that at any point, the mean value of the envelope defined by 
the local maxima and the envelope defined by the local 
minima is zero. This is quite different with the baseline 
removal. This is the disadvantage of MMN. 

While, the peak amplitude of MMN computed from the 
ODF has a almost equal mean value and variance. This 
implies that the data quality is not good under the criterion 
of he peak amplitude. This study gives another parameter—
SAR. The variance is about 3 at all the channels among all 
the subjects. Compared to the mean value of the SAR, this 
number is small. Then the statistical analysis is more sig-
nificant to reflect the quality of the data and the advantage 
of EMD than ODF and averaging. 

As Table 1 and Fig.3 demonstrated, the larger deviation 
corresponds to the larger SAR. This keeps consistent to the 
theoretical expectation on MMN peak amplitude. So, it is 
possible to use SAR to evaluate the quality of the MMN 
instead of the MMN peak amplitude. To find another pa-
rameter in the time-frequency plane is necessary to give the 
judgment on the MMN latency. This will be our future work. 
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Abstract — Implantable,  gas-driven  drug  pumps  are  safe,  
cost-effective and  do  not  require  internal  batteries  like  
their  motor-driven counterparts.  However, their flow rate 
cannot be changed after implantation. This work focuses on 
the development of an adjustable micro-flow regulator to be 
used in a programmable gas-driven pump. Several concepts of 
flow-restrictors made of microstructured silicone-elastomers  
have  been  evaluated  and  the manufacturing  techniques  
have  been  optimized.  Currently, fixed flowrates down to 250 
nl/min can be achieved for a pressure drop of 3,4 x 105  Pa. 
Development of prototypes with adjustable flowrate is in pro-
gress. A test bench based on optical front-tracking for dynamic 
flowrate-analysis down to 10 nl/min has also been imple-
mented. This enables an  independent calibration of thermal 
micro-flow sensors as well as wide-range, low impedance 
flowrate measurements. 

Keywords — microfluidic, flow measuring, flow regulator, 
flow restrictor, implantable pumps. 

I. INTRODUCTION  

The market for implantable infusion systems has grown 
significantly during the last years because of their advan-
tages compared to oral drug delivery (no drug loss by re-
sorption, topic drug delivery). These devices are mainly 
used for pain and spastic therapy.  

Among the implantable medicament pumps, those driven 
by a constant-pressure chamber (two phase mixture) are the 
most widely used. They are more reliable ,have less moving 
parts and cost a fraction of their motorized counterparts. 
Their flow-rate, however, is fixed after implantation and 
dosage changes are not possible. Moreover, new highly-
effective drugs (e.g. Piralt) require flow rates as low as 15 
nl/min. To provide long-time, maintenance-free operation  
of the implants at such low flow ranges new adjustable flow 
regulators have been developed and first results are here 
presented. 

Several effective methods for measuring flow are avail-
able [1,2,3,]. However, current Standards for measuring  
micro-flowrates (for example gravimetric methods) are 
tedious and not  reliable  for variable  flows. Thermal mi-
cro-flow sensors promises a better alternative [4], but they 
need  a  fluid-specific  calibration  and  have  usually  a  
high flow impedance. A validated measuring method with 

accuracy within a few nl/min and low impedance is there-
fore essential to calibrate microfluidic parts before implan-
tation. The development of such a system is also discussed 
in this work. 

II. MATERIALS AND METHODS 

Different combinations of inner and outer spiral-channel 
microstructures have been evaluated for the construction of 
the flow regulator. Also several materials (silicone elas-
tomer, TiAl6V4, brass, PEEK, PMMA) and manufacturing 
methods (shape cutting, pressure moulding, casting) were 
tested. The current system consists of a microstructured 
biocompatible silicone part (Nusil) with outer spiral chan-
nels fabricated by pressure moulding. In contrast to standard 
MEMS solutions consisting where mostly combinations of 
hard materials are used (silicon, metals, hard plastics), elas-
tomers allow to change the flow-impedance through  
mechanical deformation of the parts without compromising 
the tightness of the system. The smallest channels achieved 
are currently 45 µm deep and 130 µm wide, have a curva-
ture radius of 50 µm and a pitch of 250 µm. The silicone 
screw fits into a PMMA housing which seals the channels 
and provides inlet and outlet connectors for the fluid  
(Figure1). 

To change the flow impedance of the system, a modified 
regulator which allows a radial elastic deformation of the 
channels is under development.   

Fig. 1 Flow regulator for Laboratory tests   
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Fig. 2  Front-Tracking System 

 

 
Fig. 3 Front-Tracking software with flow velocity profile 

 
A custom flow-measuring setup based on optical front-

tracking has been developed (Figure 2) 
It comprises a high precision glass capillary attached to 

the outlet of the system which flow-rate has to be deter-
mined, a digital zoom-microscope (Keyence, VHX 600) 
mounted on a micro-motion stage (PI) and a custom-made 
image processing software. The motion of the interface 
between the fluid and the air is detected by the software 
(Figure 3), which in turn controls the motion of the motor-
ized stage through a PID algorithm to keep the front cen-
tered on the image. The flow is calculated from the velocity 
of the front and the diameter of the glass capillary.  

The whole system is assembled on top of an air-damped 
table to reduce the effects of vibrations. Accuracy can be 
increased by choosing higher magnifications or smaller 
capillary internal diameters. In the first case the stability of 
the system has to be increased (vibration damping); in the 
second the maximum allowable measuring time is reduced 
(capillary length is fixed).  

Capillary tubes are 25cm long and the following inner 
diameters are available to achieve a broad range of flow-rate 
accuracy and maximum measuring times: 80 µm, 150 µm, 

300 µm, 600 µm and 1000 µm. Inner diameter tolerances 
are under 5% in all cases. Thermal expansion effects of the 
glass near RT are negligible.  

With the optical zoom (20x-200x) resolutions between 
1,7 µm and 17 µm per pixel can be freely chosen. Calibra-
tion is made automatically from the software using a high 
resolution linear optical encoder integrated in the motion 
stage (0.1 µm accuracy).  

Time uncertainty during the determination of the front 
position is under 50ms (Windows XP SP2,intel  Pentium 4 , 
1 GB RAM, no other programs running, CPU usage ca. 
10%).  

Stable flows to test the equipment were generated using 
fixed pressure drops (water column method). 

Thermal flow sensors (Sensirion, Switzerland, model 
SLG 1430-025) were also compared against the front-
tracking method. The minimum calibrated flow than can be 
measured with these sensors is 50nl/min.  

III. RESULTS 

Repeatable flowrates down to 250 nl/min have 
 been obtained for a pressure drop of 3,4 x105  Pa with sili-
cone-based regulators using ultra pure water (Figure 4).  

With the Front tracking system flow measurements with 
5% accuracy down to 10 nl/min and much lower impedance 
than the thermal methods are possible.   

Figure 5 shows a comparison between the “out-of-the-
box” readings of the thermal sensor and that of the front-
tracking software. Discrepancies were below 1 % down to 
40 nl/min (capillary diameter of 300 µm, resolution 3,4 µm 
per).  

Fig. 4 Flow-rate as a function of the housing diameter 
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Fig. 5  Reading of the thermal sensor vs. reading of the Front-Tracking 

System 
 

 
Fig. 6 Variable flow-rate profiles. Above: thermal Sensor, below: Front-

Tracking System. X-axis: time in seconds, Y-Axis flow-rate in nl/min 

Response to changing flow-profiles showed also a good 
agreement (Figure 6).  

One thermal flow sensor showed a drift of the reading 
under constant flow and temperature. A restart of the sensor 

was required to eliminate the drift. Such problems were not 
observed with the front-tracking system.  

Integration times of ca. 1 second or the equivalent to 10 
pixels of motion of the front (the larger of the two values 
was selected) were necessary reduce the noise of the flow 
curves due to pixel discretization. For the thermal sensors, 
integration times of 0,7 seconds where used. Under these 
circumstances the noise of the thermal sensors was lower 
than that of the front-tracking system. Reaction times (to 
sudden changes in the flow) were similar. 

IV. CONCLUSIONS  

A micro-flow regulator has been successfully fabricated 
using implantable materials (Nusil  silicone®). Designs of 
adjustable microflow regulators are in progress.  

Ultra low flow-rates down to 10nl/min have been suc-
cessfully measured with a custom-made optical system.  

Thermal sensors available on the market do not reach 
such low values and need fluid-specific calibrations. 
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Abstract — This paper proposes a highly efficient embedded 
system, implemented entirely in reconfigurable hardware, for 
the extraction of electrocardiogram (ECG) measurement pa-
rameters and the recognition of the normal ECG. The entire 
process takes place on an FPGA and is based on the syntactic 
pattern recognition approach. The underling model for this 
system is that of Attribute Grammars (AG), whose descriptive 
power allows the concurrent recognition and measurement of 
the input ECG. The proposed generic platform for syntactic 
pattern recognition applications, is using the fastest parallel 
Context Free Grammar parsing algorithm in the bibliography.   

Keywords — ECG, Attribute Grammars, FPGA, SoC 

I. INTRODUCTION  

In this paper a generic platform for coping with Syntactic 
Pattern Recognition applications [1], [2] is presented. The 
underlying model for accomplishing this task is that of 
Attribute Grammars [3]. The entire process is based on the 
syntactic pattern recognition approach and takes place on an 
FPGA board. Our implementation makes use of the fastest 
parallel Context Free Grammar parsing algorithm [4] in the 
bibliography, implemented entirely in hardware [5]. More-
over, all the computations imposed by the input data are 
done by dedicated hardware modules, eradicating the need 
for a microprocessor existence, contrary to previous at-
tempts where a general purpose processor, softcore [6] or 
external [7] was needed. 

As an example application, the automated recognition of 
the normal Electrocardiogram (ECG) is chosen, for which, 
an automated System on a Chip (SoC) is proposed. The 
proposed system inputs the ECG measurements and not 
only recognizes the normal ECG but additionally, outputs 
various parameters regarding the measured heart beat. In 
this way, the proposed system can not only acquire the 
ECG, extract its features and make measurements but fur-
thermore, it recognizes and diagnoses whether the examined 
ECG is a normal one or not. 

In the case of Syntactic Pattern Recognition applications 
such as the ECG, a pattern grammar is utilized, which de-
scribes the patterns to be recognized in a formal way. Fur-
thermore, this pattern grammar is augmented with extra 
attributes, thus extending into an Attribute Grammar [3]. 
These attributes are evaluated constantly throughout the 
parsing process, giving values that allow a more accurate 

measurement of the ECGs and the recognition of the normal 
ones. 

In our approach, the biomedical input waveform must 
undergo a first process in order to have the primitive pat-
terns extracted. These primitive patterns are described by 
the pattern grammar proposed by Trahanias et al [9] and 
constitute the input string to be parsed by our hardware 
parser [5]. A separated module on the chip is responsible for 
this task. Once the input string is defined, it can be submit-
ted to the hardware parser. During the parsing process, for 
each input string, the corresponding attributes are evaluated 
allowing a real time analysis of the original waveform. 

The proposed architecture has been implemented in syn-
thesizable Verilog in the Xilinx ISE 9.1 [10] environment, 
while the generated source has been simulated for valida-
tion, synthesized and tested on a Xilinx Virtex-5 ML506 
FPGA. 

The rest of the paper is organized as follows. In section II 
the necessary theoretical background is specified, while in 
section III an overview of the proposed system is given and 
the example implementation of the normal ECG recognition 
SoC in presented in Section IV. Finally, section V summa-
rizes the proposed implementation and outlines directions 
for future work. 

II. THEORETICAL BACKGROUND 

Attribute Grammars (AG) were devised by D. Knuth [8] 
as a tool for formal languages specification extending Con-
text Free Grammars (CFG). Specifically, semantic rules and 
attributes are added to CFGs augmenting their expressional 
capabilities. Knowledge can be represented in AGs, using 
syntactic and semantic (attribute evaluation rules) notation. 

A CFG is a quadruple G = {V, N, R, S}, where: V is the 
finite set of grammar symbols, N is the set of non-terminal 
symbols (NT), R is the finite set of rules and S is the start 
(nonterminal) symbol of the grammar. In addition, T = V-N 
is the set of terminal symbols. Rules are in the form A  , 
where A N and V; A is called he left hand side symbol 
(lhss) and  is the string of the right hand side symbols 
(rhss) of the specific rule. Rule A *  means that  can 
derive from A after the application of one or more rules. Let 
S * , be a derivation in grammar G. The correspond-
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ing derivation (parsing) tree is an ordered tree with root S, 
leaves the terminal symbols in , and nodes the rules that 
are used for the derivation process. The process of analyz-
ing a string for syntactic correctness is known as parsing. A 
parser is an algorithm that decides whether or not a string 

1 2 3.. n can be generated from a grammar G and simulta-
neously constructs the derivation (or parse) tree. 

An AG is also a quadruple AG = {G, A, SR, d}, where G 
is a CFG, A = A(X) where A(X) is a finite set of attrib-
utes associated with each symbol X V. Each attribute 
represents a specific context-sensitive property of the corre-
sponding symbol. The notation X.a is used to indicate that 
attribute  is an element of A(X). A(X) is partitioned into 
two disjoint sets; the set of synthesized attributes AS(X) and 
the set of inherited attributes AI(X). Synthesized attributes 
X.s are those whose values are defined in terms of attributes 
at descendant nodes of node X of the corresponding seman-
tic tree. Inherited attributes X.i are those whose values are 
defined in terms of attributes at the parent and (possibly) the 
sibling nodes of node X of the corresponding semantic tree. 
The start symbol does not have any inherited attributes. Each 
of the productions p P  of the CFG is augmented by a set of 
semantic rules SR(p) that define attributes in terms of other 
attributes of terminals and on terminals appearing in the 
same production. The way attributes are being evaluated 
depends both on their dependencies to other attributes in the 
tree and also on the way the tree is traversed. Finally d is a 
function that gives for each attribute  its domain d( ). 

The parallel Earley’s parsing algorithm, implemented on 
hardware [5] decides whether an input strong a1a2…an of 
length n is a sentence of a CFG. The parsing task is reduced 
to the procedure of filling a two dimension table (parse 

table) of size (n+1) (n+1). Only the elements on or above 
the diagonal are used, hence the number of needed process-
ing elements is (n+1)  (n+2)/2. Every processing element 
is computing one cell pt(i, j) in each execution time and at 
the next execution time is used again to compute the cell 
that belongs to the same column and is one row higher pt(i-
1, j). After the end of each execution step k (tek), the compu-
tation of one parsing processing element terminates. At the 
next execution step this processing element transmits the 
computed cells, to the next processing (tck). Each processing 
element repeatedly calculates a cell, checks if it should 
transmit any cells and then if it should receive any. All the 
above are illustrated in Figure 1, for an input string of 
length 2. 

III. EXTENDING THE PARSER 

As already analyzed, the parser presented in [5] can only 
deal with CFG and not AGs, since it has no attribute evalua-
tion abilities. For this reason, it was crucial to extend the 
parser so as to tackle with attributes. In order to succeed 
that, for each entry of the parse table, extra data (come from 
- CF) must be kept, pointing for every rule to the cell it was 
created. The origin of each produced rule is encoded in a 
bit-vector, since it is crucial to maintain the combinatorial 
nature of the parser, responsible for the high circuit effi-
ciency. The produced parse table is filled starting from its 
most left column and continuing to the right successively 
and based on the CF data, the parse tree can easily be con-
structed. 

Once the parse table is constructed, based on it, the parse 
tree must be constructed and traversed once. During this 
traverse, the final scope – that of semantic evaluation - takes 
place on a dedicated hardware module. Inside this module, a 
stack-based approach is used to transfer the attributes from 
a tree node to its descendant nodes (for inherited attributes) 
and to its parent node (for synthesized attributes). For each 
attribute a stack is defined, and data are pushed or popped 
according to specific rules. In addition, operations between 
attributes are executed on dedicated arithmetic modules, 
based on the semantic rule corresponding to each syntax 
rule. The basic idea of the algorithm is to first evaluate all 
the subnodes of a node, before evaluating the node itself. To 
signify the stack-based approach, a simple example using 
only a synthesized attributes is explained: Consider the 
syntax rule L  R1 … Ri … Rn, with the corresponding 
semantic rule L.s = f(R1.s;…;Rn.s), where f is a function of 
R1.s, …, Rn.s. In the parser tree, the NT symbols R1, …, Rn 
are descendants of the NT L and as a result, before evaluat-
ing the attributes of L, the attributes of the descendant nodes 
have already been evaluated and stored at consequent places 

 

Fig. 1 Parser Architecture for constructing the Parse Table 
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into the top of the stack. Hence, by popping n times the 
stack, the attributes are passed to the dedicated arithmetic 
module and the result is pushed again into the stack. 

Therefore, the proposed system is consisting of three ma-
jor modules, the extended parser, the tree constructor and 
the attribute evaluator. The parser handles the recognition 
task and constructs the parse table. When the parsing proc-
ess is over, the parse tree is constructed and afterwards, 
while being traversed, the corresponding attributes are 
evaluated. The first two modules are automatically pro-
duced by the platform, based on the given AG. The last 
module follows a generic architecture for the attribute han-
dling, which is independent to the grammar but for the 
arithmetic expressions, dictated by the semantics, special 
submodules are required. Therefore, these submodules re-
sponsible for the arithmetic calculations cannot yet be pro-
duced automatically but have to be application specific 
functions provided by the user. 

IV. A REAL-LIFE EXAMPLE 

In order to present the SoC abilities, a real-life example 
from the area of biomedicine has been chosen, that of nor-
mal ECG recognition. For almost a century, the health care 
community has a strong ally in its arsenal of monitoring 
aids, the ECG. An ECG monitor can accurately define the 
duration and the frequency of the heart beat, as well as any 
variations. Furthermore, by the usage of ECG, medical 
conditions such as arrhythmia or deviation from the normal 
heart beat can be diagnosed and the cause for these anoma-
lies can be further explored. 

The ECG is the electrical potential between various body 
points, which can be measured by the usage of suitable 
equipment when the electrode leads are properly attached to 
the patient body. The measured voltage is directly linked to 
the muscle activity of the heart. Thus, at the beginning of 
the heart stimulation a positive electrical deviation is meas-
ured, this is called a P wave. Next, as the stimulation starts 
to extend initially a negative wave (Q) appears which is 
followed by a large and fast inversion (R wave). As the 
stimulation reaches its end, another negative wave appears 
(S wave). Finally, the repolarization of the ventricles is 
marked by a positive wave, the T wave. 

For the linguistic representation of an ECG waveform, an 
AG presented by Trahanias et al [9] is being used. Due to 
space limitations the AG rules are not quoted here. The 
grammar has the terminal symbols { +, -, , }, where + 
denotes positive peaks, - negative peaks, E straight line 
segments and  parabolic segments. Thus, every ECG 
waveform is transformed to a string of the abovementioned 
symbols. For each input string seven attributes (both inher-

ited and synthesized) are evaluated i.e. the number of car-
diac waves, the number of QRS classes, the duration of 
left/right arm of a peak, the height of the left/right arm of a 
peak and finally a candidacy for a peak as a P or a T. There-
fore, based on the so far proposed methodology, seven 
stacks will be used for the storage of those attributes. The 
operations between the attributes are for the most rules 
simple assignments and additions with the exception of five 
rules, where apart from the adder circuit, an accumulator 
and a comparator are imposed by the semantic rules. 

The prospective is to have a dedicate module to cope 
with acquisition of the ECG data from a source and supply a 
next module responsible for the primitive extraction from 
the raw ECG data in real-time, based on piecewise linear 
approximation methods. However, at this stage, in order to 
test the platform efficiency, artificial ECG primitive data 
have been used as input string and not real ECG data. The 
input string is being processed in bursts, therefore to facili-
tate a pipelined collaboration of the primitive extraction 
module and the parser, a shared memory buffer is used by 
both modules. The input string length, due to the grammar 
nature, must be long enough to contain at least one cardiac 
cycle, therefore depending on the sample ratio, the buffer 
size can be decided upon. 

Once the input string is determined, the parsing process 
begins outputting the parse table. Following the CF data 
stored in the parse table, the corresponding parse tree is 
build and traversed. The tree is decorated with the semantics 
top down and from left to right. At each leaf of the tree a 
synthesized attribute is evaluated and the result is pushed 
into the corresponding stack. This is the simplest case, 
where a value is merely pushed in. During the semantic 
evaluation of the tree nodes, arithmetic operations must be 
carried out between attributes. In such cases, the corre-
sponding attributes are popped out of their stack and send to 
the hardware module responsible for the arithmetic opera-
tions together with the proper control signal. The result is 
then pushed into the related stack. When the whole tree is 
decorated with the attributes, the endmost module is trig-
gered that based on the calculated attributes, carries out the 
three important tasks: 

1. QRS Detection and Recognition: Consecutive peaks are 
recognized as a QRS complex based on a threshold 
value and the angle between the right and the left arm 
of two consecutive peaks. The morphology of the QRS 
is determined by the alternative of the syntactic rule that 
matches the QRS. 

2. P, T Detection and Recognition: One ore two consecu-
tive peaks are recognized as a P or a T complex by 
thresholding their width and amplitude, depending on 
the syntactic rule being evaluated. 
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3. QRS Classification: the distance between a given QRS 
complex and a given class of QRS complexes is com-
puted, based on morphological (structural) and quantita-
tive (statistical) features.  

All the output information is transmitted from the FPGA 
to a computer via a serial cable and by the same mean, the 
input data is transmitted to the FPGA. At all stages of the 
parsing and attribute evaluation, the circuit retains its com-
binatorial nature and therefore its remarkable speedup as 
proved in [5]. In addition, the arithmetic operations between 
the attributes and the concluding task of recognition, detec-
tion and classification are all handled by dedicated hardware 
modules, eradicating the need for a microprocessor and thus 
the delay imposed is minimal. 

V. CONCLUSIONS  

Due to the combinatorial nature of the proposed system, 
a remarkable speedup is achieved as compared to the pure 
software implementation or to implementations based on 
soft-core general purpose processor of similar approaches 
[11] resulting in a speedup counted in orders of magnitude. 
Therefore, the contribution of this paper can be summarized 
in the followings: Firstly, a generic platform is proposed for 
syntactic pattern recognition applications, using the fastest 
parallel Context Free Grammar parsing algorithm [4], [5] in 
the bibliography. Additionally, the hardware implementa-
tion of the SoC is, to the best of our knowledge, the first 
hardware implementation for the recognition and diagnosis 
of the normal ECG using a syntactic pattern recognition 
approach. And finally, the flexibility, rapid prototyping and 
efficiency of the implementation, attributable to the high 
level description (AGs) of the problem and the generic 
nature of the platform. 

Our future work remains focused on implementing the 
proposed architecture shown in Figure 2, where real-time 
ECG data, such as those obtained from PhysioBank [12], 
will be inputted to the SoC, the primitive patterns will be 
automatically extracted and after the process the ECG will 
be recognized and evaluated data will be given. In every 
case, the overall system must not lose its combinatorial 
nature, responsible for the speedup compared to conven-
tional approaches. Once the system is complete, comparison 
with other ECG recognition systems can occur by using 
specific test ECG sequences as benchmark. 

 

Fig. 2 SoC for the real time normal ECG Recognition 
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Abstract — The aim of this work is to develop and present 
new slit-lamp based instrumentation and methods to measure 
anterior segment ocular fluorescence with clinical significance, 
mainly in diabetic patients.   With those measurements we 
have been able to quantify both endogenous and exogenous 
fluorescence (after systemic tracer administration, in the last 
case) and to detect alterations in Blood-Ocular Barriers (BOB) 
permeability.  

Increased vascular permeability in diabetes is one well 
accepted alteration affecting the whole vascular system. In the 
eye an alteration of both the Blood-Aqueous Barrier (BAB) 
and the Blood-Retinal Barrier (BRB) have been shown to be 
one of the earliest alterations occurring in diabetes. BAB is the 
main target of our study and both oral and intravenous tracer 
administration have been used. 

Keywords — Blood-Ocular Barriers, Ocular Fluorescence, 
Diabetes, Slit-Lamp, Data Acquisition. 

I. INTRODUCTION 

In a recent study by our group, looking at the initial 
stages of diabetic retinal disease in a prospective two-year 
follow-up study, the increase in Blood-Aqueous Barrier 
permeability paralleled the increase in Blood-Retinal 
Barrier permeability and the progression of the retinopathy 
judged by stereofundus photography [1]. Also alteration of 
the BAB, measured by aqueous spot fluorometry, is a 
sensitive indicator of ocular inflammation [2].  

A new light detection and data acquisition system has 
been developed to perform ocular fluorescence quantitative 
measurements (PAF – Photodiode Array Fluorometer, US 
patent 06,013,034, European patent EP 0 656 759 B1). The 
system is based on an ophthalmic slit-lamp to produce 
excitation with appropriate filter selection and, to collect 
fluorescence through the objective, additional optics and 
adequate emission filters are used. The detector is a solid 
state multi-element image detector. With this apparatus it is 
possible to quantify BAB Fluorescein diffusion coefficient 
by measuring fluorescence both in aqueous and in blood 
plasma over time.  

A clinical in vivo study using both PAF and Fluorotron 
Master  (Ocumetrics, USA) – a commercialized standard 
instrument - has been performed both with oral and IV 
administration of Fluorescein regarding BAB permeability 

assessment with results that assure the reliability of this new 
and simpler method. Finally, a new microcontroller-based 
interface has been developed – and will be described - that 
offers the system increased flexibility and portability along 
with faster and more sensitive measurements.  

II. MATERIALS AND METHODS 

The PAF ocular fluorometer is optically and 
mechanically coupled to an ordinary slit-lamp. The 
excitation source is the slit-lamp tungsten-halogen lamp 
used together with optical filters to select the appropriate 
wavelengths to fluorescence excitation. Fluorescence light 
coming from different eye structures or fluids is collected 
by the slit lamp objective.  Emission filters are there placed 
to prevent collection of reflected light. A beam-splitter then 
directs the collected light to image formation optics 
(spherical lens) and to a solid state linear image sensor. 
Cylindrical optics is also used to maximize image size and 
photosensitive area matching.    

Data Acquisition and Processing is accomplished by the 
use of two main electronic modules. A dedicated PC board 
and a detector board. The PC board has local processing 
capabilities provided by a Digital Signal Processor (DSP) 
and memory. From the PC point of view this is a simple 
memory and I/O board. A protocol has been established 
between PC and the DSP to assure that the host can only 
interrupt the DSP when it is not executing important activity 
that cannot be interrupted. This module provides also the 
basic timing signals for sensor driving and for A/D 
conversion and all the electronics for temperature reading 
and control. The Interface to the sensor board is a parallel 
12 bit data interface with timing control signals and some 
power lines. 

The detector board, connected to the above described PC 
board by means of a 50 way flat cable, provides the 
driver/readout circuit for the sensor, the amplification 
electronics to fit the sensor output to the input range of the 
ADC used, the ADC itself and the power electronics to 
drive the TE cell responsible for the sensor cooling. The 
module is to be adapted to the ocular piece of an ordinary 
slit lamp that provides the optics (lenses and filters) for both 
excitation and fluorescence collection. A set of 
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interchangeable excitation and emission filters can be used. 
The overall system diagram is depicted in Fig. 1. The 
hardware/software system allows great flexibility in 
acquisition parameters programming and data storage and 
analysis and the IBM compatible environment offers good 
computational possibilities for graphical analysis of data. 

 

Fig. 1 – PAF Fluorometer 

The detector choice for this application was a self-
scanning type PDA (Hamamatsu Mos Linear Image Sensor 
series). Among the important parameters in imaging 
applications of PDA’s are: Sensitivity, response uniformity, 
dark current, pixel size (spatial resolution), quantum 
efficiency, saturation signal, linearity and maximum and 
minimum data rate. In order to evaluate detector 
performance by measuring some of these parameters the 
data acquisition system must be flexible, fast, highly 
programmable even for long term operation and data 
storage and analysis tools must be available. As we are 
dealing, in ocular fluorometry, with very low light levels, 
special care must be focused on the quality of electronics 
for amplification and A/D conversion. Some signal 
processing techniques as simple as signal averaging must 
also be used.  The system we have developed fulfils those 
requirements. 

Fluorotron Master™ is the gold standard reference 
commercial ocular fluorometer, capable of measuring ocular 
fluorescence over the entire ocular axis from retina to 
anterior segment by spot measurements in different 

positions determined by a scanning lens mechanical 
displacement [3].  

The Diffusion Coefficient, Kd, calculated is the rate of 
appearance of fluorescein in the anterior chamber after 
intravenous or oral administration is compared to the 
concentration decay of the non-protein bound fluorescein 
(NPBF) in plasma [4]. It is defined as the ratio from the 
fluorescein concentration in the anterior chamber and the 
time integral of NPBF in plasma. 

The increase of NPBF concentration in the anterior 
chamber can be written as:  

)()()( .
ca

c
acaahafapd

a

r
C

CKCCKCCK
dt

dC  (1) 

where Ca, Cp, Ch and Cc are the NPBF concentrations 
respectively in anterior chamber, plasma, aqueous humour 
and cornea. Kd is the diffusion coefficient from plasma to 
anterior chamber (the parameter we are interested in), Kf is 
the loss coefficient due to aqueous flow and Ka.ca the 
aqueous to cornea diffusion coefficient. rca is simply a 
correction factor [3]. After integration of both sides we can 
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Different groups from different countries reached 
standard protocols and methodologies for anterior segment 
fluorometry based on intravenous (IV) administration. For 
oral not much experience is available and we followed the 
same approach with required adaptations. 

A commercial curve fitting package (curve expert 1.3) 
has been used and additional software for automatic 
calculation of plasma integral and diffusion coefficient in 
Blood – Aqueous Barrier for endovenous and oral 
administration has been developed.  

A new version of data acquisition system (Fig. 2) has 
been developed to incorporate new technology 
developments and to improve sensitivity, measurement 
resolution, portability and to increase programmability. This 
is achieved by using a dsPIC Microcontroller 
(dsPIC30F6012A, Microchip, USA) together with a 16-bit, 
1.25 MSPS ADC. The communications with the PC are 
done either by USB or RS-232 and a robust power supply 
has been coupled. No other computer dedicated boards are 
needed and PIC programming and data reading are made by 
serial interface. Next picture depicts a simplified block 
diagram. Basic in vitro performance tests are now being 
performed with this new architecture. 
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III. RESULTS 

A clinical study was performed using both endovenous 
and oral administration of sodium fluorescein. All patients 
(10 normal volunteers and 22 diabetic patients) were 
examined (fluorophotometry by both FM and PAF) in two 
visits separated by two weeks minimum. Fig. 3 shows some 
results obtained by PAF after oral tracer administration.   

Both endovenous and oral examinations presented no 
statistically relevant deviations between FM and PAF 
results using Spearman Rank Order Correlations (SROC), 
and Wilcoxon Matched Paired Tests (WMPT) methods. For 
example, intravenous results of diabetic group gave p<0.001 
(SROC). 
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Fig. 2 – Data Acquisition Architecture 
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where K1 e K2 are the Kd of first and second visit 
respectively, was found to be less then 8% for FM and less 
then 10% for PAF. Intravisit reproducibility was found to be 
3.6%±1.6%. 

With endovenous administration good correlation PAF- 
FM was achieved and no significative difference between 

Kd of first and second visit (both PAF and FM) was 
obtained as validated by Spearman Rank Order Correlation 
and Wilcoxon Matched Paired Tests.  

One important objective of the study was to define a 
protocol for ocular fluorometry after oral tracer 
administration. Although a more complex plasma 
concentration profile with time, we were able to develop 
curve fitting and calculation methods to evaluate plasma 
concentration time integral. 

 
Fig. 4 - Curve fitting for calculation of plasma concentration time integral 

Fig. 4 shows one particular curve where experimental 
points were adjusted to a vapour pressure model given by 
the following equation 

xc
x
ba

ey
ln

  (4) 

where a, b and c are adjustable parameters. 
Several curve fitting models were compared and 

trapezoidal methods were also evaluated.  

IV. DISCUSSION 

Intravenous administration is a well established 
procedure and data collected gave simply the opportunity to 
compare measurements made with both equipments.  

Taken the FM as gold standard the new equipment – 
PAF – proved to be reliable as data collected from both 
fluorometers are correlated (r = 0.872; p<0.001). This is 
achieved for both visits and for both measurement times 
(30’ and 60’ in case of  IV). Good reproducibility was 
achieved (4% intra-visit, 9% inter-visit) and correlation with 
Gold Standard Instrument results has been proved. 

The safer oral administration of fluorescein (no patient 
adverse reactions) together with a simplification of the 
procedure in order to increase patient comfort can lead this 
technique to a clinical routine use. But there are some 
limitations: Plasmatic concentration curve is less predictable 
in comparison with EV case (more samples and care with 
food ingestion must be taken); long examinations (more 
then 90 min); Work proceeds towards simpler but reliable 
procedures. Attempts have been made to consider only 
anterior chamber concentration (either rise or wash out 
phases) independently of plasma measurements. That seems 
to be a promising direction. 

Other ocular fluorometry applications like cornea and 
lens autofluorescence are also easily implemented with the 
apparatus herein described.  
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Abstract — This study was part of a major effort to study 
epicardial acceleration as a mean to monitor myocardial func-
tion. This article presents new epicardial acceleration data 
measured with a commercially available capacitive 3-axis 
accelerometer. The single chip accelerometer was packaged in 
medical grade silicon and approved for use in clinical trials. 
The sensor was used to measure heart motion in an animal 
model. The acceleration signal was integrated to velocity and 
position using numerical integration. The new recordings of 
epicardial acceleration showed good details. 

Keywords — Accelerometer, epicardial acceleration, heart 
motion. 

I. INTRODUCTION  

This article presents new recordings of epicardial accel-
eration using a 3-axis accelerometer.  

Graft occlusion immediately after coronary surgery is a 
serious and well known problem. Hol et al has reported 
there was a 4% chance of coronary bypass graft occlusion 
immediately after closure of the wound, obtained by using 
angiography in the operating theater [1]. An accurate tool 
for online monitoring of myocardial function may give the 
physician an opportunity to revise occluded grafts before 
departure from the hospital.  

Since heart wall motion is directly linked to cardiac func-
tion, echocardiography is a commonly used method for 
studying regional myocardial dysfunction [2]. However, 
echocardiography gives only intermittent readings, and the 
method is time consuming.  

The goal of this effort was to use accelerometers to 
achieve inexpensive, simple and continuous measurement 
of heart wall motion, in order to monitor myocardial func-
tion. Several studies have used epi- or endocardial accelera-
tion to study the origin of heart sound [3][4][5][6][7], and to 
monitor contractility by measuring vibrations associated 
with the first heart sound [8].  

An earlier study from this group demonstrated how  
3-axis accelerometers can be used to detect coronary occlu-
sion interpreted using short-time Fourier transform [9]. The 
sensor was a hybrid 3-axis sensor made by mounting two  
2-axis sensors perpendicular to each other. The sensors used 

were the ADXL-202 from Analog Devices (Analog Devices 
Inc, Norwood, MA, USA) and the samplings frequency was 
250Hz.  

Another study demonstrated how the acceleration signal 
could be used to approximate velocity and position [10]. 
This study also used a hybrid 3-axis sensor made up of two 
2-axis accelerometers (ADXL311)(Analog Devices Inc, 
Norwood, MA, USA). The bandwidth of this was limited  
to 50Hz and the sampling frequency was 250Hz. This 
method allowed the comparison of information with signals 
obtained from echocardiography, e.g. tissue velocity imag-
ing [2].  

A result of these studies was that accelerometers seem to 
be sensitive in detecting changes in myocardial movement 
pattern, but there are some challenges that need to be over-
come in order to use accelerometers for continuous monitor-
ing of heart condition. 

This article presents acceleration data measured with a 
new commercially available, single chip, micro machined, 
3-axis capacitive accelerometer. The chip was packaged in a 
biocompatible material and connected to a five lead cable. 
The packaging was designed with holes in each corner to 
suture the sensor securely to the heart surface. This sensors 
advantage was its size, weight, thin cable and its holes dedi-
cated to sutures. This allowed the sensor to follow the 
epicardial movement with good accuracy. The sensor was 
tested on a pig model to visualize its ability to measure 
heart movement.   

II. METHOD 

A. Animal protocoll 

In a pig model, access to the heart was achieved through 
a median sternotomy after anesthesia. Anesthesia was in-
duced with intravenous pentobarbital (2-3 mg kg-1) and 
boluses of morphine (0.05 mg kg-1), titrated to no reaction 
to skin incision and maintained by continuous inhalation of 
isoflurane 0.5-1.5% and intravenous infusion of morphine 
0.15-0.2 mg kg-1 h-1. The animal was ventilated using a 
respirator with a frequency of ca. 20 respiration per minute. 
One accelerometer was attached to the surface of the left 
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cardiac ventricle, anteriorly, near the apex by Prolene 5-0 
epicardial sutures (Fig. 1). The study was performed in one 
animal according to a protocol approved by the institutional 
Animal Care and Use Committee at Rikshospitalet de-
scribed in previous work [9]. The animals used were Nor-
wegian land pigs of either sex, with a weight of 51.0kg.  

B. Accelerometer 

Acceleration was measured with a commercially avail-
able triple-axis miniature accelerometer (Kionix KXM52-
1050, Kionix Inc. Ithaca, NY, USA), mounted on an alu-
mina substrate and encapsulated in medical grade silicone 
[11](Figure 1 a)). Key parameters for the sensor are listed in 
Table 1. The accelerometer was calibrated using earth gravi-
tational field. Capacitors of 47nF were connected to each of 
the outputs of the sensor, reducing the bandwidth to 105 Hz 
and limiting the output noise from the sensors. The encapsu-
lation of the sensor was designed with one hole in each 
corner to be able to securely fasten the sensor to the epicard 
with sutures.  

Table 1  Specification of the capacitive accelerometer KXM52-1050, 
as used in the described setup. 

Parameters Units KXM52-1050(xyz) 
Range g ±2 
Sensitivity V/g 1@ Vcc=5,0V 
Operating Voltage V 5.0 
Noise @500Hz mg/Hz½ 0.5(x & y), 0.8(z) 
Bandwidth (-3dB) Hz 0-105 (Limited) 
Cross-axis sensitivity % 2 
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Fig. 2. This figure shows the power spectrum of the unfiltered acceleration 
signal from the longitudinal axis. This frequency spectrum from the other 

axis showed similar results. 

C. Data acquisition and hardware 

The signals from the accelerometer and the ECG were 
recorded simultaneously. Data was recorded at a sampling 
rate of 500 Hz using a NI USB 6009 AD-Converter (Na-
tional Instruments Inc. Austin, TX, USA) connected to a 
computer running the LabVIEW software (National Instru-
ments Inc.). The full-scale resolution of the converter was 
13bit, but with the described setup and signal levels, the 
effective resolution was approximately 10bit.  

The ECG signal was recorded to relate the acceleration to 
the cardiac cycle. A Drager Siemens SC 9000XL monitor 
(Siemens AG, Germany) was used as a signal condition 
unit, and output from this monitor was recorded in parallel 
with the accelerometer signals, using the same AD-board 
and software. The output from the monitor was delayed 
compared to the input ECG signal. This delay was experi-
mentally measured to 22ms, and was compensated for in the 
processing of the data. 

D. Signal processing  

The acceleration signal was high-pass filtered using a 4th 
order Butterworth digital filter with a cutoff frequency of 
0.71Hz. The filer was applied in both directions to remove 
phase differences.  

The velocity was approximated by trapezoidal numerical 
integration. The integration constant was approximated by 
assuming no velocity below the cutoff frequency. This was 
done by high-pass filtering after the integration. Position 
was approximated from velocity in the same manner. 

The frequency spectrum of the unfiltered acceleration 
signal was calculated and presented in Figure 2. The accel-

 

Fig. 1. Image a) shows how the encapsulated sensor was sutured to the 
epicardium. Image b) shows how two sensors were positioned on the left 

ventricle. The arrows in the right image marked X and Y, shows the longi-
tudinal and transversal sensor directions relative to the heart surface. The 

last direction, Z, was perpendicular to the heart surface. 
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eration was from the accelerometers y-axis (Fig. 1 b)), with 
a sensing direction transversal to the heart surface. The 
frequency spectrum in the chosen axis was a typical repre-
sentation of all the axes. The amplitude of the frequency 
specter was normalized to the amplitude of the heart rate 
frequency. A Hanning window was used during Fourier 
transform and the frequency band covered was 0-250Hz. 

A tree second time trace of the ECG, high-pass filtered 
acceleration and the approximated velocity and position, 
was presented in Figure 3, 4 and 5. The tree figures pre-
sented data from all tree axes in the 3-axis accelerometer. 
Figure 3 presented data from the x-axis, longitudinal to the 
heart, and Figure 4 presented data from the y-axis, transver-
sal to the heart (Fig. 1 b)). Data from the z-axis, perpendicu-
lar to the heart, was presented in Figure 5.  

III. RESULTS 

In the frequency plot it was to identify the heart rate and 
its higher order components, starting at 1.34Hz (Fig. 2). It 
was also possible to identify the respiration and one of its 
higher components, starting at 0.33Hz. This frequency cor-
responded to the rate the animal was ventilated with. There 
was also possible to identify an unlinear mixing between the 
heart rate and the respiration rate (1.34-0.33=1.01Hz, 
1.34+0.33=1.68Hz and 1.34+2*0.33=2.01Hz). 

IV. DISCUSSION 

The filter coefficients were chosen to reduce the gravity 
and respiration component in the acceleration signal. The 
filtering was important in order to approximate the velocity 
and position. 

The approximated velocity has similarities with tissue 
velocity echocardiography, and some of its typical features 
may be identified. In all the figures showing the different 
axis, something similar to an ejection and early filling phase 
may be identified. In the time trace plot it may be possible 
to identify the ejection phase in the approximated velocity 
as the phase with a positive velocity immediately after the 
peak R-wave in the ECG signal. It may also be possible to 
identify the ejection phase in the approximated position as 
the upward stroke. 

A. Limitations 

According to Einstein’s principle of equivalence, rotation 
in a gravitation field and acceleration can not be distin-

0.5 1 1.5 2 2.5 3 3.5 4 4.5
−70

−60

−50

−40

−30

−20

−10

0

10

Frequency [Hz]

P
ow

er
 s

pe
ct

ru
m

 [d
B

]

 

Fig. 3 This figure shows the power spectrum of the acceleration plotted 
with a linear frequency scale. This figure shows the heartbeat and respira-

tion frequency and the unlinear mixing between them. 
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Fig. 4 This figure shows a tree second time trace. It shows the ECG and 
the acceleration and approximated velocity and position from the longitu-

dinal accelerometer axis. 
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Fig. 5 This figure shows a tree second time trace. It shows the ECG and 
the acceleration and approximated velocity and position from the transver-

sal accelerometer axis. 
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guished. This may be relevant when using accelerometers 
on the heart since the heart twists and rotates the apex dur-
ing a cardiac cycle [12]. This rotation will occur at the same 
frequency as the heart rate, hence, can not be removed by 
filtering in the frequency domain.  

V. CONCLUSIONS  

The new single chip micro machined 3-axis accelerome-
ter measured epicardial acceleration recording with good 
details and resolution. 
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Fig. 6 This figure shows a tree second time trace. It shows the ECG and 
the acceleration and approximated velocity and position from the perpen-

dicular accelerometer axis. 
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Abstract — Sensors for pH measurements in the pH range 
of human blood (pH7.0-pH8.0) is reported. The sensors 
comprise of a gold interdigitated electrode structure with a 
novel polyaniline-based composite thick film as the sensing 
layer. The sensors showed a sensitivity of approximately 10 

/pH unit, when in contact with the test solutions. Due to the 
permanent effects of the pH of the solution on the films, the 
resistance of the films (after removal from the solution) varied 
over several orders of magnitude. The sensors demonstrated a 
repeatable response.  

Keywords — Polyaniline, Resistance, Thick Films, pH, 
Blood 

I. INTRODUCTION  

Conducting polymers (CPs) are a novel brand of 
materials, whose unique electrical properties are only 
beginning to be fully appreciated. Polymers belonging to 
this group of normally insulating materials are being 
exploited on a large scale, in many different applications, 
including batteries, light emitting diodes, electro-optic and 
optical devices [1]. Another important area in which CPs 
have found use is in chemical sensing devices, such as those 
to detect glucose [2] and urea [3] levels in the body.   

The pH of bodily fluids is also important to the health of 
a patient. Devices designed to measure the pH levels in 
human patients need to have a higher sensitivity and be 
more reliable than standard pH sensors. Some CPs, such as 
Polyaniline (PANI) and Polypyrrole (PPy) [4, 5], show 
promise in such pH-sensing applications. 

This work shows how conductimetric sensors, employing 
novel polymer composite materials as their sensing layers 
can be successfully developed for medical applications. 
Conductimetric sensors have appeared frequently in the 
literature, measuring pH, glucose and so forth [6-9]. In this 
work, a conductimetric sensor based on an interdigitated 
(IDE) gold electrode structure in conjunction with a PANI 
based composite thick film sensing layer can be employed 
to measure the pH of solutions in the pH range of pH7.0-
pH8.0, a significant pH range as the pH of human blood is 
maintained in this region. 

Polyaniline is exploited as a pH-sensitive material, as its 
conductivity is governed by the pH of the solution. Previous 
work by the authors [5] has found that this conductivity 

varies with the pH of the solution it is in contact with; with 
the conductivity decreasing as the pH of the solution 
increases (becomes more alkaline).  

II. EXPERIMENTAL 

The PANI Emeraldine Salt (ES) was purchased in 
powder form from Sigma Aldrich and underwent no further 
purification. First, 1.0 g of the PANI ES powder was placed 
in a 60 mL glass jar, along with 10 wt.% of polyvinyl 
butyral (PVB), which acts as a binder and Hypermer PS3 
(surfactant) and manually stirred with a spatula until well 
mixed. Once the mixture is ready, a suitable amount of 
solvent (ethyleneglycolmonobutyalether) was manually 
mixed into the composite polymer mixture. Once sufficient 
rheological properties have been achieved, the mixture is 
ready for screen-printing. 

The IDE structure was screen-printed onto pre-cleaned 
alumina substrates (CeramTec UK Ltd.) using a DEK 1202 
automatic screen-printer. The material used for the 
electrodes was Au thick film conductive paste (Heraeus 
Materials). After screen-printing, the substrates were placed 
into an oven at 80°C for 2 hours to facilitate the initial 
drying of the paste. In this step, the remaining solvent in the 
thick film paste evapourates, leaving the dried pattern on the 
substrate. The devices are next placed into a multi-chamber 
belt-furnace for a much higher temperature (850°C) cycle. 
In this step, any remaining organic binder is removed and 
the metal frit is sintered into one solid structure. This step 
also allows the electrode pattern to settle to its final 
thickness and resistivity values.  

The thickness of the Au thick film is 9 m and was 
measured using a Dektak Surface Profile Measuring System. 

Once the electrode structures are ready, the composite 
polymer is screen-printed over the IDE structure. These 
devices are then placed into an oven at 80°C for 12 hours to 
ensure complete solvent evapouration. After 12 hours, the 
devices are ready for testing and link wires are soldered 
directly to the bond pads of the IDE structure. 

The DC and AC electrical characteristics of the sensors 
were examined to determine the stable operating region for the 
devices, and to determine the conduction mechanism in the 
films. A National Instruments Data Acquisition (DAQ) card 
controlled by LabWindows/CVI software and driven by 
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customized electronics hardware measured the current volt-
age characteristics of the sensors. This equipment was also 
used to measure the resistance of the sensors at various 
temperatures. 

AC characteristics were monitored using a HP 4192A 
Low Frequency Impedance Analyzer (50 mV, 10 Hz – 10 
MHz), using LabView software to log the results.  

Testing the pH sensitivity of the devices was achieved by 
submerging the film into 20 mL of test buffers (Sigma 
Aldrich Hydrion® (pH2-11) and Trizma® Hydrochloride-
Base mixtures (pH7.0-pH8.0) (also from Sigma Aldrich)). 
The change in the electrical parameters of the sensors was 
recorded using the HP4192A Impedance Analyzer. After 
the test is complete, the sensor is rinsed in de-ionised water 
and dried. The electrical parameters of the film are again 
examined to establish any permanent effects the pH of the 
test buffers may have on the composite polymer films. 

III. RESULTS AND DISCUSSION 

A. AC and DC Electrical Characteristics of Composite 
Thick Films 

In order to understand the reactions taking place between 
the test solutions and the thick films, it is necessary to study 
the electrical characteristics of the film before exposure to any 
solutions. It was found that the composite thick films had a 
low resistance value of approximately 5 , and when a 
sweeping voltage was applied to the sensor, the resultant 
current was ohmic in nature (Fig. 1). It was also observed that 
the film resistance increased with increasing temperature, 
suggesting a conduction that is metallic in nature.  

The resistance of the films also did not vary considerably 
with frequency, further supporting metallic conductivity 
(Fig. 2). These results are supported by some of the theoretical 
treatment of conducting polymers, which refer to these 

polymers as organic semiconductors [1]. In this treatment, 
when the band-gap between the valence and conduction bands 
disappear (due to doping), the two bands overlap leading to a 
conduction mechanism which is metallic in nature. 

B. Results and Discussion 

Upon immersion into the test solutions, the resistance of 
the film undergoes an immediate change. The sensor was 
allowed to rest in the solutions for five minutes, and then it 
was placed into the next buffer. This was repeated for all 
test buffers in the pH range pH7.0-pH8.0, with the pH 
increasing in increments of 0.1 of a pH unit. Fig. 3 shows 
the resistance of the film while in contact with the solution 
taken after five minutes.  

The change in resistance of the film is attributed to the de-
protonation of the polymer back-bone, with the resulting loss 
of charge carriers. Previous work by the authors has establish-
ed this fact [5]. The composite thick films are essentially 
PANI particles held together by the polymer binder. The film 

 

Fig. 1. Current-Voltage Characteristics of composite thick films. 

 

Fig. 3. Composite thick film resistance versus solution pH. Measurements 
are taken after five minutes of film contact with the test solution. 

 

Fig. 2. Real versus Imaginary Impedance components of untested 
composite thick film before testing. The arrow represents  

the direction of increasing frequency. 
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is porous in nature, allowing the solution to penetrate into 
the film and interact with the PANI particles. Conduction 
through the film occurs at the points where these particles 
meet. As contact between the film and solutions of alkaline pH 
cause the removal of the charge carriers in these regions, the 
resistance of the film increases. The extra information in 
Fig. 3 shows the sensors have good repeatability. After step-
ping the sensor through each buffer, starting at pH7.0 and in-
creasing to pH8.0, the sensor is allowed to soak in an acidic 
buffer (pH2.0) for 10 minutes. This restores the resistance 
to its pre-test value and the experiment can be repeated. The 
data in Fig. 4 shows the reprotonation of the film. 

From the reviewed literature and previous work by the 
authors [5-6, 11], it is known that the resistance of the 
composite thick film varies over several orders of magnitude. 
The reason that the resistance of the film (while in contact with 
the test solutions) remains relatively low is that once the 
deprotonation process is underway, the dominant conduction 
in the film-solution system is changed from a film-dominant 
conduction process to a joint film and solution conduction 
process. The charge carriers that are lost in the film are 
replaced by the ions in the solution. However, when we 
compared the conductance of the solution to the conductance 
of the film, it was found that the ions in the solution only 
contribute a “background” conductance, and that the overall 
conductance of the film is not dominated by the solution ions.  

By taking the above conclusions into consideration, it 
was decided to investigate the permanent effect of the 
solution on the resistance of the sensor. By soaking one 
sensor in each buffer for 12 hours, it was possible to 
investigate these effects. Once removed from the solution, 
the sensors were rinsed thoroughly in de-ionised water (to 
remove any remaining solution) and dried for several hours 
in an oven at 80 °C. The electrical properties of the sensors 
were measured over the same frequency range as before.  

It was found that the long term effects of the solutions on 
the films dramatically affected the resistance of the films 
(Fig. 5). The resistance values recorded after this experiment 
demonstrates the large changes in magnitude experienced by 
the sensors, when solution conductance is not taken into 
consideration.  

By examining the impedance spectra of the different 
samples (same as used in Fig. 5), it was found that the 
electrical conduction taking place in the films had changed 
considerably (Fig. 6). 

The curves seen in Fig. 6, correspond very closely to the 
examples given by MacDonald [11]. In his work, 
impedance plane plots of the same shape are attributed to a 
common RC circuit, i.e. a resistor and a capacitor in parallel 
with each other. In this case, the capacitance arises from the 
insulating media now present in the film (PANI particles 
devoid of charge carriers). In effect, the film has become a 
disordered, inhomogeneous semiconductor. It is also 
evident from Fig. 6 that the difference in magnitude of both 

 

Fig. 4. Reprotonation of the composite polymer thick films  
after first experiment. 

 

Fig. 5. Resistance of composite thick films after 12 hour soak  
in buffers of different pH values. 

  

Fig. 6. Cole-Cole plots of samples after 12 hour soak in buffers of 
different, known, pH values. The arrow indicates the direction of 

increasing frequency. 
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the real and imaginary components of the impedance is 
large for devices tested under different pH conditions.  

IV. CONCLUSIONS  

The sensor developed in this work has successfully 
demonstrated its suitability as a device to measure the pH of a 
solution in the biologically significant pH region pH7.0-
pH8.0. By the deprotonation of the polymer back-bone, the 
resistance of the film was seen to increase with increasing pH. 
The sensor resistance varied over a range of approximately 
100  when the sensor is in contact with the test buffers and 
over several orders of magnitude when not in contact with the 
solution. It was also discovered that the overall conduction 
mechanism in the film changes as the pH of the test solution is 
increased. The new conduction mechanism can be approxi-
mated by an equivalent RC circuit. The sensors also demon-
strated good repeatability and reproducibility. 
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Abstract — Computer Integrated Surgery has only existed 
for two decades, however it has already spread out world wide, 
with well over 100.000 operations performed. In the near fu-
ture, newly developed robotic systems may conquer even the 
most challenging fields—such as neurosurgery—to provide 
better patient care and medical outcome. This paper presents 
the major systems and different strategies applied in robotic 
neurosurgery. Besides appropriate design, adequate control 
strategies are required to ensure maximal safety. This makes 
automated neurosurgery a technologically challenging area for 
researchers.  It is also important during the design phase to 
consider market aspects. We anticipate that the future trends 
of clinical applications are outlined by the current leading 
research directions. The conclusions of the past years of inno-
vation will lead forward on the path of further improvement.  

Keywords — Computer Integrated Surgery, robotic surgery, 
neurosurgery 

I. INTRODUCTION  

Robotic surgery is entering its adulthood due to the con-
tinuous development made by research groups all over the 
world. From the close co-operation of engineers and physi-
cians great medical robotic innovations were born. It was 
first proven more than thirty years ago that robotic tools can 
extend human capabilities, as a brain biopsy procedure 
(manipulating biopsy cannulae with a PUMA 560 robot) 
was successfully performed in 1985 [1]. General purpose 
laparoscopic multi-manipulators—such as the da Vinci—
have performed thousands of operations so far; however, 
more emphasis has been put on gastro-intestinal, cardio-
vascular and orthopaedic surgery.  

 Neurosurgery is one of the most demanding areas for 
Computer Integrated Surgery (CIS), where the complexity 
of the anatomical regions and the high sensitivity of the 
tissues require fine accuracy and high precision. In the mean 
time, robot-aided procedures offer remarkable advantages 
both for the patient and the surgeon. The ability to perform a 
surgery in smaller scale with robots makes microsurgery a 
reality. The use of mechatronic devices can increase the 
stability and robustness of the system, give increased accu-
racy to navigate based on medical images and help position-

ing the surgical tool to the target point. Furthermore, there is 
the option to introduce advanced digital signal processing 
and control or to record the spatial points-of-interest and 
motions. This can be useful for surgical simulation and risk-
free training. Finally, robotized equipment can greatly add 
to the ergonomics of the procedure, especially in the case of 
minimally invasive surgery (MIS).  

CIS promises significant results in the case of brain pro-
cedures mainly for two reasons: the skull gives a rigid 
frame, therefore it is easier to register real word structures to 
preoperative scans of the patient. (This is the basis of effec-
tive image-guided surgery). Second, the compactness of the 
head allows less soft tissue motion during the intervention, 
enabling a more accurate use of pre-operative planning. 
However, once the skull is open during the procedure, there 
may be significant tissue motion. Compensating for brain 
shift is a major field of research.    

We can categorize surgical robots based on their different 
roles in the OR [2]. Passive robots only serve as a tool hold-
ing device once directed to the desired position. Semi-active 
devices perform the operation under direct human control 
(e.g. in compliant mode). Active devices are under computer 
control, and automatically perform certain interventions 
(e.g. bone machining). Beyond this, surgical robots can be 
involved in the procedure with different level of autonomy 
[3]. Systems that are able to perform fully automated proce-
dures—such as CT-based biopsy or cutting—are called 
autonomous, or supervisory controlled. (A human supervi-
sor would always be close to the robot, but does not inter-
vene, as long as everything goes according to the surgical 
plan.) On the other hand, if the robot is entirely remote-
controlled, and the surgeon is in charge of every single 
motion of the robot, we may call it a teleoperated system. 
The latter can be realized by a master-slave manipulator 
system for example. Modifying this control paradigm, we 
can introduce compliant (co-operative) control. It means 
that the surgeon is directly giving the control signals to the 
machine, while leaving some space for automation. This is 
called the hands-on technique, as the human is always in 
contact with the robot. 
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Table 1. Major neurosurgical robotic projects and most important features. (CA = commercially available) 

 

II. CURRENT ROBOTIC APPLICATIONS IN NEUROSURGERY  

In the past decades, several different robotic neurosurgi-
cal devices have been created, and a couple have reached 
the market (Table 1). 

In fact, none could move on towards real mass produc-
tion and achieve the success of the well-known da Vinci 
teleoperated system. We cannot talk about a major financial 
breakthrough because of certain functional limitations and 
the higher investment/ maintenance costs. However, the new 
systems offer even more significant clinical advantages that 
may well compensate for their high cost.  

Table 1. lists the major neurosurgical robotic systems and 
their main features. Beyond these, several other research 
projects exist, as listed in the MEdical RObotics DAtabase 
(MERODA [4]).  

III. FUTURE OF NEUROSURGICAL ROBOTS  

Present research projects are focusing on three major ar-
eas for improvement. One is to increase the overall accuracy 
and/or efficacy of the classic stereotactic systems, another is 
to increase the added-value of the equipment and the third is 

Project [ref.] Category Institute, company Main features 

Alpha robot [1] Active, 
teleoperated 

MicroDexterity Systems Inc.; Albu-
querque, NM, USA 

5 DOF parallel manipulator mounted on the stereotac-
tic frame, CA 

Cranio [11] Active,  
automated 

RWTH-Aachen / Lehrstuhl für Bio-
medizinische Technik; Aachen, DE Craniectomy with 6 DOF hexapod robot 

Cyberknife [12] Active, 
automated 

Accuray Inc.; Sunnyvale, CA, USA Image guided radiotherapy, tumor irradiation, CA 

Evolution 1 [13] Semi-active, 
automated 

Universal Robot Systems; Schwerin, 
Germany 

6 DOF hexapod robot for pedicle screw placement 
and adenoma dissection, CA 

JHU project w/ 
NeuroMate [9] 

Co-operative 
control 

Johns Hopkins University; Baltimore, 
MD, USA 

Skull base drilling with force based co-operative  
control withVirtual Fixtures 

KineMedic [15] Active, 
teleoperated 

DLR / BrainLAB AG, Feldkirchen, 
Germany 

Light-weight, high payload 7DOF robot for MIS 
neurosurgery, CA 

MARS robot (Smar-
tAssist) [16] 

Active,  
automated 

Mazor Surgical Technologies Inc.; 
Caesarea, Israel 

FDA approved, light-weight, head mountable robot 
for needle insertion 

Minerva [17] Active, 
 automated 

Lab. of Microengineering, Swiss 
Federal Inst. of Tech.; Lausanne, CH 

Real time frameless stereotactic instrument guidance 
in CT scanner 

MRI compatible 
robot [7] 

Semi-active, 
automated 

Harvard Medical School; Boston, 
MA, USA 

5 DOF robot for percutaneous procedures, driven by 
ultrasonic motors 

neuroArm [8] Active, 
teleoperated 

University of Calgary; Canada MRI compatible complete multi-manipulator 

NeuRobot [18] Active,  
automated 

Computer Integrated Medical Inter-
vention Laboratory; Singapore Instrument guidance, skull-base surgery 

NeuroMaster [19] Active, 
automated 

Robotic Institute Beihang University; 
Beijing, China 

6 DOF robot for stereotactic procedures 

NeuroMate [10] Passive, 
automated 

IMMI / ISS / Schaerer Mayfield 
NeuroMate Sarl; Lyon, France 

Cannulae positioning for biopsy, neuroendoscopy, 
CA 

PathFinder [6] Active, 
automated 

Prosurgics Ltd. (formerly Armstrong 
Healthcare Ltd.); High Wycombe, 
UK 

6 DOF manipulator for instrument guidance, CA 

Raven [20] Active, 
teleoperated 

University of Washington; WA, USA 6 DOF general surgery, automated suction  

RAMS [21] Active, 
teleoperated 

NASA JPL; Pasadena; CA, USA 6 DOF manipulator for eye and brain surgery with 
motion scaling and tremor filtering 

Steady Hand Sys-
tem [14] 

Co-operative 
control 

Johns Hopkins University; Baltimore, 
MD, USA 

7 DOF robot with advanced tremor filtering for MIS 
needle driving 
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to further enhance the capabilities of the human surgeon. 
The following ongoing research examples give a good in-
sight how these trends are realized and what are benefits for 
future patients. Safety is paramount, and may always deter-
mine the way research is conducted. In the discussed three 
cases, patient safety is addressed differently in each system. 

A. Improvement of stereotactic surgery 

The European Union’s most recent initiative, the Robo-
cast project aims to augment existing image-guided surgery 
techniques and to find new ways to perform high-precision 
keyhole neurosurgery [5]. The Robocast systems will use 
optical trackers for patient safety (to monitor and compen-
sate for any change in the patient’s position) and provide 
visual information of the surgical field. Given an accurate 
registration, the controller will use the preoperative diagnos-
tic information to plan the path of the intervention. The 
modular system to be built will consist of two manipulators 
and one smaller probe, actively cooperating in a bio-
mimetic sensory-motor integrated framework. The Path-
Finder system (Prosurgics Inc., UK) forms the basis of the 
bigger positioning robots. The stereotactic 6 degree-of-
freedom (DOF) PathFinder is already available on the Euro-
pean market. It works with the CT or MRI images of the 
patient and automatically registers the position of the probe 
(with at least 1.25 mm accuracy).  In general practice, it is 
capable of aligning the surgical tools within 1 mm to the 
target. In 2003, real-life experiments showed that the appli-
cation accuracy was 0.44 ± 0.02 mm (mean ± standard de-
viation) using the robot, 0.98 ± 0.02 mm with stereotactic 
frame and the error was 1.96 ± 1.6 mm in with a standard 
(frameless) navigation system [6].     

Improving the efficiency and precision of stereotactic 
surgery will lead to more gainful treatment of certain brain 
tumors and lesions. Deep brain stimulation electrodes could 
be placed very accurately with this kind of system, resulting 
in the routine treatment of Parkinson and similar diseases. 
Effective percutaneous brachytherapy could be achieved, 
where radioactive seeds are implanted to kill the cancer 
cells. Based on the preoperative images, blood clots could 
also be removed. Robocast is planned to be used to inject 
stem cells into the brain to treat Alzheimer’s and other dis-
eases [7].   

B. Integrating imaging devices 

The other main direction of development is to integrate 
the robots with advanced imaging devices to increase their 
utility by allowing intraoperative imaging. This can be very 
challenging technically, but offers the highest level of 
added-value to the procedure. Magnetic resonance imaging 

(MRI) gives a fine resolution picture of soft tissues, with 
acceptable rate, while it does not expose the patient and the 
surgeon to radiation. MRI compatible robotics has been in 
the focus of research interest since the mid 90s.   

NeuroArm [8] is a recent teleoperated anthropomorphic 
robot from a University of Calgary led consortium. The 
MRI compatible robot (up to 1.5 Tesla magnetic field) is 
made for stereotaxy and microsurgery. Beyond motion scal-
ing and high definition visual feedback, the neuroArm is 
able to provide very accurate 3D information of its two 7 
DOF arms. It uses three displays to give a complete visual 
coverage on the operating environment, showing in parallel 
the 3D stereoscopic view of the operation, the MR image of 
the patient and the control panel. The system has been used 
on one human patient so far, further clinical trials will begin 
shortly, and the robot may hit the market in the next years.  

C. Hands-on surgery 

The ongoing neurosurgical research project at the Johns 
Hopkins University (JHU) is a good example of the co-
operative control concept. The system is based on a modi-
fied NeuroMate surgical robot that is capable of helping and 
increasing the performance of human surgeons [9].  

The NeuroMate robot was the first neurosurgical robotic 
device to get CE mark in Europe, and then the US Food and 
Drug Administration’s (FDA) approval in 1997 for stereo-
tactic neurosurgical procedures. (After having performed 
over 3000 operations, it was approved for frameless stereo-
tactic surgery as well in 1999.) It also has a CE mark for 
neuro-endoscopic applications. Originally developed at the 
Grenoble University and produced by Innovative Medical 
Machines International (Lyon, France), the 5 DOF Neuro-
Mate provided an accurate and trusted assistance for super-
vised needle positioning for brain biopsy. The technology 
was bought and commercialized by Integrated Surgical 
Systems Inc. (Sacramento, CA, USA) in 1997 and later 
acquired by Shaerer Mayfield NeuroMate Sarl (Lyon, 
France). The robot’s reported intrinsic accuracy is 0.75 mm, 
with a repeatability of 0.15 mm.  In real-life stereotactic 
surgical setup, the overall application accuracy was meas-
ured to be 1.95 ± 0.44 mm [10].  

Beyond the robot, the JHU system (Figure 1.) consists of 
an FDA approved, widely used treatment guidance sys-
tem—StealthStation (Medtronic Navigation, Louisville, CO, 
USA)—and the 3D Slicer open source software 
(www.slicer.org). To the last link of the Neuromate robot, a 
6 DOF force sensor (JR3 Inc., Woodland, CA, USA) was 
attached, and the end-effector is a high-speed bone drilling 
surgical instrument (Anspach eMax drill, Palm Beach Gar-
dens, FL, USA). Optical tracking is made possible by pas-
sive visual markers mounted on the robot and on the patient. 
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The NeuroMate is guided in cooperative control mode for 
removal of cranial bone on the skull base. This means that 
the readings of the force sensor are directly coupled back to 
control the robot. Depending on the direction of the force 
applied by the surgeon, the robot moves in the defined di-
rection, and its speed is proportional to the force. 

The JHU system has three major advantages. It offers the 
visualization features used in stereotactic surgery: the tool’s 
position can be followed on the 3D model of the patient, 
acquired from pre-operative CT scans. Second, the surgical 
tool is mounted on the rigid robot, thereby improving its 
stability. The surgeon is still holding the classic drill tool, 
and directs its movement; he or she can release the tool any 
time, take a rest, or position it arbitrarily. The most impor-
tant advantage, and the real novelty of the application, is 
that the surgeon can define virtual boundaries on the CT 
scan, prior to the operation. These are called Virtual Fix-
tures (VF), and once registered to the robot, they are used to 
prevent the tip of the tool from going beyond the defined 
safe area in any direction. The VFs are defined using the 
editing and model creation tools of the 3D Slicer software. 
These features together greatly increase the safety and the 
reliability of the procedure, easing the surgeon’s task, and 
therefore potentially reducing the operating time.  

Experimental results have been acquired through foam 
block cutting and cadaver tests. The application accuracy of 
the system was measured to be 0.79 ± 0.82 mm in phantom 
experiments with foam blocks, and the typical overcut on 
cadaver test samples was 1.5 mm, with a maximum of 2.5 
mm. This shows that the system can be considered for seri-
ous applications, especially with the further improvement of 
the registration procedures’ accuracy.  

Hands-on surgery is providing an ergonomic and safe 
way for surgeons to operate. Force readings can be effec-

tively used to control such a system, allowing the introduc-
tion of advanced computer control. Further extensions of the 
concept will allow the integration of dynamic Virtual Fix-
tures that may be used for automated motion compensation 
of human body organs.   

IV. CONCLUSION  

Robotic neurosurgery has already proved its utility in the 
case of several applications from biopsy to skull base drill-
ing. Systems currently under development are about to de-
liver high clinical advantages and improved safety features 
providing better procedures for both the patient and the 
surgeon. Three directions of development presented in the 
paper, the improvement of accuracy in stereotactic proce-
dures, the close integration with imaging devices and the 
use of hands-on surgery concept will greatly improve the 
overall quality of computer integrated neurosurgery. It is 
believed that through improved quality of future healthcare, 
the higher costs of robotic interventions will pay off.  
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Development and Evaluation of One Arm Electrode Based 
ECG Measurement System 

M. Hannula1, H. Hinkula1 and J. Jauhiainen1 
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Abstract — In this work we have developed an electrocar-
diogram (ECG) measurement system, which measures ECG by 
two electrodes attached to the left arm of the subject. The 
measurement system consists of wrist and upper arm elec-
trodes connected to an amplifier, which is further connected 
via data acquisition card to a laptop-computer. The computer 
included Labview® and Matlab® based integrated real-time 
analysis software, which reads, filters and analyzes the ECG 
signal. In the implementation of the system specific solutions to 
the amplifier and analysis software were built to be able to 
measure and interpret the very weak and noisy ECG signal 
originating from the electrodes. The measurement system was 
evaluated by comparing the heart rate interval data calculated 
from the new ECG measurement system to Polar S810i heart 
rate meter and Biopac M35 measurement system. The results 
showed that the new ECG measurement system yielded equal 
results compared to the reference measurements for subjects 
at rest. For moving subjects the reliability of the new meas-
urement system reduced due to artefacts. The application 
experiences about the system were especially encouraging. The 
usability of the system was excellent due to simple one-arm 
electrode solution. 

Keywords — biopotential, heart rate, validation, clinical en-
gineering. 

I. INTRODUCTION  

Electrocardiogram (ECG) is one of the most typical 
measurements in clinical engineering. It offers a very illus-
trative way to monitor electrical activity of the heart [1]. 
The typical measurement setups in the ECG measurement 
are measurements with three or twelve leads, attached to 
different standardized sites of the body [1]. However, in 
previous studies [2,3] we have found that it is possible to 
measure some essential features of the ECG signal with 
electrodes attached to the left arm of the subject only. Those 
studies concentrated mainly on electrode placement and 
comparison of different electrode materials. Both studies 
[1,2] proved that the commercially available amplifier sys-
tems performed poorly these kinds of measurements. They 
are not designed for two-electrode measurement configura-
tion in case where the electrodes locate in the same arm 
very near to each other. Therefore there was a need to de-
velop a measurement system which is capable of efficiently 
measuring the ECG signal in this case. 

Traditionally in ECG signal measurement systems opera-
tional amplifier based designs use reference electrode and 
measure ECG signal between reference level, positive and 
negative electrodes. This arrangement prevents signal drift-
ing which is a typical problem in noisy environments, 
caused e.g. by EMG artefacts or other electromagnetic inter-
ferences. In this basic measurement arrangement, if the 
reference is removed or connected in negative electrode, the 
ECG signal tends to drift between positive and negative 
supply voltages.  

Because of those challenges in the ECG signal measure-
ment with one arm electrode configuration, we decided to 
develop a spefific measurement system for this purpose. 
The amplifier of the measurement system was built accord-
ing to an efficient amplifier construction found from litera-
ture [4] and the data from the amplifier was filtered and 
analyzed in real time with a specific computer software. 

In the study the new ECG measurement system was built 
and its accuracy and reliablity was evaluated by using 
commercial reference measurement systems as a reference. 

II. MEASUREMENT SYSTEM 

The objective of the measurement system development 
was to build a real time ECG measurement system which 
detects the R-peaks of the QRS complex reliably with help 
of two electrodes attached to the left arm of the subject. The 
Fig. 1 illustrates the measurement system setup, which in-
cludes electrodes, amplifier (AMP), data acquisition card 
(DAQ) and a laptop computer for the real time analysis of 
the data. 

 
 
 

 
Fig. 1 Measurement system setup. 

AMP 

DAQ 
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The electrodes applied in the measurement were wrist-
band-type textile electrodes, which were found applicable 
for this purpose in previous studies [3].  

The amplifier was built according to Dobomir Dobrev’s 
two-electrode biopotential amplifier [4]. Its design includes 
self-leveling feature which establish removal of the refer-
ence electrode from the ordinary ECG measurement setup. 
The Dobrev’s amplifier was equipped with an additional 
Sallen-Key [5] type low-pass filter to remove mains based 
interferences from the signal. This filter works also as a 
buffer to balance measurement impedances before ampli-
fier’s connection to the data acquisition card.  

The data acquisition card was type NI USB-6009 (Na-
tional Instruments, USA). This card was connected to the 
USB port of the laptop computer.  

The laptop computer used in the study was a standard of-
fice laptop of type Fujitsu-Siemens Lifebook equipped with 
1.6 GHz processor and 512 MB RAM. The laptop computer 
included a Labview® (National Instuments, USA) and Mat-
lab® (Mathworks Inc, Natic, MA, USA) based software, 
which acquired the data from the amplifier via the data 
acquisition card with sampling rate of 200Hz. The software 
first filters the signal with suitable bandstop and bandpass 
filters. Next the software stores the filtered signal temporar-
ily to a database. When the required amounts of data points 
are obtained, the ECG data is put through a MathScript 
algorithm which mathematically detects the QRS complex 
from the signal and then enhances R spikes from it. The 
time intervals between R spikes are used to calculate the 
heart rate. Simultaneously, the software shows the ECG 
signal in real time on the screen of the computer, together 
with the R-R interval based heart rate value. 

The idea in the construction of the measurement system 
was to keep the hardware based filtering in minimum be-
cause it was possible to implement efficient filtering and 
analysis to the system with help of the software of the sys-
tem. This made it possible to easily make changes to the 
system. 

III. EXPERIMENTAL RESULTS 

To preliminary evaluate the performance of the meas-
urement system the system was tested with experimental 
measurements. The test subject was healthy 28-years-old 
male volunteer. His height was 180 cm and weight 97 kg. 
Measurements were conducted in Medical Engineering 
R&D laboratory of Oulu University of Applied Sciences. 
The results were analyzed by Matlab® and Microsoft Ex-
cel® software. 

The first phase of the experiment was to measure the 
ECG of the subject with Biopac M35 (Biopac Systems Inc, 

CA, USA) by using a regular three electrode configuration. 
The result of the measurement is shown in Fig. 2.  

In the next phase of the experiments the electrodes were 
moved to the left arm so that the positive electrode was 
placed on the upper part of biceps, and the negative and 
reference electrode were placed on a wrist. The determina-
tion of this placement was based on previous studies [2,3]. 
By using this electrode arrangement the ECG measurements 
were performed first with Biopac M35 system and then with 
the developed new system. Fig. 3 shows the result of the 
Biopac M35 and Fig. 4 shows the result of the new system.  

Finally, to evaluate the performance of the new meas-
urement system in heart rate measurement, comparison 
between the new system and a Polar S810i (Polar Electro 
Oy, Finland) heart rate monitor was done. In the measure-
ments the heart rate was measured simultaneously with the 
new and Polar S810i heart rate monitor. The results of the 
measurements are shown in Fig. 5. The y-axis shows the 
heart rate determined by the new system and the x-axis 
shows the corresponding heart rate value of the Polar 810i 
heart rate monitor.  
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Fig. 2 ECG measurement with a regular three electrode configuration  

with Biopac M35. 
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Fig. 3 ECG measured with two electrode configuration  

with the Biopac M35. 
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Fig. 4 ECG measured with two electrode configuration with the new 

system. 
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Fig. 5 Comparison of the heart rate, measured by the new system and the 
Polar S810i heart rate monitor.  

IV. DISCUSSION AND CONCLUSION 

The aim of this study was to develop and evaluate a sys-
tem which has capability to measure ECG signal with elec-
trodes attached to one arm of the subject. The development 
of the system was challenging due to low signal-to-rate of 
the signal and due to theoretical restrictions of the electrode 
configuration. 

The system was developed by utilizing the latest knowl-
edge and literature on ECG measurement systems and by 
applying efficient software based real time analysis tool for 
filtering and analyzing the signal.  

The developed system was evaluated preliminary with 
the help of experimental measurements. In the measure-
ments the characteristics of the measurement signal were 
compared to commercial reference measurement devices. 
First, Fig. 2 shows the ECG measured with the standard 3 
lead electrode arrangement. This is the signal characteristics 

which is the “ideal”. By comparing the Fig. 4 result with 
this signal, it can be said that the results are rather near to 
each other. Thus, it seems that the two-electrode arrange-
ment does not result in essentially different signal compared 
to the result originating from the three-electrode arrange-
ment. Further, when comparing the Fig. 3 with the Fig. 4 it 
is clearly seen that the Biopac M35 system without the 
proper reference electrode results in a noisy and unstable 
signal. Only the R-peaks of the ECG signal can be clearly 
seen. The same measurement with the new measurement 
system, seen in Fig. 4, results in a clear signal. Thus, from 
this point of view the design and application of the meas-
urement amplifier and signal processing methods the pro-
posed new measurement system works appropriately.  

The developed new system was evaluated also in its ap-
plication in heart rate measurement. This measurement can 
be argued to be the most appropriate application of the sys-
tem, due to the theoretical restrictions of the ECG signal 
propagation in the body, because the R-peak is the most 
evident signal which can be measured with two electrodes 
only. The heart rate measurement evaluation result, shown 
in Fig. 5, illustrates clearly the correlation between the new 
measurement system heart rate value and the Polar S810i 
heart rate monitor. The heart rate values clearly correlate 
with each other, however, some artefacts can be seen.  

It should be noted that the evaluation done in this study 
was restricted; it was done by one test subject only. In fur-
ther studies the system has to be evaluated with the help of a 
large subject group to obtain more reliable results. In addi-
tion, the evaluation measurements were done at rest, where 
e.g. the interference from the EMG signals is small. One 
topic for further studies could be to evaluate performance of 
the new system with walking or running subjects. 

In conclusion, the principle operation of the one arm 
electrode based ECG measurement system developed in this 
study works well. The short evaluation of the system indi-
cates the system works well compared to the reference  
systems. Due to simple and innovative one-arm electrode 
arrangement the system has a high potential to develop new 
user friendly ECG measurement applications   
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Abstract — Background and aims: Diagnosis of acute rejec-
tion is a complex and persistent problem in liver transplanta-
tion. Focused on the use of proprietary impedance technology 
a porcine liver model was designed to provide immediate in-
formation for differentiation of normal and rejecting tissue by 
an implantable telemetric device. Methods: Electrical imped-
ance was analysed by electrodes implanted in vitro and in vivo 
in the liver of pigs, where impedance is derived from meas-
urements of voltage transients produced in response to pro-
grammed current pulses. Consequent electric recordings in 
porcine livers after transplantation and after mere laparotomy 
were evaluated in relation to biochemical parameters and his-
tological results of liver biopsies. Results: Acute rejection was 
correctly predicted in all cases and excluded in the remaining 
32 biopsy related impedance recordings (p<0.004). Impedance 
measurements not only correlated with the diagnosis from 
liver biopsy specimen (r=0.84, p<0.0001) but also exemplified 
the severity of acute rejection. Conclusion: Impedance analysis 
reveals evident physiologic relation of acute liver graft rejec-
tion and electrical organ properties. Electrodes implanted in 
transplanted porcine livers allow running less invasive moni-
toring and thus early detection of rejection. The technology 
may have broad value in providing an immediate diagnosis of 
acute rejection, reducing unnecessary patient anxiety and 
eliminating the significant expenses associated with multiple 
referrals, expensive sample handling and tissue analysis. 

Keywords — liver transplantation, impedance, acute rejec-
tion, devices, telemetry. 

I. INTRODUCTION  

Large-scaled allograft monitoring to prevent postopera-
tive liver transplant failure merits a problem for health care. 
According to literature reports, over 50% of the liver grafts 
will have one or more episodes of acute rejection 
[1].Because advanced stages of acute rejection are difficult 
to treat, it is important to detect graft rejections at their earli-
est stages. It has been shown that neither the absolute level 
nor the change of biochemical parameters can differentiate 
acute rejection from other causes of graft dysfunction [2,3]. 
Radiologic imaging may represent an essential tool but is 

also not able to verify the diagnosis. Liver transplant histol-
ogy is the most specific approvement. However, liver core 
biopsy is invasive. Problems arise from the limited availabil-
ity, the necessity for patient transfer, the timing, the  biopsy 
sampling error and psychological burden to the patient [2,4]. 
The use of nonproprietary computer network solutions fa-
cilitates the ability to gain a stream of trended data in a way 
that was previously unrealizable [5]. Considering the basic 
research on hepatic impedance and the results from intra-
myocardial electrocardiogram monitoring of cardiac trans-
plant recipients, a prototype of an implantable bioelectrical 
impedance analyzer was evaluated in native porcine livers 
and transplanted pigs for the diagnosis of acute rejection [6]. 

II. MATERIAL AND METHODS 

A.  Experimental setup 

The experiments conducted were designed to test 
whether the impedance monitor can detect and differentiate 
acute allograft rejection from normal functioning grafts and 
native livers. As acute rejection of liver grafts in pigs is less 
frequent and severe, genetically different Pietrain pigs serv-
ed as liver donors. Animals were handled in accordance to 
the principles of laboratory animal care (NIH publication 
No. 86-23, revised 1985). To enhance the probability of 
acute rejection, no immunosuppression with the exception 
of a single intraoperative steroid pulse (250 mg predniso-
lone, Urbason®) prior graft reperfusion was administered. 
Biochemical measurements included blood counts; electro-
lytes, urea, creatinine, total bilirubine, serum glutamic-pyru-
vic transaminase (SGPT), serum gluatmic-oxalacetatic 
transaminase (SGOT) and serum glutamic-dehydrogenase 
transaminase (SGLDH), alkaline phosphatase (AP) and 
gamma-glutamyltranspeptidase ( -GT).  

B. Impedance device 

Arranged in parallel, the impedance electrodes were de-
signed with two outer and inner voltage pins. The length 
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and penetration depth of the four puncture electrodes was 4 
mm. Protected by a silicone priming tube the matched coax-
ial cables were linked with the input of the battery and the 
impedance registration unit. Voltage electrodes were con-
nected with a differential amplifier of high input impedance. 
Probes were pricked into the right liver lobe. The distance 
between the probes was 2–3cm.  Dislocation was prevented 
by sealing with a fibrin-glue-coated adhesive sheet. Imped-
ance recordings were obtained 6 times per hour in 16.0 ms 
intervals. Through the two outer electrodes a rectangle im-
pulse current of 40 mA, with a frequency 0.0625Hz to 140.4 
kHz, outlasting 16 ms was applied. By means of the two 
inner electrodes the voltage drop was registered in 7.813 ms 
intervals up to a total of 62.5 ms. The size and design of the 
54.4 g weighing telemetric chamber is comparable with a 
cardiac pacemaker. The telemetric chamber was implanted 
extraperitoneal between the muscle layers of the abdominal 
wall. Main item of the telemetric chamber is an application 
specific integrated circuit component (ASIC). Following 
inductive connection of an extracorporal magnetic spool 
data were transfered via the long-wave band from the intra- 
to the extracorporal control unit. Using a modem as a server 
data were transferred via telephone to a central data collect-
ing and analyzing registry. To avoid artificial interferences 
during impedance registrations all interrogations were per-
formed with the animal asleep or resting quietly during re-
cordings. To establish longitudinal daily analysis, data were 
imported to a computerized calculation program. Regardless 
of the experimental setting, the results from biopsy evalua-
tion and blood chemistry, impedance data were analyzed by 
a qualified computer operator.  

C. Liver transplantation group 

German landrace pigs were used as transplant recipients. 
Non-related pure bred Pietrain pigs served as liver donors. 
In total 10 liver transplantations were performed. Liver do-
nors and recipients were only matched for weight. Ex-vivo 
flush perfusion  of the graft consisted of 2000cm3 cold 
(4°C) histidine–tryptophan–ketoglutarate solution (Custo-
diol®) and 1000cm3 of saline solution. Transplantation was 
performed orthotopic without veno-venous bypass [7,8]. 
Only survivors of more than 24 h were included. 8 trans-
plants met the prequirements. Because of cardiac and neuro-
logical complications, 4 animals had to be excluded from 
evaluation. Proven acute rejection was found in all of the 
remaining 4 liver grafted pigs. Median survival of these pigs 
was 4 days (2–6 days). Altogether 11 liver biopsies were 
performed in the 4 animals that exhibited acute allograft 
rejection. 

D. Native liver group 

11 German landrace pigs were operated upon. 2 animals 
were excluded from final evaluation because of a technical 
default. Median survival of the 9 animals meeting the pre-
quirements was 10 days (8–12 days). 25 liver biopsies were 
obtained in the native liver group. 

E. Histologic monitoring 

Liver biopsy specimens were evaluated unaware of ani-
mal assignment to the control or transplantation group by a 
single pathologist. Samples were graded with the use of the 
Birmingham Score (BH-score);(4). Based on quantitative 
scoring on a scale from 0-3 histologic features were added 
to produce a final score and classified as none, BH- score 0-
2, boderline, BH-score 3, severe rejection, BH-score 4-5. 

F.  Data processing 

Preliminary in vitro testing of physical variables revealed 
that the offset of the impedance measurements was only 
influenced by external factors. In accordance to in vitro 
studies the most sensitive interval for postprocessing and 
quantitative analysis was located between 7.813 and 62.5 
ms, frequency of 128 and 16 kHz of the 16 ms lasting cycle. 
The data input per day accounted a volume of 1.2 megabyte 
(MB). As a common postoperative phenomenon first base-
line measurement could be conducted 12–24 h postopera-
tively. During the subsequent period coherent measure-
ments were possible. For this reason the offset of day 0 was 
set to 100%. The absolute of the mean of subsequent bisen-
soric (left and right impedance sensor) recordings for run-
ning analysis were referenced in percent to the offset of day 
0 and defined as the absolute impedance gradient (IG). For 
quantitative description of daily discrepancies the relative 
IG was introduced as the percentile difference of between 
absolute IGs of consecutive days. 

G.  Statistical analysis 

Biochemical parameters and the postoperative courses of 
relative IG´s were expressed as means +/- SD. Differences 
between groups were assessed by the Kruskal–Wallis or 
Mann–Withney test. Exact 95% confidence intervals were 
determined for proportions. All P-values are two sided, a P-
value of less than 0.05 was considered to indicate statistical 
significance. Correlation between impedance recordings and 
the results of biochemical and histological data were evalu-
ated with the Pearson correlation coefficient. As a measure 
of proximity between both variables we demanded that the 
correlation coefficient should be > 0.7 (which for n=14 cor-
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responds to a P< 0.001). Receiver operating characteristic 
analysis (ROC) was performed to illustrate how good im-
pedance recordings discriminate rejecting from non-
rejecting forms and to discriminate the optimal cut-off al-
lowing a diagnosis of acute rejection. The analysis was per-
formed using the software package SPSS V8.0. 

III. RESULTS 

A.  Impedance in  non- transplanted porcine livers 

The time-course of the relative IG discrepancies from na-
tive livers and liver transaminases and total bilirubine with a 
peak value on the day of surgery returned to normal until 
the 2nd postoperative day. IG recordings required a duration 
of 1–2 days to stabilize. With postoperative recovery and 
prolonged survival,  approximation of interindividual rela-
tive IG discrepancies were assigned. Once reaching a post-
operative plateau relative IG´s during histologic quiescence 
revealed gradual stability over the median of 10 experimen-
tal days. Correlation of relative IG discrepancies with liver 
transaminases showed evident coherence with SGLDH 
(r=0.5, P<0.001) and SGPT (r=0.5, P<0.04). 

Invasive examinations of the liver, such as biopsies,were 
generally associated with a uniform, non-significant and 
reversible positive increase of relative IG discrepancies. 
Compared with measurements preceding the day of biopsy 
the median increase of the relative IG accounted +5.3% 
(+2.4% to +10.5%). With a subsequent negative increase of 
IG recordings normalized after a mean duration of 10 h fol-
lowing core biopsy. In correspondence with the findings of 
IG analysis 24 of the 25 biopsies in the control group, con-
sisting of 2.9  per specimen, were judged free of evidence of 
rejection. The median BH-score was 1 (range 0–3). The 
median of the biopsy related day-to-day variability of rela-
tive IGs was +6.4% (-2.2% to +11.4%). On the basis of 
ROC-analysis all recordings were correctly analyzed for the 
exclusion of acute rejection yielding a sensitivity and speci-
fity of 96%.  

B.  Impedance analysis in porcine liver transplants 

Uncompromised function of the liver grafts characterized 
the initial course of the 4 animals meeting the objective of 
terminal acute allograft rejection. In conjunction with opera-
tive trauma and graft reperfusion a common positive in-
crease of relative IG´s and of liver transaminases with a 
maximum on the 2nd postoperative day was observed. A 
synchronous negative increase of relative IG´s and liver 
transaminases characterized graft recovery. Corresponding 
to the observations of the native liver group relative IG dis-

crepancies in transplants did not drop below the 100% off-
set during histologic quiescence. With a median BH-score 
2; 6 of the biopsies obtained during the initial postoperative 
course were assumed positive for the exclusion of acute 
rejection. The median variability of biopsy related relative 
IG accounted -9.1% (+1% to -12.3%).  

Histology of rejecting biopsy specimens in subsequent 
biopsies was characterized by infiltration of portal tracts by 
lymphocytes, mononuclear cells and eosinophils. As rejec-
tion progressed endothelialization of  hepatic venules coin-
cide with infiltration and spread into the parenchyma, ne-
crosis of hepatocytes and disruption of the lobular architec-
ture. The aggressive course of acute rejection correlated 
with the degree of negative increase of relative IG´s in each 
specimen. Progression of acute rejection with a median BH-
score 5 at the end of the experimental period was joined 
with a median of -47% (+1.8 to -92.9%) negative increase 
of relative IG´s. 

Altogether statistical analysis emphasized significant in-
terrelation between the negative increase of relative IG dis-
crepancies and the results of liver biopsies (r=0.96, 
P<0.001). In borderline rejection the relative bisensoric IG 
was -6.5%. Unisensoric recordings were heterogeneous, 
yielding a decline of -27% versus an increase of +14%. The 
fact may find explanation in correspondence to the supposi-
tion of heterogeneous initialization and manifestation of 
onsetting acute rejection. Biochemical accounts did not pre-
dict the individual fate of the transplanted livers and re-
vealed any statistical correlation with the results of biopsies 
or with the courses of impedance recordings during onset 
and/or progess of acute rejection. 

Considering the small number of animals meeting acute 
rejection the reliability of impedance recordings was tested 
by inter-group analysis. All measurements were analyzed 
for the absence (n= 90, median relative IG +2.2%) or the 
presence of acute rejection (n=4, median relative IG 
48.7%). Non-parametric two-tailed analysis revealed sig-
nificant difference between both (P<0.004, Mann–Withney 
Test). There was significant correlation between the scored 
results of liver biopsies and the changes of relative IG dis-
crepancies. The observation also implied that the severity of 
a rejection episode can be described by the degree of nega-
tive percent increase of relative IG´s (r=0.84, P< 0.0001). 
With regard to biochemistry significant differences were 
only ascertained for bilirubin (P<0.002, Mann–Whitney 
Test). 

IV. DISCUSSION 

Acute rejection remains a threat to graft survival. Elec-
trical impedance analysis to monitor organ damage during 
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ischemia, organ preservation and acute rejection has been 
introduced in recent years in heart, liver and kidney [9,10]. 
Today, there is virtually no implantable and automatized 
sensor technique that can be used for less invasive diagnosis 
of acute rejection in liver transplants. Electrical impedance 
of living tissues gives access to tissue compartment parame-
ters which are telemetrically sent within seconds using 
minimally invasive, simple metallic electrodes.  

Liver transplantation in pigs however merits the problem 
that acute rejection is less often [7,10,11,12]. Nevertheless, 
the anatomic similarities of porcine and human livers render 
the pig model favourable for establishment of the technical 
feasibility and general applicability of electrical impedance 
analysis for detection of rejection, particularly since genetic 
differences between pig races allow enhancement of rejec-
tion. Organ temperature, configuration of the liver capsula, 
regional blood flow and local pressure to the liver surface 
by the impedance electrodes all influence the individual 
offset and the course of impedance reactance  [6,9,11]. To 
abolish systemic errors of impedance measurements in the 
given experimental setting the characteristics of the animals 
and the fixation technique of the sensoric leads to the liver 
were standardized. Considering the influencing effects  the 
independent method of gradient calculation was used for 
comparative quantification. 

In-vitro pretesting studies  confirmed addiction of im-
pedance recordings to organ temperature. During pathologic 
conditions, changes of passive hepatic electric conductance 
as attributed by Kehrer et al. are traced back on dynamic 
ionic shifts affecting the hepatocyte- and endothelial mem-
brane complexes, the intra- and extracelluar spaces and their 
interspheric gap junctions. Temporary and/or reversible 
changes of impedance recordings otherwise  mirror both 
destructive and regenerative  processes of the intra- and 
extracellular components of the hepatocyte and the sinusoi-
dal lining cells [6]. In  transplanted animals a uniform and 
negative increase of relative IG´s characterized acute rejec-
tion. This consistency and stability of relative IG´s during 
functional and morphologic quiescence in native and trans-
planted livers implies evidence of interrelation between 
histologic, and the passive electrophysiological changes. 
Proven by ROC-analyses diminution of relative IG discrep-
ancies of -24% of the preceding day served as a diagnostic 
criterion for acute rejection in pigs. Correlation between the 
negative increase of relative IG´s and the severity of acute 
rejection suggested that not only the onset, but also the pro-
gressive course of rejection can be monitored by trended 
impedance data. A non-linear negative increase of unipolar 
leaded impedance recordings, exhibiting a borderline-lesion 
on microscopic examination may indicate the supposition of 

inhomogeneous onset of graft rejection. Because of the dis-
parate cellularity, inhomogeneous distribution of necrosis 
and fibrosis it is not improbable that  heterogenety of spatial 
tissue characteristics can alter regional differences of elec-
trical conductance. It can be stated that continuous imped-
ance recordings with the technical equipment used can be 
done without the loss of information. Theoretically, on-line 
liver graft monitoring can be conducted over an unlimited 
period. The technique of computerized clinical data process-
ing is simple and thus can be applied in clinical routine. The 
next step for this technology, which has not been imple-
mented yet is to establish its value in monitoring effects of 
anti-rejection treatment, to differentiate rejection from pres-
ervation injury and viral hepatitis. 
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Abstract — The objective of the present study was to 
compare augmentation index (AI) in coronary heart disease 
(CHD) patients and healthy volunteers.  

In the present study twenty seven subjects were 
investigated. Augmentation Index was measured using the 
TENSIOMed Arteriograph (TensioMED Ltd., Hungary). 

The major finding of this study was that patients with 
CHD had increased AI compared with healthy subjects 
(P<0.01). We studied also difference of AI in patients 
depending on disease severity. Patients were classified into 2 
groups: patients with arteriosclerosis grade from 1 to 6 and 
patients with arteriosclerosis grade from 7 to 10. Results 
didn’t show significant difference between CHD patients 
and healthy volunteers. Also difference of AI in patients 
with and without diabetes was analyzed. No significant 
difference was found. Difference of AI in patients with and 
without myocardial infarct was investigated. There was no 
significant difference found.  

Keywords — atherosclerosis, coronary heart disease, 
Augmentation Index, aortic stiffness, risk factors 

I. INTRODUCTION 

The endothelium modulates arterial stiffness, which 
precedes overt atherosclerosis and is an independent 
predictor of cardiovascular events [1]. Dysfunction of the 
endothelium may be considered as an early and 
potentially reversible step in the process of atherogenesis. 
Numerous methods have been developed to assess 
endothelial status and large artery stiffness, including 
PWV and augmentation index measurements. The 
endothelium dysfunction is accompanied by an increased 
total peripheral vascular resistance (TPR). The 
augmentation index among several other factors is largely 
influenced by the actual TP.  

II. METHODS 

A. CHD patients and healthy volunteers 

The clinical characteristics of the study population are 
summarized in Table 1. In the present study twenty seven 
subjects were investigated (13 males, 14 females); their 
mean age was 59.5 years (range 24-81 years). Group of 

CHD patients consisted of 17 patients treated in the 
Department of Cardiology of the North-Estonian 
Regional Hospital from January to March 2007. CHD 
was confirmed by coronary angiography. Twelve patients 
out of 17 have been suffered from myocardial infarction. 
In 8 patients diabetes has been diagnosed and 13 were 
hypertrnsives.  

Systolic (150.0±26.8 mm Hg) and diastolic (90.5±13.6 
mm Hg) blood pressure were significantly higher in the 
CHD patients compared to healthy subjects. 

The healthy group consisted of 10 subjects (3 males, 7 
females) who were considered as persons without any 
cardiovascular disease or complication. Their main age 
was 27.5 years (in range 24-36).  

B. Coronary Angiography 

In all CHD patients coronary angiography was 
performed by Siemens digital angiograph. Severity of 
coronary artery stenosis was graded from grade I (up to 
25%) to grade 6 (100%, total occlusion). Atherosclerosis 
grade (from 1 to 10) was evaluated based on number of 
damaged coronary artery segments and stenosis severity. 

Table 1 Characteristics of the study population 

 CHD   
patients  
(n=17) 

Healthy 
volunteers  
(n=10) 

P 
value 

Age 66 (49-81) 27.5 (24-36)  
Men 55% 30%  
Diabetes 47% -  
Hypertension 76% -  
Myocardial 
infarction 

70% -  

Systolic Blood 
Pressure (mmHg) 

150.0±26.8 122.0±14.8 <0.01*

Diastolic Blood 
Pressure (mmHg) 

90.5±13.6 70.5±6.9 <0.01*

Data are mean ± SD.  
* P<0.01, difference is statistically significant 
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C. Augmentation Index  

Measurements were performed one after another in a 
laboratory conditions in the supine positions for about 15 
minutes.  

The Augmentation Index was measured using the 
TENSIOMed Arteriograph (TensioMED Ltd., Hungary). 
The measurement is based on the fact that during systole, 
the blood volume having been ejected into the aorta 
generates pulse wave (early systolic peak). This pulse 
wave runs down and reflects from the bifurcation of 
aorta, creating a second wave (late systolic peak). The 
difference between first and reflected systolic waves (in 
msec) is related to the stiffness of the aorta. The 
difference of the amplitudes of the first and second 
systolic waves (Augmentation Index) depends on the tone 
of the peripheral arteries (endothelial function). 
According to the TENSIOMed Arteriograph data: optimal 
Augmentation Index is < -30%. The Arteriograph 
measures endothel/vascular dysfunction by measuring 
total Augmentation Index (further Augmentation Index). 

D. Statistical Analysis 

All data analysis was performed using the program 
SPSS 10.0 for Windows. Data was expressed as the mean 
± SD. Multiple linear regression analysis (Pearson 
correlation) was used for the relationships between risk 
factors and PWV, and between pulse wave velocities 
measured in different sites of arterial tree. A value of 
P<0.05 was considered statistically significant. 

III. RESULTS 

The results of the study are summarized in Table 2. 
Augmentation index was significantly increased as well 
in the CHD group compared with that in the healthy 
group.  

We also studied the difference of AI in patients 
depending on disease severity. Patients were classified 
into 2 groups: patients with arteriosclerosis grade from 1 
to 6 and patients with arteriosclerosis grade from 7 to 10. 
AI didn’t show significant difference between patients 
with different severity coronary heart disease. The results 
are shown in Table 3. 

Difference of AI in patients with and without diabetes 
was also analyzed. No significant difference was found 
(Table 4). 

The difference of AI in patients with and without 
myocardial infarction was investigated. There was no 
significant difference found (Table 5). 

Table 2 AI in CHD and healthy groups 

CHD patients 
(n=17) 

Healthy 
volunteers    

(n=10) 

P value 

Augmentation index (%) 0.2±38.3 -73.3±20.4 <0.001* 

Data are mean ± SD.  
* P<0.01, difference is statistically significant. 

Table 3 AI in CHD patients with different atherosclerosis grade  

Atherosclerosis grade [1-6] 
n=7 

[7-10] 
n=10 

P value 

Augmentation index (%) 13.8±37.4 -24.3±40.0 NS 

Table 4 AI in CHD patients with and without diabetes 

 Diabetic 
patients 

n=8 

Non-diabetic 
patients 

n=9 

P value 

Augmentation index (%) -24.2±40.5 13.8±41.6 NS 

Table 5. AI in CHD patients with and without previous MI  

 MI patients 
n=12 

Non-MI patients 
n=5 

P value 

Augmentation index (%) -24.3±41.8 0.5±27.8 NS 

IV. DISCUSSION 

The objective of this study was to examine arterial 
stiffness in relation to some indicators of atherosclerosis 
at different sites of arterial tree. Because endothelial 
dysfunction reflects a systemic vascular abnormality, we 
can indirectly evaluate the endothelial function of the 
coronary arteries by examining aortic stiffness or elastic 
properties of arterial arteries. 

The major finding of this study was that patients with 
CHD had increased AI compared with healthy subjects. 
This demonstrates that patients with CHD have impaired 
endothelial function compared with healthy subjects, and 
are consistent with previous studies [2-5].    

The strong association of aortic stiffness with 
atherosclerosis at various sites of the arterial tree suggests 
that aortic stiffness can be used as an indicator of 
generalized atherosclerosis [3]. The findings of our study 
confirm the same.  

In our study healthy group was significantly younger 
than the patients. Increased of AI in CHD patients group 
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is expected when the arteries become less distensible due 
to structural changes that take place with age.   

Our study showed that difference in AI between CHD 
patients with different atherosclerosis grade was not 
significant. Also there was no difference between diabetic 
and non-diabetic patients and in group with or without 
previous myocardial infarction. This can be explained by 
the fact that in our patients atherosclerosis was advanced 
and in all patients atherosclerotic changes were already 
present.  

Previous studies using intravascular ultrasound (IVUS) 
have revealed that atherosclerotic process first starts in 
the arterial wall. This disease is primarily not a disease of 
the lumen, but a disease of the vessel wall. It is the 
atheroma in the vessel wall that determines the natural 
history and pathophysiology of the disease. A vessel that 
appears completely normal (ie, no luminal narrowing) on 
angiography is often found to be burdened with atheroma 
on IVUS.  IVUS can image lesion characteristics more 
reliably than angiography and has shown that 
atherosclerotic burden begins earlier in life than expected 
[6]. This shows that formation of atherosclerotic plaques 
happens in later stages. Patients for our study were 
chosen based on angiography investigation that means 
with late stages of atherosclerosis. But analysis of AI 
allows detecting early phase of atherosclerosis. Recent 
2007 European Guidelines for the Management of 
Arterial Hypertension are first time advising to use PWV 
measurement for assessment of cardiovascular risk and 
subclinical organ damage. European SCORE-chart is 
widely used for estimation of cardiovascular risk [7].  
Individuals with a 10-year risk of fatal cardiovascular 
disease higher than 5% belong to the high-risk group.  

IVUS is expensive and complicated technology to 
perform in all patients. So, noninvasive simple AI 
analysis method is needed to be able select patients with 
early phase of atherosclerosis. Further AI studies should 
be focused on patients with pronounced risk factors but 
without established cardiovascular disease.   

V. CONCLUSION 

The major finding of this study was that patients with 
CHD had increased AI compared with healthy subjects. 
Our study showed that difference in AI between CHD 
patients with different atherosclerosis grade was not 
significant. Also there was no difference between diabetic 
and non-diabetic patients and in group with or without 
previous myocardial infarction. Further AI studies should 
be focused on patients with pronounced risk factors but 
without established cardiovascular disease that allow us 
to select patients with early phase of atherosclerosis. 

ACKNOWLEDGMENT 

This research has been supported by Estonian Science 
Foundation, Grant No. 7506. 

REFERENCES 

1. Nichols, W. W., O’Rourke, M. F. McDonalds’ blood flow in 
arteries: theoretical, experimental and clinical principles, 4th Ed. 
Arnold, London, 1998. 

2. Van Popele, N., Grobbee, D. Association between arterial stiffness 
and atherosclerosis: the rotterdam study. Stroke, 2001, 32,  
454-460.  

3. Weber, T., Auer, J. Arterial stiffness, wave reflections, and the risk 
of coronary artery disease. Circulation, 2004, 184-189. 

4. Kovaite M, Petrulioniene Z et al. Relationship of arterial wall 
parameters to cardiovascular risk factors and cardiovascular risk 
assessed by SCORE system. Medicina (Kaunas). 2007;43(7): 
529-41 

5. Uzun M, Ozkan M et al. The value of augmentation index and 
myocardial performance index obtained from cardiac 
catheterization pressure recordings in predicting coronary artery 
disease. Anadolu Kardiyol Derg. 2006 Jun;6(2):121-5. 

6. Nissen, S. E. IVUS is redefining atherosclerotic disease. The 
American Journal of Managed Care, 2003.  

7. European Guidelines on Cardiovascular disease prevention in 
clinical practice: executive summary. European Journal of 
Cardiovascular Prevention and Rehabilitation, 2007, 14.  

Author: Irina Hlimonenko 
Institute: Technomedicum of Tallinn University of Technology 
Street: Ehitajate tee 5 
City: Tallinn 
Country: Estonia 
Email: irina_hlimonenko@hotmail.com  

 



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 245–247, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

Photoplethysmographic Measurements and Analysis 
M.J. Huotari, V. Lantto 

University of OULU, Finland 
Department Electrical and Information Engieneering, Microelctronics and Materials Physics Laboratories 

Abstract — Human arteries stiffen and cause health prob-
lems all over the world, also in younger age. Arterial stiffening 
can be determined with means of photoplethysmography 
(PPG). By PPG device we determine heart generated pulse 
wave velocity (PWV) in, e.g., in the peripheral organs, fingers 
and toes, noninvasively. According to PPG measurements 
blood vessels can be classified according to their physical 
properties, e.g. elasticity. Conventional elasticity measure-
ments are complex and time consuming, eg. ultrasound. Many 
studies have shown that PWV values depend on subject under 
study, arterial properties and blood viscosity, blood vessel 
diameter, wall structure, arterial stiffness, body mass index, 
and age. We are developing a stiffness measurement system. In 
this system the PPG waveforms can be rapidly and simply 
acquired by detecting with a PIN photodiode the reflection of 
infra-red LED light from the skin of the forefinger and the 
second toe. Here the waveforms are fitted using Origin 7.5 
software. According to the fittings we are able to separate the 
waveforms belonging to different waveform classes, e.g., direct 
wave, and reflected waves. These waveforms are characteris-
tics for the young persons and elderly persons. The more tem-
plate waveforms we take in to the consideration for different 
reflected waveforms the more accurate results we get. How-
ever, there are a certain limit number of reflected waves. Here 
we compare the limit numbers of three and four. 

Keywords — Photoplethysmography (PPG), pulse wave ve-
locity, fit, lognormal distributions. 

I. INTRODUCTION  

The photoplethysmographic (PPG) pulse waveforms are 
known to reflect the flow and blood vessels waveforms at 
the throughput organs, e.g. fingers or toes. Our purpose was 
to clarify the usefulness of PPG waveforms recorded from 
the fingers and toes for detecting cardiac function and arte-
rials stiffness (Awad et al, 2007). 

The contour of the PPG waveform is characterized by 2 
distinct waves, an early systolic peak caused by direct pres-
sure transmission along the arterial tree followed by a sec-
ond  or more peaks caused by the pressure waves reflected 
at sites of impedance mismatch, mainly in the lower limb. 
Increased arterial stiffness of large conduit vessels leads to 
earlier return of the reflected wave, resulting in elevated 
pulse wave velocity (PWV) values and more complex 
waveforms to be decomposed. The PWV is based upon the 

vessel length divided by the time of the differences of the 
individual pulse wave pairs in a single recording.  

PWV, the speed of propagation of arterial flow waves 
through the arterial tree, is related to arterial stiffness and is 
an important marker for cardiovascular risk events. 

II. MATERIALS AND METHODS 

A. The volunteers for the photoplethysmographic recording 

The photoplethysmography recordings were obtained 
from the male and female volunteers in the supine position 
at a quiet room. The volunteers were aging between 15 and 
81 (one person) years. The PPG recording time was be-
tween 100 and 200 s after a rest period of at least 10 min in 
the mornings. The room temperature was about 22 C. 

B. Photoplethysmographic recording 

A custom-made instruments, sensor construction (LED-
PIN photodiode) and amplifiers, are used for photoplethys-
mographic recording of heart generated pulses from finger 
and toe vessels simultaneously on the surface of skin in 
reflectance mode. As a detector we have also used OxyTip 
10 pulse oximetry sensor for comparision in the transmit-
tance mode. All these components are compact, sensitive, 
and have very fast rise times. Near infrared (NIR) LEDs and 
responding photodetector were encapsuled in the sensor 
probes for finger and toe, respectively. The PIN photodiode 
connects to a noiseless ac transimpedance amplifier. The 
waveforms were stored on a dynamic digital signal analyzer 
(HP 35665A) and/or a TEAC DAT recorder for later de-
composition, spectral and cross-correlation analysis. Here 
we introduce the factorizing or decomposition analysis 
based on the Origin 7.5 software package (Microcal, Mas-
sachusetts, USA) . 

C. Pulse wave analysis 

The PPG signal is associated with changes in peripheral 
and central blood flow circulation, the blood vessel condi-
tion and persons health status. The complexity of the wave-
forms has been asked and applied many methods to open 
this question in practice when recording from fingers and 
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lower limbs. Here we work with the PPG signals by fitting 
them for decomposing the signal into its primaries, and by 
analyzing the residuals obtained after the summed signal 
reconstruction with the best and informative fit. Our pur-
pose is directed for reconstructing a signal that preserves the 
basic characteristics of the PPG waveform by using a lim-
ited number of primary functions, also in theory, namely the 
log normal distribution functions family. In addition, infor-
mation of the residuals we use in the conclusion phase. 

III. RESULTS AND DISCUSSION 

Fig. 1 shows two pairs of typical PPGs measured from a 
forefinger of a) a father (48 years) and his son (22 years) and 
b) a father (59 years) and his son (35 years), respectively.  

The upper waveforms have become from the elder per-
sons and they have the process of triangular in the begin-
ning. However, the younger persons (the sons) have the 
three reflected peaks, in addition to the direct pulse, which 
are clearly separable. In pulse wave analysis we have sepa-
rated peripheral arterial pulses into its primaries. This al-
lows us to distinguish the origin of each wave that contrib-
utes to the characteristic waveform in any blood vessel, e.g., 
in this case the radial arteries. 

IV. CONCLUSIONS  

PPG and especially arterial stiffness determination sys-
tem can also be used to extract illness of blood vessels and 

Fig. 1. Finger photoplethysmographic waveforms from (a) father (48 years) 
and his son (22 years) and (b) father (59 years) and his son (35 years) fitted by 

four lognormal distribution functions, respectively. Below there are the 
corresponding error between the measured PPG signal and the fitted sum 

function. 
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the information before any other method could give so eas-
ily this information. PPG is well suited and patient-friendly 
for the simplification of the sensor construction. Degrada-
tion of the signal quality of PPG due to motion artifact 
should be reduced before it is adopted for our arterials stiff-
ness measurements. The data indicate that the finger pulse 
photoplethysmographic waveform can be more sensitive to 
changes in arterials during aging than the other devices. This 
information can be used to assess the overall status of the 
arterial wall. An appreciation of changes in pulse waveform 
may provide valuable evidence also with respect to changes in 
peripheral blood flow. However, before this no simple and 
economic principles trying to separate the direct and reflected 
waveforms have not been introduced. 
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Abstract — Non-invasive mean blood pressure (MAP) re-
corded at radial artery by the Vasotrac monitor was compared 
with MAP from finger arteries recorded by the differential 
oscillometric device in 14 healthy subjects. Simultaneous spon-
taneous fluctuations in the skin microcirculation were obtained 
by the Laser Doppler Flowmetry (LDF). The MAP values 
measured at radial artery were 4.8±6.0 mm Hg higher than 
those measured on fingers. Pearson correlations between the 
LDF signal and MAP were 0.40 for the Vasotrac and 0.65 
for finger mean pressure, while the difference between the 
radial and finger mean blood pressures has positive correla-
tion (r=0.37) with the LDF signal. The individual correlation 
coefficients between the pressure difference and LDF signal 
ranged from 0.21 to 0.71.  

Keywords — Mean arterial pressure, non-invasive blood 
pressure, differential oscillometric method, Vasotrac, LDF. 

I. INTRODUCTION  

The newly designed Vasotrac device (Medwave, Arden 
Hills, MN) allows non-invasive measurement of arterial 
blood pressure (BP) and arterial waveform. Using a pat-
ented method of measuring radial artery waveforms, the 
Vasotrac system calculates systolic, diastolic and mean 
pressures. It takes approximately 15 seconds to obtain and 
display a new measurement. The Vasotrac does not provide 
continuous beat-to-beat measurements; it is able to record 
data more frequently than the standard oscillometric device. 
The Vasotrac has been compared to both a radial artery 
catheter [1-5] and arm-cuff BP [4, 5] in various settings and 
found to have a good agreement with them.  

No studies, however, have been carried out so far on 
measurements comparing continual blood pressure obtained 
by the Vasotrac with non-invasive beat-to-beat blood pres-
sure values from fingers. The objectives of this study were 
to compare the Vasotrac readings with an oscillometric 
monitor for the measurement of beat-to-beat mean arterial 
pressure in the finger arteries and to assess whether sponta-
neous fluctuations in the skin microcirculation, obtained by 
LDF, are related to the wrist-finger pressure gradient.  

II. MATERIALS AND METHODS 

The subjects were 14 students, eight females and six 
males, aged from 19 to 24. They had no history of vascular 
disease and gave their informed consent to participate in the 
study. The study was approved by the Ethics Committee of 
the University of Tartu. The mean subject height and weight 
were 175±8.4 cm and 71.4±17.8 kg, respectively.  

Study protocol: The subject rested for 10 min in the supine 
position, after which resting blood pressure in the both bra-
chial arteries was measured using an appropriately sized 
cuff and an ordinary sphygmomanometer (Omron M4). If 
the blood pressure differed by more than 5 mm Hg, the 
subject was not included in the study. During the following 
8-minute data collection period the volunteers lay still and 
breathed normally; physical and mental stimulations were 
reduced to a minimum to avoid sympathetic activation. 
Room temperature ranged between 21 and 24 °C. 

Radial mean arterial pressure: Periodic readings of the radial 
MAP were obtained  approximately every 15 seconds by 
means of the Vasotrac APM205A Monitor. After a success-
ful self-calibration check the Vasotrac sensor was placed 
over the left radial artery in the manner described by the 
manufacturer [7]. Data were collected with the Vasotrac in 
continuous mode. 

Beat-to-beat finger mean arterial pressure: Finger arterial blood 
pressure was measured by the UT9201 physiograph, Uni-
versity of Tartu, Estonia. This instrument applies the oscil-
lometric method for measuring beat-to-beat finger arterial 
pressure. This method needs a servosystem to control the 
counter pressure in the finger cuff [6]. In the modified oscil-
lometric instrument the cuff pressure level is kept constant 
during the systolic part of every cardiac cycle (measuring) 
and is changed during the diastolic part of the cycle (regu-
lating). By modulating the counter pressure level according 
to the criterion of getting maximum volume oscillations in 
the cuff in every cardiac cycle, the counter pressure in the 
cuff is kept equal to the mean arterial pressure (MAP) in the 
finger arteries. For a higher reliability the control system is 
made differential, and it operates with two cuffs on adjacent 
fingers with pressures shifted from the mean pressure value 
in both directions for a constant difference. In this ‘differen-
tial’ version the principle of maximum oscillations becomes 
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the principle of the equality of the amplitudes of the simul-
taneous volume oscillations in the two adjacent finger cuffs. 

Two cuffs of the UT9201 instrument were attached to the 
middle and ring fingers of the right hand. Special attention 
was paid to a proper attachment of finger cuffs to avoid 
tight or loose fixation. 

To avoid differences of readings due to the hydrostatic 
pressure differences, the sensors of both BP measuring 
devices were carefully kept at the same level. 

Laser Doppler Flowmetry (LDF): Skin blood flow was re-
corded by a laser Doppler instrument (MBF3D, Moor In-
struments, Axminster, Devon, UK). The bandwidth of the 
instrument was set at its highest level (21 kHz), the filter 
time constant on 0.5 s; the emitted wavelength was 820 nm. 
LDF flux signal was used to reveal intensive vasoconstric-
tions capable of affecting the accuracy of the finger blood 
pressure measurement. The laser Doppler probe was at-
tached with double adhesive tape to the skin on the thumb 
pulp of the right hand.  

For detecting single rapid and deep inspirations, which 
result in arteriolar vasoconstriction [8], a perimetric pneu-
matic transducer was applied to record the respiratory 
movements of the chest during the whole experiment. A 
single investigator placed all the units on the subjects to 
ensure uniformity.  

Signal processing and data analysis: Simultaneous recordings of 
the Vasotrac, beat-to-beat finger MAP, laser Doppler in-

strument and respiratory trace were A/D converted at a 
sample rate of 100 Hz and input into a personal computer 
with custom-made software for subsequent analysis.  

Because there were varying numbers of paired measure-
ments among subjects, the differences between the two 
methods were also determined separately for each person 
and then averaged across all the subjects to avoid weighting 
some subjects more than others. 

To test for the presence of significant differences in the 
readings obtained by the Vasotrac and UT9201 monitor, 
Student’s paired t-test was used. To test all the hypotheses, 
a level of significance of 0.05 was applied. Data are ex-
pressed as mean and standard deviation. 

Data were averaged within each volunteer, and then av-
eraged among the volunteers. The overall processing was 
performed using custom made software. 

III. RESULTS 

Data were obtained in 14 healthy persons; a total of 383 
pairs of Vasotrac and finger mean blood pressure measure-
ments were analyzed. Figure 1 is an example of an original 
recording in one individual (subject F). It demonstrates that 
the proximal (radial) and distal (finger) mean pressures 
follow each other quite well, the radial pressure being sys-
tematically slightly higher than the digital pressure. 
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Fig. 1. Example of original recording in subject F. Vasotrac mean blood pressure (MAPrad), oscillometric mean blood pressure (MAPfin) and fingertip skin 
blood flow (SBF) are shown. 
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Table 1. Results of MAP measurement by the two devices in 14 
individuals 

 
Vasotrac 

MAP 
Finger 
MAP 

Difference 
(rad-fin)  LDF 

A 75.2 3 76.9 2.6 -1.7 2.4 135 26.7 
B 94.4 3.8 82.7 3.3 11.7 3.1 124.2 31.1 
C 93.5 4.5 93.2 4.7 0.3 1.9 16.1 10.5 
D 75.7 7.8 60.4 3 15.3 2.6 23.6 13.1 
E 92.4 2.9 90.4 2.6 2 1.7 68.3 27.6 
F 75.1 3.7 71.7 4.2 3.4 2.1 88.6 24.7 
G 95.4 2.6 85.2 2.7 10.2 1.9 67 15.2 
H 86.3 4.5 85.9 4.5 0.4 2.6 63.4 23.4 
I 83.5 5.2 76.1 4.3 7.4 4.2 133.5 10.3 
J 76.2 6.7 75.4 4.5 0.8 5.4 125.6 32.4 

K 81.2 3.1 70.9 3.3 10.3 1.8 78.6 18.8 
L 79.5 2 74.2 2.3 5.3 1.8 51.2 17 

M 72.7 2.7 75.4 3.9 -2.7 2.6 143.4 32.4 
N 73.9 5.2 69.4 6.7 4.5 3.7 97.4 31 

Values are mean SD, MAP in mm Hg, LDF in arbitrary units a.u. 

 

 

 

 

 

 

 

Fig. 2. Bland-Altman bias plot for mean blood pressure showing bias 
(solid line) and limits of agreement (broken lines). 

The Bland-Altman bias plot is shown in Figure 2. Pear-
son correlations between the MAP values from the Vasotrac 
device and the differential oscillometric device were r=0.79. 

At the same time individual subject correlation coeffi-
cients ranged between 0.50–0.91. 

Based on all 383 paired measurements, without consider-
ing individual persons separately, the Vasotrac measure-
ments for MAP (mean±SD) were 4.8±6.0 mm Hg higher 
than the MAP values obtained by the oscillometric device. 

Pearson correlations between the LDF signal and MAP 
were 0.40 for Vasotrac and 0.65 for finger mean pres-
sure, while the difference between the radial and finger 
mean blood pressures has positive correlation (r=0.37) with 

the LDF signal. The individual correlation coefficients bet-
ween the difference and LDF signal ranged from 0.21 to 
0.71. 

IV. DISCUSSION 

In our study the MAP values measured by the Vasotrac 
were 4.8±6.0 mm Hg higher than values measured on fin-
gers by the oscillometric device. Several factors could con-
tribute to the differences between these measurements: 
different sites of pressure measurement (finger versus radial 
artery), technical limitations of the devices, interference 
from the vasomotor activity of small finger arteries and 
natural side to side difference.  

Different sites: Mean finger pressure is lower than radial ar-
terial pressure as a result of a pressure gradient across the 
vascular tree caused by flow. According to published data 
the finger mean pressure may be some 8–10 mm Hg less 
than the brachial values [9-11]. A new development is the 
reconstruction of radial pressure based on a finger-to-radial 
autoregressive exogenous model [12]. The pressure decay 
related to flow in arteries depends on the degree of periph-
eral constriction. Wesseling et al have found that the change 
in the difference between full constriction and maximal 
dilation is 8 mm Hg [9]. In our study the vascular tone was 
estimated using Laser Doppler Flowmetry. Both MAP val-
ues are inversely related to the Laser Doppler signal; the 
mean correlation coefficient between skin blood flow (SBF) 
and MAP was 0.65 for finger and 0.40 for radial artery 
pressure. This is in accordance with published data [9, 13]. 
The difference between the radial and finger mean blood 
pressures has positive correlation (r=0.37) with the LDF 
signal. 

Technical limitations: In two subjects (A and M) of our study 
the mean finger pressure (MAP) was 2 mm Hg lower than 
the radial mean arterial pressure, which may reflect a tech-
nological error. From a physiologic point of view this is not 
possible, because radial MAP must be slightly higher than 
mean finger artery pressure for blood flow to circulate. 

Vasomotor activity of small finger arteries: Peripheral vasoaction 
may be distorting the measurement of blood pressure at 
fingers [14]. In condition of peripheral vasoconstriction the 
differential oscillometric device tends to overestimate the 
finger mean blood pressure [15]. The Vasotrac (Medwave, 
Arden Hills, MN) does not offer truly simultaneous pressure 
data. This device averages 12 to 15 beats and reports up-
dated pressure intervals; therefore it is not possible to inves-
tigate the influence of short lasting vasoconstrictions on the 
level of radial artery mean pressure. 

Natural side to side difference: We consistently used the Vaso-
trac device on the left arm and the differential oscillometric 
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device on the right. Any side to side difference in the arte-
rial blood pressure time course would be recorded as a dif-
ference between the two machines. However, in our young 
healthy volunteers contralateral (left versus right arm) oscil-
lometric BP difference was less than 5 mm Hg. We there-
fore think that side to side difference is very unlikely to be 
the explanation for the differences that we have observed. 

V. CONCLUSIONS 

Both recorded non-invasive mean blood pressures follow 
each other well. The Vasotrac averages 12 to 15 beats and 
reports updated pressure intervals, therefore it is not possi-
ble to investigate the influence of short lasting vasoconstric-
tions on the level of radial artery mean pressure.  
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Abstract — The aim of this study was to investigate the 
relation between removed uric acid (UA) and measured ultra 
violet (UV) absorbance of the spent dialysate during dialysis.  

Ten uremic patients from Tallinn and ten from Linköping, 
during 30+40 haemodialysis treatments, were followed at the 
Departments of Dialysis and Nephrology at North-Estonian 
Medical Centre and at Linköping University Hospital. The 
dialysate samples were taken and analyzed by means of UA 
concentration at the chemical laboratory and with a double-
beam spectrophotometer. UV absorbance at the wavelength 
of 297 nm was transformed into UA concentration in the 
spent dialysate using the regression model from the total 
material, noted as general model. 

Mean concentration of UA was 53,4  22,7 micromol/l 
measured at the chemical laboratory, and 53,4  21,4 
micromol/l determined by UV-absorbance. The results were 
not significantly different (p < 0.05). The concentrations 
found did differ less than 10%.  

Our study indicates that the removed UA can be reliably 
estimated in different dialysis centres by the UV technique. 

Keywords — Haemodialysis, spent dialysate, absorption 
uric acid, spectrophotometry. 

I. INTRODUCTION  

Uric acid (UA) is a water–soluble compound 
(molecular weight of 168.1) that is the final metabolite of 
purine in humans. Evaluations of UA in blood are 
common in patients with kidney diseases as well as in 
those treated with dialysis. Urea, creatinine and UA have 
for a long time been known to accumulate in the bodies of 
haemodialysis (HD) patients. UA is removed from plasma 
in a similar manner as urea during dialysis treatment [1] 
but so far has not been investigated concerning patient 
outcome, compared to urea. UA is mostly associated with 
gout, but studies have found that UA affects biological 
systems [2], [3] and could also cause higher mortality in 
dialysis patients [3].  

Earlier a good correlation between ultra-violet (UV)-
absorbance in dialysate and the concentration of several 
solutes both in the spent dialysate and in the blood of the 
dialysis patients has been shown, indicating that the 
technique can be used to estimate the removal of retained 

substances [4]. Also, the possibility to estimate dialysis 
dose (urea-Kt/V) [5] and total removed urea by UV-
absorbance [6] has been presented. 

The aim of this study was to investigate the amount of 
removed UA during the dialysis estimated by measured 
ultra violet (UV) absorbance of the spent dialysate with 
different countries/dialysis centres involved. 

Compared to earlier results, a present study shows that 
a selected wavelength from a scanned range of 
wavelengths also can be used to build models that can 
estimate total removal of UA. It also gives opportunity to 
in detail test which wavelength(s) that is the best to use 
online or even for other solutes in the future. 

II. MATERIALS AND METHODS  

This study was performed after approval of the protocol 
by the Ethics Committee, at University Hospital of 
Linköping, Sweden and by the Tallinn Medical Research 
Ethics Committee at the National Institute for Health 
Development, Estonia. An informed consent was obtained 
from all participating patients. 

Ten uremic patients, three females and seven males, 
mean age 62.6 ± 18.6 years, were included in the study at 
the Department of Dialysis and Nephrology, North-
Estonian Medical Centre, Estonia and 10 uremic patients, 
four females and six males, mean age 62.8 ± 20.9 years 
were included at the Department of Nephrology, 
University Hospital of Linköping, Sweden. 

All patients were on chronic thrice-weekly 
haemodialysis. The patients were monitored during three 
dialysis treatments in Tallinn and four dialysis treatments 
in Linköping with duration from 240 to 270 minutes 
(totally 70 haemodialysis sessions). The studied treatments 
were consecutive in Tallinn and not consecutive in 
Linköping but were performed within three weeks for each 
patient.  

The schematic clinical set-up of the experiments is 
shown in Figure 1. 

In Linköping an althane dialyser was used with the 
effective membrane area of 1.8 m2 (AF180, Ahltin 
Medical, Ronneby, Sweden). The dialysate flow was 500 
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mL/min and the blood flow was 300 mL/min except in one 
session (250 mL/min) due to temporary access (needle) 
problems. Two types of machines were used, AK 200 
(Gambro Lundia AB, Sweden) and Fresenius 4008H 
(Fresenius Medical Care, Germany). 

In Tallinn F8 HPS (N=14), F10 (N=3), and FX80 
(N=13) (Fresenius Medical Care, Germany) with the 
effective membrane area of 1.8 m2, 2.2 m2, and 1.8 m2 
were used, respectively. The dialysate flow was 500 
mL/min and the blood flow varied between 245 to 350 
mL/min. The type of dialysis machine used was Fresenius 
4008H (Fresenius Medical Care, Germany). 

Dialysate samples were taken before dialysis (pure 
dialysate), used as the reference solution, when the dialysis 
machine was prepared for starting and the conductivity 
was stable, and after 5 (only in Linköping OIL), 10 (only 
in Tallinn), 15 (OIL), 30 (OIL), 60, 90 (OIL), 120, 180 
minutes after the start of the dialysis session and at the end 
of the session (210, 240 or 270 minutes). 

The concentration of UA was determined at the Clinical 
Chemistry Laboratory at North-Estonian Medical Centre 
and at the Clinical Chemistry Laboratory at Linköping 
University Hospital using standardized methods.  

Double-beam spectrophotometers (UVIKON 943, 
Kontron, Italy) in Linköping and (SHIMATSU UV-2401 
PC, Japan) in Tallinn were used for the determination of 
UV-absorbance. Spectrophotometric analysis over a 
wavelength range of 190 - 380 nm was performed by an 
optical cuvette with an optical path length of 1 cm. The 
obtained UV-absorbance values were processed and 
presented on the computer screen by a PC incorporated in 
the spectrophotometer using UV-PC software (UV-PC 
personal spectrophotometer software, version 3.9 for 
Windows). The final data processing was performed in 

EXCEL (Microsoft Office Excel 2003). The absorbance A 
of a solution, obtained by the spectrophotometer using the 
pure dialysate as the reference solution, was determined 
as: 

sr

r

I
I

A log  (1)  

where Ir is the intensity of transmitted light through the 
reference solution (pure dialysate) and Ir+s is the summated 
intensity of transmitted light through the reference solution 
containing the solutions under study (pure dialysate 
+ waste products from the blood). 

Regression line for the collected dialysate samples and 
corresponding UV-absorbance values at the wavelength 
297 nm was assessed to transform UV-absorbance into UA 
concentration (Figure 2). Figure 2 shows that a good linear 
relationship exists between UV-absorbance and dialysate 
UA concentration. The obtained relationship was used for 
generating a model, y = 56,38x - 1,1685, (general model) 
to estimate UA concentration in different centres.  

III. RESULTS 

Figure 3 shows the mean values of the concentrations of 
the UA measured at the laboratory and UA calculated 
from the general model.  

The mean concentration in mol/L of UA determined at 
the laboratory was (mean ± SD) 53,4  22,7 for the total 

 

Fig. 1 Schematic clinical set-up of the experiments. 
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Fig. 2 A regression line between uric acid (UA) concentration in 
dialysate and UV-absorbance at 297 nm (R = 0.9436, N = 450, totally 70 

haemodialysis sessions). 
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material (N = 450), 53,2 ± 23,1 for Linköping (N = 316), 
and 53,9 ± 21,8 for Tallinn (N = 134).  

The mean concentration of UA ± SD in mol/L 
calculated by the general model using the UV-absorbance 
was 53,4 ± 21,4 for the total material (N = 450), 55,1 ± 
21,8 for Linköping (N = 316), and 49,3 ± 20,1 for Tallinn 

(N = 134). The concentrations found did differ less than 
10%. 

Figure 4 shows the regression line between laboratorial 
UA concentration in dialysate and calculated UA from 
UV-absorbance for the particular centre.  

Applying the obtained center-specific models to the UA 
calculations from UV-absorbance 53,2 ± 22,2 mol/L for 
Linköping (N = 316), and 53,9 ± 20,4 mol/L for Tallinn 
(N = 134) is obtained. This means that if the 
transformation model for specific centre is utilised the UA 
concentrations estimated by UV-absorbance has the same 
mean value as the UA determined at the laboratory. 

IV. DISCUSSION 

The presented results show the possibility to estimate 
UA concentrations with UV-Absorbance technique 
generated model in different dialysis centres. 

A good agreement using the general model utilised to 
calculate UA concentration is demonstrated in the two 
dialysis centres. The greatest difference was seen in 
Tallinn, (Fig. 3) when the general model was used to 
estimate UA. One explanation is probably the differences 
in dialysis filters used. In Linköping only one type of 
filters was used but in Tallinn three different filters were 
used, and the difference in membrane permeability of 
solutes may have caused this difference. Another 
explanation could be that two different spectrophotometers 
have been used to measure the absorbance (one in Tallinn 
and one in Linköping). Absorbance may differ due 
technical differences between spectrophotometers. This is 
shown in Fig. 4, and even if the correlation to UA is 
similar at the two centres the difference is more obvious 
when putting the data together.  

A solution to increase the accuracy is probably to 
calculate a general model for each dialysis filter in the 
future. This could be done by the manufactures at the same 
time as clearance for different solutes is measured and 
later presented in the manual to the filters. 

The values of UA obtained using the general model of 
UV-absorbance measurements were in the same order as 
UA measured at the laboratory (Fig. 3). Also, the SD of 
the mean value for the compared methods was of the same 
magnitude. A good correlation between UV-absorbance 
and UA could be explained by relatively high millimolar 
extinction coefficients with three distinct maxima around 
202, 235 and 292 nm and two minima around 220 and 260 
nm in the wavelength range from 200 to 380 nm [7]. The 
absorbance around 292 nm is characteristic for UA and is 
utilised for UA concentration determination by the 
enzymatic degradation method [8]. The reason why a 
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Fig.3 Mean values of UA for the total material and for different centres 
respectively. 
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Fig. 4 The regression line between laboratorial UA concentration in 
dialysate and calculated UA from UV-absorbance, Linköping (R= 
0,9585; N = 316) and Tallinn (R= 0,9370; N = 134), respectively. 
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wavelength of 297 nm was chosen in this study was the 
opportunity to compare these results with on-line 
monitoring data in next studies, were 297 nm has been 
used. 

A relatively dominant absorbance for UA and 
creatinine, compared to other compounds in different 
fluids (serum, spent dialysate, urine), is confirmed by 
several HPLC studies at the wavelength 254 nm [10, 11]. 
UA, being a small solute, is also removed from the blood 
by haemodialysis in a similar manner as urea, the 
traditional marker for dialysis efficiency, and is associated 
with disturbances of calcitriol production and metabolism 
[2]. Since the spent dialysate contains many UV-absorbing 
compounds, a summated effect of the compounds must be 
regarded. 

The fact that the UV-method has similar results as the 
standard methods at the chemical laboratory indicates that 
the removal rate of UV-absorbing solutes is comparable to 
a solute like UA during haemodialysis. This is also 
confirmed by a very good correlation between several 
small molecular weight waste products and the UV-
absorbance [4] and similar concentration changes during 
dialysis for several azotemic markers (e.g. urea, creatinine, 
UA and pseudouridine) as reported earlier [12], [1]. The 
elimination of such a small molecular weight waste 
product as UA can therefore be assessed by the UV-
technique. As a consequence, this makes it possible to 
determine UA concentration and calculate total removed 
UA even when the technique does not measure solely UA. 

The clinically aim in the future is to develop an on-line 
monitoring system that could offer an estimation of the 
removal of several clinical important solutes during 
haemodialysis. The UV technique may be the monitoring 
tool in the future that ensures dialysis quality by 
evaluating the delivery of the prescribed treatment dose 
and immediately identifying and being alert for any 
deviations in dialysis treatment.  

V. CONCLUSION 

The results show the possibility to estimate total 
removed UA using a general model based on UV-
absorbance at the wavelength of 297 nm. The mean values 
of UA obtained using the general model were very close to 
UA measured at the laboratory, even if the pure UA 
concentration is measured in the spent dialysate at the 
chemical laboratory, while the UV method measures all 
UV-absorbing compounds in the spent dialysate. The 
assumption that UV-absorbing solutes are removed in a 
similar manner compared with UA seems to be valid in 
this material. Also the possibility to estimate total removal 

of other solutes, e.g. those presented by the EUTox group 
[13] may be used as a measure of dialysis adequacy in the 
same manner as UA should be validated. This information 
will be useful as a source for analysing and revising 
haemodialysis quality and existing standards and methods 
to ensure treatment quality and patient welfare. 
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Abstract — Monitoring the function of the central nervous 
system of a patient during a surgery where an injury to the 
nerves can occur is important in securing the safety of the 
patient. The somatosensory tract of patients undergoing cor-
rective surgery for scoliosis were monitored using tibial nerve 
somatosensory evoked potentials (tSEP) by stimulating the 
tibial nerve from the ankle and recording the responses from 
electroencephalography (EEG) electrodes placed on the scalp 
of the patient.  

The recorded EEG was segmented off-line into different ep-
ochs on the basis of spontaneous neuronal activity overlaying 
the tSEPs. The epochs were: bursts, suppressions, spindles and 
technical artefacts. Ensemble averaging was carried out over 
the epochs to discover how quickly the overall tSEP signal-to-
noise ratio (SNR) increases as a function of N.  

The tSEP SNR increased most rapidly during the suppres-
sion epochs which contain only little spontaneous EEG activity 
in comparison with the tSEPs recorded during the burst and 
spindle epochs. Fast and reliable results can be achieved in the 
operating room by using deep propofol anaesthesia where the 
spontaneous EEG activity is mostly low, selecting only high 
SNR epochs and using ensemble averaging on those to form 
the overall tSEP response. 

Keywords — Somatosensory evoked potentials, Signal-to-
noise ratio, Ensemble averaging, Anaesthesia. 

I. INTRODUCTION  

Somatosensory evoked potential (SEP) study is a neuro-
physiological examination method that can be used for 
detecting nerve conduction problems in peripheral and cen-
tral nervous system in humans. The method is nowadays 
used routinely to diagnose for example multiple sclerosis, 
spinal stenosis and neuropathies. It is also useful in intraop-
erative monitoring (IOM) to ensure patient safety when 
there is a high risk of damaging the spinal cord due to a 
surgical operation [1].  

The data for our study consists of 7 channels of EEG 
with tSEP:s synchronized to a trigger signal used to deliver 
the electric stimuli to the tibial nerve of the patient. The data 
has been recorded during scoliosis surgery. For each patient 

an optimal tSEP channel was found comparing response 
amplitudes [2].     

The tSEP responses, which are embedded in the EEG, 
have a very low amplitude, just a few µV, where as the 
noise may range from µV to hundreds of mV. This leads to 
a poor signal-to-noise ratio in the measurement. 

There are many ways for improving the signal-to-noise 
(SNR) ratio of the tSEP during anaesthesia. The signal is 
generated by the somatosensory cortex of the brain and has 
a relatively constant waveform, and thus little can be done 
to enhance that. Most of the artificial noise can be reduced 
by using shielded equipment, braided cables and proper 
grounding. Filtering the EEG with tSEPs using a band pass 
filter of 30 – 200 Hz rejects the low and high frequency 
components that are not of interest to tSEP IOM. Physio-
logical noise can be reduced using muscle relaxants and 
burst suppression level anaesthesia. The de-facto method for 
improving the SNR is to use ensemble averaging during the 
recording and add new responses as they come available. 

In this work we evaluate the effect of different kind of 
EEG activity which overlaps with the tSEP responses in the  
gamma band 25 - 100 Hz. Due to the frequency content of 
the different types of physiological noise they have unique 
delaying effects on the SNR increase and thus the formation 
of the final result.   

II. MATERIAL AND METHODS 

The 8 patients selected for this study were operated in 
Tampere University hospital during 2006 and 2007 for 
idiopathic scoliosis. tSEPs were used during the operations 
to monitor the integrity of the somatosensory tracts and to 
warn the surgeon about possible arising complications of 
the spinal cord.  

The monitoring device was Endeavor Bravo intraopera-
tive monitoring system (Viasys Healthcare, PA, USA). The 
acquired EEG was sampled at 8 kHz. The tSEP stimulation 
frequency was 3,1 Hz. After recording the EEG was moved 
to off-line analysis with Matlab (Mathworks, MA, USA), 
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where it was band pass filtered with 30 to 200 Hz to reject 
high and low frequency noise not associated with the tSEP. 
The EEG was visually scored using Somnologica Studio 
(Embla, Co, USA) to bursts, suppressions and spindles [3,4] 
and technical artifacts, which were omitted from the study 
(Fig. 1). The EEG contained some 50 Hz mains artifact. An 
optimal tSEP channel was calculated for each patient by 
selecting the EEG derivation yielding the highest tSEP 
responses [2]. Channels used were the derivations of stan-
dard 10-20 EEG locations [5], from which Fz-Cz or C3-C4 
was most frequently selected. The tSEP responses occurring 
during the three EEG epochs were separated to their respec-
tive datasets and ensemble averaging with a rejection crite-
rion of 200 µV peak-to-peak per single response was used 
to improve the SNR inside the sets.  

Ensemble averaging is based on a simple signal model in 
which the potential xi of the ith stimulus is assumed to be 
additively composed of a deterministic, evoked signal com-
ponent si and a random noise ni which is asynchronous to 
the stimulus (Eq 1). 

iii nsx   (1) 

The noise is assumed to have zero mean and it is uncorre-
lated between measurements. Noise and signal need to be 
uncorrelated and the signal needs to have constant wave-
form morphology [6]. The first three requirements are ful-
filled, but in IOM sudden changes in the tSEP response 
need to be detected, as these may be caused by conduction 
problems in the somatosensory tract of the patient. In our 
data there was no physiological signal loss. 

The SNRs of the averaged tSEPs were calculated using 
the ± reference that estimates the residual noise in evoked 
potentials by subtraction of two separate averages: one 
consisting of the odd-numbered sweeps (x̄ 1), the other of 

the even-numbered sweeps (x̄ 2). We can calculate these 
averages by 
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where N is the total number of sweeps. As all single re-
sponses si are assumed to be identical during the recording 
no response will remain after the subtraction  

21' xxx N   (3) 

The subtraction of the noise terms ni results in a noise esti-
mate with a mean value of zero and a variance 2

n . The 
expected residual noise power equals 2

n / N . The variance 
of the averaged signal x̄ divided by the variance of the ± 
reference x̄ ' results in a true SNR power ratio  

)}('var{
)}(var{
tx
txP   (4) 

where P equals to SNR [7]. SNRs are calculated for burst, 
suppression and spindle sets for every patient. 

III. RESULTS 

The results of the study are shown in Fig. 2 and Table 1. 
In Fig. 2 the ensemble averaged responses from 1 to 256 for 
an example patient are shown. N=256 was chosen as an 
endpoint of the process because little change in wave mor-
phology or SNR was detected after that. The used arithmetic 
mean smoothes the waves heavily and only the main deflec-
tion of tSEP around 30 to 40 ms is visible when N grows 
over 128. On the other hand the SNR of the result is ideally 
proportional to the square root of N [8], which means that 
when the innate SNR is 0,1 during the EEG bursts of the 
example patient, increasing it tenfold requires N to be 100.  

The EEG noise was much higher during bursts and spin-
dles than during suppressions which can be seen as the 
forming of the characteristic tSEP response wave shape 

 

Fig. 1 This is an example of typical anaesthesia burst suppression EEG with 
spindles. From top to bottom:  tSEP trigger, segmentation scoring, raw EEG 

from the Fz-Cz channel derivation and the same band pass filtered. In the 
scoring B, Su and Sp denote burst, suppression and spindle respectively.  
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during suppressions when N is 8 and during bursts and 
spindles when N is significantly higher, 64 and 32, respec-
tively (Fig. 2). With the 3,1 Hz tSEP stimulation frequency 
it takes 2,6 seconds to acquire 8 responses, in comparison to 
20,6 s and 10,3 s of 64 and 32 responses. During high noise 
segments an acceptable result may need hundreds of re-
sponses leading to minutes of acquisition time. The maxi-
mum amplitude of the response lowers somewhat when N is 
high because of small amplitude and latency variations 
(jitter), in the single responses si (Eq 1). 

The same trend as in Fig. 2 can be seen in the SNR in-
Table 1, which shows the minimum and maximum SNR 
among the 8 patients as a function of N. The tSEP SNR 
increase is significantly faster during suppressions when 
compared to bursts and spindles. The large inter-patient 
SNR distribution is due to different patient tSEP physiology 
[2] and their reaction to the anaesthetic agent propofol. 
Changing IOM conditions also may contribute to the result 
as a fluctuation of the SNR in consecutive Ns. 

IV. CONCLUSIONS  

The physiological noise caused by bursts and spindles 
have components that overlap with the tSEP in the EEG-
gamma band 25-100 Hz. Using burst suppression level of 
anaesthsia and selecting epochs, where the noise level con-
sisting of unrelated physiological activity, mostly EEG, and 
technical artifacts is low, seems to yield high tSEP SNRs 
and thus enables faster detection of response loss than when 
monitoring during continuous EEG and accepting all the 
responses under the 200 µV rejection criterion. The conclu-
sions are somewhat limited by the number of patients, 
which was 8. Further studies are needed to expand the re-
sults and conclusions. 
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Table 1 The minimum and maximum SNRs  

N Burst Suppression Spindle 
2 0,32 - 3,44 0,73 - 3,22 0,98 - 2,47 (5) 
4 0,46 - 6,90 0,54 - 3,57 0,61 - 3,18 (5) 
8 0,21 - 3,11 0,37 - 4,45 0,52 - 1,17 (4) 
16 0,57 - 3,45 1,15 - 7,80 0,89 - 1,40 (4) 
32 0,71 - 3,99 0,69 - 26,29 0,37 - 9,08 (3) 
64 0,37 - 9,53 1,77 - 63,30 0,41 - 3,49 (2) 

128 0,75 - 28,10 1,29 - 135,32 1,58 (1) 
256 1,32 - 32,86 5,44 - 398,08  

The amount of patients in burst and suppression set was 8. The amount of pa-
tients decrease in spindle column (shown in parenthesis) as N grows, because 
simultaneous spindles and tSEP responses were rare in this set of patients. 

 

Fig. 2  The results of ensemble averaging of the data of an example patient 
with burst, suppression and spindle sets after N responses.  signifies 
when the tSEP response has formed. The example patient had enough 

spindle responses only for N=128.  
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Abstract — This work analyzes the quadratic phase coup-
ling between EEG rhythms during burst suppression period of 
propofol anesthesia. The main goal is to specify the phase 
relation between different EEG rhythms and search for possi-
ble systematic behavior. In order to achieve this, the presented 
work focuses on the detection of quadratic phase coupling 
(QPC) based on bispectral analysis. The study indicates that 
frequencies of the dominant components of the bursts vary, so 
the detection of QPC is practically not as simple as detecting 
synchrony between couples of well defined rhythms. 

Keywords — bispectrum, propofol anesthesia, quadratic 
phase coupling (QPC), higher order spectrum (HOS), EEG-
burst-suppression. 

I. INTRODUCTION  

Burst suppression is a pattern formed by burst periods –
high-voltage slow waves superimposed by sharp waves- 
sequentially alternating with suppressed background activ-
ity [1]. The pattern is observed during deep anesthesia and 
its appearance is often suggested as a specific endpoint in 
the continuum of deepening anesthesia. Furthermore, virtu-
ally all the commercial depth-of-anesthesia monitoring 
algorithms are capable of detecting this pattern and use the 
relative proportion of the period of suppressed EEG (called 
Burst Suppression Ratio) as an indicator of level of drug 
induced coma in very deep anesthesia [2]. 

The behavior of the pattern and its contents can poten-
tially revial the underlying physiological mechanisms. It is 
also possible to uncover the interactions of different brain 
regions with each other by observing the interrelations of 
frequency components measured from corresponding EEG 
channels. The study by Witte et. al [3] aimed at defining the 
degree of interrelations between the lower frequency com-
ponents 0-2.5 Hz and the frequencies 3-7.5 Hz and 8-12 Hz. 
Their results indicate coherence between mentioned com-
ponents and the authors concluded that there may be re-
gional physiological interaction. The study hypothesized 
that the waves of frequencies of 3-7.5 and 8-12 Hz are 
originated from the interactions between reticular thalamic, 
thalamocortical and corticothalamic neurons and may be 
modulated by cortically generated low frequency oscilla-
tions.  

Bispectrum analysis or generally higher order spectrum 
(HOS) analysis has prospect to expose the mechanisms 
underlying these interactions due to its ability to preserve 
phase information. 

Quadratic Phase Coupling (QPC) has been analyzed us-
ing bispectrum estimation previously in several studies. 
According to [4], there are various conditions in which QPC 
detection in the EEG signal can be useful. One of the first 
studies in this area is the work of Huber et al. [5]. In this 
work the phase relations of EEG are tested by means of 
bispectrum analysis. Non-linear mechanisms of EEG and 
auditory evoked potentials (AEPs) are analyzed using bis-
pectrum in [6]. As a result, the existence of QPC at low 
frequency components has been detected. The Gaussianity 
and linearity of the EEG acquired from different brain re-
gions and different conditions (eye-closed and eye-opened), 
is analyzed by quantifying the level of QPC in [7]. The 
relative non-linearity and non-Gaussianity of eye-closed 
condition is stated in conclusion whereas different charac-
teristics were obtained from different brain regions. Higher 
order spectrum is applied to characterize the sleep spindles 
in [8]. Time domain analysis has been performed by means 
of second and third order correlations to detect the transi-
tions between multiple activities and frequency domain 
analysis by means of spectrum and bispectrum allows the 
description of frequency interactions related with nonlin-
earities. 

In this paper, similar kinds of interactions have been in-
vestigated by looking at bispectral information of the burst 
components. 

II. MATHERIALS AND METHODS 

A. Data Characteristics and Selection Criteria 

The EEG data in this study was recorded during propofol 
induced anesthesia. Propofol infusion lasted until burst 
suppression patterns were observed. The signals were re-
corded continuously using NeuroScan Synamp amplifier 
(Neuroscan, El Paso, TX, USA). The signal was initially 
filtered using a bandpass filter of 0.05-1000 Hz and digi-
tized with a sampling rate of 5000 Hz. Before the analysis 
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presented in this study, the signal was decimated to 500 Hz 
sampling rate. EEG was recorded from Fp1, Fp2, Fz, F3, 
F4, F7, F8, Cz, C3, C4, CPz, CP3, CP4, T3, T4, T5, T6, Pz, 
P3, P4, O1 and O2 unipolar channels according to the 10-20 
system with the reference at FCz. Detailed description of 
the recording setup as well as the neurophysiological find-
ings can be found at [9]. 

Initial purpose of recording the data was analyzing evoked 
EEG patterns during burst-suppression period of propofol 
anesthesia. Evoked potentials were elicitated by electrically 
stimulating the median nerve. Medelec ST-10 stimulator 
(Medelec, Old Woking, UK) was used by applying surface 
electrodes at the wrist. Pulses of 0.1 ms and 100 mA were 
triggered during the EEG suppression manually [9]. 

Bursts can be seen either as a response to the stimulation 
or they can occur spontaneously in deep anesthesia, thus the 
bursts can be classified into two groups such as spontaneous 
bursts and stimulated bursts. The selection of the burst seg-
ments has been done manually indexing the start and end 
points of the bursts and all the calculations performed on 
these selected patterns. The duration of the burst is another 
criterion for the selection. The bursts lasting less than one 
second (500 samples) were excluded. Total number of the 
bursts selected is 32 while 11 of them are occurred sponta-
neously and 21 were stimulated. Fig.1 shows examples of 
selected bursts. 

The channels F3-C3 and F4-C4 were used to calculate 
bipolar EEG. Selection was maintained unilaterally consid-
ering the study presented in Hagihira et al. [10]. 

B. Principles of Bispectrum and Quadratic Phase Coupling 

The term higher order spectra could be understood by 
first defining the “cumulants” or “moments”. 

If ,...3,2,1,0)},({ kkX is a real stationary discrete-
time signal and its nth order moment exists, then the nth 
order moment function could be expressed as [11]: 
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In the special cases where n = 3, 4 the nth order cumu-
lants of a non-Gaussian random stationary signal 
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nm  is the nth order moment function 
of a Gaussian signal which has the same mean value and 
autocorrelation as )}({ kX . 

As it is presented below, the n-th order moment/cumulant 
spectrum is defined as (n-1)-th dimensional Fourier trans-
form of the n-th order cumulant. 

Power Spectrum: n = 2 
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Bispectrum:  n = 3 
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To understand the phase coupling better, the following 
example demonstrated previously by Nikias et al. would 
help [12]: 

Let 
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where the values 54321 ,,,,  are independent and 
uniformly distributed random variables over [0, 2 ] 
and 321 ,,  and 654 ,, are harmonically related. As 

 

Fig. 1 Selected burst examples a) spontaneously occurred burst pattern b) 
stimulated burst pattern; burst (green) and the following spindle (red). 
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phase information is lost while calculating the power spec-
trum, the power spectra of these signals are identical, how-
ever, their bispectrum shows totally different results. See 
Fig.2 for demonstration. 

An example signal based on synchronized frequency 
components is generated which has phase coupled harmon-
ics, at 0.15 Hz and 0.30 Hz.  

Additionally, there is one uncoupled harmonic of 0.20 
Hz. Fig.3 presents the power spectrum and bispectrum 
magnitude. The third harmonic which arises from the phase 
coupling of 0.15 and 0.30 Hz components can be seen at 
0.45 Hz in the power spectrum. The only possible explana-
tion for this is that the second coupled harmonic, 0.30 Hz, is 
the summation of 0.15 Hz by itself. 

Direct method [11] is used to estimate bispectrum in this 
study. The algorithm of Matlab function, bicohere [13] is 
applied. Mean of the signal is subtracted as an initial step of 
the algorithm. Secondly, the data is divided into segments. 
Number of the segments depends on the window size, over-

lapping ratio and the length of the burst. The resolution of 
the calculation was kept maximal by taking the window size 
as small as possible. In the application, window length was 
selected as 256 samples and window type was selected as 
Hamming. The computational superiority of the direct 
method against the indirect method in bicoherence estima-
tion is primarily caused by the utilization of the frequency 
domain representation by the direct method. Frequency 
spectra of the segments and later the power spectra are cal-
culated by the fft function. The bispectrum is calculated 
according to Eq.6.  

)()()(1),(ˆ
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*
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where )(iF is the Fourier transform of each record, * 
denotes the complex conjugate and  is the spacing be-
tween the frequency samples in the bispectrum domain. The 
average bispectrum is obtained by dividing the sum of the 
bispectra of the individual segments by the number of seg-
ments (Eq.7).  
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Finally, bicoherence is estimated by normalizing the 
magnitude squared bispectrum by the squared power spec-
trum (Eq. 8). 
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where 1 2( , )B is the final estimate of the bispectrum and 
( )P is the power spectrum. 

III. RESULTS  

The results of the power spectrum and bicoherence 
analysis for each spontaneous and stimulated burst are sepa-
rately studied. Fig. 4 demonstrates the results of some par-
ticular bursts. Average results of stimulated and spontane-
ous bursts from different bipolar channel combinations are 
shown in Fig. 5. 

IV. DISCUSSIONS AND CONCLUSIONS 

Phase synchronization between the frequency compo-
nents around 10 Hz and 0.5 Hz during EEG burst suppres-
sion was previously discussed by Steriade [1; 14; 15]. At 
the beginning of this research, the principal aim was stating 

 
Fig. 2 a) Spectral representation: the black components are independent 

where the blue component is a result of phase coupling between red com-
ponents b) Bispectral representation: phase coupling of 

4
and 

5
gener-

ates a peak. Quadratic Phase Coupling is estimated inside triangular region. 

 

Fig. 3 Bispectrum precisely plots the phase relation between the coupled 
components where there is no effect of the uncoupled component placed at 

0.20 Hz. Additionally, there is a peak at the point (0.15 Hz; 0.15 Hz).  
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these phase relations by analyzing third order spectrum 
characteristics of the signal. 

Bispectrum detects certain phase couplings of unsophis-
ticated signals precisely; however the method provides 
ambiguous results in the case of studying more complex 
signals as in this study. Despite the variety in bicoherence 
results for individual bursts, there is no significant differ-
ence observed regarding the type of the bursts. In other 
means spontaneous and stimulated bursts can not be classi-
fied based on the bicoherence results. Finally, in case of 

having reliable method for detecting synchrony, stating 
phase relations of burst patterns during anesthesia is still a 
feasible research. Further studies may address cross-
bicoherence between different channels or phase synchroni-
zation during anesthesia infused by different anesthetics. 

REFERENCES  

1. Steriade M, Amzica F, Contreras D et al. (1994) Cortical and thalamic 
cellular correlates of electroencephalographic burst-suppression. Elec-
troencephalography and Clinical Neurophysiology 90:1-16 

2. Witte H, Schack B, Helbig M et al. (2000) Quantification of transient 
quadratic phase coupling within EEG burst patterns in sedated pa-
tients during electroencephalic burst-suppression period. Journal of 
Physiology 94:427-434 

3. Witte H, Schelenz Ch, Specht M et al. (1999) Interrelations between 
EEG frequency components in sedated intensive care patients during 
burst-suppression period. Neuroscience Letters 260:53-56 

4. Hadjileontiadis L J, Rekanos I T, Panas S M, (2006) Higher-order 
statistics, Encyclopedia of Biomedical Engineering. Wiley and Sons, 
New York 

5. Huber P J, Kleiner B, Gasser T et al. (1971) Statistical methods for 
investigating phase relations in stationary stochastic process. IEEE 
Transactions on Audio Electracoustic 19:78-86 

6. Ademoglu A, Demiralp T (1992) Quadratic phase coupling of elec-
troencephalogram (EEG) and evoked potentials (EP). Proc. of Inter-
national Biomedical Engineering Days, 1992 pp 146-150 

7. Haejeong P, Kwangsuk P (1994) A study on the stochastic properties 
of the EEG using bicoherence. IEEE/EMBS Proc. vol.2  16th Annual 
International Conference, 1994 pp. 1314-1315 

8. Akgül T, Sun M, Sclabassi R J et al. (2000) Characterization of sleep 
spindles using higher order statistics and spectra. IEEE Transactions 
on Biomedical Engineering 47(8):997-1009 

9. Huotari A-M , Koskinen M, Suominen K et al. (2004) Evoked EEG 
patterns during burst suppression with propofol. British Journal of 
Anaesthesia 92(1):18-24 

10. Hagihira S, Takashina M, Mori T et al. (2004) Bispectral analysis 
gives us more information than power spectral-based analysis. British 
Journal of Anaesthesia 92(5):772-773 

11. Nikias C L, Mendel J M (1993) Signal processing with higher-order 
spectra. IEEE Signal Processing Magazine 10:10-37 

12. Nikias C L, Raghuveer M R (1987) Bispectrum Estimation:A Digital 
Signal Processing Framework. Proc. IEEE 75:869-891 

13. Ananthram Swami, HOSA – Higher Order Spectral Analysis Toolbox 
at http://www.mathworks.com 

14. Steriade M, Gloor P, R. Llinas R R et al. (1990) Basic mechanisms of 
cerebral rhythmic activities. Electroencephalography and clinical 
Neurophysiology 76:481-508 

15. Steriade M (1993) Cellular substrates of brain rhythms, Encephalog-
raphy: Basic Principles, Clinical Applications and Related Fields. 
Williams & Wilkins 

Author: Fikret Emre Kapucu 
Institute: Tampere University of Technology 
Street: Biolaeketieteen Tekniikan Laitos 
City: Tampere PL 692 33101 
Country: Finland 
Email:  emre.kapucu@tut.fi 

 
  

 

Fig. 4 Power spectrum and bicoherence demonstration of selected bursts. 

 

Fig. 5 a) Averaged power spectrum and bicoherence results for spontane-
ous bursts from channel F4-C4 b) Averaged power spectrum and bicoher-

ence results for stimulated bursts from channel F3-C3.  
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Abstract — Magnesium ions (Mg2+) play fundamental role 
in cellular function, but the cellular dynamic changes of intra-
cellular Mg2+ remains poorly delineated. In this study, we 
performed noise analysis of the fluctuations in the concentra-
tion of intracellular Mg2+ in spontaneously beating cultured 
cardiac myocytes from neonatal rats. The concentration of 
intracellular Mg2+ was estimated by loading of cells with either 
Mg-fluo4/AM or KMG-20/AM. The results revealed that the 
intensity of Mg-fluo-4 or KMG-20 fluorescence cyclically fluc-
tuated in association with rhythmic contraction of cardiac 
myocytes. In addition, the simultaneous measurement of Fura2 
and Mg-fluo-4 fluorescence revealed that there were phase 
differences between the dynamics of two signals, suggesting 
that the cyclic changes in the Mg-fluo-4 or KMG-20 fluores-
cent intensity actually reflected the changes in intracellular 
Mg2+.  Treatment of cultures with 2,3-butanedione monoxime 
(BDM), a reversible blocker of cardiac contraction, for 20 min 
resulted in the complete termination of spontaneous rhythmic 
contractions while both Ca2+ and Mg2+ oscillations were still 
observed, suggesting that the intracellular Mg2+ oscillation did 
not result from mechanical movements in association with the 
spontaneous rhythmic contraction of cardiac myocytes.  The 
present study demonstrated that the concentration of intracel-
lular Mg2+ changed in association with spontaneous, cyclic 
contractions and intracellular Ca2+ oscillation of cardiac myo-
cytes. Noise analysis of the subtle changes in the fluorescence 
intensity may lead to the elucidation of novel functional roles 
played by changes in intracellular Mg2+ in cells. 

Keywords — cardiac myocytes, spontaneous beating, Ca2+ 
oscillation, Mg2+ oscillation 

I. INTRODUCTION  

The magnesium ion, Mg2+, is one of the most abundant 
divalent cations within mammalian cells [1].  Although 
much is now known about the pathways responsible for the 
regulation of intracellular Ca2+, the factors affecting intra-
cellular Mg2+ remain poorly understood [2], mostly because 
the techniques available for measuring Mg2+ are a far cry 
from those available for measuring other cations [1].  An-
other important reason is that the concentration of free Mg2+ 
in cells is high, several orders of magnitude greater than that 
of Ca2+ or H+.  Therefore, even large changes in intracellular 
Mg2+ represent only a small fraction of the background 
concentration [1].  Previous studies, however, have revealed 

that intracellular free Mg2+ plays a fundamental role in a 
variety of cell functions.  Changes in the concentration of 
intracellular Mg2+ are involved in the modulation of the 
activity of L-type Ca2+ channels [3], Na+/Ca2+ exchangers 
[4], cardiac ryanodine receptors in the sarcoplasmic reticu-
lum [5], and mitochondrial F1,F0-ATPase/synthase [6].  
Thus, it seems increasingly important to clarify the changes 
in the concentration of intracellular Mg2+. 

In this study, we performed a noise analysis of the fluc-
tuations in the concentration of intracellular Mg2+ in spon-
taneously beating cultured cardiac myocytes from neonatal 
rats.  Here we show that the concentration of intracellular 
Mg2+ possibly changes in association with spontaneous, 
cyclic contractions and the intracellular Ca2+ oscillation of 
cardiac myocytes.  

II. MATERIALS & METHODS 

A. Culture of cardiac myocytes  

The method of culture was described elsewhere in detail 
[7-9].  In short, cardiac myocytes were prepared from ven-
tricles of 1 to 3-day old neonatal Wistar rats removed after 
decapitation.  The ventricles were rinsed in a 25 mM 
HEPES-buffered minimum salt solution (MSS) to remove 
contaminating blood cell components and then minced with 
scissors into fragments to be digested with 0.1% colla-
genase (Wako Chemical, Tokyo, Japan) in MSS at 37 C for 
10 min.  The digested fragments were centrifuged at 1000 
rpm for 2 min (LC-100, TOMY, Japan) and precipitated cell 
components were washed twice with MSS to terminate the 
effects of collagenase.  The cell components were sus-
pended in MCDB 107 (Research Institute for Functional 
Peptides, Yamagata, Japan) containing 5% FCS (MBL, 
Nagoya, Japan), and then passed through a wire mesh 
screen (90 m porosity) to remove large aggregates of cells; 
the filtered suspension contains cardiac myocytes and fibro-
blasts.  To separate cardiac myocytes from fibroblasts based 
on the selective adhesion technique, the cell suspension was 
poured into petri dishes (  60 mm, Falcon), and incubated 
for 60 min at 37 °C, in 5% CO2 and 95% air.  By virtue of 
the procedure, most of the fibroblasts adhere to the dish.  
After the incubation, the suspension, mostly containing 
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cardiac myocytes, was collected.  The suspension was cen-
trifuged at 700 rpm for 5 min to separate the remaining 
blood cell components in the supernatant.  The precipitated 
cells were resuspended in MCDB 107 containing 5% FCS, 
transferrin (10 g/mL, Sigma, St. Louis, MO), and insulin 
(10 g/mL, Yamanouchi, Tokyo, Japan).  The cell suspen-
sion was passed through a fine wire mesh screen (25 m 
porosity) to remove remaining small aggregates of myo-
cytes, and finally the isolated myocytes remaining were 
cultured at a density of about 3.0 105 cells/ml in a petri dish 
(  30 mm, Falcon) coated beforehand with fibronectin (10 

g/mL, Sigma).  

B. Measurement of cellular Mg2+ and Ca2+  

For the measurement of changes in cytosolic free Mg2+ 
and Ca2+, Mg-fluo-4/AM or KMG-20/AM, and Fura2/AM 
were used, respectively.  For the simultaneous measurement 
of cellular Mg2+ and Ca2+, cardiac myocytes were first 
loaded with the fluorescent calcium indicator by incubating 
them with Fura2/AM (5 M; Molecular probes, Eugene, 
OR, USA) in MCDB medium for 40 min at 37 °C, in 5% 
CO2 and 95% air.  After a washout with PBS, the cardiac 
myocytes were then incubated with Mg-fluo-4/AM (10 M; 
Molecular probes) in MCDB for 40 min at 37 °C, in 5% 
CO2 and 95% air.  After another washout with PBS, the 
medium was replaced by MCDB and incubated for 20 min 
at 37 °C, in 5% CO2 and 95% air.  The cells in a dish were 
then placed on the stage of an inverted microscope (IX 70, 
Olympus, Tokyo, Japan).  Fura2 was excited at 340/380 nm, 
and emission intensity was measured at 520 nm.  Mg-fluo-4 
was excited at 488 nm, and the emission intensity was 
measured at 520 nm.  In some of the experiments, the con-
centration of intracellular Mg2+ was also estimated by using 
KMG-20/AM (Wako Chemical, Tokyo, Japan).  Cardiac 
myocytes were incubated with KMG-20/AM (10 M) in 
MCDB for 40 min at 37 °C, in 5% CO2 and 95% air.  
KMG-20 was excited at 440 nm, and the emission intensity 
was measured at 515 nm.  Fluorescent images were ac-
quired with a cooled CCD camera (C4880-80; Hamamatsu 
Photonics, Hamamatsu, Japan) through an image intensifier 
(C8600-05; Hamamatsu Photonics) to amplify the fluores-
cence.  An analysis of the acquired images was done with 
an image processing and measuring system 
(AQUACOSMOS; Hamamatsu Photonics).  Fluorescent 
intensity (F) was normalized with the initial value (F0), and 
the changes in the relative fluorescent intensity (F/F0-1) 
from which both a DC component and a high-frequency 
noise were removed with a band-pass filter (0.1 2.0 Hz) 
using a software for the time series analysis (Kyowa Elec-
tronic Instruments, Tokyo, Japan) to estimate changes in the 

concentrations of intracellular free Ca2+ and Mg2+.  In some 
cases, DC recordings were made to estimate the changes in 
Mg-fluo-4 fluorescence with time. 

C. Statistics 

The data are expressed as the mean±S.D.  Comparisons 
were performed using a paired t-Test.  A P value of less 
than 0.05 was considered statistically significant. 

III. RESULTS  

Isolated and cultured neonatal cardiac myocytes started 
to contract spontaneously and cyclically usually after 2 to 4 
days in vitro (2-4 DIV).  We first investigated whether the 
intensity of Mg-fluo-4 fluorescence actually fluctuated in 
spontaneously beating cultured cardiac myocytes (Fig. 1).  
At first sight, the Mg-fluo-4 fluorescence of cardiac myo-
cytes did not seem to fluctuate at all (Fig. 1A).  However, 
the relative Mg-fluo-4 fluorescence (Fig. 1B) as well as an 
auto-correlation analysis of the time series (Fig. 1C) sug-
gested regularity to the fluctuations.  A spectral analysis of 
the de-trended fluorescent signals revealed that the domi-
nant frequency of the fluctuations was about 0.6 Hz 
(Fig. 1D).   

We next tried to clarify whether the fluctuations in fluo-
rescent intensity were derived from the changes in the con-
centration of intracellular Mg2+ by exploiting the simultane-
ous measurement of changes in the fluorescent intensity of 
Fura2 and Mg-fluo-4 in cardiac myocytes (Fig. 2).  A spec-

 
Fig. 1  Fluctuations in the intensity of Mg-fluo-4 fluorescence in spontane-
ously beating cardiac myocytes in cultures.  The Mg-fluo-4 fluorescence in 

cultured neonatal cardiac myocytes at 4 days in vitro (4 DIV) was meas-
ured.  Cyclic changes in the intracellular concentration of free Mg2+ were 
estimated by loading myocytes with the fluorescent Mg2+ probe Mg-fluo-

4/AM (10 M).  Figures A & B show changes in the intensity of Mg-fluo-4 
fluorescence with time.  Auto-correlation analysis of the changes in the 

intensity of Mg-fluo-4 fluorescence (C) revealed the fluctuations had some 
periodicity.  A spectral analysis of the fluctuations demonstrated that the 
dominant frequency of the cyclic changes in the intensity of Mg-fluo-4 

fluorescence was about 0.6 Hz (D). 
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tral analysis of fluctuations of Fura2 and Mg-fluo-4 fluores-
cent intensity in single cardiac myocytes demonstrated a 
common dominant frequency of about 0.45 Hz (data not 
shown).  However, there was a phase difference between the 
two signals (Fig. 2A).  A cross-correlation analysis also 
showed the existence of a phase difference (Fig. 2B).  Fig-
ure 2C shows the distribution of the phase difference be-
tween Fura2 and Mg-fluo-4 fluorescence in 18 cells tested.  
Phase difference  was calculated from the formula, 

= T/T, as is schematically illustrated in Fig. 2D.  These 
results further supported that fluctuations in Mg-fluo-4 
fluorescence reflected changes in the concentration of Mg2+, 
not of Ca2+. 

The amplitude of cyclic changes in Mg-fluo-4 fluores-
cence was very small compared with the DC level of the 
fluorescence due to the relatively high resting concentration 
of intracellular Mg2+, about 1.0 mM [10], as is evident from 
Fig. 1A.  Although the fluctuations in the fluorescence of 
Mg-fluo-4 reflected changes in the concentration of intracel-
lular Mg2+ in association with the spontaneous contraction 
of cardiac myocytes, the possible contribution of mechani-
cal factors such as changes in cell volume caused by spon-
taneous rhythmic contraction to the changes in fluorescence 
still remained to be solved; that is, it is possible that the 
fluctuations in Mg-fluo-4 fluorescence were an artifact.  
Our previous studies have demonstrated that treatment of 
cultures with an uncoupler of E-C coupling results in a 
cessation of the spontaneous contraction of cardiac myo-
cytes, but does not abolish cyclic changes in the concentra-
tion of intracellular Ca2+ [8, 11].  Therefore, we next  
performed a simultaneous measurement of Fura2 and  

Mg-fluo-4 fluorescence when the spontaneous contraction 
of cardiac myocytes was terminated by treatment of cultures 
with 7.5 mM 2,3-butanedione monoxime (BDM), a blocker 
of cardiac contraction that does not block electrical activity 
[12] (Fig. 3). 

Treatment of cultures with 7.5 mM BDM terminated 
spontaneous rhythmic contractions in almost all the cardiac 
myocytes, but cyclic changes in both Fura2 (Figs. 3C1-3C3) 
and Mg-fluo-4 (Figs. 3D1-3D3) fluorescence were still 
observed.  The termination of spontaneous contractions did 
not result in significant changes in the amplitude or the 
interval of Fura2 and Mg-fluo-4 fluorescence (data not 
shown).  These results suggested that mechanical factors 
caused by spontaneous cyclic contraction were not respon-
sible for the cyclic changes in Mg-fluo-4 fluorescence. 

IV. DISCUSSION  

The present noise analysis of the fluctuations in Mg- 
fluo-4 and KMG-20 fluorescence showed that the concen-
tration of intracellular Mg2+ possibly changed in association 
with spontaneous, cyclic contractions of cardiac myocytes.  
The question then arises as to what mechanisms are respon-
sible for the cyclic changes in the concentration of intracel-
lular Mg2+.  The exact mechanisms are currently unknown, 
but one possibility is that the cyclic changes of intracellular 

 
Fig. 2  Simultaneous measurement of fluctuations in the intensity of Fura2 

and Mg-fluo-4 fluorescence in spontaneously beating cardiac myocytes  
in cultures.  Cells were double-loaded with Fura2/AM (5 M) and  
Mg-fluo-4/AM (10 M).  Figures A and B indicate the existence of  

a phase difference between the cyclic changes in Fura2 and Mg-fluo-4 
fluorescence.  Figure C shows the distribution of the phase difference 

between the cyclic changes in Fura2 and Mg-fluo-4 fluorescence (n=18 
cells in 6 different cultures). 

 
Fig. 3  Persistence of rhythmic changes in both Fura2 and Mg-fluo-4 

fluorescence in quiescent cultured cardiac myocytes treated with BDM.  
The spontaneous rhythmic contraction of a cultured cardiac myocyte was 
almost completely terminated by the loading of cells with 7.5 mM BDM 

for 20 min.  Figures A1-A3 and C1-C3 show the analysis of Fura2 fluores-
cence of the cell before the onset of BDM treatment (control) and 20 min 

after the treatment, respectively.  Figures B1-B3 and D1-D3 show the 
analysis of Mg-fluo-4 fluorescence of the same cell before the onset of 
BDM treatment (control) and 20 min after the treatment, respectively. 
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Mg2+ result from the rhythmic contraction-associated 
changes in the concentration of intracellular Ca2+.  Although 
the termination of spontaneous rhythmic contractions of 
cardiac myocytes by treatment with BDM, an uncoupler of 
E-C coupling, did not affect the cyclic changes in Ca2+ or 
Mg2+ (Fig. 3), treatment of cardiac myocytes with 1.0 M of 
verapamil, a blocker of L-type Ca2+ channels, for 20 min 
resulted in the suppression of cyclic Mg2+ changes (data not 
shown).  This concentration of verapamil almost completely 
terminated the spontaneous rhythmic contraction and Ca2+ 
oscillation [8].  In addition, the peak in the cyclic changes 
of intracellular Mg2+ was almost always delayed by the peak 
in those of intracellular Ca2+ (phase delay) (Fig. 2C).  In 
some of the cardiac myocytes examined, the phase differ-
ence between the peaks of Mg2+ and Ca2+ was zero, but 
Mg2+ peaks never preceded the Ca2+ peaks (Fig. 2C), sug-
gesting that the cyclic changes of intracellular Mg2+ were 
caused by the rhythmic changes in the concentration of 
intracellular Ca2+.  If this is the case, the question then arises 
as to what mechanisms are responsible for the Ca2+-induced 
changes in intracellular Mg2+.  Further studies will be 
needed to clarify this issue. 

V. CONCLUSION 

The present noise analysis of the fluctuations in the in-
tensity of fluorescent Mg2+ indicators has demonstrated that 
the concentration of intracellular Mg2+ possibly changes 
cyclically in association with rhythmic contractions and 
intracellular Ca2+ oscillations in spontaneously beating 
cardiac myocytes in culture.  This finding suggests that the 
concentration of intracellular Mg2+ is dynamically regu-
lated, and such cellular Mg2+ dynamics are crucially in-
volved in the regulation of a variety of cell functions. 

ACKNOWLEDGMENT 

This work was supported by grants-in-aid for scientific 
research from the Ministry of Education, Science, and Cul-
ture of Japan (16300145, 19300153) to KK. 

REFERENCES  

1. Romani A, Scarpa A (1992) Regulation of cell magnesium. Arch 
Biochem Biophys 298:1-12   

2. Murphy E (2000) Mysteries of magnesium homeostasis. Circ Res 
86:245-248 

3. White RE, Hartzell HC (1988) Effects of intracellular free magnesium 
on calcium current in isolated cardiac myocytes. Science 239:778-780 

4. Wei S-k, Quigley JF, Hanlot SU et al. (2002) Cytosolic free magne-
sium modulates Na/Ca exchange currents in pig myocytes. Cardio-
vasc Res 53:334-340 

5. Valdivia HH, Kaplan JH, Ellis-Davies GCR et al. (1995) Rapid 
adaptation of cardiac ryanodine receptors: Modulation by Mg2+ and 
phospholylation. Science 267:1997-2000 

6. Ko YH, Hong S, Pedersen PL et al. (1999) Chemical mechanism of 
ATP synthase. J Biol Chem 274:28853-28856 

7. Kawahara K, Hachiro T, Yokokawa T et al. (2006) Ische-
mia/reperfusion-induced death of cardiac myocytes: possible in-
volvement of nitric oxide in the coordination of ATP supply and de-
mand during ischemia. J Mol Cell Cardiol 40:35-46 

8. Nakayama Y, Kawahara K, Yoneyama M et al. (2005) Rhythmic 
contraction and intracellular Ca2+ oscillatory rhythm in spontaneously 
beating cultured cardiac myocytes. Biol Rhythm Res 36:317-326 

9. Nakayama Y, Kawahara K, Hachiro T et al. (2007) Possible involve-
ment of ATP-purinoceptor signaling in the intercellular synchroniza-
tion of intracellular Ca2+ oscillation in cultured cardiac myocytes. 
BioSystems 90:179-187 

10. Silverman HS, Lisa DF, Hui RC et al. (1994) Regulation of intracellu-
lar free Mg2+ and contraction in single adult mammalian cardiac myo-
cytes. Am J Physiol 266:C222-C233 

11. Kawahara K, Nakayama Y (2007) Fluctuations in the concentration of 
extracellular ATP synchronized with intracellular Ca2+ oscillatory 
rhythm in cultured cardiac myocytes. Chronobiol Intern 24:1-14 

12. Cheng Y, Mowrey K, Efimov IR et al. (1997) Effects of 2,3-
butanedione monoxime on atrial-atrioventricular nodal conduction in 
isolated rabbit heart. J Cardiovasc Electrophysiol 8:790-802 

The address of the corresponding author: 

Author: Koichi Kawahara, Prof. 
Institute: Hokkaido University 
Street: Kita 14, Nishi 9, Kita-ku 
City: Sapporo 
Country: Japan 
Email: kawahara@ist.hokudai.ac.jp 

 
Hi   



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 268–269, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

Importance of Nonlinear Signal Processing in Biomedicine 
W. Klonowski1,2 

1 Institute of Biocybernetics and Biomedical Eng., Polish Academy of Sciences, Warsaw 
2 GBAF-SENSATION, Medical Research Center, Polish Academy of Sciences, Warsaw  

Abstract — Many biomedical researchers are ‘infected with 
HLV – “Human Linearity Virus”. They ‘think linearly’, and 
ignore the facts that human body, and, particularly, human 
brain are complex nonlinear systems. These complex nonlinear 
systems generate non-stationary nonlinear signals, and appro-
priate analysis of such signals does need new nonlinear meth-
ods. 

Keywords — Nonlinear Dynamics, Deterministic Chaos, Hi-
guchi’s Fractal Dimension,  Symbolis Methotds 

I. INTRODUCTION  

We do need new nonlinear methods of Biosignal analy-
sis; otherwise while living in XXI century, we will still be 
plunged in XIX century ‘linear science’ of Fourier and 
Markov.  

Linear methods such as FFT may give very misleading 
results. E.g. if in a measured signal one observes regular 
waves of frequency 12 Hz with amplitude modulated with 
frequency 1 Hz,  then Fourier decomposition of this signal 
leads to two components, each of amplitude equal half of 
that of the analyzed signal, with frequencies 11 Hz and 13 
Hz respectively: 

[2 . cos(2  . 1 . t)] . sin(2  . 12 . t)  =  

                          =    sin(2  . 11 . t)   +   sin(2  . 13 . t) 

while the basic frequency of the analyzed signal (12 Hz) 
does not appear at all in the Fourier spectrum. One also 
often forgets that methods like FFT do not work properly 
for nonstationary signals. 

II. NONLINEAR   VS   LINEAR  METHODS   

Nonlinear  models and nonlinear methods of data proc-
essing are much more appropriate in Biomedicine than 
‘classical’ linear methods.  Even European Parliament has 
emphasized the importance of nonlinear dynamics, in par-
ticular of the deterministic chaos methods, in biomedical 
research [1]. Unfortunately, linear methods are rooted in 
medical tradition whereas nonlinear methods are not. That 
is why in 2007 I founded a new open access journal Nonlin-
ear Biomedical Physics [2].  

We use methods of nonlinear dynamics, deterministic 
chaos theory, and of symbolic dynamics in analysis of 
biosignals, in particular of EEG and HRV (examples of 
application of nonlinear signal processing in Biomedicine 
and Biomedical Engineering  cf. [3], [4]). These methods 
may be also applied in hybrid modeling of biomedical sys-
tems for improving quality of life and elimination of ex-
periments on animals [5].  

.Here the following case studies are presented:  
1. Monitoring the depth of anaesthesia and of sedation;  
Brain electrical activity in patients was measured con-

tinuously with an A-2000 BIS Monitor (software version: 
XP, Aspect Medical Systems, Newton, MA, USA) and 
bispectral index (BIS) was recorded every 10 seconds. The 
bispectral index is commonly accepted as a measure of 
hypnosis during anaesthesia, but the algorithms the BIS 
Monitor uses are not in public domain. In addition, depth of 
anaesthesia was continuously tested and classified by a 
specialist-anaesthesiologist to six OAA/S (Observer's As-
sessment of Alertness and Sedation) levels; patients were 
judged to be conscious if the OAA/S score was between 3 – 
5 and unconscious if the OAA/S score was less then 3. We 
analyzed EEG-signals post-operatively. The results were 
averaged every 10 s for epochs 30 s long. Since 1  Df  2 
the fractal dimension value has been presented to adjust the 
scale for better comparison with BIS. We demonstrated that 
the fractal dimension corresponds to the depth of anaesthe-
sia and we applied for a patent for this new method of an-
aesthesia monitoring. In addition we have used a new sym-
bolic dynamics method to calculate another measure of the 
depth of anaesthesia, called SDI. 

2. Bright Light Therapy (BLT) and Seasonal Affective 
Disorder;  

When an eyes-opening event occurs fractal dimension of 
EEG-signal grows from 1.1–1.3 to 1.5–1.6 in the occipital 
channels and even to 1.8 in the frontal channels – this in-
crease is denoted o; when eyes remain open fractal dimen-
sion diminishes, to rise again when an eyes-closing event 
occurs; when eyes remain closed, it diminishes again – this 
decrease is denoted c. We define o/ c as open-/closed-
eyes fractal dimension ratio (FD-ratio). We observed that in 
EEG of healthy subjects this ratio shows values  close to 1  
For SAD patients the FD-ratio was compared with HDRS 
before and after BLT. 
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3. Analysis of posturographic signals. 
Position of the center-of-mass in relation to the base of 

support (COM signal) and that of the center of foot pressure 
(COP signal), both of . x (anteroposterior, AP) and y (me-
diolateral, ML) components of each - may contribute to-
wards better understanding of postural control. - cf. [4] and 
references therein). 

4. Evoked EEG and photo-stimulation. 
Higuchi's fractal dimension may also be used for analysis 

of biosignals evoked by external stimuli, e.g. of EEG 
evoked by photo-stimulation that is routinely performed in 
EEG-examinations, in increasing as well as in decreasing 
frequency order (from 3 Hz to 27 Hz every 3 Hz) of the 
stimuli; each stimulus consisting of light flashing for 5 
seconds with given frequency; there is one-second break 
between subsequent stimuli. Performing fractal analysis one 
can notice clear dependence of fractal dimension on fre-
quency of photo-stimulation with the maximum for 18 Hz. 
Higher frequencies cause more rapid changes in fractal 
dimension value than lower frequencies.  In power spectra 
of the evoked EEG one cannot notice practically any rela-
tive differences for various frequencies of stimulation that 
are so clearly noticeable in fractal dimension - cf. [4] and 
references therein;  

5. Influence of electromagnetic fields generated by cellu-
lar phones . 

While linear spectral analysis suggests that Influence of 
electromagnetic fields (EMF) generated by cellular phones 
are eliminated by  using a ‘neutralising protective device 
(NPD)’ fractal analysis shows that EMF of cellular phones 
have rather small influence on EEG of majority of persons 
(thanks God!!), no matter if the phone is equipped with such 
an ‘NPD’ or used without it, while there are some persons 
(1 out of 6 in our investigation) who might be seriously 
influenced by EMF of a cellular phone even one equipped 
with an ‘NPD’ - cf. [4] and references therein). 

III. CONCLUSIONS  

Unlike it is often thought by HLV-infected scientists and 
doctors, we will show that many nonlinear methods must 
not  be  more complicated than widely used linear methods, 
like FFT or wavelet decomposition. The benefits for 
patients  may include better diagnostics and better 
assessment of applied therapy. Benefits for basic and ap-

plied research are obvious. For example, geocentric system 
as proposed by Ptolemeus seemed to have worked quite 
well and everybody could observe ‘obvious fact’  that Sun 
turns around Earth; it took years and years to accept genius 
of Copenicus  and his not so obvious model of Solar 
System. Linear models and linear methods of biosignal 
processing may be compared with geocentric model. . 
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An Intelligent Method for Identifying Cardiac Cycles 
from Tracheal Sounds during Sleep 
A. Kulkas, E. Huupponen and S.-L. Himanen 

Department of Clinical Neurophysiology, Medical Imaging Centre, Pirkanmaa Hospital District, Tampere, Finland 

Abstract — The prevalence of sleep disorders is increasing 
and they are becoming more and more complex public health 
problems. Auscultation of the heart is a common procedure of 
medical practitioners, though it is highly subjective and de-
pends on the expertise of the doctor. In this paper, we present 
a new method for identifying the cardiac cycles from the tra-
cheal sound signal during sleep. Polysomnographic recordings 
of 4 female and 8 male subjects were analyzed. The tracheal 
sound signal was measured with a sampling rate of 11025 Hz. 
As the first step in the present development, the tracheal sound 
signal was low-pass filtered with a cut-off frequency of 50 Hz. 
Then, the Hilbert transform was performed to obtain the enve-
lope, which was further smoothed with moving average filter-
ing. Additionally, a local maximum signal was extracted from 
the smoothed envelope and cardiac cycles were detected at the 
time instances when the maximum signal value equaled the 
envelope value. Beat-to-beat intervals of the cardiac cycle were 
determined as the time between two consecutive cardiac cycle 
detections. The beat-to-beat intervals obtained with the devel-
oped method and from the reference method (electrocardio-
gram, R-R interval) were determined and collected to separate 
pools. Median values and 25% and 75% percentiles of beat-to-
beat durations were extracted for evaluation. The method 
presented here provided high concordance with the reference 
method in all subjects. The developed method seems to be a 
promising tool for identifying cardiac cycles from tracheal 
sounds. Thus, analysis of tracheal sounds can be utilised in 
monitoring of the cardiovascular system with methods such as 
presented here. Analysis of tracheal sounds offers an interest-
ing modality for evaluating the cardiovascular system during 
sleep. 

Keywords — Tracheal sound, cardiac cycle, Hilbert trans-
form, automated detection, beat-to-beat interval. 

I. INTRODUCTION  

Heart sound signal is perhaps the most traditional bio-
medical signal indicated by the fact that stethoscope is 
widely used by physicians. Sounds recorded from the chest 
have been reported to have a frequency band extending up 
to 250 Hz [1]. This band contains muscle, breathing and 
heart activity. The sounds recorded from the chest are fil-
tered considerably by the tissues. Sounds recorded over the 
trachea are considered to be less filtered and are therefore 
reported to contain frequencies up-to 1200 Hz [1]. The 

tracheal sounds originate from the vibrations of the tracheal 
wall and surrounding soft tissues, caused by pressure fluc-
tuations [1,2]. From the sounds recorded over the trachea, 
first (S1) and second (S2) heart sounds stemming from the 
heart valve activity [3] can be identified as low frequency 
vibrations [4].   

The prevalence of sleep disorders is increasing and they 
are becoming more and more complex public health prob-
lems. Patients with respiratory disturbances during sleep 
have a higher risk of coronary artery disease, stroke, myo-
cardial infarction and hypertension [5]. Heart rate variability 
analysis (obtained from cardiac cycles) is a well-established 
non-invasive method applied extensively in general medi-
cine [6] and also in sleep medicine. The objective of the 
present work was to develop a new method for detecting 
cardiac cycles utilising tracheal sounds during sleep. 

II. METHODS 

A. Recordings 

In the present study, the data from polysomnographic re-
cordings of 4 female and 8 male subjects were analyzed. 
The median age of the subjects was 35.5 years (range  
16 – 53), the median body mass index (BMI) was 24.7 
kg/m2 (range 22 – 44.6). All the polysomnograms were 
recorded in the sleep laboratory of Tampere university hos-
pital in the Pirkanmaa Hospital District and approved by the 
local ethical committee. A digital polysomnographic re-
corder Embla N7000 and Somnologica studio software 
(Medcare®, Iceland) were used as the recording system. 
The recording montage consisted of six electroencephalo-
graphy derivations (Fp1-A2, Fp2-A1, C3-A2, C4-A1,  
O1-A2, O2-A1), two electro-oculography channels and 
submental electromyography (EMG), electrocardiography 
(ECG), nasal pressure, thermistor, thoracic and abdominal 
respiratory movements, body position, anterior tibialis mus-
cle EMG, blood oxygen saturation (SaO2) and pulse rate by 
a finger pulse oximeter (Nonin XPOD®, Nonin Medical 
Inc, USA), transcutaneous measurement of carbon dioxide 
(TcCO2, Tina TCM4, Radiometer, Denmark), the Emfit 
sleep mattress (Emfit Ltd, Vaajakoski, Finland) and a tra-
cheal sound recorder. The sampling rate of 1 Hz was used 
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for TcCO2 measurements, 2 Hz for oximetry (SaO2 and 
pulse), 10 Hz for respiratory movements, 500 Hz for ECG, 
11025 Hz for tracheal sound and 200 Hz for all other sig-
nals. 

Tracheal sound recordings were performed with a small 
electret microphone, Panasonic WM-60A (Matsushita, 
Osaka, Japan) The microphone has a 3 mm deep conical air 
cavity of 25 mm in diameter. The sensitivity of the micro-
phone is 10 mV/Pa and the frequency range is 20 Hz - 20 
kHz [7]. The microphone is attached to the skin in the su-
prasternal notch with an adhesive tape ring with additional 
taping on the top. The measured sound signal is amplified 
with a preamplifier unit. After that the signal is fed into a 
sound card USB Sound Blaster Audigy 2 NX (Creative 
Labs, Singapore) for 24-bit A/D conversion followed by 
USI-01 USB isolator (MESO, Mittweida, Germany) provid-
ing galvanic isolation between the patient and the recording 
equipment. SuperHeLSA software (Pulmer, Helsinki, 
Finland) records the raw signal from the sound card. For the 
analysis, the raw data is converted into Embla data format.  

The visual scorings of the present work were performed 
in consensus of two experienced clinical neurophysiologists 
from the conventional polysomnography. Breathing was 
explored in more detail by analysing the flow shapes of the 
nasal pressure signal. Each inspiration was labeled either as 
a round (considered normal) or non-round (disturbed) flow 
signal shape [8,9]. A 10-min section of regular respiration 
was accepted when the percentage of round flow shapes 
exceeded 80%. One 10-min section of regular respiration 
was included in the analysis from each subject. Data re-
corded from one female and one male subject (totalling 
1307 cardiac cycles) was used in the development stage of 
the algorithm (training data). Training subjects were ran-
domly selected among genders. The recordings from 3 fe-
males and 7 males served as an independent test data (total-
ling 6863 cardiac cycles). 

B. The detection algorithm 

In the present work, an algorithm for the identification 
heart sounds from the tracheal breathing sound signal is 
developed.  

 
Step 1. Filtering of the tracheal sound signal 
 
A 6001 tap finite impulse response (FIR) filter with a 

pass-band of 0-50 Hz is used to filter the raw sound signal, 
denoted as r(n), where n denotes the discrete time index. 
The resulting signal is denoted as c(n). The 3 dB cut-off 
frequency of the FIR filter is set at 55 Hz and the attenua-
tion in the stop-band exceeds 85 dB. The band of  
0-50 Hz preserves the low frequency heart sounds [10] 

while excluding main tracheal breathing sound signal com-
ponents  [1].   

 
 Step 2. Envelope extraction 
 
Hilbert transform for a continuous-time signal x(t) is de-

fined as follows: 

     d
t

xtxH 1)(1)( . (1) 

A thorough presentation of the theory of the Hilbert 
transform is presented, for instance, in [11]. Here, the Hil-
bert transform is used to extract the envelope of the filtered 
sound signal c(n). The c(n) is divided into 3-s segments, 
denoted as cseg(n), advancing at 1-s steps. Each segment is 
Hilbert transformed resulting in a 3-s segment cH(n). The 
corresponding envelope is obtained as follows: 

      22 )()()( ncncnc segHe . (2) 

From ce(n), only the middle-most 1-s part is stored at 
each step. This overlapping processing is done to ensure an 
accurate result of the Hilbert transform (and the envelope) 
also at the edges of the stored 1-s segment. An example of 
the resulting envelope signal ce(n) is shown in Fig. 1. 

The ce(n) is then smoothed and down-sampled with a 
moving average window of length 360 ms advancing at 
2 ms steps. The resulting smoothed envelope signal is de-
noted as cs(n). The smoothing is an essential part of the 
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Fig. 1 Low-pass filtered tracheal sound signal c(n) and its envelope ce(n), 
obtained utilising the Hilbert transform. Both signals are presented during 
two cardiac cycles. “S1” and “S2” denote the first and second heart sounds, 
respectively. 

Filtered tracheal sound signal c(n) 

Extracted envelope ce(n) S1 S2
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present development. The length of 360 ms was experimen-
tally selected using the training data and it is in line with the 
time-scale of the cardiac cycle. The down-sampling from 
11025 to 500 Hz was done here merely to conform with the 
reference method, ECG, sampled with 500 Hz.  

 
Step 3. Identification of cardiac sound peaks based on lo-
cal maximum 
 
First, a local maximum signal is extracted from the cs(n) 

using a moving 0.5-s window. The resulting signal is de-
noted as cmax(n). A cardiac sound peak, indicating heart 
beat, is then identified as point where cmax(n) equals cs(n). 
These are the peaks illustrated in Fig. 2 b). Length of 0.5-s 
was chosen based on the time-scales of the cardiac cycle 
and experiences on the training data. 

C. Performance evaluation 

Reliability of the developed method was evaluated by 
comparing the beat-to-beat intervals of detected cardiac 
beats with the R-R-intervals determined from the reference 
method ECG. The duration of each beat-to-beat interval 
detected from tracheal sounds and from the reference 
method were determined and collected to separate pools. 
Median values and 25% and 75% percentiles were extracted 
for evaluation. 

III. RESULTS 

An example of the detected beat-to-beat intervals ob-
tained with the developed method and the reference method 

is seen in Fig. 3. The beat-to-beat intervals concentrate 
around 900 ms in this example. The interval durations ob-
tained with the developed method compare favorably with 
the reference method.  

The results of the accuracy of the beat-to-beat interval 
determination can be seen in Fig. 4. There is considerable 
individual variation in the interval durations but despite of 
this the method is reliable in performance and accuracy 
among all subjects. 

IV. CONCLUSIONS 

In the present work, a new tracheal sound based method 
for identifying the cardiac cycles during sleep was devel-
oped. The developed method is designed to work consider-
ing individual differences in the recorded sounds and offers 
high reliability and accuracy. Here the detection method 
was compared to the standard method of measuring beat-to-
beat intervals through ECG signal [6,12]. 

The developed method is independent of sound ampli-
tude levels and therefore aims to be independent on individ-
ual differences. One limitation of the method is that the 
cardiac sound phenomenon is not as unambiguous in the 
time localization as the R wave of the ECG signal. The 
developed method detects the cardiac cycles but the accu-
racy of the time localization of each individual beat should 
be explored further. In any case, already the present evalua-
tion of the beat-to-beat intervals showed high concordance 
with the reference method ECG. 

The prevalence of sleep disordered breathing increases 
and it is becoming a more and more complex public health 
problem [13-15]. Due to the adaptive nature of the devel-
oped method presented here and the simplicity of the re-
cording equipment, it could perhaps be applied to a larger 
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Fig. 2 Detection of cardiac sound peaks. ECG in panel a) and smoothed 
envelope cs(n) in panel b) are seen during nine cardiac cycles. The detected 
cardiac sound peaks, labeled as “Detected heart beats”, are indicated with 
dashed vertical lines in panel b). 

0 100 200 300 400 500 600
600

800

1000

1200

ECG beat

Be
at

−t
o−

Be
at

 in
te

rv
al

 (m
s)

0 100 200 300 400 500 600
600

800

1000

1200

Detected heart beat

Be
at

−t
o−

Be
at

 in
te

rv
al

 (m
s)

 

Fig. 3 An example of beat-to-beat intervals of a) ECG and b) the devel-
oped tracheal based sound method. The observed beat-to-beat interval 
variability of the two methods seems to correspond well even at individual 
cycle level. 

Detected heart beats 

ECG 

cs(n) 

a) 

b) 

a)

b)



An Intelligent Method for Identifying Cardiac Cycles from Tracheal Sounds during Sleep 273 

_________________________________________   IFMBE Proceedings Vol. 20  ___________________________________________  

clinical population to provide support for the diagnosis and 
treatment planning of sleep disorders. Computational analy-
sis of tracheal sounds seems to offer an interesting modality 
for analyzing the cardiovascular system during sleep.  
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Fig. 4 Median durations and 25% and 75% percentiles of the beat-to-beat 
intervals derived from the reference method and from the developed 
method. Median values are indicated with squares and with circles, respec-
tively. Median values of beat-to-beat intervals are seen to range from 800 
to 1400 ms and despite this variability the method provides high concor-
dance with the reference method. 
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Ultrasonic Non-invasive Investigation of Arterial Elasticity 
I. Kupciunas, A. Kopustinskas 

 Kaunas University of Technology, Kaunas, Lithuania 

Abstract — Arterial wall elasticity is relevant property 
closely related to artery physiology. Supposedly, decrease of 
arterial wall elasticity leads to serious diseases of blood vessel 
system. Possibility to assess parameters of artery wall elasticity 
in vivo would contribute significantly to early diagnostics of 
atherosclerosis, stenosis and other pathologic lesions. Despite 
the efforts made by numerous investigators widely accepted 
and in clinical practice used non-invasive approach still 
doesn’t exists.  

In this paper original method for the estimation of artery 
wall elasticity using non-invasive ultrasound technique is pro-
posed. Method is based on the indirect simultaneously meas-
urements of blood pressure and movement of artery wall. 
Algorithm for the investigation of arterial diameter and wall 
dynamics using ultrasound M-scan technique is created. Algo-
rithm enables to detect dynamics of blood-intima, media-
adventitia boundaries and intima-media thickness in human 
carotid artery. Blood flow velocity Doppler measurement for 
the indirect estimation of blood pressure is employed.  

Method for the elasticity estimation was evaluated in a in 
vivo study on the common carotid artery of 5 volunteers.  Re-
sults show that proposed methodology provides valuable infor-
mation on mechanical properties, i.e. artery wall elasticity and 
has a high potential for routine clinical usage. Further investi-
gations for the detailed analysis of adequacy and validation 
using human artery phantom and larger population study are 
planned. 

Keywords — artery, elasticity, ultrasound, evaluation, met-
hod. 

I. INTRODUCTION  

Arterial wall elasticity is relevant mechanical property 
closely related to artery physiology. Therefore artery behav-
iour during blood circulation depends greatly on its elastic 
properties. Numerous studies have demonstrated that both 
long-term and transient blood flow or pressure changes can 
result in adaptive vascular remodelling. In many cases this 
readjustment appears as morphologic restructuring of vessel 
wall composition and configuration, i.e. variation of artery 
mechanical characteristics. It is believed that artery wall 
elasticity alterations emerge not only during normal adap-
tive remodelling, but also in early pathologic state, leading 
to serious diseases of blood vessel system. Hence possibility 
to assess parameters of artery wall elasticity in vivo would 
contribute significantly to early diagnostics of atherosclero-
sis, stenosis and other pathologic lesions. 

Various methods for elasticity estimation have been pro-
posed in the past. Most elasticity parameters require deter-
mination of pressure change during heart beat. Although 
often used, measurement of pressure alterations in brachial 
artery is rather rough and not always acceptable approxima-
tion. Important index of arterial stiffness is pulse wave ve-
locity (PWV) or pulse transit time (PTT) [1]. The use of 
PWV technique has the advantage that no arterial pressure 
recordings are necessary. Nevertheless precise and sophisti-
cated measurements are required in order to define time 
delay between two simultaneously recorded pressure or 
distension waves. Even more important, pulse wave veloc-
ity provides averaged elasticity value of artery segment in 
study. Using this technique early local elasticity changes 
can be left unnoticed. Recently few non-invasive techniques 
have been developed to explore mechanical properties of 
blood vessels. Promising results have been announced using 
ultrasound-stimulated vibro-acoustography and measure-
ment of artery wall thickness change during heartbeat [2], 
[3]. Unfortunately all above mentioned techniques require 
special equipment, which is commercially unavailable at 
this time. Despite the efforts made by numerous investiga-
tors widely accepted and in clinical practice used non-
invasive approach still doesn’t exists. 

In this paper original method for the estimation of arterial 
wall elasticity is proposed. Essential parameters, character-
izing artery elasticity, are acquired by means of non-
invasive ultrasound. M-mode ultrasound images are used to 
evaluate cross-sectional area changes of carotid artery. In-
tima-media thickness is also measured as a reference of 
artery state. Method enables to estimate blood pressure in 
indirect manner. For this purpose blood flow velocity meas-
urements are employed [4]. Technique for the elasticity 
estimation was evaluated in a in vivo study on the common 
carotid artery. 

II. METHOD 

A. Elastic modulus estimation 

Assuming that the arterial wall is relatively thin and in-
compressible, one can use LaPlace’s Law to derive the 
following expression for the elastic modulus: 



Ultrasonic Non-invasive Investigation of Arterial Elasticity 275 

_________________________________________   IFMBE Proceedings Vol. 20  ___________________________________________  

r
P

h
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2

,  (1) 

where r and h is the internal radius and wall thickness, re-
spectively, and r and P, are the change in internal radius 
and transmural pressure. 

It is obvious that transmural pressure change ( P) can be 
defined as the force change ( F) per cross-sectional area 
(A): 

A
FP .  (2) 

Moreover, we know there are three main forces, related 
to the pressure change during heartbeat: 

321 FFFF .  (3) 

First sum component is responsible for the inertance ef-
fect and can be derived using Newton’s Law relating force 
change, F, mass, m and the maximum rate of change of 
blood velocity, which is the acceleration, a: 

MAX
MM dt

tdvALaVmaF )(
1 , (4) 

where  and VM, are blood density and blood volume, which 
is accelerated during the systolic period. Blood volume or 
artery volume is expressed in terms of artery cross-sectional 
area (A) and vessel length (LM). Furthermore artery volume 
and length can be written as: 

CT
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where v  and V  is the mean cross-sectional and mean 
blood velocity during pulse period, respectively  A  and 

CT , are the mean cross-sectional area of artery and duration 
of heart pulse period. 

Blood flow frictional force component is obtained as: 

C

M

T
LtvF )(2 ,  (7) 

where  is coefficient of friction. 

The influence of the frictional force is rather small if 
compared to other components of the sum, thus will be 
neglected in this case. 

The last component of the sum characterizes whole pe-
ripheral resistance of vascular tree and is the most difficult 
to estimate. Using Ohm’s Law peripheral resistance force 
change can be derived as follows: 

AQRAPF TP3 ,  (8) 

where TPR  and Q  are the artery hemodynamical resis-
tance and mean blood flow. 

Hemodynamical resistance can be expressed in terms of 
geometric artery parameters: 

4
8

r
LR M

TP ,  (9) 

where  is blood viscosity. 
Mean blood flow is given by: 
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Substituting equations (9) and (10) into (8), we obtain 
expression for peripheral resistance force as follows: 
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Pressure change in (1) is expressed using (2). Finally, 
equation of elasticity modulus is obtained substituting (4) 
and (11) into (3) and (3) into (1): 
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From the expressions (12), (6) one can see, that elastic 
modulus estimation requires knowledge of geometrical 
parameters of the artery, blood velocity time function and 
period of the heart beat. These delineated parameters may 
be measured using only a non-invasive ultrasound tech-
nique. 

B. In vivo study 

Elastic modulus calculation method was investigated ex-
perimentally using in vivo study data of 5 volunteers. Patho-
logical artery wall changes were observed for all subjects 
during earlier routine medical examinations. All required 
data was acquired using a commercial GE Vingmed ultra-
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sound system. The system was equipped with 10 MHz 
transducer. Volunteers were asked to lie down and after 
5min., their left and right common carotid arteries were 
analyzed at locations about 2 cm proximal to the bifurca-
tion. Ultrasound M-mode was applied to obtain ultrasound 
images of artery far wall changes in time. 

Algorithm was developed for the detection of dynamical 
geometrical parameters of blood vessel cross-section. Em-
ploying MATLAB program displacement of far wall blood-
intima and media-adventitia boundaries was evaluated from 
ultrasound M-mode images (Figure 1 a). Intima-media 
thickness was also calculated. Immediately after acquisition 
of M-mode ultrasound images, Doppler flow velocity and 
auscultatory blood pressure measurements were performed. 
Algorithm was developed and MATLAB program used for 
the extraction of maximum and mean blood flow velocity 
time functions (Figure 1 b) from the acquired Doppler spec-
trogram. 

III. RESULTS  

Results obtained in the in vivo study are summarized in 
Table 1. Two important elasticity indexes, elastic modulus 
and area compliance, were calculated in this study. Widely 
in clinical practice used intima-media thickness is also pre-
sented. Intima-media thickness gives the initial idea of the 
artery lesion state. From the results we see that artery wall 
thickness is reflected in area compliance and elasticity 
modulus. Area compliance value increase should be inter-
preted as a reduction of artery’s ability to distend during 
systole phase, i.e. decrease of elasticity related artery prop-
erties. Conversely, elastic modulus value increase describes 
artery elasticity rise. It is important to note that compliance 
does not characterize the material, i.e. artery wall, proper-
ties. This parameter characterizes overall structural behav-
iour of a blood artery. Thus area compliance and elastic 
modulus can’t be directly compared with each other as a 

 

Fig. 1 Typical common carotid artery far wall boundaries displacement (a) and blood flow velocities (b) 

Table 1  Results of in vivo study on the common carotid artery of 5 volunteers 

Volunteer 
no. 

Internal ra-
dius (r), mm 

Internal ra-
dius change 

( r), mm 

Pressure 
change ( P), 

mmHg 

Intima-media 
thickness(h), 

mm 

Area compli-
ance(CA), m Pa-1 

Elastic 
modulus (E1), Pa 

Elastic 
modulus (E2), Pa

1 3,62±0,54 0,46±0,09 38±2 1,1±0,14 1,63 10-8 1,31 105 1,67 105 

2 3,54±0,51 0,31±0,08 56±2 0,46±0,1 1,05 10-8 6,56 105 1,54 106 

3 3,23±0,49 0,31±0,08 50±2 1,08±0,13 9,84 10-9 1,4 105 7,19 104 

4 3,46±0,5 0,62±0,11 50±2 1,05±0,13 1,13 10-8 1,23 105 1,2 105 

5 3,38±0,5 0,54±0,1 54±2 0,77±0,12 9,97 10-9 1,98 105 2,3 105 
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equivalent parameters of artery elasticity. Elastic modulus 
(E2) values, acquired using in this paper proposed method, 
agree rather well with those (E1), calculated employing 
common LaPlace’s Law derivative (1). Obtained maximum 
E2 value (1,54 106 Pa) corresponds to maximum E1 value 
(6,56 105 Pa). Highest E1 and E2 values indicate highest 
artery wall elasticity of all the subjects under study. More-
over, this assumption is confirmed by relatively small in-
tima-media thickness (0,46±0,1 mm) and area compliance 
(1,05 10-8 mPa-1). For all calculations blood density as-
sumed equal 1 gcm-3, blood viscosity =4 10-2 P. Axial 
resolution of the ultrasound images – 0,07 mm. 

IV. DISCUSSION 

Proposed blood vessel elastic modulus estimation tech-
nique has two main advantages. 

Firstly, blood vessel is investigated locally. Thus parame-
ters, characterizing a specific segment of vessel under inves-
tigation are obtained. 

Secondly, all measurements are done using only a non-
invasive high resolution ultrasound technique. Required 
magnitude change of blood pressure is estimated in an indi-
rect manner using a dynamic feature of blood flow and 
peripheral resistance. 

  Important advantage of the method is employment of 
commercially available non-invasive ultrasound equipment. 
However it is important to mention that derived peripheral 
resistance force expression (11) is more suitable for the 
general case. Doubtful accuracy of this component requires 
detailed analysis to be carried out in the future. 

This work is currently being extended to detailed analysis 
of method adequacy and validation. Human artery phantom 
is being constructed for this purpose. Future work also  
includes lager population in vivo study of not only affected, 
but also presumably healthy human common carotid  
arteries. 

V. CONCLUSIONS  

The blood flow time function, acquired in the vessel dur-
ing the heart beat, depends on the mechanical parameters of 

the vessel itself and physiological blood pressure changes. 
Simultaneous analysis of blood flow and diameter time 
functions allows to evaluate mechanical parameters of the 
blood vessel. A novel method for the estimation of artery 
wall elasticity was proposed in this paper. Employing this 
method relevant artery elasticity parameter – elastic 
modulus can be estimated avoiding direct blood pressure 
measurements. The in vivo study has demonstrated that 
important artery mechanical parameters can be obtained 
using only non-invasive ultrasound. Possibility to utilize 
widely outspread commercial equipment for the proposed 
method emerge high potential for routine clinical usage. 
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Abstract — Functional Magnetic Resonance Imaging (fMRI) 
is a promising technique to spatially identify activated areas. 
However, because of its limited time resolution (about one 
volume every 3 seconds), integration with a high temporal 
resolution method (Electroencephalography (EEG)) has shown 
to be promising. Two main artifacts rise on the EEG in this 
setup: The imaging artifact and the Ballistocardiogram arti-
fact (BCG). The focus of this paper is to present a new ap-
proach for BCG removal. The most common method for its 
removal is based on average wave shape subtraction. This 
method assumes a deterministic approach to the BCG, which, 
as every analog biomedical signal, is not a good assumption. In 
this paper we present and evaluate, for the first time, a Ballis-
tocardiogram removal adaptive algorithm based on dynamic 
time warping (DTW)[1]. Although for stable pulse this method 
can slightly distort the wave shape, we believe it can be reliable 
to deal with greater BCG time variations, like in the presence 
of arrhythmia, or during emotion stimulation. 

Keywords — electroencephalography, functional magnetic 
resonance imaging, multimodal, ballistocardiogram, dynamic 
time warping 

I. INTRODUCTION  

fMRI is a relatively new magnetic resonance imaging 
(MRI) based technique that allows monitoring of the brain 
activation patterns by measuring the magnetic variation 
induced by changes in the blood flow associated to brain 
neural activity. The neural activity produces an increase in 
blood flow (with a delay of about 2 seconds) richer in oxy-
hemoglobin to compensate the increase in oxygen consump-
tion. This change in oxyhemoglobin is called the Blood 
Oxygen Level Dependent response or BOLD effect [2]. The 
local fluctuations in BOLD induce magnetic variations that 
are  susceptible to be detected through T2-weighted gradi-
ent-echo echo-planar imaging[3]. When BOLD activations 
and deactivation are time related with specific events, they 
can be related to metabolic response in the brain. Therefore 
fMRI provides an indirect way of studying the brain activ-
ity[3]. Although it provides a good spatial resolution, the 
drawback of fMRI is its poor time resolution (typically one 
head volume acquisition every 3 seconds in a 1.5 T MRI 
machine), a limiting factor when observing the rapid brain 

electrical dynamics. However, these can be reliably charac-
terised through the electroencephalography (EEG) where 
electric potential variations, induced by electrical brain 
activity, can be measured on the scalp surface in high sam-
pling frequencies ( 200Hz). In contrast to the ability of 
capturing events in real time, EEG has a limited spatial 
resolution. Integrating both techniques (EEG-fMRI) repre-
sents an added value both in normal and abnormal brain 
activity characterisation[4]. This integration is not free from 
problems due to artifacts induced in EEG by magnetic field 
variations: EEG relies on cables connected to the subjects 
head to capture the electric potential over the scalp that, 
when acquired inside a MRI shielded room, are subjected to 
electric inductance generated by the very strong static and 
varying magnetic fields in fMRI sequences, obscuring the 
original EEG signal. In this environment the two most rele-
vant artifacts are: the imaging artifact originated by mag-
netic field gradient fast alterations and the Ballistocardio-
gram (BCG) induced by heart pulse[4]. The removal of the 
BCG artifacts is the focus of the present work, where we 
present a new approach to address this problem. The BCG 
artifact occurs between two successive Electrocardiogram 
(ECG) R waves, and so it is associated with the subjects 
pulse. The pointed causes for its occurrence have been the 
subjects head motion, the expansion and contraction of the 
scalp arteries in the static magnetic field and the Hall effect 
when hemoglobin flows perpendicular to the static field[5-
7]. This last source is believed to be very small, because of 
the approximate equal number of positive and negative ions 
in the circulation, and the random blood vessel distribution, 
that leads to a cancellation of the induced signals [8, 9]. 
Since this artifact obscures the underlying physiological 
EEG, methods for its removal have been proposed. The 
proposed methods rely on different techniques such as aver-
age artifact subtraction(AAS), Adaptive Filtering and inde-
pendent component analysis(ICA)[10, 11]. Bonmassar et 
al[8] proposes a method to remove the BCG artifact based 
on the principle that the most significant contributions to the 
artifact are due to small movements in the scanner. By using 
a motion sensor in a target position on the subjects scalp, 
these are quantified, an adaptive noise cancellation algo-
rithm was used and the system was modeled as a linear 
combination of the physiological contributions with the 
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induced artifact, similarly to the above explained methods. 
These artifact components are calculated based on the mo-
tion sensor output, producing a Finite Impulse Response 
(FIR) filter kernel which is used to estimate the noise signal 
that is subtracted from the acquired EEG. Although this 
method presented good results its setup is not trivial as it 
requires a motion sensor. The most widely used method for 
BCG removal is the one proposed by Allen et al.[5]. It relies 
on estimating the artifact wave shape by averaging several 
artifacts, followed by the subtraction of the averaged artifact 
template to each position. It is capable of successfully re-
moving the artifact, as long as the artifact is assumed stable 
from frame to frame. However, the BCG results from the 
subjects physiological responses and to assume this signal is 
deterministic seems like an unrealistic approach[11]. An 
enhanced version of this algorithm is presented by Sijbers et 
al[7] where, prior to template averaging, time scaling of the 
artifacts to a fixed time interval is performed. Each artifact 
is then normalized with respect to mean and standard devia-
tion. Also, it is subjected to a wavelet filter where the wave-
let coefficients of the highest frequencies are set to zero. 
Although a variation in the artifact is assumed, it is still 
deterministic because it results from a linear wave shape 
variation, proportional to the R-R distance. This leaves no 
room for spontaneous wave shape warps, very common in 
physiological signals in many situations such as reaction to 
motor of visual stimulation. The approach taken in this 
paper is based on average artifact subtraction, and it is ca-
pable of adapting itself to each artifact epoch by applying 
Dynamic Time Warping (DTW)[1] prior to averaging the 
template and warping the template back before subtraction. 

II. MATERIALS AND METHODS 

A. Data 

The algorithms were tested both on real EEG data ac-
quired in an fMRI environment, and on simulated data.  The 
EEG acquisition was performed on one healthy and two 
epileptic subjects. The EEG/fMRI consisted in 5 minutes of 
continuous acquisition in a 1.5T GE CVi/NVi scanner. The 
EEG was recorded at 1000 Hz through a set of AgCl elec-
trodes connected to an amplifier located outside the scanner 
room through carbon fiber wires (MagLink, Neuroscan, El 
Paso, TX, U.S.A.). The data acquisitions were performed in 
three different occasions, each time on a different subjects, 
P1..P3. The patient identified as P1 was healthy, while P2 
and P3 suffered from epilepsy. For each acquired channel, 
the gradient artifact was filtered by the method proposed by 
Allen et al[5], and the BCG was reduced using a simple 
AAS and our proposed DTW method. In the simulated data, 

our goal was to get a close approach to the physiological 
signal with the Ballistocardiogram artifact and manipulate 
its characteristics to study the algorithm tolerance and per-
formance to its change. The signal was simulated based on a 
random signal with a linear distribution. It was low pass 
filtered simulating a signal with a range of frequencies from 
0 to 70Hz. The artifact was simulated by a sinc function 
ranging from -  to . The standard length of the artifact was 
set to 1000 samples, in order to simulate a typical ECG R to 
R wave distance acquired at a sampling frequency of 1 kHz. 
To induce artifact timing variations, we generated an arti-
fact maximum variation index ranged from 0.5% to 15%, 
with a linear distribution around the mean value. The ampli-
tude of the artifact was set to twice the absolute mean value 
of the signal. For each maximum variation, a total of 1000 
epochs were generated. 

B. Dynamic time warping 

Dynamic Time Warping (DTW) is a technique for align-
ing two time series in order to find a dissimilarity measure 
using nonlinear temporal alignment. This algorithm has 
found its application in the solution of different problems 
such as handwriting recognition or speech recognition. Its 
use in the analysis of electrophysiological signals has been 
of great importance in the analysis of spike patterns, event 
related potentials and in the analysis of the ECG waveform. 
It provides the ability to compare two time series because it 
provides an index of the similarity of two time series. In 
order to calculate this index, the target time series is non-
linearly warped into the other, stretching and compressing 
along the X axis, providing a minimum cost alignment be-
tween two time series. The details of its implementation can 
be found in Keogh et al[1]. In this paper we present DTW 
as potential tool to improve the removal of the BCG by not 
blindly averaging to the template and subtracting it from the 
signal, but prior to those operations, dynamically warping 
the signals. 

C. Applying DTW to the average artifact subtraction 

To deal with these variations, the template must dynami-
cally adapt to every epoch. To solve this problem, the pre-
viously described DTW algorithm can be used. Therefore, 
before averaging each epoch, this is dynamically warped to 
the current template, obtaining the lowest cost alignment 
between the two signals. By adding this step, we avoid one 
portion of the signal averaging with the wrong part of the 
signal. The template achieved by this method is used, just 
like in AAS, to be subtracted to the signal at defined posi-
tions. However, prior to subtraction, the template, is warped 
to match the current signal position. 
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III. RESULTS 

For the validation of the results we compared our algo-
rithm with AAS as proposed by Allen[5], which is the most 
commonly used approach. In the simulated data, we com-
pared each reduced artifact, by calculating a correlation 
index for every original epoch (prior to adding the artifact) 
to the epoch after artifact removal with AAS and our DTW 
approach. An illustration of the resulting signals is pre-
sented on Fig. 1. In the presence of a perfect removal algo-
rithm, the original and resulting signal after the algorithm 
application would be identical. In order to study the effi-
ciency of both algorithms with different warping values, the 
simulation was repeated for warping variations between 
0.5% and 15%. The resulting mean correlations are illus-
trated in Fig.2. Although for small artifact warping values 
(<3.5%) the AAS presents a higher mean correlation value 
between the original signal and the signal after artifact re-
moval, this decreases as the warping increases. For the 
acquired data, we compared the template adaptation to each 
epoch. A better adapted template should better reduce the 
artifact while minimizing the distortion to the actual under-
lying physiological EEG. The Pearsons Correlation was 
calculated for each epoch (of 1000 samples) along every 
channel with the template at the epochs position. The values 
were calculated for the full available EEG time (50s, 50000 
samples), and the results were averaged for each channel, 
and subsequently for each patient. As can be observed in 
Table 1, the DTW approach consistently presents higher 
values of correlation.  

Table 1 Mean Correlation Values (EEG) 

 DTW AAS 
Subject Correlation  Correlation  

P1 0.61 0.17 0.55 0.16 
P2 0.60 0.13 0.46 0.14 
P3 0.54 0.14 0.40 0.15 

IV. DISCUSSION 

The main goal in artifact removal methods is always the 
removal of the artifact while minimizing the distortions on 
the underlying signal. The most popular methods proposed 
for the BCG artifact removal, although providing an accept-
able signal for some situations, and because of the simplic-
ity of their implementation, are becoming a standard for the 
BCG removal but have been criticized because of the prin-
ciple of its initial assumptions[11]. By assuming a periodic-
ity in an artifact with a physiological source, we always end 
up distorting the underlying signal to a certain degree.  
Our goal is to provide an algorithm that shares the AAS  

 

Fig. 1 A signal resulting from the simulation presenting the original 
simulated signal (5000 samples), followed by the signal with the added 
artifact (sinc function) with +-5% artifact warping variation, the signal 

after application of the AAS algorithm and the signal after application of 
our DTW approach. The portions of the signal corresponding to the artifact 

highest amplitude peaks are highlighted 

 

Fig. 2 The mean signal correlation (N=1000 artifact epochs of 1000 
samples each) between the original signal (prior adding the artifact) and the 

signal after application of each algorithm (AAS and DTW). The DTW 
approach shows higher correlation value than the AAS when the time 

warping variation exceeds 3.5% 

principles, but overcomes the problems resulting from its 
initial assumptions. The proposed algorithm is, contrary to 
the simple AAS, able to dynamically adapt the template 
time axis to each signal epoch between two successive R 
ECG waves. The assumption that the best artifact alignment 
is the one resulting from the application of the lowest cost 
function is acceptable as long as the artifact is larger in 
amplitude than the underlying physiological signal. The 
possible drawback of our proposed method is that by dy-
namically time warping the signal with a minimum cost 
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function, we could be distorting the signal to some degree.  
Our simulation results for different levels of signal variation 
show that our algorithm becomes more efficient in the arti-
fact removal when signal warping was present, with a linear 
distribution over 3.5% the epoch length. For a basal ECG 
rhythm of 80bpm, a variation of just 3bpm or more in the 
rhythm will degrade the AAS performance in the BCG 
removal. Stimulation can induce this type of variation (emo-
tional responses or hypopnea)[12]. In such situations, the 
use of DTW will enhance the results. For the real EEG data 
our DTW method was consistently superior by presenting 
better correlation values, suggesting that it is better for the 
BCG removal, even with small and spontaneous pulse 
variations. Since the adaptation improves with the increase 
of the artifact/signal ratio and for higher magnetic field 
strengths the amplitude of the BCG increases, our algorithm 
should further improve the quality of the template adapta-
tion and further improve the BCG reduction in EEG-fMRI 
data from 3T or higher MRI machines. Because of the 
greater complexity of the algorithm and consequently a 
higher demand for processing power, a compromise be-
tween the artifact variation, desired removal quality and 
processing speed should be taken in account when applying 
the algorithm. 

V. CONCLUSIONS  

The DTW approach for the removal of the BCG shows a 
very good potential to overcome the AAS limitations. More 
work is needed for the algorithm to be further explored with 
different static field strenghts, where its amplitude ratio to 
the underlying physiological EEG should be higher, im-
proving the template adjustment and consequently the BCG 
removal. 
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Abstract — The Brugada syndrome is associated with so-
dium channel dysfunction and the characteristic ST segment 
elevation is thought to arise from the right ventricle. We hy-
pothesized that sodium channel blockade in Brugada syn-
drome patients cause more activation delay in leads overlying 
the right ventricle than in other leads. ECG data were re-
corded during infusion of a sodium channel blocker in 17 
family members of Brugada syndrome patients. Signal aver-
aged and filtered signals from a number of body surface leads 
were investigate for small potentials that are generated by 
myocardium close to the recording electrode. ST segment 
elevation in V1 during sodium channel blockade was accom-
panied by pronounced activation delay in V1 after the end of 
the QRS complex in lead II (32±18 ms), whereas activation in 
V6 was not later than end of QRS (12±13 ms). The latest acti-
vation in V1 was delayed to a greater extend than in control 
patients without ST elevation during sodium channel blockade 
(151±17 ms vs 128±10 ms, p<0.005). We conclude that the 
activation of the right ventricle in Brugada syndrome patients 
is more sensitive to sodium channel blockade compared to the 
left ventricle and compared to patients without ST segment 
elevation.  

Keywords — Brugada Syndrome, Late potentials, Body sur-
face mapping, Signal averaging 

I. INTRODUCTION  

Brugada Syndrome (BrS) is characterized by specific ST-
segment elevation in the right precordial ECG leads (V1-
V3), syncope and sudden cardiac death secondary to ven-
tricular tachyarrhythmias, in the absence of gross structural 
abnormalities [1]. Mutations in the cardiac sodium channel 
are found in 20-25% of BrS patients [2]. The amount of ST-
segment elevation differs among patients and is highly vari-
able within patients in time. Cardiac sodium channel block-
ers (e.g., ajmaline) may increase ST-segment elevations and 
can be used to uncover a hidden vulnerability. Because ST-
segment elevation only arises in the right precordial leads, it 
is presumed that the process that generates the elevation 

occurs in or close to the right ventricular outflow tract. It is, 
however, unclear whether this ST-segment elevation is the 
result of a local repolarisation or depolarisation disorder, or 
a combination. Studying low amplitude surface signals in 
right precordial and left lateral leads may give insight in the 
relation of late activation of the right ventricle and ST ele-
vation.  

II. METHODS 

Body surface ECGs from 65 leads (see Figure 1) were 
recorded during a provocation tests using ajmaline infusion 
in 17 relatives of BrS patients. Ajmaline was infused ac-
cording to the consensus criteria at 10mg boluses every 
minute until a maximum of 1mg/kg body weight was 
reached or until the ECG criteria for the diagnosis of BrS 
were fulfilled. To assess whether conduction disturbances 
are correlated to the characteristic ST-segment elevation, we 
determined changes in local late activation during ajmaline 
infusion from the body surface electrograms.  

All leads were individually averaged over 1 minute in-
tervals using a time reference derived from crosscorrelating 
the QRS in V6. 

ECGs were filtered between 25 and 200 Hz, and dis-
played as color-coded straps with 1-minute averages side by 
side (Fig. 2, left panel). The latest recordable signal in left 
and right precordial leads (V6 and V1) was determined in 
this graph by fitting a spline consisting of 5 cubic segments 
with 2nd order continuity (Fig. 3). As a measure of global 
conduction slowing, QRS width was determined in Eintho-
ven lead II.  

Latest activation during ajmaline infusion in lead V1 was 
compared between patients with and without STelevation ( 
> 0.1mV) in V1 and was related to latest activation in leads 
V6 and Einthoven  II. The results are expressed as 
mean±SD. Latest activations were compared using the un-
paired Student t test 
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Fig. 1:Left panel: MRI based reconstruction of the torso of one of the patients. Right panel: Body surface electrograms recorded  
at the electrodes within the red rectangle. 

III. RESULTS 

During ajmaline infusion the latest activation in V1 was 
always later than V6 in patients with ST elevation in V1. 
The latest activation in V1 was also significantly later than 
in patients without ST elevation (151±17 ms vs 128±10 ms, 
p<0.005). In the patient group with ST elevation the latest 
activation in V1 is later than the end of QRS in lead II. The 
delay with respect to the end of QRS is different between 
both groups (32± 18 ms vs 12±12, p=0.013). In the same 
patient groups latest activation in V6 was no later than the 
end of QRS, neither in the group with nor in the the group 
without ST elevation. There is also no difference in delay 
between these groups. (12±13 ms  vs 3±13 ms, p=ns). 

The delay in V1 during peak ajmaline was 17±14% lar-
ger than expected based on general QRS widening as meas-
ured in lead II in patients with ST elevation. In patients 
without elevation the extra delay is only 3±9%. The differ-
ence between the groups is significant (p=0.02). 

IV. DISCUSSION 

Traditionally, late potentials are assessed from the aver-
age of 300 or more beats. In our study, this was impossible 
because ajmaline serum levels changed continuously during 
the stepwise infusion, and because ajmaline has a serum 
half-life of only a few minutes. As a compromise between 
noise levels and stationarity of the signals, we averaged 
over 1-minute intervals. Another difference with traditional 
late potentials measurements is that we did not study the 
vector magnitude of the combined X,Y and Z leads but all 
surface leads individually [3]. This was done to assess local 
differences in activation of myocard close to the recording 
electrodes. 

The non stationarity of the signal during ajmaline infu-
sion hampers determining of the last activation. The global 
pattern was used as guidance and neighbouring leads were 
used to assess consistency of the small signals. We only 
analyzed signals that were consistent in morphology during 
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the entire procedure. Marked changed in morphology as a 
result of sodium channel blockade might result in underes-
timation of the time of latest activation. 

Despite the limitations the filtered averaged signals pro-
vide a valuable insight in local phenomena close to the 
recording electrode, which can not be achieved in any other 
non invasive way. 

In patients with a positive test result the infusion was of-
ten terminated before the maximum dose was reached. 

Therefore these patients had often a lower maximum serum 
level of ajmaline than patients with a negative test result. 

Parts of the heart that are already activated late are even 
more delayed during sodium channel blockade. This obser-
vation is consistent with our previous results where we 
estimated the activation sequence at baseline and peak 
ajmaline in one of these patients using an inverse electro-
graphic technique [4]. 

 

Fig. 2: The left panal shows the filtered terminal parts of the QRS in V1(top) and V6(bottom) during the entire 39 minute procedure from bottom to top. 
The infusion of the first bolus of ajmaline started at approximately 14 minutes and the last one was given at t=19 minutes. After that the serum level 
dropped because the half life of ajmaline is only a few minutes. The white lines follow the moment of the latest measurable potentials in these leads.  

The yellow line in the left panels corresponds to the J point in Einthoven lead II. 
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Fig. 3: Timing for every minute was estimated by manually adjusting 5 
connected bezier splines with 4 control points. Splines are restricted to be 
2nd order continuous at connecting points (larger green dots) by forcing the 
3rd control point from one spline to be at the exact opposite position from 

the common point as the 2nd point on the next. 

V. CONCLUSIONS 

The base of the right ventricle is activated markedly later 
in patients with Brugada-type ST elevation during sodium 
channel blockade than the global end of QRS as determined 
in lead II. In contrast, the left lateral lead V6 shows no sign 
of late activation after the QRS in these patients.  

These findings support the idea that right ventricular ac-
tivation delay plays a significant role in BrS. 
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Abstract — The design, fabrication and testing of flexible  
polyimide-based microelectrode arrays (MEAs) for neural 
recording is described. Several designs of MEAs were realized 
by varying layouts of arrays and electrode materials and insu-
lating materials. Two different layouts were 8-channel and 16-
channel MEAs consisting of round-shape microelectrodes with 
a diameter of 200 µm and 100 µm, respectively. Polyimide was 
chosen as a base material due to its suitable mechanical and 
dielectric properties and biocompatibility. Electrodes, trans-
mission lines and connector pads were formed by sputter-
deposition of gold (Au) or platinum (Pt) thin film together with 
underneath titanium (Ti) adhesion layer and patterned photo-
lithographically via lift-off procedure. Photosensitive poly-
imide and epoxy-resist were tested as an insulation material. 
Microelectrode arrays were characterized in vitro by 
impedance spectroscopy in physiological saline solution (0.9 % 
NaCl) and tested in vivo by somatosensory evoked potential 
(SEP) recordings in rat cortex.  The results from these  
preliminary tests indicate good electrochemical properties and 
spatiotemporal resolution of arrays.  The polyimide-platinum-
polyimide sandwich structure was found to be the most      
suitable alternative for flexible MEAs. In the future, this    
biocompatible fabrication protocol is possible to adapt for the 
development of different neural interfaces. 

Keywords — Microelectrode array, neural recording, poly-
imide, thin film, photolithography 

I. INTRODUCTION  

In clinical practice, electroencephalography (EEG) re-
cordings are usually performed with different amount of 
electrodes attached to the scalp and measuring potential 
differences between electrodes. However, spatial resolution 
of scalp-EEG is quite poor. To achieve better source local-
ization, it is advantageous to place the electrodes closer to 
the tissue. Penetrating electrode probes and non-penetrating 
electrode arrays placed on the surface of cortex offer possi-
bilities to get detailed maps of brain. However, the use of 
penetrating electrode probes in humans is limited to the 
areas destined to surgical resection due to risk of damaging 
the brain tissue. Flexible subdural strip and grid electrodes 
placed on the surface of cortex are used as a less invasive 
method in some clinical cases, e.g. in epilepsy surgery [1].  

Modern microfabrication techniques offer a great poten-
tial to develop novel implantable microsystems for the re-

cording of neural signals or electrical stimulation of nerves. 
For example, different lithographic and thin film techniques 
can be utilized in development of substrate-integrated elec-
trodes with higher spatial resolution as present clinical sub-
dural electrodes [2]. 

Neurophysiologists have performed multichannel cortical 
recordings in animal models by microwire bundles [3], [4] 
and various silicon probes and arrays. Michigan probes [5] 
and Utah arrays [6] are perhaps the most famous examples 
of microfabricated electrodes. Major advantages of the 
microfabricated electrode arrays over the microwire bundles 
are the high precise control of the electrode sizes and sepa-
ration between themselves. However, there is a mismatch 
between mechanical properties of the brain tissue and sili-
con. The rigidity of silicon may cause tissue damaging, 
inflammation reactions and scar formation [7]. Recently, 
different flexible polymer materials have been studied as 
substrate materials in implantable neural interfaces [8]. 
Polyimide is one of the most potential materials due to its 
suitable mechanical properties and biocompatibility [9], and 
stability in wet microfabrication processes. Several poly-
imide-based microelectrode arrays have been developed for 
various neural applications [10]-[12], but only a few at-
tempts have been reported to develop polyimide-based 
MEAs for cortical surface field recordings [13]-[15]. 

We hypothesized that it is possible to design and fabri-
cate flexible thin film microelectrode arrays for stable neu-
ral recordings with high spatiotemporal resolution. The aim 
of this study was to find out the most suitable materials, 
designs and fabrication methods. A number of different 
prototypes were realized and their performance was evalu-
ated in vitro by impedance spectroscopy in physiological 
saline solution and in vivo by somatosensory evoked poten-
tial (SEP) recordings in rat cortex. 

II. MATERIALS AND METHODS 

A. Array fabrication 

The flexible microelectrode array is based on DC-sputter 
deposition (Stiletto Serie ST20, AJA International Inc., 
North Scituate, MA, USA) of electrochemically stable and 
biocompatible thin films (gold or platinum) on top of flexi-
ble polyimide base layer. UV- lithography (Karl Suss 
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MA45, Suss Microtec Inc., Waterbury Center, VT, USA) 
was used to pattern the metallization layer. Photosensitive 
polyimide Pyralin PI-2711 (HD Microsystems, Bad      
Homburg, Germany) and epoxy-resist SU-8 2003 (Micro-
Chem, Newton, MA, USA) were tested as the materials for 
insulation layer. The photomasks needed in lithography 
processes were designed by CleWin layout software 
(WieWeb software, Hengelo, The Netherlands), and glass 
plates with a structured chrome layer were commercially 
fabricated by Mikcell Ltd. (Ii, Finland).  

During a 2-year trial period, a number of different MEA 
prototypes were demonstrated. The most relevant variations 
are presented in Table 1. Two different layouts were 8- and 
16-channel MEA with round-shape microelectrodes with a 
diameter of 200 µm and 100 µm, respectively [Fig. 1]. 

The fabrication of microelectrode arrays was 
accomplished on top of microscope glass slides, 76 x 51 
mm, to ensure a rigid support during fabrication process. As 
a base layer in all the MEA prototypes were used 25 µm 
thick DuPont’s Kapton HN film (Goodfellow, Cambridge, 
UK) together with PI-2525 (HD MicroSystems GmbH, Bad 
Homburg, Germany). Adhesion promoter VM-651 (HD 
MicroSystems) was spun (Bidtec SP-100) onto the glass 
slide. Then, a piece of Kapton film was attached to the glass 
slide. The size of Kapton piece (about 66 x 42 mm) was 
little bit smaller than the slide to ensure that PI-2525 keeps 
the base layer tightly on the glass slide during the whole 
array process flow. PI2525 were spun with low acceleration 
rate and cured in oven according to manufacturer’s guide-
lines. The final thickness of the base layer was about 30 µm.  

At first 20 % hexamethyldisilazane (HMDS) (Riedel-de 
Haen Laborchemikalien GmbH, Seelze, Germany) in xylene 
was spun upon the dry baked polyimide base layer to    
improve adhesion between polyimide and photoresist. A 
negative photoresist (ma-N 1420, Micro resist technology 
GmbH, Berlin, Germany) was patterned according to the 
basic steps of photolithographic process: spin coating, pre-
bake, exposure, development, rinse and post-bake. Thin 
films of titanium (20-50 nm) and gold or platinum (250-280 
nm) were sputtered onto a surface of patterned base layer. 
Titanium layer was sputtered to the surface of polyimide to 
achieve well-adhesive noble metal thin films. Metallization 
layers were structured via a lift-off procedure.  

Photosensitive polyimide PI-2771 (HD MicroSystems) 
was used as an insulation layer in all prototypes except of 
type B. PI-2771 was coated with high spinning speed (5000 
rpm) to achieve a thin and flat layer of polyimide. PI-2771 
was then pre-baked on a hot plate and photo-structured. 
Finally, PI-2771 was cured in oven forming about 3 µm 
thick electrically insulating layer everywhere else than the 
areas of electrodes and connection pads. 

 

Fig. 1 The layouts of the 8- and 16- channel MEAs viewed at recording 
ends. The length of these arrays is 28 mm. 

 

Fig. 2 Flexible MEA can be attached to a ZIF-type connector (not in final 
outer shape).  

Table 1 Developed array prototypes  

Type Number of   
electrodes 

Electrode 
material  

Electrode size Insulation 
material 

A 16 Ti/Pt 100 µm PI-2771 
B 16 Ti/Pt 100 µm SU-8 
C 8 Ti/Pt 200 µm PI-2771 
D 8 Ti/Au 200 µm PI-2771 

In MEA type C epoxy-based negative photoresist, SU-8 
2003 (MicroChem, Newton, MA) was used instead of PI-
2771. SU-8 was spin coated, pre-baked on a hot plate, 
photo-structured and post-baked. Unexposed SU-8 areas 
were removed using propylene glycol methyl ether acetate 
(PGMEA) (Sigma-Aldrich) and sample was rinsed with 
isopropanol and de-ionized water. After hard-baking, SU-8 
also formed about 3 µm thick insulation layer. 

MEAs were detached from the microscope glass slides 
and cut to their final outer shape using scissors and knife. 
Thin film connector pads were designed to fit into a 16-
channel zero-insertion-force (ZIF) connector (JST Ltd., 
Halesworth, UK) [Fig. 2]. ZIF connectors were custom-
soldered to commercially fabricated printed circuit board 
(PCB) adapters (Kytkentälevy Ltd., Helsinki, Finland). In 
addition of the ZIF connector, PCB contains also 2 x 8 
channel surface mount microsocket (CLM-serie, Samtec 
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Inc., New Albany, IN, USA) and via this socket MEA could 
be connected to the preamplifier and further to recording 
instrumentation. Casco strong epoxy-resin (Akzo Nobel 
Coating Ltd., Vantaa, Finland) was used as an encapsulant 
at the interface between MEA and ZIF connector and at 
signal tracks in PCB. 

B. Electrical characterization 

MEAs were characterized by impedance spectroscopy in 
physiological saline solution (0.9 % NaCl) with one micro-
electrode at a time against the counter electrode with a 
much larger surface area (about 240 mm2). Counter        
electrodes were custom-made sputter-coated Au or Pt thin 
films upon the Kapton. Pt-counter electrode was used in 
determining electrode-electrolyte impedances of Pt-
microelectrodes and Au-counter electrode for Au-
microelectrodes, respectively. Impedance spectroscopy was 
carried out at frequencies between 50 Hz and 100 kHz by 
applying a sinusoidal signal of 100 mV without any offset 
using a LSR meter (HIOKI 3531Z HiTester, Koizumi,   
Japan). Measurements were also performed with two micro-
electrodes (MEA type A) in saline solution at the amplitude 
of 100 mV and frequencies between 100 Hz and 1 MHz. To 
determine the dielectric properties of polyimide insulation 
layer, a test structure was used. The layout of the test    
structure was similar to MEA type A, but insulating poly-
imide layer was not patterned, i.e. there was a continuous  
3 µm thick layer of PI-2771 at the top of metallization layer.  

C. In vivo testing 

MEA implantations and recordings were done in rats at 
University of Kuopio. All experiments were conducted in 
accordance with the Council of Europe guidelines and    
approved by the Institutional Animal Care and Use commit-
tee and the State Provincial Office of Eastern Finland. 

Wistar rats (300g) were anaesthetized with 1.2 – 1.5 g/kg 
urethane intraperitoneally and placed in a stereotaxic appa-
ratus. Holes for recording and reference screw electrodes 
were drilled on the same side of the animal. The ground 
electrode was placed at A1, L1 with respect to bregma.  

The MEA (laid on the dura, over the pre- and postparietal 
cortices between lambda and bregma) were connected via a 
preamplifier (Neuralynx Inc., Bozeman, MT, USA) into the 
main amplifier (Grass Instruments, West Warwick, RI, 
USA) and data acquisition PC (running DataWave Sci-
works). An isolated current source (WPI Inc., Sarasota, FL, 
USA) was used to generate current stimuli, a set of paired 
pulses with pulse intervals of 500 ms. The duration of indi-
vidual square wave current pulse was 1 ms. The stimuli 
were delivered to the left front or back paw of the rat. 

III. RESULTS 

Electrode-electrolyte interface impedances of MEAs’ (A, 
C and D) microelectrodes were measured at frequencies 
between 50 Hz and 100 kHz.  Twenty microelectrodes in 
both materials and both electrode sizes were examined. The 
mean impedances of MEA type C and D (Ø: 100 µm) at 1 
kHz were 34 k  and 95 k  with standard deviations of 4 
k  and 40 k , respectively and for type A (Ø: 200 µm) the 
values were 98 k  and 18 k , respectively. Impedance 
curves of a couple of Pt- and Au-electrodes (Ø: 200 µm) are 
presented in Fig. 3. 

The impedance curve of an insulated test structure 
[Fig. 4] compared to non-insulated one indicates that 
dielectric properties of polyimide are good enough for high 
quality recordings in wet environment. 

Fig. 3 Impedance curves of platinum and gold microelectrodes (Ø = 200 
µm) in physiological saline solution. Twenty electrodes were examined, 
but only two curves per electrode material are presented here for clarity. 

 
Fig. 4. Impedance curves of completely insulated and non-insulated test 

structure (Pt-electrodes, Ø: 100 µm) in physiological saline solution. 
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Preliminary in vivo recording tests showed promising   
results. Experiments with 8-channel platinum MEA yielded 
stable evoked potential recordings with maximum peak-to-
peak amplitudes as high as 0.2 mV.  Observed standard 
response parameters, such as latencies, onsets and decays of 
main components in voltage traces showed the good      
spatiotemporal performance of MEA. 

IV. DISCUSSION  

We described the design, fabrication, in vitro tests and in 
vivo experiments of flexible thin film MEA. The main aim 
of this study was to find out the most suitable materials, 
designs and fabrication methods for flexible electrode   
arrays. Modern microfabrication methods offer great possi-
bilities to develop neural interfaces in microscale. Human 
body is a very demanding environment to implantable   
electrical microdevices due to moisture and salt ionics. All 
selected implant materials must also be compatible with 
biological tissue (tissue response, allergic response). We 
chose polyimide for the base material due to its excellent 
biocompatibility, mechanical properties and chemical   
stability. Sputtered platinum was found to be suitable     
material to neural recording. Platinum has much lower   
impedance level compared to gold especially at low       
frequencies below 1 kHz which are the most relevant in 
recordings of biological signals. Epoxy-resist SU-8 has been 
tested as an insulation material in corresponding flexible 
electrode arrays [14] and it was reported to be bio-
compatible [16]. Based on our brief mechanical bending 
tests, polyimide was noticed to be much better insulation 
material. Polyimide MEAs are very robust and they could 
be bent even into sharp angles without any cracks observed 
whereas the bending caused lots of cracks to SU-8 film and 
even delaminations of SU-8 film. However, SU-8 could also 
be a good candidate in some applications which do not 
require extreme bending capability.   

V. CONCLUSIONS  

Flexible thin film MEAs were designed and fabricated. 
Different variations and device materials were tested for 
aiming to find out the most functional MEA solution. In 
vitro electrochemical evaluations and preliminary in vivo 
recordings indicated good performance and potential of 
these arrays, especially in polyimide-platinum-polyimide 
sandwich realization.   
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Abstract — Vagus nerve stimulation (VNS) is a therapy for 
refractory epilepsy. Typically, VNS is performed for 30 s every 
5 min, and the therapeutic effect increases over a time scale of 
several months. In addition, VNS exerts an immediate seizure 
suppressing effect. To use this effect, VNS should be done on-
demand, before or at the early start of seizures. This requires 
that seizures can be predicted or detected at an early stage. 
This study was performed to develop an epilepsy model suit-
able for identifying seizure predictors for use in an on-demand 
VNS system.  

The present work was performed in 9 rats. Animals were 
anesthetized by continuous intravenous (I.V.) administration 
of a mixture of ketamine and xylazine. Seizures were induced 
by I.V. infusion of 50 mg/kg pentylenetetrazole (PTZ) over a 5 
min period. During the experiments EEG, ECG and EMG (one 
animal) were recorded. Seizures were defined from the EEG 
activity and RR interval (RRInt) changes were investigated as 
a seizure predictor.  

Four different stages of EEG activity were identified. Stage 
2 was associated with the onset of the tonic phase of the sei-
zure. Therefore the start of this EEG stage was defined as the 
onset of tonic seizure. In 78% of cases, it was possible to pre-
dict seizures based on significant changes in the RRInt. Predic-
tions were done 114 ± 29 s (mean ± SD) prior to seizure onset. 
In 89% of cases tonic seizure was associated with bradycardia. 

The results show that the model is suitable for identifying 
precursors for epileptic seizures. RRInt changes could be used 
as a predictor in the model, however, further work is needed to 
clarify if RRInt changes can be used for seizure prediction in 
other animal models or in human patients. 

Keywords — Epilepsy, Vagus Nerve Stimulation, Animal 
model, RR interval, Heart Rate 

I. INTRODUCTION  

VNS has been applied for the treatment of refractory epi-
lepsy for more than 20 years. The typical treatment para-
digm consists of stimulating the left vagus nerve for 30 s 
every 5 min with 20-30 Hz pulse trains at the highest toler-
ated intensity [1]. Studies have shown that in approximately 
50 % of patients, seizure frequency is reduced by more than 
50 % during VNS treatment [2]. The mechanisms support-
ing the observed seizure reduction is not fully understood. 
However, VNS seems to be effective at 3 different time 
scales: 1) it is able to abolish ongoing seizures [3], 2) it has 
a persistent effect lasting up to 10 min after stimulation 

offset [4], 3) the seizure inhibiting effect increases over 
several months [5]. The currently used stimulation para-
digms primarily exploit the latter two longer time scale 
effects. The efficiency of VNS might be increased by stimu-
lating just before or in the early stage of a seizure, thus 
optimizing the timing of the seizure inhibiting mechanisms 
working on the short time scales, 1 and 2. However, to per-
form such on-demand VNS seizures must be predicted or at 
least detected early. Seizure detection has been investigated 
for more than 3 decades and research has mainly been fo-
cused on EEG recordings. However, methods still need be 
improved before they can be used in clinical practice. [6] 
On the other hand, studies have shown that seizures may be 
preceded by changes in the cardiac activity [7].  

Therefore the aim of this work was to develop an animal 
model appropriate for finding a precursor of epileptic sei-
zures and to investigate if changes in the RRInt could be 
used to predict the onset of seizures. 

II. METHODS  

The present experiments were performed on 9 male Wistar 
(n=4) and Sprague Dawley (n=5) rats, 300-585 g weight. 
The animals were initially anesthetized with 2 intramuscular 
(I.M.) doses of ketamine/xylazine (45 mg/5 mg per kg) 
administrated 10 min apart. The level of anesthesia was 
afterwards kept constant by continuous I.V. administration 
of the same drugs (45 mg/5 mg per kg/hour) diluted in 
saline (total volume of 8.2 ml per kg/hour). After the 
experiment rats were killed using an overdose of anesthesia. 

Temperature was monitored using a rectal probe and 
maintained at 37 ± 1 °C using a heating pad. EEG was re-
corded via 2 stainless steel electrodes, which were screwed 
in the cranium 3 mm anterior (active) and 9 mm caudal 
(indifferent) to bregma. ECG was recorded using needle 
electrodes placed subcutaneously in lead II configuration. In 
one rat (rat number 8) additionally EMG was recorded from 
the left styloglossal muscle using stainless steal wire elec-
trodes. EEG and ECG were sampled at a minimum of 1 kHz 
and EMG at 20 kHz. After the electrodes were inserted, the 
animal was left to stabilize for at least 15 min before any 
recordings were performed. Seizures were induced using 
PTZ diluted in saline (25mg/ml) and the mixture was ad-
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ministrated I.V. for 5 min at a rate of 10 mg PTZ per kg/min 
(total of 50 mg/kg). This way of PTZ administration was 
applied for ensuring a consistent increase of plasma PTZ 
levels across rats.  

The seizure onset was defined from the EEG recordings. 
RRInt were median filtered in 2 s bins to remove the influ-
ence of faulty R-peak detections caused by movement arte-
facts and to reduce variance. A 1 min RRInt baseline was 
considered immediately before the start of PTZ infusion. A 
seizure was regarded as detected when 3 consecutive RRInt 
deviated from the 95% confidence interval of the baseline in 
either positive or negative direction.  

III. RESULTS 

A. Seizure Development  

EEG could be divided into 4 consecutive stages, (Fig. 1): 
The baseline activity (stage 0), was defined as the activity 
before PTZ administration. This stage typically contains 1-2 
Hz irregular waves and few spikes.  

Stage 1 was characterized by an increase in the frequency 
and regularity of spikes. This spiky period developed 
gradually from the baseline activity, making it impossible to 
define the exact time of the onset of this stage. The transi-
tion from stage 1 to stage 2 was more well-defined and 
associated with a short period of myoclonic twitches 
(Fig. 2). These twitches started in the face, and then spread 
to the frontal and later the hind limbs.  

 

 

Fig. 1  (A) RRInt shown together with EEG and EMG traces, recorded in rat number 8. RRInt peaks occur at 186 s and 270 s after the onset of PTZ infu-
sion. The black box in the bottom illustrates the part of the recording which is enlarged in the right plot. (B): Myoclonic twitches start 13 s prior to the onset 

of stage 2 EEG and tonic muscle activity. Note the latter RRInt peak, which coincides with the onset of stage 3 EEG activity. 

 

Fig. 2 EEG traces before and after PTZ administration in rat 9. Stage 0 
show baseline activity and the subsequent stages show gradual seizure 

development. The stages are described in the text. 



292 K.R. Nielsen, C. Sevcencu, A. Rasmussen and J.J. Struijk 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

In stage 2, the cortical activity assembles into clusters of 
1-9 spikes firing at 8-10 Hz separated by ~0.5-1 s long quiet 
periods. Stage 2 was associated with the start of the tonic 
seizure (Fig. 2), it started 206 ± 43 s after PTZ infusion 
onset and had a duration of 24 ± 16 s. 

 Stage 3 was associated with ongoing tonic seizures and 
consisted of continuous large amplitude and high frequency 
(8-16 Hz) spikes and spike-and-wave discharges. Stage 3 
started 223 ± 32 s after the onset of PTZ infusion.  

All rats displayed stage 1 to 3 activity, except rat 4 which 
did only reach stage 2 activity.  

B. The RR Interval in Relation to Seizure  

Using the RRInt as described in section Methods, sei-
zures were predicted in 7 out of 9 rats (78 %), 114 ± 29 s 
prior to the onset of stage 2 (Fig. 3). In 2 rats seizures were 
not detected until 20 and 30 s after stage 3 onset.  

Out of the 7 predicted seizures, 5 predictions were based 
on pre-ictal bradycardia and 2 on tachycardia. In the 2 later 
cases (rats 7 and 8), animals recovered from tachycardia and 
developed bradycardia during the actual seizure. Bradycar-
dia during seizure was observed in 8 out of 9 rats and the 
onset of stage 3 EEG activity was in 6 rats associated with 
an RRInt peak.  

In general, bradycardia was more pronounced than 
tachycardia when occurring, thus RRInt increased by more 
than 5 % in 8 out of 9 animals, whereas only 2 rats showed 
an RRInt decrease of more than 5 %. 

IV. DISCUSSION 

An animal model of epilepsy was developed for investi-
gating precursors for epileptic seizures. The start of tonic 
seizure was defined based on stage 2 EEG activity which 
occurred in all rats following PTZ administration.  
Ono et al. suggested a 0 to 6 grading system for PTZ in-
duced seizures in awake rats [8]. In their experiments sei-
zures developed gradually and the EEG activity was corre-
lated to observed symptoms. The gradings from 0 to 6 were 
associated with:  

 Grade 0: occasional bursts of sharp EEG waves without 
any relation to seizure symptoms 

 Grade 1-2: Ictal EEG events associated with symptoms 
as head twitches and myoclonic jerks.  

 Grade 3-5: 1-9 Hz spike and wave activity were always 
present and associated with head twitching, clonic con-
tractions of frontal limbs and kangaroo position.  

 Grade 6: Tonic seizure. EEG could not be interpret 
because of movement artifacts. 

The findings are similar to those from our anesthetized 
model, where seizures also develop gradual and the first 
sign was an increased frequency of spikes. Later myoclonic 
twitches in the face, frontal and hind limbs and finally tonic 
seizure occurred.  

When using both EEG and observations in the awake 
model, it was possible to distinguish more seizure stages, 
then when using EEG only in our anesthetized model. It 
might, however, be possible to make further distinguish of 
seizure stages in an anesthetized model, e.g. by combining 
EMG recording from face and limbs with the EEG activity. 
Figure 2 illustrates that stage 1 activity can be divided into 
EEG activity with and without myoclonic twitches.  

An anesthetized rat model has several advantages com-
pared to an awake freely moving rat model. Measurements 
are easier to perform because of fewer requirements to in-
sertion and equipment. In addition, there will be fewer 
movement artifacts, which is exemplified with the fact that 
Ono was not able to interpret EEG recordings from the tonic 
seizure phase. These advantages make an anesthetized rat 
model suitable for testing new measurements. Especially 
promising precursors found may later be tested in an awake 
model, to evaluate the robustness to noise. 

Continuous I.V. maintenance of anesthesia, was applied 
instead of repeated bolus injections to avoid oscillating 
anesthetic levels in order to have a stable model (e.g. RRInt 
and EEG baseline activity), and to minimize the possible 
effect of ketamine on the seizure susceptibility [9].   

PTZ was also continuously administered I.V. to mini-
mize the effect of different wash out rates at a bolus injec-

 

Fig. 3  Evaluation af RRInt changes as a predictor tonic seizure. Every 
horizontal row illustrates one experiment over time. Gray tone indicates 

that the RRInt is within the 95% confidence interval of the baseline, which 
is defined from the 60 s just prior to start of PTZ infusion. White and black 
tones illustrate that the RRInt has significantly increased (bradycardia) or 
decreased (tachycardia), respectively. “D” shows when a pending seizure 
can be detected based on RRInt changes, and “2” refers to the EEG stage.  
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tion site e.g. in a muscle. To the authors experience, I.M. 
administration of 50 mg/kg PTZ did not result in as distinct 
symptoms and EEG changes as when done I.V. over 5 min.  

Novak et al. found changes in heart rate variability 30 s 
prior to and during temporal lobe seizures. In addition, heart 
rate started to rise (tachycardia) few seconds prior to seizure 
onset with a maximum during seizure [7]. In comparison, 
we were able to predict seizures ~4 times earlier, at 114 ± 
29 s prior to seizure onset. There are of course some obvi-
ous limitations in our results. As no control period has been 
evaluated it was not possible to evaluate the specificity of 
the RRInt based prediction algorithm. In addition the ani-
mals are anesthetized thus a stable RRInt was expected. 
This will normally not be the case during normal every day 
life activity in humans.  

In humans, seizures are most frequently related to tachy-
cardia, however, bradycardia is also reported. In our model 
seizures were mainly related to bradycardia, but there seems 
to be some discrepancy between PTZ models of epilepsy, 
described in the literature, where both bradycardia and 
tachycardia has been reported [10,11]. Further work is 
needed to elucidate these variations between experiments.  

V. CONCLUSION 

A rat model of epilepsy for investigating seizure precur-
sors was developed. EEG recordings showed that seizures 
developed gradually through 4 distinct stages from baseline 
to ongoing seizure. The late stages were accompanied by 
myoclonic twitches and finally tonic activity. RRInt 
changes could be used as a predictor for tonic seizures in 
the model. However, further work is needed to investigate if 
RRInt changes can be used for seizure prediction in other 
animal models or in human patients.  
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Abstract — Aim. This paper describes the design, technical 
parameters and clinical trials of apparatus “Magnetotherm” 
(Radmir, Ukraine) for short-wave moderate inductothermy 
with increased asymmetry of electromagnetic field. Materials 
and methods. The basic elements of apparatus are the power 
module, control and management device, high-frequency 
generator, devices of defence and management, co-ordinate 
device and inductive applicator for electromagnetic irradiation 
(EI). EI frequency was 27.12 ± 0.16 MHz. The apparatus 
“Magnetotherm” was tested in cancer clinics. Temperature 
measured by infrared thermometer on the surface of exposed 
region was 38.96 ± 0.10 . The patients with breast cancer 
(IIA and IIIB stages) were treated by standard treatment 
regimen of chemotherapy with 30 min EI. Results. Computer 
simulation and experimental researches testified an increase in 
asymmetry of electromagnetic field (EF) for frame applicator 
with the circular arc in profile compared to similar applicator 
with straight profile. It is accompanied by differing interaction 
characteristics of electric and magnetic fields for homogenous 
and heterogeneous structure of phantoms. There was 
registered the regression of primary tumours by 17% and 
regression of lymph nodes and metastases by 57% with the 
constancy of side effects. Conclusion. The use of local EI by 
new apparatus “Magnetotherm” for short-wave moderate 
inductothermy with increased asymmetry of EF during 
anticancer neoadjuvant therapy of patients with breast cancer 
increased the efficiency of the treatment.  

Keywords — inductothermy, asymmetry of electromagnetic 
field, tumour. 

I. INTRODUCTION 
The electromagnetic field (EF) in radiofrequency range is 

widely used in hyperthermia induction of malignant human 
tumour for anticancer neoadjuvant therapy. Malignant 
tumours have a very different sensitivity to EF. The external 
EF is partially transformed into the heat. Radiofrequency 
hyperthermia produces local heating (39–46 C) of the 
tumours without generation of whole-body hyperthermia. 
The temperature in the centre of the heated tumour 
fluctuates within  0.1 C, while the temperature uniformity 
within the tumour fluctuates within  0.5 C [1]. Recently 
scientists have demonstrated that hyperthermia induced by 

moderate temperature gradients can have significant 
biological effects. The heating of rodent tumours up to 39–
42 C was accompanied by continuous increase in blood 
flow and oxygenation in the tumour [2]. 

One of the branches in hyperthermia known as 
electrohyperthermia is based on the transfer of 
electromagnetic energy into tumour with the help of 
capacitive electrodes. This depolarizes and therefore 
destabilizes cell membranes and changes the active 
membrane transport, the membrane capacity, potential etc. 
The local electrohyperthermia treatment reduces the size 
and slows down the growth of the treated tumours 
compared to the control values for some tested tumours [3]. 

The second branch of hyperthermia known as 
inductothermia is based on the use of magnetic component 
of EF in the radiofrequency spectrum for the localization 
and the concentration of the heat during anticancer 
neoadjuvant therapy or activation of susceptor material 
implanted in the tumour [4].  

The magnetic component of EF causes heating in tumour 

tissues through induced eddy currents that capable initiate 
adverse effects during the treatment too. Incorporation of 
antitumour agents into tumour cells is increased by eddy 
current stimulation induced by pulsing magnetic fields. 
Therefore, the cell cycle shifts from the non-proliferative to 
proliferative phase that lead to increased antitumour activity 
of the drug [5]. 

Cancer is often characterized as a chaotic, poorly 
regulated growth. Cancer can be viewed as a complex 
adaptive system [6]. Complex adaptive systems can be 
described mathematically by nonlinear (chaos) theory 
including fractal structures, autocorrelation analysis and 
asymmetry [7]. Atypical shape (heterogeneous) of tumour 
cells and chaotic structure of blood flow is one of the 
characteristic features for cancer process. In paper [8] it 
was suggested to produce asymmetric magnetic field pattern 
with eddy current orthogonal to the magnetic force lines 
during regionally-focused hyperthermia of heterogeneous 
malignant cells. However, the influence of electromagnetic 
local irradiation especially with increased asymmetry of EF 
during treatment of cancer patients was not studied yet.  
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This paper describes the design, technical parameters and 
clinical trials of apparatus “Magnetotherm” (Radmir, 
Ukraine) for short-wave moderate inductothermy with 
increased asymmetry of electromagnetic field. 

II. MATERIALS AND METHODS 
A. The design and technical parameters 

The basic elements of apparatus are the power module,  
control and management device, high-frequency generator, 
devices of defence and management, co-ordinate device and 
inductive applicator for electromagnetic irradiation (EI). EI 
frequency was 27.12 ± 0.16 MHz. Original appearance of 
inductive applicator is shown at Fig. 1. Basic details of 
inductive applicator: major and complementary loops, aerial 
cooler. 

B. Computer simulation 

EF isolines computed according to [9] are presented in 
Fig. 2. An asymmetry of electric (aE ) and magnetic 
component (aH) of EI was calculated according to [10].  

C. Estimation of EF distribution 

We estimated EF distribution of applicators according to 
their shape. The shape of major applicator was an ellipse on 
a horizontal plane. Complementary applicators were elliptic 
too and differed by profile geometry. In first case the profile 
of complementary applicator was a straight-line segment, in 
second case it was an arc of the circle with 2.3 cm in radius. 
Electric (E) and magnetic (H) components was estimated by 

measuring elements connected to the amplifier, analog-to-
digital converter and personal computer (DMPB-1, 
Ukraine). 

D. Patient population 

Two groups of patients with breast cancer (IIA and IIIB 
stages) were studied. All diagnoses were morphological and 
histological verified. Main 1-st group included 15 patients 
treated by standard treatment regimen of polychemotherapy 
(PCT) with 30 min EI. Control 2-nd group included 14 
patients treated by standard treatment regimen of PCT 
without EI. All groups consisted of women aged 42–68 
years.  

PCT included doxorubicin hydrochloride (70 mg/m2), 
cyclophosphan (600 mg/m2) intravenously with EI from 
first to seventh day. Three courses of PCT and EI were 
conducted with an interval in 21 day. Temperature 
measured by infrared thermometer Medisana AG (Hilden, 
Germany) on the surface of exposed region. Temperature on 
the skin surface in the area of EI increased from 
36.12 ± 0.18  to 38.96 ± 0.1  after irradiation. 

The efficiency of treatment estimated by an involution of 
primary tumour and the reduction of lymph nodes and 
metastases by means of mammography and histology.  

III. RESULTS AND DISCUSSION 
A. Computer simulation 

EF isolines for applicators in 10 10 cm irradiated region 
are presented at Fig. 2. 

 
b 

  
a c 

Fig.1 Original appearance of inductive applicator: 1 – major loop; 2 – complementary loop; 3 – aerial cooler; a – assemblage on a horizontal plan; 
b – complementary loop with the profile of straight-line segment; c – complementary loop with the profile of an arc of the circle 

1

2 3 
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The greatest coefficients of the asymmetry aE =0.16 a.u 
and aH = 1.42 a.u. were obtained for the applicator with the 
profile in the form of an arc of the circle. 

B. Experimental researches 

The change of the ratio H/E for EF on the line of major 
axis at different distances to the plane of main applicator is 
shown in Fig. 3. 

It should be noted that ratio /  in geometric centre 
for applicator with straight profile was diminished on 2.3% 
and 49% with increasing of distance from 11 mm to 15 mm 
and from 15 mm to 25 mm accordingly. For applicator with 
an arc of the circle in profile an increase on 40% of the ratio 

/  in geometric centre was observed while the distance 
increased from 11 mm to 15 mm, with increasing of 
distance from 15 mm to 25 mm the ratio /  was 
diminished more than in 8 times. The results of experiment 

testified more expressed changes in the ratio H/E  in the 
space near the applicator with profile in the form of circular 
arc. It confirms the results of above-mentioned computer 
simulation. 

As it is mentioned above the structure of tumourous 
tissue as a rule is more heterogeneous compared to normal 
tissue. The change of EF asymmetry during regionally-
focused EI may differ in the character of EF interaction with 
tumourous and normal tissues. To investigate this the 
distinctions of the ratios of electric and magnetic 
components for different phantoms were studied. In first 
case Petri dish of organic glass 38 mm in diameter, 10 mm 
in height  with 7 ml normal physiological solution imitating 
homogeneous structure was used. In second case Petri dish 
of similar size contained the foam wadding impregnated 
with normal physiological solution imitating heterogenous 
structure. Fig. 4 shows the change of the ratios of electric 
field strength for the phantoms with normal physiological 

    
a b c d 

Fig. 2 EF isolines. The applicator with straight-line segment in profile: a – electrical component with aE = 0.1 a.u.; b – magnetic component with 
aH = 0.64 a.u. The applicator with an arc of the circle in profile: c – electrical component with aE =0.16 a.u.; d – magnetic component with aH = 1.42 a.u. 

Distance to the plane of applicator was 0.5 cm; the values on isolines indicated the tension of electrical field in V/m and magnetic field in A/m; 
the distance in cm is indicated on the axis of abscissas and ordinates 

 

 

 

  b 
Fig. 3 Change (%) of ratio /  for EF in the line of major axis on distance h to the plane of applicator:  – the applicator with straight-line segment in 

profile; b – the applicator with an arc of the circle in profile; the point (0, 0) is the geometric centre of applicator 
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solution, foam wadding to electric field strength in the air 
under empty Petri dish ( ps/ air, fw/ air) and ratios for 
magnetic field Hps/Hair and Hfw/Hair depending on asymmetry 
of EF. 

The results testified statistically significant decreasing of 
the ratio Hps/Hair relative to Hfw/Hair after EI by the 
applicator with straight-line segment in profile.  In case of 
the applicator with an arc of the circle in profile the ratios 

ps/ air relative to fw/ air. and Hps/Hair relative to Hfw/Hair 
decreased with statistically significant difference. The ratios 
of EF components after interaction with foam wadding and 
saturated by physiological solution was greater than after 
interaction with physiological solution only in all traced 
experiments. 

The results of computer simulation and experimental 
researches testified an increase in EF asymmetry for frame 
applicator with the circular arc in profile compared to 
similar applicator with straight profile. Symmetry of the 
magnetic field was more expressed. An interaction of EF 
with homogenous phantom structure differed from 
heterogeneous. The early was shown that the temperature 
distribution in the volume of physical phantom is 
qualitatively similar to the distribution of EF in the space. 
An increase of EF asymmetry increased the heterogeneity of 
heat generation structure in a tumour after local EI. [11]. 

In accordance with [12] the initiation of quasiregular  
cycles by external object in the chaotic dynamics of the 
system is possible. Therefore it is reasonable to use the 

applicator with an arc of the circle in profile and increased 
asymmetry of EF for treatment of cancer patients. 

C. linical trials 

The treatment effect on patients with breast cancer 
illustrated in Table 1. 

Table 1.The treatment effect on patients with breast cancer 

Group, treatment, 
patients number 

Regression of 
tumours >50%,  
patients number, 

(%) 

Regression of 
tumours <50%, 

patients 
number, (%) 

Regression of 
lymph nodes and 

metastases, patients 
number, (%) 

Main1-st, PCT+EI, 
n = 15 9 (60%) 6 (40%) 14 (93%) 

Control 2-nd, PCT, 
n = 14 6 (43%) 8 (57%) 5 (36%) 

More than 50% regression of primary tumour was 
observed in 9 cases (60%) in the main group and in 6 cases 
in control group (43%). Regression of primary tumour less 
50% it is marked in 6 cases (40%) in the main group and in 
8 cases (57%) in control group. Regression of lymph nodes 
and metastases was marked in 14 cases (93%) in the main 
group and 5 cases (36%) in control group. 

A morphological analysis demonstrated higher on 17% 
devitalization of primary tumour after treatment by PCT and 
inductothermy compared to PCT only. There was 
diminishing of volume particle of viable tumour 
parenchyma on 51% after treatment by PCT with EI. At the 
same time after the use of P T only it was evened 40%. 
Combined therapy that included inductothermy and PCT 
does not led to the growth of side effects and postoperative 
complications, it was survived by cancer patients tolerantly. 

It should be noted that greater regression of primary 
tumours, metastases and lymph nodes during treatment of 
patients with breast cancer was observed for combined PCT 
and EI by apparatus "Magnetotherm" compared to the use 
of PCT only. 

IV. CONCLUSION 

New apparatus for short-wave moderate inductothermy 
with the increased EF asymmetry  “Magnetotherm” adds to 
the armamentarium of complex treatment of cancer patients. 
A thorough understanding of nonlinear dynamics (chaos 
theory) for application in oncology is required for its 
effective using. It has the potential to attain a place as a 
complementary tool with additional functionality among 
chemo- and radiation therapy of cancer patients. 

 
* - statistically significant difference 

Fig.4 The change of the ratios ps/ air, fw/ air, Hps/Hair and Hfw/Hair in 
geometric centre of the applicators after interaction EF with phantoms: 

 – the applicator with profile in the form of straight-line segment; 
b – the applicator with profile in the form of an arc of the circle 
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What Conclusions does Rapid Image Classification by Eye Movements Provide 
for Machine Vision? 
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Abstract — Human ability to rapidly classify images of nat-
ural objects has been a matter of study for more than a decade. 
Recently eye movements have been exploited as a behavioural 
response, which has lead to alternative hypotheses of natural 
image processing. In this research, twelve volunteers made a 
movement towards a briefly displayed digital image if it was 
an animal, and a movement away otherwise. In both cases, the 
average response time was more than 400 milliseconds.  

Keywords— VOG, iViewX, image categorisation, SRT 

I. INTRODUCTION  

Machine vision experts look for image features that bring 
automated image segmenting closer to human performance. 
Image cues, such as brightness, colour, edges and texture, 
enable objects to be identified and classified by a computer  
[1]. Grouping images by the colour pixel distribution in a 
digital photograph has been shown to be a successful ap-
proach to rapidly categorise digital images [2], [3].  

Computer vision is inspired by the findings of the human 
and animal vision. Thus in the categorization tasks the na-
ture and limits of the human visual system are explored. It is 
done under conditions of short image presentation and the 
demand for a rapid behavioural response [4], increased 
number of simultaneously presented items [5], deteriorated 
image contrast [6] and other constraints.  

At rapid sequential visual presentation of images psy-
chophysical responses to classify images have the median 
reaction time of 445 milliseconds, with the shortest being 
below 400 milliseconds [7]. Research suggests that the 
differential neural activity, which is evoked by semantic 
categorization of objects into groups like natural objects 
(animals, plants) or man-made objects (furniture, clothing), 
is not task dependent [8]. If one compares the time for corti-
cal processes for isolated objects as detected by Löw and 
collaborators, and that for objects in context [4], it can be 
argued that the context facilitates classification of object 
images but is not the decisive factor. 

We followed the proposition of Kirchner and Thorpe [9] 
to use eye movements to categorise images. They report that 
eye movements may emerge as a faster way to respond in a 
classification task. With the minimum reliable saccade re-
sponse time of 120 milliseconds, this is even faster than the 

differences in the ERP [7] and has inspired possibilities that 
each pass of image processing actually uses a different 
neuronal path. Hypothetically, the image recognition and 
classification could act as an internal cue for the gaze stabil-
ity before a conscious and voluntary action is performed. 
We also were interested in how rapid is the categorization 
process if it is not facilitated by the alternative forced choice 
paradigm and less trained by the number of images pre-
sented in sequence. We term a saccade towards the side of 
image presentation a pro-saccade, whereas an opposite 
movement an anti-saccade. Both of them are in fact volun-
tary saccades with a memory guided component [10]. 

II. METHODS 

A. Participants 

Twelve healthy volunteers (age 21 to 24), ten in the first 
stage of the research and two in the second, contributed to 
the research, having normal or corrected to normal near 
vision. The research was conducted in accordance to the 
ethical standards of the Declaration of Helsinki. All partici-
pants provided informed consent concerning the procedure 
but were naive to the purpose of the research.  

B. Eye-tracker 

The images were presented on a PC (CPU: Intel Pentium 
4, 3 Ghz; RAM: 1 GB) with a 17 inch LCD screen (Hyun-
dai ImageQuest L72D, 1280 by 1024 pixels, refresh rate 60 
Hz). Custom software was made in Visual Basic for image 
presentation. The actual time that the images were seen on 
the screen for the specified hardware and selected images 
was 330 ± 7 milliseconds. 

Eye position was detected by the iViewX  infra-red eye 
tracking device (SensoMotoric Instruments, Germany). 
After a 13 point calibration every participant's eye was 
tracked with the data sampling frequency of 240 
Hz.(precision 0.5 degrees, tracking accuracy for  the screen 
and distance we used the tracking resolution  lowers to 0.04 
degrees). Gaze position data recording on the operator's PC 
was synchronised with the stimulus presentation on the 
participant's PC with the accuracy of 1 millisecond. 
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C. Procedure and images 

A participant was seated at the eye tracking column and 
the person's head was stabilised on a chinrest. The demon-
stration screen was located 40 centimetres from the person's 
eye. The person fixated the gaze on a white central fixation 
point on a neutral grey screen. For the overlap paradigm, the 
central fixation point and two auxiliary points were on the 
screen during the entire procedure (Fig. 1), and 30 images 
were shown after practice. After a 30 + 30 image training a 
90 image sequence was shown in the gap paradigm. The 
images were 300 pixels wide and 225 pixels high, or sub-
tended 12 by 9 degrees, their left edge being located 7 de-
grees from the central fixation point. Colour photographs of 
objects were selected from a commercially available data-
base. Images of animals in their natural habitats (e.g., a bird 
on a tree or a killer-whale in the water) were selected as the 
targets, which corresponds to the published approach [9].  

Saccades and fixations were calculated separately by and 
BeGaze software provided by the manufacturer of the eye-
tracker. The gaze position for a fixed time after the stimulus 
onset was extracted from the raw data by custom-made 
MATLAB 7.4 code. Statistical data processing was done in 
SPSS 16.0 and Origin 8.0 with alpha levels 0.01 if not 
specified otherwise.  

III. RESULTS 

A. Saccades to a single image 

Ten volunteers observed a series of 30 images appearing 
to the right from the central fixation point. The saccades 
were further classified into correct responses (either a sac-
cade to an animal image or an anti-saccade otherwise) and 

erroneous responses. The sets where a participant failed to 
make an eye movement response in 1000 ms or made an 
eye movement sooner than 100 ms after the image appear-
ance (express saccade time) were excluded from considera-
tion. With these cases excluded, we obtained the mean sac-
cade response time 455±164.8 ms for the correct responses, 
and 362 ± 228.9 ms for the movements to a wrong direction. 
Since the distributions of the response times in both groups 
were normal (Kolmogorov-Smirnov, D(284) = 0.063 > 
0.207) but their variances were significantly different 
(Levene's test, F = 13.019; p < 0.001) we found that the 
correct and erroneous response times differ significantly by 
the Independent samples t-test assuming unequal variances, 
t(57; 317) = 2.311; p = 0.024. This motivated us to make an 
experiment where saccades and anti-saccades could be 
distinguished in the correct and erroneous response groups. 

B. Overlap and gap paradigms contrasted 

We developed the data analysis algorithm so that we 
could classify the responses into correct saccades, correct 
anti-saccades, erroneous saccades and erroneous anti-
saccades. By these means we intended to search for possible 
indicators of the response before it is made, and to test if the 
saccade response time is correlated to the kinematics of the 
following eye move. 

For the overlap paradigm, we calculated response times 
of 460 ± 73 ms for correct pro-saccades and   460 ± 88 ms 
for correct anti-saccades (370 ± 114 and 450 ± 81 ms for 
erroneous pro-saccades and anti saccades respectively). In 
the gap paradigm, the participant made correct saccades in 
440 ± 30 ms and correct anti-saccades in 420 ± 42 ms (ac-
cordingly, erroneous ones were made in 420 ± 15 ms and 
390 ± 34 ms).  

  
Fig. 1 Participant's screen in a single set of the overlap (A) and the gap (B) trials 
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The maximum velocity of eye movements was correlated 
to its amplitude, Spearman's  = 0.549 for the overlap para-
digm and  = 0.751 for the gap paradigm, p < 0.01 in both 
cases. The other correlation, which we surmised at the be-
ginning, is that the maximum velocity is correlated to the 
response time. Contrary to the predictions, this correlation is 
negative, i.e., the longer it takes to process an image and 
respond, the slower and ‘hesitant’ the response will be. 
Thus Spearman's  = -0.652 (p < 0.01) for the overlap para-
digm and  = -0.733 for the gap paradigm (p < 0.05).  

Saccade kinematics was searched for any potential corre-
lations to the saccade response times. We found statistically 
significant correlations among the saccade amplitude and its 
peak speed (  = 0.613), average speed (0.723) and duration 
(0.849) for the overlap paradigm, and the amplitude and 
peak speed (  = 0.788) and duration (0.511) for the gap 
paradigm. In addition, we found a change in gaze stability 
some 160 ms after an image has appeared on the screen in 
the overlap paradigm (Fig. 2).  An observation in the gap 
paradigm was that the anti-saccade response times can be 
faster than the pro-saccade response times (Fig. 3), which is 
not surprising since both groups in fact equally are volun-
tary saccades.  

We have found that the gaze stability before an eye 
movement is made could be characterized by the Hilbert 
transform (Fig. 4). Similarly to the approach of Seo and Lee 
concerning eye movements in reading [11], we have calcu-
lated eye velocity and taken the absolute value of its Hilbert 
transform. In doing so, we have found that the eye is more 
volatile before an anti-saccade on average. Then, a reflexive 

response must be suppressed and an opposite move should 
be generated. We could not argue of the exact timing of 
differences since the Hilbert transform is an integral over 
the entire period considered (~300 ms). 

IV. DISCUSSION  

The human visual system appears to respond at its ex-
treme speed if two images present alternative forced choice  
[9]. In the case if a single image is presented that requires 
separate reaction, saccade response times are close to button 
release times. Since eye movements in terms of neural sig-
nal transmission are faster than moving fingers in button-
release experiments, we hypothesize that the majority of the 
response time is spent for the image analysis. It can also be 
inferred that automated image search machines would bene-
fit from hierarchical image categories rather than analyzing 
if a single image fits the proposed description. Machine 
learning could also be considered, since some of the faster 
response times in the preceding research [9], as contrasted 
to ours, could still be attributed to human learning in a lar-
ger image series.  

The finding that saccade amplitudes are significantly cor-
related to the duration, peak speed and average speed 
(which is the amplitude divided by the duration) is a reec-
tion of the main sequence relations [10]. It is noted that 
there is some variability in the dynamics of saccades, which 
is linked to the participant's alertness and experimental 
conditions [10]. 

 
Fig. 2 Gaze stability for the participant AK (overlap paradigm) changes 

160 ms after the image appearance. 

 
Fig. 3 Parcitipant LV (gap paradigm) made voluntary saccades away from  
images (dotted line deviating down) faster than the saccades towards them 
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What was not anticipated is the fact that when outliers 
were removed and hardware delays taken into account, pro-
saccades and anti-saccades as a rule were not launched 
during the image exposition. Rather it takes about 100 milli-
seconds after the image has been erased from the screen to 
launch a saccade, which is close to the express saccade 
response time [9],[10].  

We have considered the Hilbert transform as an indicator 
of gaze stability and found that before an anti-saccade the 
gaze is less stable on average. The phase of this transform 
could be used in comparing the vertical and horizontal gaze 
stability in image classification tasks that have separate 
neural regulators. 

To summarize, several differences in the experimental 
protocol may account for the fact that saccade response 
times are not much shorter than the manual response times 
published [10]. First, we used by angular extent smaller and 
more peripheral images than other research, yet they were 
not seen longer. Second, we observed the performance for 
one 90 image set instead of 10 sets by 80 images (for differ-
ent conditions), although same images were presented after 
a week. Third, we tested both the overlap and gap para-
digms and found no difference in response times. Next, and 
possibly the most influential difference is that we tested 
single side presentation instead of the alternative forced 
choice. Saccade response times are close to those of manual 
responses when single images are presented centrally [7]. 
This leaves us with the question of the possible mechanisms 
that can selectively activate the hypothesized faster image 

processing and response, like V4 to the superior colliculus 
[9]? They then bypass the typical processing routes for 
some but not other experimental conditions. We also note 
that the saccade velocities are negatively correlated to their 
response times in our image classification task. 
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Abstract — Congenital nystagmus (CN) is an ocular-motor 
disorder that appears at birth or during the first few months of 
life; it is characterised by involuntary, conjugated, bilateral to 
and fro ocular oscillations. Pathogenesis of congenital nystag-
mus is still unknown. Eye movement recording allow to extract 
and analyse nystagmus main features such as shape, amplitude 
and frequency; depending on the morphology of the oscilla-
tions  nystagmus can be classified in different categories (pen-
dular, jerk, horizontal unidirectional, bidirectional). In gen-
eral, CN patient show a considerable decrease of the visual 
acuity: image fixation on the retina is disturbed by nystagmus 
continuous oscillations; however, image stabilisation is still 
achieved during the short foveation periods in which eye veloc-
ity slows down while the target image is placed onto the fovea. 
Visual acuity was found to be mainly dependent on foveation 
periods duration, but cycle-to-cycle foveation repeatability and 
reduction of retinal image velocities also contribute in increas-
ing visual acuity. This study concentrate on cycle-to-cycle 
image position variation onto fovea, trying to characterise the 
sequences of foveation positions. Eye-movement (infrared 
oculographic or electro oculographic) recordings, relative to 
different gaze positions and belonging to more than 30 CN 
patients, were analysed. Preliminary results suggest that se-
quences of foveations show a cyclic pattern with a dominant 
frequency (around 0.3 Hz on average) much lower than that of 
the nystagmus (about 3.3 Hz on average). Sequences of fovea-
tions reveals an horizontal ocular swing of more than 2 degree 
on average, which can explain the low visual acuity of the CN 
patient. Current CN therapies, pharmacological treatment or 
surgery of the ocular muscles, mainly aim to increase the pa-
tient’s visual acuity. Hence, it is fundamental to have an objec-
tive parameter (expected visual acuity) for therapy planning. 
The information about sequences of foveations can improve 
estimation of patient visual acuity. 

Keywords — Congenital nystagmus, visual acuity, foveation, 
eye movement signal processing. 

I. INTRODUCTION  

Congenital nystagmus (CN) is an ocular motor disorder 
which develops at birth or in the first months of life and 
persists all life long. Nystagmus consists essentially in in-
voluntary, conjugated, horizontal (rarely vertical or rota-
tory) rhythmic movements of the eye. Nystagmus oscilla-
tions can persist also closing eyes, even if they tend to dump 
in absence of visual activity. Nystagmus can be idiopathic 
or associated to central nervous system alterations and/or 

ocular system affections such as acromathopsia, aniridia and 
congenital cataract. Both nystagmus and associated ocular 
alterations can be genetically transmitted, with different 
modalities. According to some authors, occurrence of idio-
pathic CN would be 1 out of 1000 males and 1 out of 2800 
females; CN is present in most cases of albinism. 

In vertebrates, eye movements are controlled by oculo-
motor system in a complex manner, depending on the stim-
uli and viewing conditions. An attempt to bring the image 
of a target onto the retina can involve up to five oculomotor 
subsystems: the saccadic, smooth pursuit, vestibular, opto-
kinetic and vergence systems. The vestibular system is 
driven by non-visual signals from the semicircular canals, 
while the other systems are driven by visual signals encod-
ing target information [1]. Pathogenesis of the congenital 
nystagmus is still unknown; dysfunctions of at least one of 
the ocular stabilization systems was hypothesized.  

Even in healthy subject, eye moves continually to keep 
the light from the object of interest falling onto the “fovea 
centralis”, a 0.3 mm diameter rod-free retina area with very 
thin, densely packed cones; this process is referred to as 
foveation. The diameter of the fovea corresponds to about 1 
degree visual angle.  

Resolution of details (visus) decreases sharply away from 
the fovea, and is also degraded if images slip over the fovea 
at velocities greater than a few degrees per second. Optimal 
visual performance is therefore only attained when images 
are held steady on this region. 

Like all neurons, the cones need time to react to stimuli 
and this interval can be related to light response; it has been 
recently demonstrated that the photocurrent produced by 
iodopsin shows a response peak to dim light flash between 
20 and 35 ms after the stimulus [2] (please note the similar-
ity of this value to the time constant present in the subse-
quent formula).  

Eye movement recording and estimation of concise pa-
rameters, such as shape, amplitude, frequency, foveation 
periods duration and foveation direction, are a strong sup-
port for an accurate diagnosis of CN, for patient follow-up 
and for therapy evaluation. Various techniques are currently 
used to measure and record eye-movements: electro-
oculography (EOG), magneto-oculography (MOG), also 
known as scleral search coil system (SSCS), infrared oculo-
graphy (IROG) and video-oculography (VOG). This meth-
ods differs in the principle used to quantify eye movements, 



304 G. Pasquariello, P. Bifulco, M. Cesarelli, M. Romano, A. Fratini 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

but each of them ensure a linearity from -30 to +30 degree 
on the horizontal plane and an accuracy, for research pur-
pose, of less than a degree (typical 15 minarc). 

According to bibliography, nystagmus can be classified 
in different categories (pendular, jerk, horizontal unidirec-
tional, bidirectional) depending on the characteristics of the 
oscillations. Current therapies for CN, still debated, aim to 
increase the patient’s visual acuity by means of refraction 
defects correction, drug delivery and ocular muscle surgery. 
In general, CN patients present a considerable decrease of 
the visual acuity (image fixation on the retina is obstructed 
by nystagmus continuous oscillations) and severe postural 
alterations such as the Anomalous Head Position, applied 
by patient to obtain a better fixation of the target image onto 
the retina. Indeed, often CN presents ‘neutral zones’ corre-
sponding to particular gaze angles, in which a smaller nys-
tagmus amplitude and a longer foveation time can be re-
corded; this zones correspond to position of maximum 
visual acuity. This led up to asses that visual acuity is 
mainly dependent on the duration of the foveation periods, 
but cycle-to-cycle foveation repeatability and eye velocity 
also contribute [3-4]. 

Moreover, in a previous work we found evidence of a 
slow eye movement oscillation superimposed to nystagmus, 
which we called Base Line Oscillation (BLO) [5]. Charac-
teristics of such oscillation, concisely approximated by a 
sinusoid, have been extracted and analyzed. Frequency of 
this slow oscillation resulted 0.36±0.11 Hz on average, and 
the amplitude resulted correlated with that of the nystagmus 
waveform. The estimated relationship between mean nys-
tagmus amplitudes and mean BLO amplitudes for each eye 
movement recording, showed an high correlation coefficient 
value (R2 = 0.77), suggesting an high level of interdepend-
ence between BLO and nystagmus amplitude [4].  

Presence of this superimposed oscillation reduces sub-
stantially the visus, causing an increase of the Standard 
Deviation of position (SDp) during foveation, which in turn 
may hamper visual acuity. 

Apart the usual technique to measure visual acuity, using 
Landolt C or other similar methods, a number of visual 
acuity predictor was developed by different research team 
[4,7]. Such functions are considered as an objective measure 
of the CN patients foveation ability and, therefore, of their 
potential visual acuity; they could be used to evaluate the 
effects of therapies applied to a patient or across patients. 

Focus of this study is to compare results obtained using 
three different estimators of cycle-to-cycle foveation repeat-
ability: standard deviation of all samples contained within 
the foveation, amplitude of the base line oscillation and 
standard deviation of a smoothing spline interpolation of the 
exact foveation points sequence. 

II. MATERIAL AND METHODS 

Horizontal projections of eye movements were analyzed 
from CN patients, at different gaze positions. More than 30 
CN patients, without additional sensory defects, ranging in 
age from 6 to 34 years participated in the study. They pre-
sented different types of nystagmus (pendular, jerk, dual 
jerk etc.) according to the classification proposed by 
Dell’Osso [8]. Binocular, horizontal eye movements, at 
different gaze positions, were recorded for each patient.  

A standard visual acuity measurement was performed for 
each patient using a classical Landolt Cs technique. The 
visual acuity values measured (ranging from 0 to 1 with 
increments of 0.1) were expressed in tenths. 

To record eye movement signals, the patients, sitting in a 
dimly lit room, were instructed to fixate a light stimulus 
presented using a LED bar at fixation distance of 1 meter. 
The device was able to provide stimuli in a range of 60 
degrees of the field of vision ( 30°). Head movements were 
minimized using chin and head rests. Rarely, for very young 
children, a parent assisted in holding the patient’s head. 

The stimuli were sequentially presented at different gaze 
positions (sequence: 0°,5°,10°,20°,30°,0°,-5°,-10°,-20°,-30°, 
0°) for 10 seconds each. Eye movements were detected 
using either an infrared limbal reflection technique appara-
tus (Oftalmograf, Universal Initram Corporation, El Paso) 
or an electro-oculography device (Gould ES 2000, Gould 
Instrument System with bio-signal amplifiers 11- 5407-58). 
Eye position signals were digitized at 200 Hz with a 16 bits 
resolution, using a PCI acquisition board (National Instru-
ments NI PCI-6251), and stored on PC for off-line analysis.  

Recorded data were filtered to reduce noise; a specific 
software, developed at our Lab, was used to recognize nys-
tagmus waveforms and compute nystagmus parameters such 
as frequency, amplitude, intensity and waveform shape. The 
nystagmus cycles were detected automatically using a 
modified version of a previously utilized algorithm [9]. 

In congenital nystagmus the foveation is usually consid-
ered to occur at the end of the fast phase (which correspond 
to a swift repositioning of the target onto fovea, after the 
slow de-positioning of the eye from the target). More cor-
rectly, foveation is achieved whenever eye velocity is near 
0°/s and the target is in a range of ± 0.5° in respect to eye 
position (roughly correspondent to visual angle covered by 
fovea). In this study we defined a “foveation window” con-
sidering the time interval in which eye velocity was lower 
than 4°/s [3, 10] and the eye position was contained within 
0.5°, with respect to the local maximum (or minimum) of 
the eye position. 

To recognize foveation direction (left or right) we sepa-
rated automatically slow phases from fast phases for each 
nystagmus cycle; the slope of the fast phase was considered 
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a good approximation for the foveation direction (positive 
for right direction of vice-versa). 

Once recognised foveation and computed average of fo-
veation durations and cycle-to-cycle repeatability, the fol-
lowing relationship was used to estimate visual acuity: 

NAEF = exp(-SDp)[1-exp(-Tf/ )]   (1) 

where NAEF stands for Nystagmus Acuity Evaluation 
Function. In this relationship Tf is the average foveation 
time, SDp is the standard deviation of eye position during 
foveation and  was set to 33.3 ms.  

Different approaches can be used to measure foveation 
time and cycle to cycle repeatability. 

Once recognized the foveating points, a good approxima-
tion of the foveation window have to be evaluated. Velocity 
estimation was critical due to noise and few number of 
samples contained in each tract. A smoothed version of the 
position signal was then considered, computing a second 
order polynomial interpolation of the selected points; the 
derivative was evaluated. The foveation time was finally 
obtained considering the points meeting the requirements 
stated above (velocity less than 4°/s and eye position not 
more than 0.5° away from local point of fixation). 

Base line oscillation was evaluated, as well as the 
smoothing spline (csaps.m MATLAB, p=0.85) interpolation 
of foveation points sequence. 

The spline interpolation was considered a better estima-
tion with respect to BLO of the standard deviation of posi-
tion for CN eye movement signals  

III. RESULTS 

An example of fast phases and slow phases detection in a 
CN eye movement recording generated by the described 
procedure are shown in Figure 1. Eye position and eye ve-
locity are displayed: eye position corresponding to fast 
phases are painted in red, while the BLO is represented as a 
dashed black line. 

In the specific tract represented in Fig.1 a few number of 
fast phase are opposed in direction in respect to the others 
(this is also evident in the velocity signal). 

An example of the foveation points sequence (black 
stars), the BLO (red) and the spline computed curve (green) 
are shown in Figure 2. 
The nystagmus frequencies resulted ranging from 3.1 to 4.6 
Hz (average: 4.2 Hz) and amplitudes from 4.5 to 12.8 de-
grees (average: 7.6 deg.); the BLO frequencies resulted 
ranging from 0.15 to 0.36 Hz (average: 0.22 Hz), while 
BLO amplitudes resulted ranging from 0.5 to 3.4 de-
grees(average: 1.3 deg.). Nystagmus waveforms resulted of 
different types, mainly belonging to jerk types. 
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Fig.1 An example of the algorithm output (red) superimposed to the se-
lected signal (blue). The picture also shows the BLO curve as a dashed 

black line and eye velocity.  
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Fig. 2 An example of the spline (green) superimposed to the selected 
signal (blue) and the BLO (red). The picture also reports fixation points 

(black stars) and eye velocity.  

The thirty selected patients have a measured visus very 
low, fifty percent of them (15 patients) have a visus of one 
on tenth. The estimated mean SDp for all these patients 
ranged from 0.3 to 1.55 degree. However, also fifty percent 
of patients with measured visus higher than 1 have a SDp 
higher than 1 degree. The low measured visus seems to 
depend mainly by the SDp in respect to foveation time. 

A comparison between BLO SD and standard deviation 
of position computed on all the points in the foveation win-
dows showed values 35% lower, while spline interpolation 
SD was two times more accurate, being 18% less than SDp 
computed on all points (the percentages refer to mean val-
ues computed on all thirty patients). 
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Foveation points sequence showed a non Gaussian distri-
bution, but a sinusoidal-like behaviour. To quantify the SDp 
without determination of foveation points, we first identi-
fied the base line oscillation (a sinusoidal trend component); 
however BLO amplitude resulted not an accurate estimator.  

Moreover use of a spline interpolation for the foveation 
sequence increased the accuracy in assessing SDp; the 
spline was able to fit better real data in most of the cases 
(containing more than one harmonic), it also resulted inde-
pendent from definition of the foveation window.  

IV. CONCLUSIONS  

This study presents an analysis of nystagmus foveation 
sequences recorded during fixation on a fixed target, at 
different gaze positions in CN patients. 

Current algorithms to predict visual acuity (such as 
NAEF) rely on standard deviation of position of all the 
samples used to assess the foveation time; use of a spline 
interpolation for the foveation sequences reduce the de-
pendency of estimated SDp from the foveation criteria ap-
plied. This result in a large step forward from the original in 
both its applicability to most, if not all, CN recordings and 
in the reduction of the expertise necessary to accurately 
analyze eye movement. 

The NAEF could be considered an objective measure of 
the foveation ability and, therefore, of the potential visual 
acuity. The NAEF could be used to determine the amount of 
broadening of the range of gaze angles of highest acuity 
produced by surgical treatment, like tenotomy. This meas-
ure is similar to the null-broadening hypothesized to be due 
to tenotomy but is more directly related to potential visual 
acuity than measurement of the null region based simply on 
CN amplitude.  
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Abstract — By exposing biological cells to electric pulses, we 
induce the electroporation of cell membrane, increasing its 
permeability for molecules that otherwise can not cross the 
membrane, such as drug molecules or DNA. Electroporation 
can also be used to enhance transdermal drug delivery and 
DNA transfection in skin. The experiments showed that skin 
layers below stratum corneum can be permeabilized in this 
way. The electropermeabilization process in skin was de-
scribed theoretically, by means of numerical modeling, leaning 
on data derived from the in vivo experiments published previ-
ously, and tissue conductivity data found in literature. The 
numerical models took into account the layered structure of 
skin tissue and macroscopical changes of its bulk electric prop-
erties during electroporation. The results obtained with the 
model were compared to the in vivo results of gene transfec-
tion in rat skin and a good agreement was found. Further, 
tissue conductivities and model geometry were varied to esti-
mate their effect on the output of the model. The changes in 
the output electric current were still well in the range of the 
currents measured during the vivo experiments.  

Keywords — electroporation, electropermeabilization, skin, 
numerical modeling, finite elements 

I. INTRODUCTION  

Cell membrane is, in general, impermeable for larger 
molecules; however, the application of electric pulses to 
cells results in electroporation of cell membrane, increasing 
its permeability and making it possible for molecules, such 
as drug molecules or DNA, to enter the cell [1]. Skin is an 
attractive target tissue for gene therapy for a variety of rea-
sons. Its size and accessibility facilitates gene delivery. It 
can be used for the treatment of skin disorders or it can be 
used for systemic effect to treat diseases of other organs. 
Electroporation seems particularly effective to improve 
DNA transfection after intradermal and topical delivery 
without any significant alteration of skin structure and can 
be used to create aqueous pathways across the skin's outer-
most layer, the stratum corneum to enhance transdermal 
drug delivery [2]. Skin is also a very good target organ for 
DNA immunization because of the large number of potent 
antigen presenting cells, critical for an effective immune 
response [3]. In this report, electroporation of skin is de-
scribed theoretically, by means of numerical modeling, 
based on data derived from the in vivo experiments result-
ing from our previous research [4]. 

Numerical modeling of the electric field and the electric 
current distributions inside the biological systems represents 
a useful tool for the research of the effects of the electro-
magnetic fields on cells, tissues and organs [5]. Such nu-
merical models can provide a more in-depth understanding 
of electroporation. With a good model, we can predict the 
outcome of pulse delivery before the treatment, thus helping 
in optimizing/choosing the right protocols and pulse pa-
rameters and electrode geometries. 

The numerical models presented in this report take into 
account the layered structure of skin and changes of its bulk 
electric properties during electroporation [6]. They are 
based on the tissue-electrode geometry and electric pulses 
used in our in vivo experiments [4] and tissue conductivity 
values found in literature [7-10]. 

The accuracy of a numerical model depends on many 
factors. First, the geometry of the model needs to be as 
close as possible to the in vivo geometry we are aiming to 
represent with the model. Second, the parameters of the 
model, in our case tissue conductivities and their changes 
during electroporation all have an effect on its accuracy. We 
thus varied the geometry and some of the parameters of the 
model to evaluate its robustness. 

II. MATERIALS AND METHODS 

The numerical model was made by means of commer-
cially available computer program COMSOL Multiphysics 
3.3 (COMSOL, Los Angeles, CA, USA) based on the finite 
element method. This method solves partial differential 
equations by dividing the model into smaller elements 
where the quantity to be determined is approximated with a 
function or is assumed to be constant throughout the ele-
ment. Finite elements can be of different shapes and sizes, 
which allows modeling of intricate geometries. Nonho-
mogeneities and anisotropies can also be modeled and dif-
ferent excitations and boundary conditions can be applied 
easily. 

III. THE NUMERICAL MODEL  

In the past, we performed a series of in vivo experiments 
on rat skin [4]. The reporter gene used in the study was a 
gene coding for green fluorescent protein (GFP). Pulses 
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were delivered through external parallel plate electrodes (of 
4 mm distance), using the square-wave generator Clinipora-
tor. The results showed that the expression of GFP was 
enhanced by electroporation in both, dermis and the viable 
epidermis. 

We constructed a numerical model of a skin fold with the 
geometry as close to the in vivo experimental tissue-
electrode set-up as possible [11]. Four layers of skin were 
modeled: stratum corneum, epidermis, dermis and the sub-
cutaneous layer of fat and connective tissue. The geometry 
of our numerical model is shown in Figure 1a. By using 
symmetry, only one quarter of the skin fold was modeled to 
decrease the number of finite elements. The boundary con-
ditions had to be set accordingly (see Figure 1a). The geo-
metrical representation of such a model needs to be as close 
to the real experimental tissue-electrode geometry as possi-
ble. As the geometry in Figure 1a did not take into account 
the presence of the injected plasmid, we varied the geome-
try of the numerical model, modeling also the plasmid in-
jected at the top of the skin fold (Figure 1b and c), reflecting 
the situation closer to the in vivo experiments. To assess the 
influence of variations in geometrical representation on the 
accuracy of the model, two additional models were made, a 
simpler one (Figure 1b), and a more accurate one (Fig-
ure 1c).  

Apart from a good geometrical representation, the elec-
trical conductivities of the skin layers represented with such 

a model have to be defined. Upon applying electric pulses, 
the voltage will be divided among different layers propor-
tionally to their electrical resistivities, as in serially con-
nected resistors. We get a certain electric field distribution; 
different layers are exposed to different electric field 
strengths. The voltage, and consequently the electric field 
will be the highest in the layer with the highest resistivity 
(the lowest conductivity). The stratum corneum will be 
exposed to the highest electric field, while the electric field 
in the target tissues (the dermis and the viable epidermis) 
stays too low for a successful electropermeabilization. This 
fact raises the question of how is a successful electropora-
tion-mediated DNA delivery to the dermis and the viable 
epidermis, confirmed in vivo, still possible when external 
plate electrodes are used. The answer lies in the conductiv-
ity increase of the permeabilized tissues. Namely, the high 
electric field in the stratum corneum is above the threshold 
causing its electropermeabilization. As a consequence, the 
conductivity of the stratum corneum increases, and the 
electric field distribution is changed. In this way, the elec-
tric field high enough reaches the target skin layers below 
stratum corneum. Therefore, our numerical models are 
nonlinear, tissue conductivities are dependent on the electric 
field, thus the numerical analysis has to be performed in 
iterations.  

Exactly how tissue conductivities ( ) change with elec-
tric field (E) is another poorly known parameter of tissue 
electropermeabilization. Due to the non-uniformity of the 
cell size and shape in the tissue, not all the cells are perme-
abilized at the same time once the threshold electric field is 
reached [12, 13]. Therefore, we assumed a gradual increase 
of the conductivities with electric field. In our model, the 
conductivities were increased from their low to their high 
values in the range between 600 and 1400 V/cm of the elec-
tric field strength. The initial and the increased conductivi-
ties of all skin layers modeled are summarized in Table 1. 
The initial conductivities used in our model were in the 
middle of the value ranges found in the literature [7-10]. 
Although the dermis and the epidermis were modeled as 
separate layers, the same conductivity was assigned to both, 
due to the lack of impedance data on different skin layers. 
Plasmid conductivity used in the models in Figure 1b and c 
was set to 1.5 S/m. 

The thickness of the stratum corneum in the model is set 
larger than in real skin (around 6 times). Namely, due to the 

Fig. 1 a) Geometry of the skin fold finite element model made in COMSOL. 
Only one quarter of the skin fold was modeled to decrease the number of 
finite elements. The boundary conditions were therefore set as shown; b) 

The simpler variation of the skin fold geometry, with the plasmid injected at 
the top; c) The more accurate variation of the skin fold geometry, with the 

plasmid injected at the top. 

Table 1 Tissue conductivities used in the models on Figure 1 a), b) and c) 

Tissue 0 (S/m) 1 (S/m) 

 Subcutaneous layer 0,05 0,2 
 Dermis, epidermis 0,2 0,8 
 Stratum corneum 0,0005 0,5 
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large differences in layer thicknesses, numerical problems 
can occur and can make the calculation impossible. There-
fore, the conductivity of this very resistive layer was also 
set higher (6 times). 

The parameters such as conductivities of permeabilized 
and non-permeabilzed tissue also have an effect on the 
output of the model. However, data are very scarce in the 
literature. In addition, large discrepancies can be found 
between various reports. Therefore, certain inaccuracies can 
not be avoided in the numerical model. We roughly esti-
mated the error thus made by varying the tissue conductivi-
ties, assessing their influence on the output of the model. 
We varied initial conductivities and the conductivity in-
crease of all skin layers (Table 2). Only one parameter at a 
time was changed in the model. The varied initial tissue 
conductivities and conductivity increases were chosen from 
the borders of the value ranges found in literature and de-
rived from our in vivo experiments.  

IV. RESULTS  

Five different voltage amplitudes were used to permeabi-
lize the skin during our in vivo experiments – 160, 280, 400, 
520 and 700 V [4]. During the pulse, the voltage between 
the electrodes and the current through the skinfold were 
measured. The described numerical models were solved for 
the abovementioned voltage amplitudes and the currents 
obtained from the model were compared with our experi-
mental data. Figure 2 shows the currents of the model com-
pared to the currents measured in vivo during the pulse 
(grey diamonds). Black circles denote the output currents of 
the model in Figure 1a, computed with the conductivity 
values given in Table 1. The current-voltage dependence of 
the model seems to agree well with the current-voltage 
dependence we got from experiments. Further, the conduc-

tivities of skin layers of the model in Figure 1a were varied 
(see Table 2), one at a time, while we kept the values of the 
rest of the layers as denoted in Table 1. Also, to assess the 
influence of variations in geometrical representation on the 
accuracy of the model, two additional models were made 
(Figure 1b and c). The currents of all the varied parameters 
described above were inside the hatched area in Figure 2. 
The changes in the geometry had only very limited effect on 
the output current. Also, using lower or higher conductivity 
increase, little difference was observed in the output current. 
The results showed that changing initial conductivity values 
of the layers below stratum corneum have the most influ-
ence on the output current. 

V. CONCLUSIONS  

The location of GFP expression shows that we success-
fully permeabilized viable skin layers below stratum 
corneum (the dermis and viable epidermis). We constructed 
a numerical model describing the nonlinear process of tissue 
conductivity changes during electroporation due to tissue 
permeabilization, using finite element method. The output 
of the model was compared with the current and the voltage 
measured during in vivo experiments and a good agreement 
was observed. Also, comparing the voltages needed for a 
successful electropermeabilization as suggested by the elec-
tric field distributions in the model (data not shown), with 
voltages achieving good in vivo gene transfection, good 
agreement can be observed. For comparison we looked at 
both, the literature, as well as our own experiments. Further, 
tissue conductivities before and after electropermeabiliza-
tion were set with help from the literature and our own 

Table 2 Varied tissue conductivities used in the model in Figure 1a  

Tissue  0 (S/m) 1 (S/m) 

 Subcutaneous layer  lower 0 0.01 0.04 
  higher 0 0.2 0.8 
  3x  increase 0.05 0.15 
  5x  increase 0.05 0.25 
 Dermis, epidermis  lower 0 0.05 0.2 
  higher 0 0.8 3.2 
  3x  increase 0.2 0.6 
  5x  increase 0.2 1 
 Stratum corneum  lower 0 0.00005 0.05 
  higher 0 0.005 5 
  500x  increase 0.0005 0.25 
  2000x  increase 0.0005 1 
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Fig. 2 Electric currents obtained with the model in Figure 1a, using the 

parameters in Table 1 (black circles), compared to the currents measured 
during the pulse delivered in vivo (grey diamonds), with respect to the 
applied voltages. The currents of all the varied models are inside the 

hatched area. 



310 N. Pavšelj and D. Miklav i  

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

experiments. However, data on conductivities of the perme-
abilized tissues is scarce, sometimes non-existent. Namely, 
the subject of tissue conductivity changes due to electropo-
ration is still a rather unexplored area. Also, due to different 
measuring circumstances, measuring techniques and species 
used by different researchers, large discrepancies can be 
found in the reported data on tissue conductivities. There-
fore, we evaluated the robustness of our model by varying 
initial conductivities and the conductivity increase of all 
skin layers. In addition, two variations of the numerical 
geometry were made, modeling also the plasmid injected at 
the top of the skin fold. The currents of all the varied mod-
els were in the range of the scatter of the currents measured 
in vivo. 

By means of numerical modeling, we used the available 
data to describe the mechanism of the nonlinear process of 
skin electropermeabilization from the aspect of bulk con-
ductivity changes. Such models, further improved and vali-
dated by more in vivo experiments can help us plan new 
experiments and protocols, design electroporation devices 
and can be used as a part of treatment planning.  
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Abstract — Some of the cardio vascular disease diagnostics 
need the long-term photoplethysmography (PPG) signal meas-
urement session. For such kind of measurements, PPG probes 
have to be designed. In addition, the PPG signal shape, as 
diagnostic information carrier, is also dependent on probe 
location on human body. To make the PPG probe comparison, 
experiments were conducted, using PPG probes with different 
geometrical, optical and electrical parameters on different 
places of human body, where the signal under interest is meas-
urable. The aim of the study is to design efficient PPG probe 
for each selected location on human body. As result for each 
probe, the efficiency-describing coefficient was calculated, 
which is the ratio of PPG AC component and diode current.  

Keywords — Photoplethysmography, probe efficiency, AC 
component, LED current, PD current. 

I. INTRODUCTION  

PPG is a non-invasive optical technique for measuring 
changes in blood circulation and has been used mainly for 
monitoring blood perfusion in skin. In PPG the optical ra-
diation from a light source is emitted to the skin. The light, 
which is often red or infrared, is absorbed, reflected and 
scattered in the tissue and blood. Received light intensity 
changes are measured by photodetector (PD). 

Mainly there are two ways to measure PPG signal: re-
flection and transmission mode. In reflection mode, a PD is 
placed adjacent to the light source and directed toward the 
skin. The PD receives the reflection of emitted light. In 
transmission mode, the PD and the light source are placed 
opposite sides of the measured volume. The PD measures 
the transmitted light intensity. In this work we are concen-
trated on reflectance sensor. 

Measured PPG signal can be divided into two compo-
nents: DC and AC component. The DC component of the 
signal varies slowly and reflects variations in total blood 
volume of the examined tissue. The AC component is syn-
chronous with heart rate and depends on pulsatile pressure 
and pulsatile blood volume changes. The AC component 
can be more than ten times smaller than DC component. In 
number of noninvasive devices, where PPG signal is used to 
monitor cardiovascular parameters [1], such as pulse rate, 

blood pressure, PWTT [2] etc., the AC component carries 
important information. During the poor perfusion state the 
PPG signal AC component can be affected by noises and it 
is hard to detect. It is necessary to find best combinations of 
PPG probes and their placement on human body to achieve 
enough good quality of the PPG signal for the diagnostics. 

In previous studies there has been measured perfusion 
levels in different body locations, which is related to the 
measurement of AC component [3]. Recently there have 
been also conducted experiments to determine the optimal 
space between LED and PD in reflectance pulse oximetry 
[4]. In this study, we are measuring maximum amplitudes of 
PPG signal AC component from selected body locations, to 
design the efficient PPG probe for each of them. 

II. METHODS 

To measure PPG signal in locations, where transmission 
probes cannot be placed, reflectance probes are used. The 
idea of measuring the amount of light reflected (back scat-
tered) from the tissue, allows to measure PPG signal from 
virtually any point on the skin surface, where the probe can 
be placed. 

Measured PPG signal AC component amplitude depends 
on the selection of probe light emitting diode (LED) wave-
length, angular dissipation of LED and PD; distance be-
tween LED and PD; LED driving current and temperature 
of skin. 

The light from LED is partially reflected, transmitted, ab-
sorbed, and scattered by the skin and other tissues and the 
blood before it reaches the detector. The light is scattered 
and reflected by both the moving red blood cells and the 
non-moving tissue, and a part of this back scattered and 
reflected light is detected by the PD. 

In PPG related devices usually the wavelengths 600nm - 
940nm are used. The red skin pigmentation absorbs a great 
amount of light at wavelength shorter than 600nm and 
therefore it is not desirable to measure PPG signal in this 
range. Haemoglobin is the main light absorber in human 
blood at given wavelengths range and its spectrum is influ-
enced by its oxygenation level (Figure 1). 
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The intensity of the back-scattered light from the skin 
depends not only on the optical absorption spectrum of the 
blood but also on the structure and pigmentation of the skin. 
LED's wavelength influences the light penetration depth [5] 
in skin. It has been reported that light penetration into the 
tissue increases with increasing wavelength. 

In past studies it has been proved through experiment, 
that PPG signal AC component is also skin temperature 
dependent [6]. By increasing the skin temperature from 
34°C to 45°C, the AC component raises five times. 

By increasing the LED current, the effective penetration 
depth in the skin is increased. With constant LED and PD 
separation distance, using higher light intensity, we can 
illuminate a larger pulsatile vascular bed [7]. As a result the 
PPG signal AC component will be larger. But, in practice, 
the LED driving current has to be limited, because of the 
power dissipation of the LED. 

One of the major design considerations in designing a 
PPG reflectance sensor is determination of the optimum 
separation distance between the LED and PD. In case the 
LED intensity is kept constant and the radial distance be-

tween the LED and PD is increased, the AC component 
decreases roughly exponentially. In past studies it has been 
also shown, that the depth of the light penetration is in-
creased with increasing the distance between the light 
source and the PD [8, 9]. Still if we place the PD too close 
to the LED, the PD will be saturated as a result of the large 
DC component obtained by the multiple scattering of the 
incident photons by the blood-free stratum corneum and 
epidermal layers in the skin.  

The simple PPG measuring system is given on Figure 2. 
It consists of operational amplifier circuit configuration, 
which changes PD current into voltage. The relation be-
tween input current and output voltage is described by (1): 

 
R

VI OUT
PD , (1) 

where IPD is the PD current, VOUT is the output of current to 
voltage converting operational amplifier and R is feedback 
resistor. By measuring maximum PPG signal AC compo-
nent amplitude, we can convert it into PD current. 

PPG probe efficiency constant calculation is based on the 
PPG AC component current amplitude ratio to LED driving 
current: 

 
LED

PD

I
I

, (2) 

where IPD and ILED are currents of PD and LED. As the light 
propagation in tissue depends on many factors, the maxi-
mum value of AC component in each location of the body is 
measured. In this way we can assume, that the maximum 
amount of photons were reflected and caught by PD. To 
compare the efficiency constant between different body 
locations and different subjects a large number of measure-
ments should be carried out. 

III. RESULTS 

Two different LED wavelengths were chosen for PPG 
probes - 640nm and 880nm. All LED and PD angular dissi-
pations were the same for all probes. LED and PD separa-
tion distances were 7.5mm, 12.5mm and 17.5mm. In total 
six different reflectance probes were compared (Figure 3). 
LED current 11mA was chosen for all experiments. The 
experiments were carried out on 5 healthy subjects with 
normal weight and in the room with constant air tempera-
ture. The PPG signal was measured from left hand thumb, 
index and middle finger tip; and three points from forehead 
- left and right side of the temple; and from the center. Body 
locations are numbered and pointed out on Figure 4. The 
subjects were in resting position during experiment. 

 

Fig. 1. Oxyhemoglobin and reduced hemoglobin absorption specturm. 

 

Fig. 2. Simplification of the PPG signal measurement circuit. 
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PPG signals were measured with self-made circuit, which 
simplified version was also described before. The DC com-
ponent was eliminated with RC filter, which cut-off fre-
quency was chosen on 0.1Hz. PPG signals were digitalized 
and analyzed by using LabView environment and National 
Instruments DAQCard6034. The maximum amplitudes of 
the AC component were detected in real time. 

The results are shown in Table 1. Each probe with its 
wavelength ( ) and distance (d) characteristics got ID num-
ber. In following columns coefficients are calculated ac-
cording to the equation (1). The mean value is taken over 
the experiments for each location and probe. For better 
overview, all coefficients are multiplied with 106. 

To make afterward comparisons the LEDs and PD were 
placed up against and the PD currents were measured in case 

of 11mA LED current. The efficiency coefficient was calcu-
lated in different distances between LED and PD. The dis-
tances were varying between 5mm up to 28mm. All coeffi-
cients were multiplied with 106 for better comparison and 
plotted on Figure 5. By closing PD to LED, the efficiency 
coefficient is raising exponentially. Similar behavior was 
mentioned before, when LED and PD was closed to each other 
in case of reflectance sensor. From Figure 5 we can conclude, 
that LED with wavelength of 660nm has better efficiency than 
LED with wavelength of 880nm with given PD. 

From Table 1 it is visible, that coefficients in forehead 
have more than twice difference. It may be because of the 
tissue parameters and low concentration of blood in fore-
head. Standard deviation (SD) is equal or over 10% in the 
experiments with probes 1, 2, 4 and 5. High SD is caused by 
the low SNR, which in most of the cases increases with the 
distance between PD and LED. For the future study the 
number of subjects has to be increased to lower the SD. 

In all body locations the PPG probe with ID number 6 
had the best efficiency coefficient. Also all probes with 
wavelength of 880nm had higher coefficients than probes 
with 640nm respectively to each body location. It is oppo-
site, what was concluded from Figure 5. It means, that due 
to wavelength, the probes with 880nm LED have higher 
efficiency coefficients. 

IV. CONCLUSIONS  

PPG probe characteristics, in the point of view measuring 
high quality PPG signal AC component, was discussed. Six 

 

Fig. 5.  An efficient coefficient in case of LED and PD is placed up against 
to each other and the distance between them is changed. For better over-

view coefficients are multiplied with 106. 

 

Fig. 3. Reflectance probe for PPG signal measurements.  

 

Fig. 4. Body locations identified by site number, where PPG signal meas-
urements were performed. 
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Table 1. Efficiency coefficient,  determination experimental results for six PPG probe (mean ± SD). 
For better overview coefficients are multiplied with 106. 

 
 

different probes were prepared. Experiments to determine 
the PPG probe efficiency coefficient was carried out in 
different body locations. The probe, with highest coefficient 
value was determined. Also the LED and PD characteristics 
variability should be increased. 
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Abstract — Although the health benefits of vegetarian diets 
have been well documented, the exact mechanisms of health 
benefits of vegetarian diets on the cardiovascular system re-
main unclear. Autonomic nervous system (ANS) activity is 
influenced by food ingestion. Carbohydrate but not fat or 
protein ingestion affects the cardiac ANS by increasing the 
sympathetic activity. In this study we aimed to investigate the 
cardiac ANS activity in 7 ovo-lactovegetarians, 8 vegans and 5 
omnivores by means of heart rate variability (HRV) non-linear 
(Poincaré plot and fractal dimension - FD) analysis. Heart rate 
(HR) was recorded continuously at baseline and during oral 
glucose tolerance test (OGTT-75 gr of glucose) (90 min) by 
using Polar S810 HR monitor. The series of consecutive R-R 
interval (tachogram) in function of beat numbers was ex-
tracted, linearly interpolated and resampled at 2 Hz for fur-
ther processing. Non-linear parameters of HRV were calcu-
lated at baseline and during OGTT. This study demonstrated 
in all three groups, both at baseline and during the OGTT, a 
similar value of RR interval as well as a not significant differ-
ence of FD, which is considered as a possible indicator of com-
plexity of inputs to HR controllers. On the contrary, the Poin-
caré plot analysis revealed, both at baseline and during the 
OGTT, a difference in the SD1 and SD2 parameters values, 
comparing omnivores to vegetarians and vegans, with the 
highest  values in omnivores. At baseline and during the 
OGTT (30 min) the SD1 and SD2 parameters in normalized 
units (n.u.) as well as the SD1/SD2 ratio, as expression of vago-
sympathetic balance, were statistically different between om-
nivores and vegans. In conclusion, non-linear Poincaré plot 
analysis suggested a different cardiac ANS function in vegans 
and ovo-lactovegetarians in comparison to omnivores at base-
line as well as during the OGTT.  

Keywords — Vegetarian diets, OGTT, heart rate variability. 

I. INTRODUCTION  

The health benefits of vegetarian diets have been well 
documented [1]. As compared with omnivores, vegetarians 
have lower blood pressure [2-4] and lower risk of cardio-
vascular disease and stroke [5]. However, the exact mecha-
nisms of health benefits of vegetarian diets on the cardio-
vascular system remain unclear. Since there is not one 

homogeneous group of vegetarians and vegetarians con-
sume widely divergent diets, a differentiation between vari-
ous types of vegetarians diets is necessary. In fact, a lot of 
misunderstandings concerning vegetarianism are due to 
scientific data from studies without this differentiation [6]. 

Autonomic nervous system (ANS) activity is influenced 
by food ingestion [7]. Among the main dietary components, 
carbohydrate ingestion, but not fat or protein ingestion, is 
accompanied by increased sympathetic nervous system 
(SNS) activity [8-10]. The carbohydrate consumption [11] 
and in particular the glucose administration [12, 13] af-
fected also the cardiac ANS activity. Beat-to-beat spontane-
ous oscillations in R-R intervals (heart rate variability – 
HRV) depend on autonomic nervous system activity on the 
cardiac function and pacemaker properties of myocardium 
[7]. The analysis of HRV is recognized as a powerful non-
invasive assessment that reflects brain - heart interaction 
[14] and in particular sympathetic and parasympathetic 
nervous control of the myocardium [15]. 

The HRV evaluation has mainly been used in the predic-
tion of mortality in patients with cardiovascular diseases as 
well as in the healthy population [16, 17]. The Framingham 
Heart Study reported that HRV low values were associated 
with the risk of cardiac events in healthy adults examined 
regularly over a long period [16]. It is reasonable that meas-
urement of HRV by either linear or non-linear methods is a 
useful research tool for detecting modifications in cardiac 
neural regulation in various clinical settings [18]. 

In this study we aimed to evaluate the cardiac ANS activ-
ity by means of HRV non-linear analysis (Poincaré plot, 
fractal dimension – FD) in ovo-lactovegetarians, vegans and 
omnivores at rest and during oral glucose tolerance test 
(OGTT).  

II. MATERIALS AND METHODS 

The study was performed on 20 healthy young male vol-
unteers (aged 18-33), who have been on a vegetarian diet 
for at least 5 years, divided into 5 omnivores, 7 ovo-
lactovegetarians and 8 vegans. Heart rate (HR) was re-
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corded continuously at baseline and during oral glucose 
tolerance test - OGTT (90 min) by using Polar S810 HR 
monitor. From the HR recordings, the series of consecutive 
R-R intervals (tachogram) in function of beat numbers were 
extracted. All artifacts arising during the registration were 
removed by passing the time R-R series through a filter that 
eliminated noise and substituted premature beats (if devi-
ated from previous qualified interval by more than 2*SD) 
with an interpolated value computed from the neighboring 
10 beats. In order to sample at regular time intervals, the 
series were linearly interpolated and resampled at 2 Hz for 
further processing. 

Non-linear Poincaré plot parameters (SD1, SD2) of HRV 
were calculated on the whole recording at baseline and 
during three consecutive intervals of 30 min each in the 90 
min OGTT (75 gr of glucose) test. The Poincaré plot repre-
sents a diagram in which each R-R interval of the tacho-
gram is plotted as a function of the previous R-R interval. 
This method is able to measure the differences among R-R 
intervals due to changes in vagal and sympathetic modula-
tion, without the requirement for the stationarity of the data 
[19]. From the Poincaré plot analysis, SD1 parameter is 
used as a marker of vagal influence, whereas SD2 parameter 
represents the more delayed R-R interval changes correlated 
to sympathetic activity, and SD1/SD2 ratio indicates the 
vagal/sympathetic balance, being SD1 and SD2  the two 
axes of the best-fit ellipse that contains the Poincaré points.  

The fractal dimension (FD) of the HRV was investigated 
as a possible indicator of the complex interaction that might 
reflect the number of inputs to HR controllers [20, 21]. The 
FD, which is considered to be indicative of the complexity 
of a given time series, was evaluated on tracts of 120 con-
secutive R-R interval samples, by means of Higuchi’s algo-
rithm [22] based on the measure of the mean length of the 
curve by using a segment of k samples (k varying from 1 to 
6) as a unit of measure. The mean value of FD was consid-
ered in the analysis. 

In order to compare the HRV non-linear parameters, 
evaluated at baseline as well as at 30 min intervals during 
90 min OGTT, the Student’s t-test was applied. A p<0.05 
was adopted as statistically significant. 

III. RESULTS 

Table 1 summarizes the results of HRV non-linear analy-
sis performed in 3 groups of subjects following different 
diets. In all analyzed omnivores, ovo-lactovegetarians and 
vegans the R-R intervals presented similar values at rest 
(baseline) as well as at three different intervals (30 min, 60 
min and 90 min) during the OGTT. 

Also the FD did not show any significant difference com-
paring the values detected in the same group at different con-
ditions as well as comparing the different groups (omnivores, 
ovo-lactovegetarians and vegans) at the same condition. 

At all evaluated conditions the Poincaré plot SD1 and 
SD2 values, expressed in absolute units (ms), presented the 
highest values in omnivores, whereas similar lower values 
were observed in both vegetarians groups, at rest and during 
the OGTT. On the other hand, the SD1 and SD2 parameters, 
expressed in normalized units, as well as the SD1/SD2 ratio, 
which indicates the vago-sympathetic balance, presented a 
statistically significant difference between omnivores and 
vegans both at baseline and at 30 min interval during the 
OGTT. 

IV. DISCUSSION 

A growing body of scientific evidence indicates the 
health benefits of vegetarians diets [1-5] with positive ef-
fects on the cardiovascular system, but the exact mecha-
nisms are poorly understood. Furthermore, since vegetarians 
consume widely divergent diets, a differentiation between 
various types of vegetarian diets is necessary. Indeed, many 
contradictions and misunderstandings related to vegetarian-
ism are due to scientific data from studies without this dif-
ferentiation [6]. In general, vegetarian diets are based on 
cereals, pulses, nuts, vegetables and fruits, and may also 
include dairy products and eggs. Ovo-lactovegetarians do 
not consume any meat, poultry or fish, but do include dairy 
products and eggs in their diet. Vegans do not consume any 
foods of animal origin [23]. 

To our knowledge this study is the first one, which re-
ports cardiac ANS activity evaluation comparing omnivores 
with volunteers, divided into ovo-lactovegetarians and ve-
gans, who have been on a vegetarian diet for at least 5 
years. In all subjects the cardiac ANS function was analyzed 
by means of HRV non-linear assessment both at baseline in 
rest condition and during oral glucose tolerance test 
(OGTT). Our data demonstrated no significant difference in 
the HR between the different subjects compared at the same 
condition. Thus, it is likely that a vegetarian diet does not 
exert any relevant effect on this cardiac parameter, consider-
ing healthy young subjects at rest condition. After the glu-
cose ingestion along the OGTT no significant  modification 
of the HR was detected in any of these subjects, in contrast 
with Paolisso et al. (2000), who observed in old subjects, 
during OGTT, an increase of HR as well as a sympathoexci-
tation. 

In our study, at baseline as well as during the OGTT, the 
non-linear Poincaré plot SD1 and SD2 parameters (absolute 
units) showed higher values in omnivores compared to both 
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vegetarians groups, probably due to higher cardiac sympa-
thetic and vagal modulation in this group (Table 1). On the 
other hand, the SD1 and SD2 parameters (n.u.) as well as 
SD1/SD2 ratio revealed a statistically significant difference 

between omnivores and vegans at baseline and at 30 min 
intervals of OGTT, indicating a shift of sympatho-vagal 
balance towards a more sympathetic and less parasympa-
thetic activity in vegans. 

Table 1 Mean values (SD) of RR intervals, Poincaré plot SD1 and SD2 parameters (ms, n.u.), SD1/SD2 ratio, fractal dimension (FD) at rest (baseline) and 
30-60-90 min after glucose administration during oral glucose tolerance test (OGTT) in omnivores, vegans and ovo-lactovegetarians.  *Statistically 

significant difference between omnivores and vegans at p<0.05 

 
Omnivores 

(n=5)  
   Vegans 

(n=8)  

Ovo-
lactovegetarians 

(n=7)  
baseline  Mean value     SD Mean value    SD Mean value   SD 

RR interval (ms) 997 115 995 146 960 105 
SD1 (ms) 28 11 14 4.8 17 5.1 
SD2 (ms) 149 59 83 20 92 19 
SD1 (n.u.) 16 0.40 14* 2.2 15 2.2 
SD2 (n.u.) 84 0.40 86* 2.2 84 2.2 
SD1/SD2 0.19 0.01 0.17* 0.03 0.19 0.03 
FD 1.42 0.16 1.51 0.16 1.44 0.07 
       
30 min       

RR interval (ms) 1057 86 992 133 966 84 
SD1 (ms) 35 23 17 6.4 17 5.5 
SD2 (ms) 153 102 90 19 88 32 
SD1 (n.u.) 18 1.6 15* 3.6 17 1.7 
SD2 (n.u.) 82 1.6 85* 3.6 83 1.7 
SD1/SD2 0.23 0.02 0.18* 0.05 0.20 0.03 
FD 1.46 0.13 1.50 0.16 1.46 0.10 
       
60 min       

RR interval (ms) 990 165 961 134 985 104 
SD1 (ms) 22 12 15 5.7 19 6.2 
SD2 (ms) 108 36 95 31 102 19 
SD1 (n.u.) 17 2.5 14 3.2 15 2.9 
SD2 (n.u.) 83 2.5 86 3.2 85 2.9 
SD1/SD2 0.20 0.04 0.16 0.05 0.18 0.04 
FD 1.46 0.13 1.52 0.12 1.44 0.09 
       
90 min       

RR interval (ms) 1037 144 983 122 971 85 
SD1 (ms) 26 12 16 7.4 20 8.3 
SD2 (ms) 136 49 101 33 100 33 
SD1 (n.u.) 16 2.1 14 4.7 16 1.8 
SD2 (n.u.) 84 2.1 86 4.7 84 1.8 
SD1/SD2 0.19 0.03 0.17 0.06 0.20 0.03 
FD 1.42 0.18 1.50 0.16 1.45 0.08 
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No statistically significant difference was detected com-
paring FD values between different groups in all analyzed 
conditions.  

In conclusion, the HRV analysis, assessed in omnivores, 
ovo-lactovegetarians and vegans by means of Poincaré plot 
non-linear analysis, suggests, at rest, a different sympatho-
vagal modulation in omnivores compared to these two vege-
tarian groups. Furthermore, comparing omnivores with 
vegans, i.e. subjects being on two extremely different diets, 
the difference in cardiac ANS activity appears statistically 
significant. 
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Abstract — In this study arterial parameters of healthy sub-
jects were compared to those of patients with cardiovascular 
diseases. The photoplethysmography (PPG) measurements of 
blood volume pulsations have been performed. Using a novel 
algorithm for analysis of simultaneously measured ear and 
finger PPG signals, arterial parameters were evaluated in 
representative groups of healthy subjects and patients with 
cardiovascular diseases. Digital volume pulse (DVP), pulse 
cycle duration (T), augmentation index (AIx), reflection index 
(RI) and transit time of reflected wave (RTT) were evaluated 
in every heartbeat cycle. Correlations between the AIx and RI, 
T and RTT, AIx and standard deviation of AIx, RTT and 
standard deviation of RTT showed differences between the 
healthy subjects and patients. 

Keywords — photoplethysmography, non-invasive diagnos-
tics, bio-signal processing, vascular assessment, arterial stiff-
ness. 

I. INTRODUCTION 

The analysis of peripheral blood volume pulse helps to 
understand arterial pathologies, a major contributor to car-
diovascular diseases, which is a common cause of death in 
modern society. The risk factors for cardiovascular diseases 
are associated with the increasing stiffness of the arterial 
wall [1,2]. 

Photoplethysmography (PPG) is an optical non-invasive 
measuring technique that can be used to detect blood vol-
ume changes in the peripheral vessels at different body 
locations (fingers, earlobes, toes etc) [3-5]. The blood vol-
ume pulsations, produced by heart, propagate through the 
arterial tree and are affected by reflected waves from the 
arterial branching sites. Most reflecting site is bifurcation of 
aorta in the lower body, so aortic pressure waveform is 
affected mainly by reflected wave from the lower body. 
Aortic waveform is similar to PPG pulse contour at the 
finger or ear and contains several peaks. Analyzing time 
intervals between the peaks of forward and reflected waves 
and the amplitude relation of peaks gives arterial parameters 
[6,7]. 

This study mainly focused on the arterial parameters, 
which were evaluated from simultaneously detected finger 
and ear PPG signals taken from healthy subjects and pa-

tients having cardiovascular diseases. Using a novel signal 
processing algorithm, these arterial parameters were evalu-
ated in representative groups of patients and healthy sub-
jects, with further correlation analysis of the obtained data. 
The diagnostic potential of the proposed methodology is 
discussed as well. 

II. METHODS 

A. Design of the device 

The PPG device used in the study is shown in Fig. 1a. It 
comprises two pulse oximeter contact probes (DS-100A, 
Nellcor, USA), a signal acquisition circuit and portable 
computer with software (written in Visual Basic). Both 
sensors were fixed onto the measurement site by clips 
(Fig. 1b). The analogue signals from the PPG contact 
probes were digitized by a 15-bit analogue-to-digital con-
verter (sampling rate 200 Hz) and transferred to the com-
puter. The PPG signals were saved in data files after each 
measurement. 

B. Subjects 

A total of 174 volunteers were included in the study –  
46 healthy subjects of age range 23-35 years, 26 healthy 
subjects of age range 63-76 years and 102 patients of age 
range 60-80 years with diagnosed cardiovascular diseases 

 a  b 

Fig. 1 The PPG device (a) and sensors applied to finger and ear (b). 
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(27 subjects with coronary occlusion, 63 subjects with pe-
ripheral arterial occlusion in the legs and 12 subjects with 
carotid artery occlusion).  

C. The protocol of measurements 

The measurements were performed in hospital conditions 
at room temperature (22±1 oC). Before the measurements 
the subjects were asked to relax for 3 minutes in a sitting 
position. During the experiment, patients were asked to sit 
normally and quietly with their forearm lying on the legs. 
Measurements were performed continuously in a sitting 
position during 1 minute. 

D. Signal processing 

Data from each measurement were processed offline by 
computer program written in Matlab. DC and slow varying 
components (0-0.1 Hz) were removed by subtracting the 
mean-averaged PPG from the signal (Fig. 2). Random noise 
(>15 Hz) was removed from the signal by a Savitsky-Golay 
smoothing filter. All feet of the PPG pulses (signal minima) 
were found, and the normalized digital volume pulse (DVP) 
was calculated for each heartbeat cycle, as well as the pulse 
cycle duration (T). The feet of the DVP of the ear and finger 
were offset in time to start always at time t=0 (Fig. 3a). 

Typically, the DVP is formed by a direct pressure wave 
that propagates from the heart to the finger and ear, and a 
delayed component that is reflected backward from periph-
eral arteries [6,7]. In our calculations we assumed that a part 
of the reflected wave appears in the systole and another part 
appears in diastole of the DVP. One direct wave and three 
reflected waves were considered in the model calculations. 

The following calculations were performed for both ear 
and finger DVP. Firstly, the second derivative of the DVP 
was calculated (Fig. 3a). Then, two inflection points where 
the second derivative crosses zero, near the local maximum 
(in the time interval 0.2 – 0.4 s) were found. The DVP 
waveform was separated into two parts: a systolic part from 
the foot of the DVP to the first inflection point, and a dia-
stolic part from the second inflection point to the end of the 
DVP. Secondly, each part of DVP was fitted with the sum 
of two Gaussian functions (Fig. 3b). The amplitudes of 
these Gaussian functions were evaluated independently for 
ear and finger DVP, but the positions of the Gaussians were 
the same for ear and finger DVP. 

The model parameters were evaluated by means of a 
least square minimization of the following sum: 

min
1

2
,

N

j
jnj pDVP   (1) 

where DVP is the systolic (n=1) or diastolic (n=2) part of 
the DVP data, p – the model fitted to data, N – the number 
of data points. The model is fitted to data by solving the 
following system of equations: 
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where b – Gaussian width,  – Gaussian time shift, P – 
Gaussian peak amplitude, m=1 for ear, m=2 for finger DVP, 
and k refers to the Gaussian that belongs to the fitting func-
tion of that part of the DVP. 

Solving (1) and (2) gave values of P12, P22, P32, P42 which 
correspond to the amplitudes of the finger DVP at the three 
inflection points at time positions 1 , 2 , 3 , 4  which are 
common for ear and finger DVP (Fig. 3b). 

Arterial parameters – transit time of the reflected wave 
RTT, augmentation index AIx and reflection index RI are 
calculated from equations (3), (4) and (5): 

13RTT   (3) 

12

2212
P

PPAIx   (4) 

12

32
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Fig. 2 PPG signals measured from the ear and finger. Dots indicate the 
positions of the feet. 

 a  b 

Fig. 3 Separation of systolic and diastolic parts (a) and evaluation of the 
inflection points of the DVP by Gaussian fitting (b). Bold dots represent 

the DVP, dotted lines – Gaussians. 
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III. RESULTS 

Fig. 4-7 shows the correlations between the arterial pa-
rameters and its standard deviations. The parameters of five 
subject groups are showed in graphs: 1) healthy young, 2) 
healthy elderly, 3) carotid artery occlusion, 4) leg artery 
occlusion, 5) coronary occlusion. From the Fig. 4-7 is seen 
a clear difference between the three patient groups – healthy 
young, healthy elderly and patients with cardiovascular 
diseases. Ellipse lines around the data points represent the 
borders of data. 

Fig. 4 shows the dependence of AIx and RI. Correlation 
between these parameters is linear for all subject types. For 
older and more diseased patients AIx showed higher values 

compared with young subjects (Fig. 4, Fig. 5). Fig. 6 shows 
dependence of pulse cycle duration (T) and RTT during a 
single pulse cycle. The values of RTT decreased for higher 
pulse rates (or lower T) and showed lower values for pa-
tients. Standard deviation of RTT shows greater value for 
patients (Fig. 7). 

IV. DISCUSSION 

The results obtained in this study showed a correlation 
between the arterial parameters AIx, RI, RTT and T. This 
means that all parameters are somehow related to each 
other. AIx and RI are related to amplitude of reflected pulse 
waves, but RTT depends of transit time of propagated pulse 
wave [6,7]. These parameters are related to compliance of 

 

Fig. 4 The correlation of augmentation index (AIx) and reflection index 
(RI) for five groups of subjects. Each dot represents separate heartbeat. 

 

Fig. 5 The correlation of augmentation index (AIx) and standard deviation 
of AIx. Each dot represents separate heartbeat. 

 

Fig. 6 The correlation of pulse cycle duration (T) and transit time of the 
reflected wave (RTT) for five groups of subjects. 

 

Fig. 7 The correlation of transit time of the reflected wave (RTT) and 
standard deviation of RTT for five groups of subjects. 
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aorta and large arteries [2], which depends of various fac-
tors such as hypertension and high arterial stiffness. 
Changes in the vascular tone induce changes in the ampli-
tude of the wave reflected from the periphery. When the 
arteries become stiffer, the amplitude of the reflected wave 
increases. This leads to higher AIx and RI values. Both AIx 
and RI are related with cardiovascular risk factors [1,2]. 
Fig. 4 and Fig. 5 show increased values of AIx for older and 
diseased subjects while increasing of RI is negligible. This 
means that AIx can be better in diagnosis of cardiovascular 
diseases. 

Arterial stiffness is also associated with peripheral vascu-
lar tone. Changes in pulse rate can affect peripheral vascular 
tone and therefore change the arterial stiffness [8]. There-
fore, RTT decreases due to increasing vascular tone and 
higher pulse wave velocity in the arteries. Our results 
showed correlation between the pulse cycle duration and 
RTT, with lower RTT values for patients than for healthy 
subjects (Fig. 6, Fig. 7). 

The DVP shape can be adequately fitted with a superpo-
sition of four Gaussians, which may be efficiently used to 
estimate the arterial parameters, especially when the DVP is 
weak and noisy or in cases when the diastolic part of the 
DVP is damped out. Compared with the standard method 
[6,7,9,10] when the inflection points of the DVP are calcu-
lated using the first or higher derivatives, the Gaussian fit-
ting method is more sensitive. In addition, this method be-
comes more attractive when two or more DVP from 
different body sites are fitted by superposition of Gaussians. 
One should note that the inflection points of DVPs meas-
ured at different body sites are common in time but differ in 
amplitude. Therefore, additional measurements give greater 
certainty about the location of the inflection points. 

V. CONCLUSIONS  

The results of this study show that the PPG technique 
may have the potential to detect and assess arterial diseases 
associated with increasing arterial stiffness. 

The obtained results demonstrated differences among the 
correlations in arterial parameters RTT, AIx, and RI of 
healthy subjects and patients. This indicates to their poten-
tial to be used as risk factors in fast non-invasive primary 
vascular diagnostics. The novel algorithm for the analysis of 

simultaneously measured ear and finger PPG allows the 
evaluation of arterial parameters of patients whose pulse 
contour is difficult to analyze with traditional means. 
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Dialysis Adequacy On-line Monitoring Using DiaSens Optical Sensor: 
Technique and Clinical Application 

A. Scherbakov1, I. Fridolin1 

1 Tallinn University of Technology, Estonia  

Abstract — Background: DiaSens is an optical sensor that 
uses UV-light to measure the rate of substances removal from 
the blood during dialysis thus being able to monitor the dialy-
sis quality. DiaSens is connected to the drain output of the 
dialysis machine with dialysate passing through its flow-
through optical cell. The concentration of substances in spent 
dialysate is directly proportional to the light absorbance. The 
sensor working principle is based on Beer-Lambert’s law. 

Objective: Evaluate DiaSens measurement results in com-
parison with blood urea measurements. 

Methods: The study included 19 treatments in total from 5 
uremic patients, both male and female. All patients were on 
chronic thrice-weekly haemodialysis therapy and standard 
procedure duration varied from 180 to 300 minutes. Study 
included both stable and unstable treatments. 

Results: The mean values of the estimated parameters 
(mean ± SD) were: (1) Kt/V was 1,07 ± 0,14, (N = 11), spKt/V 
was 1,13 ± 0,20, (N = 11), and eKt/V was 1,07 ± 0,12, (N = 11) 
from DiaSens, and (2) Kt/V was 1,15 ± 0,15, (N = 11), spKt/V 
was 1,20 ± 0,14, (N = 11), and eKt/V was 1,14 ± 0,14, (N = 11) 
from the blood sample analysis. Difference between the Kt/V, 
spKt/V and eKt/V obtained from the blood sample analysis 
and DiaSens was approximately 10% from the corresponding 
DiaSens average absolute values being stably 0.07 lower com-
paring to the blood urea tests. 

Conclusion: The measurement results obtained by DiaSens 
have a strong and stable relationship with those received using 
the reference laboratory technique. DiaSens could be used in 
hospitals for routine dialysis adequacy monitoring to comple-
ment or replace blood sampling method. 

Keywords — DiaSens, optical dialysis monitoring, Kt/V, di-
alysis quality, dialysis adequacy. 

I. INTRODUCTION 

Dialysis dose has been reported to have great signifi-
cance for the outcome of dialysis treatment. Many studies 
have shown a relationship between dialysis dose, measured 
as Kt/V and morbidity and mortality among haemodialysis 
patients.  

Recently an optical method for on-line monitoring of sol-
utes in the spent dialysate utilizing the UV-absorbance has 
been developed, enabling one to follow a single haemodi-
alysis session continuously and monitor deviations in dialy-
sis efficiency. The UV-method does not need blood sam-

ples, no disposables or chemicals, is fast, and allows to 
continuously measure the elimination of the substances that 
are retained in the uremic patients. The method, contribut-
ing to the identification, characterization, and evaluation of 
uremic retention solutes, offers new perspectives to ensure 
dialysis adequacy and quality.  

DiaSens is a commercially available optical monitoring 
device that uses UV-radiation for constant monitoring of 
haemodialysis treatment.  

DiaSens utilizes double-channel optical system with 
LED as a light source and two gallium nitride based photo-
diodes as detectors. Wavelength used in DiaSens is  = 280 
nm. 

II. MATERIALS AND METHODS 

The study was performed after approval of the protocol 
by the Ethics Committee of Estonian Ministry of Health 
(approval no.1229). 

The study included 19 treatments in total from 5 uremic 
patients. All patients were on chronic thrice-weekly haemo-
dialysis therapy and standard procedure duration varied 
between 180 and 300 minutes. 

For determination of UV absorbance DiaSens was con-
nected to the drain tube of the dialysis machine. The ab-
sorbance A [a.u.] of a solution, obtained using pure dialys-
ate as a reference solution, is given by the Beer-Lambert 
law as 

0 0log log
r s r

I I
A

I I
  (1) 

where 
I0 is the intensity of incident light from the light source   
Ir is the intensity of transmitted light through the refer-
ence solution 
Ir+s is the summated intensity of transmitted light through 
the reference solution mixed with the solution under 
study 
Several treatment results were excluded from the study 

because of nurse or laboratory errors or DiaHub failures. 
Blood samples were taken before the beginning of the 

treatment and 5 minutes prior to its end and then analyzed 
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in the laboratory to determine the concentration of urea and 
uric acid. 

Logs of each procedure including all changes in the pro-
cedure course were taken by the nurses and analyzed after-
wards. 

Kt/V value for blood samples was then calculated ac-
cording to the (equation 2) and using the absorption curve 
slope (K/V) for DiaSens (equation 3) 

0ln
CKt

V C
  (2) 

/ aKt V S t   (3) 

Calculation of spKt/V was performed using the following 
formulas for blood samples 

0 0

/ ln 0.008 4 3.5
60

t tC Ct UFspKt V
C C W

 (4) 

and for DiaSens 

/ ln 0.008 4 3.5
60

Kt Kt
V Vt UFspKt V e e

W
 (5) 

where  
C0 – initial concentration of urea (mmol/l) 
Ct – concentration at arbitrary moment (mmol/l) 
UF – ultrafiltration volume (litres) 
W – end-session body weight (kg) 
t – treatment time (min) 
K – dialyser clearance (ml/min) 
V – urea distribution volume (litres) 

Equilibrated Kt/V was calculated using the following 
equation 

0.6/ / * / 0.03
/ 60

eKt V spKt V spKt V
t

 (6) 

where t is treatment time in minutes. 

III. EXPERIMENT RESULTS 

The method of processing of the experimental data was 
adopted from an article “Estimation of Delivered Dialysis 
Dose by On-Line Monitoring of the Ultraviolet Absorbance 
in the Spent Dialysate” by F. Uhlin, I.Fridolin et al [21]. 

Several treatment sessions were excluded from the study 
due to obvious laboratory errors (2 treatments) or DiaSens 
software failures (1 treatment). 

The results are presented as mean value + SD (Table 1). 
The results are depicted on figures 2, 3, 4. 
From the abovementioned figures it can be noted that Di-

aSens values are generally lower than those obtained from 
blood samples. The stability of this tendency suggests that 
the difference can be removed with DiaSens pre-calibration. 

The figures above show that deviation values themselves 
may vary greatly mostly due to treatment instabilities. 

Table 1 Experiment results 

 Blood urea Blood uric acid DiaSens 
Kt/V  1.15 ± 0.15 1.10 ± 0.24 1.07 ± 0.14 
spKt/V 1.20 ± 0.14 1.17 ± 0.28 1.13 ± 0.20 
eKt/V 1.14 ± 0.14 1.10 ± 0.23 1.07 ± 0.12 

  

Fig. 1 Experiment setup 
 

Fig. 2 Kt/V values for blood samples and DiaSens 
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Fig. 3 Single-pool Kt/V values for blood samples and DiaSens 

 

Fig. 4 Equilibrated Kt/V values for blood samples and DiaSens 

IV. DISCUSSION 

It is for many years that a possibility of using ultraviolet 
optical monitoring for dialysis treatment is known, but the 
purpose of this experiment was to demonstrate the work of 
the device that is not only based on the principles of UV-
monitoring, but ready to be installed in clinics and operate 
on a daily basis. 

DiaSens implements all the advantages of the optical 
method over its competitors, such as precision, simplicity 
and ability to operate in such conditions where other semi-
online methods [3,4,5,22] fail. It provides continuous online 
measurement and immediately identifies any changes in 
dialysis machine performance. 

As it can be clearly observed difference between blood 
analysis and DiaSens readings exists with DiaSens having 
an obvious tendency of understating treatment results. 

The lower mean Kt/V value of the UV-method may be 
explained by a lower clearance of these UV-absorbing 
higher molecular weight solutes compared to that of urea as 
indicated by removal of uric acid in this study. The fact that 
urea-based methods have differences similar to the UV-
method indicates that the removal rate of UV-absorbing 
solutes is comparable to a non-UV-absorbing solute like 
urea during haemodialysis. 

The accuracy of the DiaSens described in this study 
shows a non-systematic error of approximately 10 % (100% 
* difference in SD/mean), which is similar to the errors of 
the other methods and studies described above. A way to 
further minimize the SD value for differences between 
blood-urea and the UV method is probably to apply appro-
priate calibration (Fridolin 2006). Nevertheless, it still 
seems quite difficult to achieve a low SD even using the 
standard methods, indicating that HD is a complicated clini-
cal treatment where the measurement situation is cumber-
some. 

Another explanation of the fact that some patients show 
high deviation might be that both stable and unstable treat-
ments we put into the same statistical group. Procedure is 
classified as “unstable” if some unexpected events occurred 
during its course (Figure 8). Those can be blood flow 
changes, machine pump stops due to many reasons, poor 
vascular access, dialysis machine malfunction, pressure 
changes etc. Due to this fact changes in substances concen-
tration in spent dialysate may change significantly. These 
abrupt changes are easily recognizable but still they are the 
source of an additional error in the final results of the ex-
periment. 

Nevertheless, it is during unstable treatments where Di-
aSens becomes the most valuable asset. Blood sample 
analysis method does not give any information about the 
procedure course, but rather only its start and end points. 
The UV-technique, on the other hand, gives the possibility 
to follow each dialysis treatment continuously, due to the 
very high sampling frequency, allowing the monitoring of 
any deviations on-line and the presentation of the data in an 
appropriate way on a screen. The method offers the possi-
bility to create a database where valuable information about 
each dialysis treatment can be first saved and analyzed 
afterwards. The application could be especially suitable for 
following the patients during home-HD. This information 
can be a useful source for analyzing and revising treatment 
quality and existing standards and methods to ensure treat-
ment quality and patient welfare. 
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Effects of ROI Size on Correlation between ROISR and SNR 
L. Sinkkila1, J. Vaisanen1, O. Vaisanen1 and J. Hyttinen1 

1 Department of Biomedical Engineering, Tampere University of Technology, Tampere, Finland 

Abstract— In electroencephalography (EEG) measurements 
the highest possible signal-to-noise ratio is always sought in 
order to achieve measurement results of as high quality as 
possible. In an ideal measurement the sensitivity of the meas-
urement should focus on the region of interest (ROI) in com-
parison to other source areas inside the volume conductor. A 
parameter called region of interest sensitivity ratio (ROISR) 
has been previously introduced by Vaisanen et al. for analyz-
ing the sensitivity distribution of an EEG measurement. They 
have found that the ROISR parameter correlates with signal-
to-noise ratio (SNR). The correlation is highest in an optimal 
case when all the signal sources are located within the ROI and 
all the noise sources are located outside the ROI in other parts 
of the volume conductor. In this paper we studied the effect of 
the size of the ROI on the correlation with multilead VEP 
measurements performed on three testees. The results show 
that when the ROI location and general measurement settings 
are chosen carefully, the ideal ROI radius in a VEP experi-
ment is 20 mm. Further on, since the correlation is highest 
when the measurement parameters are ideally chosen the 
experiments indicate that the ROISR parameter could be used 
for optimising EEG measurement set-ups and it could also 
have applications in source localization. 

Keywords— region of interest sensitivity ratio, signal-to-
noise ratio, sensitivity distribution 

I. INTRODUCTION   

In electroencephalography (EEG) measurements an opti-
mal electrode configuration and the highest possible signal-
to-noise ratio (SNR) is significant. To achieve a high SNR the 
measurement sensitivity should be concentrated accurately on 
the region of interest (ROI). The signal sources should locate 
inside the ROI volume and the noise sources outside the ROI 
volume within the nonROI volume. In practise it would be 
convenient to be able to evaluate the sensitivity properties of a 
measurement in advance to achieve the best possible results.  

Only a few methods for analysing the sensitivity distribu-
tions of an EEG measurement have been introduced. One of 
them is the half-sensitivity volume (HSV), which is used to 
define a volume in which the measurement sensitivity is 
concentrated [1]. Another method previously introduced in 
[2] utilizes a parameter called region of interest sensitivity 
ratio (ROISR) [2]. ROISR characterises how well the sensi-
tivity of a bipolar EEG lead is concentrated within the ROI 
in comparison with other source regions inside the volume 

conductor. In optimal situation the signal measured is gen-
erated by the sources inside the ROI and the sources outside 
the ROI produce noise to the measurement.  

The correlation between ROISR and SNR in multichan-
nel p100 visual evoked potential (VEP) measurements has 
been previously demonstrated in [2]. The magnitude of the 
correlation in various source distribution models has been 
examined in a stimulation study [3]. When the signal 
sources are located within all points of the ROI and the 
noise sources in all other points of the brain the correlation 
in an ideal case is close to 100 %. 

The VEPs in [2] were measured with a 256-channel Neu-
roscan measurement cap with an electrode corresponding to 
Cz of the internationally standardized 10-20 system as a 
reference. The sensitivity distributions of 254 channels were 
calculated within the brain volume of a three-layer spherical 
head model with an analytical method introduced by Rush 
and Driscoll [4]. Based on the studies it is evident that the 
ROI size and location have an effect on the correlation be-
tween ROISR and SNR. In the calculation of ROISR the 
ROI was selected to have a constant 20 mm radius and its’ 
location was varied in the model around the cortex. The 
results showed that the correlations are high (>90%) when 
the ROI is located near the posterior part of the head model 
where the primary visual cortex is located. 

In the present paper we further evaluate the effect of the 
ROI radius on the correlation and seek the most optimal 
radius length in a VEP experiment by comparing the meas-
ured correlations between ROISR and SNR using the same 
measurement settings as in [2]. 

The objective of this study is to examine the effect of the 
ROI size on correlation between ROISR and SNR in VEP 
multichannel measurements and to evaluate the feasibility of 
the ROISR method in analysing EEG measurement systems. 

II. METHODS 

A. Sensitivity distribution 

In an EEG measurement the sensitivity distributions of a 
measurement configuration can be described with lead 
fields defined by McFee and Johnston [5]. When the field 
point is fixed in a certain location the length and direction 
of the lead vector receive different values as a function of 
source location. The value of the lead vector can be deter-
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mined for each source location while the lead detects the 
source with different sensitivity depending on it. Each lead 
vector represents the sensitivity of the lead to the specific 
dipole source as a function of its location and direction. 
This distribution over the volume conductor is called the 
sensitivity distribution [5]. 

The lead vectors define the relationship between the sig-
nal measured in the lead and the current sources in the vol-
ume conductor. This is described in equation 1. 

dvJJdvJJV
i

LE
i

LELE )cos(11
 (1) 

, where VLE is the lead voltage,  is the conductivity at the 

source point, LEJ  is the lead field and iJ is the impressed 
current source density and  is the angle between the lead 
vector and the source vector. The lead voltage is expressed 
as the scalar product of the source density and the lead field 
current density through the entire volume source [5]. 

The lead field theorem is originally based on the recip-
rocity theorem introduced be Hermann von Helmholtz in 
1853. It denotes that the lead field LEJ  equals the electric cur-
rent density field through a volume conductor when a recipro-
cal unit current (IR=1 A) is fed to the measurement leads. [6]   

B.  Spherical head model 

A three-layer spherical Rush and Driscoll head model [4] 
was used to calculate the sensitivity distributions of 254 
bipolar EEG leads. The model takes into consideration three 
major tissue types. These are the scalp, the skull and the 
brain. The radii of the three layers are 92, 85 and 80 mm, 
respectfully. The resolution of the model is 2mm x 2mm x 
2mm and it contains in all 267 730 nodes. Every node ex-
presses an 8 mm3 volume in the brain region. 

C. The concept of ROISR 

A modelling related parameter called ROISR has previ-
ously been introduced in [2]. It describes how well the sen-
sitivity of an EEG measurement is concentrated within the 
ROI in comparison with other source areas inside the vol-
ume conductor referred to as nonROI. In an EEG measure-
ment, ROISR is defined as a ratio between the average 
sensitivity of a ROI volume and the average sensitivity of a 
nonROI volume as described in equation 2.  
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where VROI is the ROI source volume, VnonROI is the nonROI 
source volume and  is the angle between the lead vector 
and the source vector. 

The latter part of the equation describes a case where the 
directions of the sensitivities inside the ROI and the nonROI 
are known. In practise the directions of the noise sources are 
almost impossible to know and therefore the worst-case 
scenario where they are oriented parallel to the lead vectors 
is usually chosen. If the directions inside ROI are known 
they are used in the calculations.  

In this experiment the effects of the ROI size were studied 
by calculating the sensitivity distributions as earlier described. 
The ROI was chosen to be the shape of a partial sphere, 
restricted by the surface of the brain layer of the three-layer 
spherical head model on the outer side. Its size was varied 
by altering its radius between 5 to 50 mm with steps of 5 
mm. The shape and the location of the ROI volumes inside 
the head model are represented in Fig. 1. Its location was 
chosen to where the primary visual cortex and hence the 
signal sources were assumed to be [7]. Since the SNR val-
ues are presumed to be highest near the source region, the 
centre of the ROI location was set on the brain layer directly 
underneath the electrode with the highest SNR [2]. After 
defining the ROI parameters, the correlations between 
ROISR and SNR were calculated, differences between ra-
dius lengths evaluated and the optimal radius defined. 

D. Measurements and clinical data 

For the clinical experiment we performed a multichannel 
p100 VEP measurement on three healthy testees; one male 
and two females. The measurements were conducted twice 
on each testee producing six individual measurement ex-
aminations. The VEPs were measured with a Neuroscan 
256-channel EEG cap. The experiment was based on a 

 

Fig. 1 A cross-section of the spherical head model representing two ROI 
areas with radii of 20 mm and 50 mm. The numbers on the surface indicate 

the measurement electrodes on the centerline of the measurement cap. 
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checkerboard stimulation [8] produced with Stim from 
Neuroscan. The stimulus was repeated 200 to 300 times. 
After collecting the data electrode locations were digitised 
and fitted on the head model surface. The continuous data 
was then processed and cut into series of sweeps called 
epochs. Channels and epoch of poor quality were removed 
and finally the data was averaged. 

E.  Analysis 

The ROISR parameter has a notable correlation to the 
SNR since the ROI volume is assumed to contain the signal 
sources and the nonROI volume the noise sources [3]. In 
this study we have calculated the SNR with a natural SNR 
estimator introduced by Raz, Turetsky and Fein [9]. We 
further calculated the correlation between ROISR and SNR 
for all EEG channels by using equation 3. 
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where X corresponds to the individual SNRs of the meas-
urement leads, Y corresponds to the ROISRs of the meas-
urement leads and n is the total number of the leads (254). 
The higher the correlation is, the better the calculated SNR 
and ROISR values correspond to each other. 

III. RESULTS 

The results of the effects of the ROI radius on the corre-
lation are presented in Table 1. The correlations of the six 
measurements are averaged separately for each radius 
length. The variation of the correlations amongst the six 
measurements is also presented.  

The results show that on average the ROI volumes with 
radii of 20 mm give the highest correlations between 
ROISR and SNR. Therefore the optimal ROI radius of a 

VEP experiment can be estimated to be 20 mm The correla-
tions with this radius were between 88 - 96%. In compari-
son, the correlations with 5mm and 50mm radii were be-
tween 86 - 95% and 79 - 90%, respectively. The average 
correlation for the 20 mm radius is 93 %. For the smaller 
radii the correlations are very similar but as the ROI volume 
increases the correlation significantly decreases.  

IV. DISCUSSION 

A. Findings of the study 

When the ROI volume is chosen correctly the correlation 
between ROISR and SNR is high. In an optimal situation 
the ROI volume contains all the signal sources and none of 
the noise sources. In this study we chose a constant location 
and varied the ROI radius in a VEP experiment. The results 
of this study indicate that the optimal radius length is 20 
mm, which is close to the reported size of the cortical vol-
ume where p100 components are produced [10]. 

If the highest correlations in a measurement are received 
with a ROI having a larger radius (>20 mm), it can be as-
sumed that the location of the ROI has not been optimal. 
The volume does not include all the signal sources while 
some noise sources are included instead. On the other hand 
if the highest correlations are received when the ROI radius 
is smaller than 20 mm the results suggest that the actual 
signal sources are located on a smaller area. 

B. Limitations of the study 

In this study we used the spherical head model, which does 
not correspond a real human head very accurately. Its shape is 
very simplified and it only represents the three major tissue 
types. Therefore higher correlations might have been 
achieved with a more realistic head model. We chose the ROI 
locations for each testee by approximating the location of the 
primary visual cortex. Since the location of this area might 
vary between testees it was based on choosing the electrode 
with the highest SNR. By using a more precise method to 
evaluate the location could have an effect on the results.  

Another important factor is the electrode configuration. 
In this study we used an electrode corresponding the Cz 
electrode of the international 10-20 system as a reference. 
Testing various reference sites and combinations could give 
higher correlations. All of these factors could be taken into 
account in future studies to improve EEG measurements. 

C. Future considerations 

In EEG measurements it is important that the optimal 
electrode configuration is selected in order to achieve high 

Table 1 Correlations between ROISR and SNR 

ROI radius (mm) Average correlation (%) Variation (%) 
5 90 86-95 
10 92 88-96 
15 92 88-96 
20 93 88-96 
25 92 88-96 
30 92 87-95 
35 91 86-94 
40 89 84-93 
45 88 82-92 
50 86 79-90 
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quality results. The results imply that since the ROISR pa-
rameter has high correlation with SNR while the ROI has 
been chosen correctly, with a constant ROI the effects of 
different electrode configurations on the correlation could 
be examined. By finding the setting with the highest corre-
lation the most appropriate settings for each study could be 
chosen. The correlations are highest when the location and 
size of the ROI volume are optimally chosen and when the 
electrode configuration is also optimal. By evaluating the 
differences in the correlation while varying the ROI pa-
rameters, ROISR could also be utilized in source localiza-
tion purposes.  

V. CONCLUSION 

In EEG measurements it is important to choose the cor-
rect measurement settings in order to receive optimal re-
sults. In the present paper we defined the optimal ROI ra-
dius of a VEP experiment by applying the ROISR 
parameter and calculating its correlation with SNR. The 
results indicate that for this specific measurement the ROI 
radius which should be applied in ROISR calculations is 20 
mm. When the ROI volume is correctly localized the 
ROISR parameter can be used to analyse EEG measurement 
systems by testing various measurement settings and choos-
ing the setting with the optimal sensitivity distribution. 
Since a high correlation between ROISR and SNR is evi-
dent when the ROI is correctly chosen, the method could 
also be utilized in source localization. 
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Abstract — The aim of this study was to investigate the 
changes in the EEG coherence produced by microwave 
exposure for healthy and depressive persons. The experiments 
were carried out on two groups of volunteers: a group of 
healthy subjects and a group of patients with major depressive 
disorder. Each group consisted of 18 female subjects. During 
30 min experiment volunteers were exposed to 450 MHz 
microwave radiation modulated at 1000 Hz. The field density 
at the scalp was 1,6 mW/cm2.  The coherence values were 
calculated for FP1-T3 – FP2-T4, T3-P3 – T4-P4 and P3-O1 – 
P4-O2 channel pairs. The EEG theta (4-8 Hz), alpha (8-13 Hz), 
beta1 (13-20 Hz) and beta2 (20-40 Hz) frequency bands were 
selected for analysis. Statistical analysis of calculated 
parameter for individuals with post-host Bonferroni correction 
was applied. The experiments demonstrated no significant 
changes in the EEG coherence between exposed and not 
exposed conditions for healthy as well as depressive group. 
However, the results showed significant changes produced by 
exposure in the EEG coherence for a part of subjects. In the 
healthy group: 1) an increase occurred in the EEG coherence 
in theta and alpha rhythms, and the differences were 
statistically significant over the frontal and temporal regions in 
theta (3 subjects, 16 %) and alpha (2 subjects, 11 %) rhythms, 
2) decrease in alpha (2 subjects, 11%) rhythm was statistically 
significant over the parietal and occipital regions. In the group 
of patients with major depressive disorder microwave 
exposure caused statistically significant changes in the EEG 
coherence in beta2 rhythm (2 subjects, 11 %) over frontal and 
temporal regions and in alpha (3 subjects, 16 %) over 
temporal and parietal regions.  

Keywords — microwave radiation, depression, EEG 
analysis, coherence. 

I. INTRODUCTION 

The increasing applications of telecommunication 
devices roused problem of possible effects of the radio 
frequency electromagnetic, especially microwave field on 
human brain physiology. This effect can be different for 
healthy persons and persons with mental disorders as 
probably more sensitive to external stressors.  

The diagnosis of depression as a mental disorder is based 
on evaluation of the intensity of subjective and clinical 
symptoms by psychiatrists (M.I.N.I interview, Hamilton test 
etc.). Prolonged electroencephalographic (EEG) studies 
have found the abnormities in brain functioning in patients 

with depressive disorder. Based on these studies it was 
supposed that left frontal hypoactivation is distinctive for 
depressed individuals, being characterized by relatively 
more left alpha activity [1, 2, 3]. Moreover, frontal alpha 
asymmetry seems to characterize also recovered depressives 
[2, 3]. In addition, absolute and relative power in beta band 
appeared to differentiate patients and controls, with patients 
exhibiting more power than controls [1]. The findings above 
suppose that characteristic changes in the EEG pattern in 
patients with depressive disorder are related to spatial 
phenomena in the brain. Brain spatial behaviour can be 
measured not only by the asymmetry of energy but also by 
the inter-hemispheric EEG coherence.   

EEG coherence is a sophisticated technique that 
quantifies the similarity between EEG waveforms generated 
at a pair of electrodes and is considered to be an indicator of 
interdependence between those sites [4]. EEG coherence 
studies with patients with depressive disorder had reported 
reduced coherence values compared to healthy controls  
[1, 5].  

The recent results of effect of microwave exposure on 
brain functioning have reported that exposure to a low-level 
microwave produces alterations in the resting 
electroencephalographic signal and/or brain behaviour [6, 7, 
8, 9]. Authors of other studies have demonstrated that 
exposure to pulse-modulated microwave alters not only 
EEG but also regional cerebral blood flow [8, 10, 11]. 
Patients with major depressive disorder have shown to be 
more sensitive to low-level microwave exposure than 
healthy subjects [12].  

The measures for detection of the effect of microwave 
exposure to the brain applied in these studies were based on 
energy of the EEG or intensity of the blood flow. The 
measures based on spatial correlation in the brain as 
coherence can provide additional information about 
microwave effects on brain bioelectrical activity. 

The aim of this study was to investigate the effect of 
modulated microwave exposure on the EEG coherence. 
Inter-hemispheric coherence between frontal, temporal, 
parietal and occipital channels was considered. 
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II. MATERIALS AND METHODS 

A. Subjects 

The experiments were carried out on two groups of 
volunteers: a group of patients with major depressive 
disorder and a group of healthy subjects. Each group 
consisted of 18 female subjects, mean age 39 years, 
standard deviation 10 years. 

The study was conducted in accordance with the 
Declaration of Helsinki and has formally approved by the 
local Medical Research Ethics Committee.  

Subjects with major depressive disorder were selected for 
hospital inpatient unit. Subjects with non/psychotic major 
depressive disorder as defined by ICD-10 criteria and 
determined by 17-item Hamilton Depression Rating Scale 
(HAM-D) score more than 14 were eligible. The average 
score for the group was 21 (SD 3.3). Subjects were without 
antidepressant treatment, only regular (same dosage for 
more than 3 weeks) benzodiazepine use was allowed. 

All the subjects passed two experimental procedures – 
with exposure and sham. During each test session, the 
succession of exposure-sham was randomly assigned. The 
subjects were not informed of their exposure; however, they 
were aware of the possibility of being exposed. 

B. Microwave exposure 

The 450 MHz microwave radiation was generated by the 
Rhode & Swartz (Germany) signal generator model 
SML02. The RF signal was 100% pulse modulated by the 
modulator SML-B3 at 1000 Hz frequency (duty cycle 
50 %). The generator signal was amplified with the Dage 
Corporation (USA) power amplifier model MSD/2597601 
and additional laboratory amplifier (Miteq-Eesti, Estonia). 
The generator and amplifier were carefully shielded and 
located in the laboratory room.  The 10W EMF output 
power was guided by coaxial to the quarter-wave antenna 
NMT450 RA3205 by Allgon Mobile Communication AB, 
Sweden, located at 10 cm from the skin from the left side of 
the head. 

The spatial distribution of the microwave power density 
was measured by the Fieldmeter C.A 43 Chauvin Arnoux 
(France) field strength meter. The calibration curves of the 
field power density dependence on the distance from the 
radiating antenna were obtained from these measurements 
performed in the real condition of the experiment. During 
the experiments, the stability of the microwave level was 
monitored by the IC Engineering (USA) Digi Field C field 
strength meter. Estimated by the measured calibration 
curves, the field power density ant he skin from the left side 
of the head was 1, 6 mW/cm2. The SAR value, calculated 
based on the maximum field power density, is 0,3 W/kg. 

C. Experimental procedure and EEG recording equipment 

The study consisted of two experimental procedures 
identical for all subjects. The first protocol included 
continuous EEG recording during 30 minutes.  

The 450MHz 1000 Hz modulated microwave exposure is 
switched on during all recoding. The second protocol is the 
same except that the microwave exposure is switched off.  

The Cadwell Easy II EEG measurement equipment was 
used for the EEG recordings. The EEG was recorded using 
32 electrodes, which were placed on the subject’s head 
according to the international 10-20-electrode position 
classification system. The channels for analysis were chosen 
to cover the entire head: frontal – FP1, FP2; parietal - P5, 
P4, temporal – T3, T4; occipital – O1, O2 and the reference 
electrode Cz. The EEG recordings were stored on a 
computer with a 400 Hz sampling frequency.  

D. EEG analysis 

The dynamics of the EEG energy of the theta (4-8 Hz), 
alpha (8-13 Hz), beta1 (13-20 Hz) and beta2 (20-40 Hz) 
frequency bands were analyzed. 

The 30 min signal was divided into overlapping epochs 
(50%), with the length of 1024 points. Epochs were 
extracted through a Hanning window and submitted to Fast 
Fourier Transform (FFT).  

Segment of the EEG recordings with the length of 10 
minute were selected for analysis. 

Coherence values were computed using the next formula: 
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where k1 and k2 are the lowest and highest frequency in 
specific frequency band, respectively. The coherence values 
were calculated for FP1-T3  FP2-T4, T3-P3  T4-P4 and 
P3-01  P4-02 channel pairs. To estimate the long-term 
effect of microwave exposure to EEG coherence the 
difference between last 10 min and first 10 min of recorded 
EEG signal was selected for analysis. 

Signal processing and calculation of parameters were 
performed in the LabView programming and signal 
processing environment. 
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The statistical analysis of calculated parameter for 
individuals with post-host Bonferroni correction was 
applied. 

III. RESULTS AND DISCUSSION 

Coherence values were calculated for FP1-T3 – FP2-T4, 
T3-P3 – T4-P4 and P3-O1 – P4-O2 channel pairs for all 
subjects for microwave exposure and sham recordings. 

Average coherence values for healthy participants in 
sham conditions are presented in Fig. 1. Fig. 2 presents 
average coherence values for healthy participants in 
microwave exposure condition. 

As can be seen, the biggest differences are in frontal and 
temporal regions. Alpha rhythm is more influenced in  
P3-O1 and P4-O2 channel pairs. In case of microwave 
exposure in frontal-temporal region coherence values are 
increased; the decrease of coherence values occurred in 
parietal-occipital region. 

For sham recordings, there were no significant results for 
individuals estimated by the ratio of computed coherence 

differences to the standard deviation (calculated on the basis 
of sham signals). For recordings using microwave exposure, 
the differences were significant in FP1-T3 and FP2-T4 
channel pairs in theta rhythm in 3 cases (16%) and in alpha 
rhythm in 2 cases (11%). The significant differences in T3-
P3 - T4-P4 and P3-O1 – P4-O2 were in 2 cases (11%) for 
alpha rhythm. 

Fig. 3 presents the average coherence values for different 
EEG frequency bands for depressive group in sham 
condition and Fig. 4 presents microwave exposure 
condition. 

Differences between coherence in microwave exposed 
and sham recordings are much less than in the case of 
healthy persons.   The biggest differences occur in 
temporal-parietal regions. The relative changes in other 
brain regions caused by microwave exposure are within 2% 
and caused by natural variability of the EEG.  

For sham recordings, there were no significant 
differences. In case of microwave exposure, the significant 
differences were in FP1-T3 and FP2-T4 channel pairs in 
2 cases (11%) for beta2 rhythm. In T3-P3 and T4-P4 
channel pairs significant differences were in 3 cases (16%) 

 

Fig. 1 The average coherence values for different EEG rhythms for healthy 
group in sham condition. 

 

Fig. 2  The average coherence values for different EEG rhythms for 
healthy group in microwave condition. 

 

Fig. 3 The average coherence values for different EEG rhythms for 
depressive group in sham condition. 

 

Fig. 4 The average coherence values for different EEG rhythms for 
depressive group in microwave exposure condition. 
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for alpha rhythm.  In P3-O1 and P4-O2 channel pairs there 
were no significant differences.  

IV. CONCLUSION  

Exposure to 450 MHz microwave radiation modulated at 
1000 Hz did not caused significant changes in EEG 
coherence for a group of healthy persons as well as 
depressive patients.    

The rate of individual subjects affected by microwave 
exposure is the same for healthy and depressive group.  
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Stress Stages and Changes on EEG by low-level Physical (EMF) 
and Chemical Stressors 
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Abstract — The psychosocial, physical and chemical factors, 
which affect the human organism on the workplace or in envi-
ronmental, are considered by some authors [1, 2, 3] as stress 
factors which affect the functional state [FS]-vigilance level- of 
the central nervous system (CNS) and can cause the changes of 
this by developing of three stages of stress according to the 
stress theory H. Selye: hypersthenic, hyposthenic and organic 
psychosyndrome [4]. To characterise the low –level effects of 
chemical or physical factors on the vigilance level of CNS 
according to stress theory stages we have used the different 
psychological/ psychometrical tests and EEG analyzing meth-
ods. By using for the investigation of low–level impact of occu-
pational chemical stressors on the vigilance level of CNS we 
have used the different methods as questionnaires, psychomet-
ric tests (827 workers) and analyzing of the EEG date (77 
workers). As low-level physical factor we have used modulated 
electromagnetic radiation at different rhythms [14, 15, 16] and 
analyzed the changes on the EEG data of different groups of 
77 volunteers. This data have showing the changes of the beta- 
and alpha-activities depending of the modulation frequencies 
and associated with data of the neuropsychological tasks [16]. 
This investigations have showing that for the analyzing of 
changes in EEG by impacting of modulated electromagnetic 
radiation at different rhythms is possible to use the stress 
theory stages for the understanding of impacting this low level 
physical factor on the vigilance level of CNS. In conclusion: to 
analyze the low level chemical and physical factors impacting 
on the vigilance level CNS by using the psychologi-
cal/psychometrical and electrophysiological (EEG) data we 
found the acceptable to use the stress theory and developing of 
the stress stages H. Selye to characterizes the development of 
CNS vigilance level changes.  

Keywords — vigilance level, low-level effects, physical and 
chemical stressors, modulated microwaves 

I. INTRODUCTION  

Psychosocial, physical and chemical factors which affect 
the human organism in industry or in environment are con-
sidered by some authors as stress factors which change the 
functional state (FS)-vigilance level- of the central nervous 
system (CNS) or which change the cerebral homeostasis [1, 
2, 3]. Cerebral homeostasis is understood to be the ability of 
the nervous system to maintain the optimum levels of excit-
ability, reactivity and liability, which are adequate for a 
given situation [4, 5]. According to contemporary research 

data, it possible to determine the level of stability or insta-
bility of cerebral homeostasis, to characterize the changes in 
the FS-vigilance level- of the CNS on low-level impacting 
of occupational or environmental physical and chemical 
stressors. According to Anokhin’s theory of functional sys-
tems and Ashby’s theory of the mechanism of the regulation 
of cerebral activities and the stabilization of its systems, the 
nervous system works like a complex integral self-
regulating system [6, 7]. The functional state (FS)-vigilance 
level- of the central nervous system (CNS) is a complex 
concept and therefore cannot be expressed by a sole indica-
tor. By the using the complex of the different quantitative 
methods [8] – psychometric and psychological methods and 
electrophysiological methods as electroencephalography 
(EEG) – vigilance level of the CNS can be measured 
[9].The neuropsychological theory of localization and equi-
potentiality [10] the psychic functions and understanding of 
brain – behavior relationship can be useful for the analyzing 
of the low-level effects (LE) on vigilance level CNS by 
impacting of physical and chemical stressors. By Luria’s 
theory the psychophysiological data are intercorrelated by 
three cerebral blocks [10]: the block of reception, the block 
of processing and retaining of the exteroceptive informa-
tion, and the block of programming, regulation, and control 
of cognitive activities. Luria’s concept of a system provides 
a means of classifying functions into three major types. It is 
accepted consist of breaking down compound functions into 
their elementary components [9]. Various tests and proce-
dures can be designed to separate different elementary func-
tions in compound function- that is to use component analy-
ses [9]. By this the general compound functions as mental 
speed and attention are generally more sensitive to brain 
damage anywhere in the brain than are tests of an elemen-
tary function. The general function and general effects of 
brain damage is one in which a lesion produces nonspecific 
impairment on test related to many areas of the cortex [8]. 
The elementary function as components of a total functional 
system may be analyzed on the psychometric level as iso-
lated components of function. It means, we would like to 
find nonspecific effects by investigation of general func-
tions (speed and attention as mental function) and use the 
possibilities to measure the isolated components of psychic 
function process as specific effects for low-level stressors. 
By this we must accept the fluidity and plasticity of mental 
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functions in CNS. By the using of the neurophysiologic 
method as EEG for the detecting changes of the vigilance 
level of CNS by impacting different low-level stressors is 
accepted but it must be used combination of different ana-
lyzing methods to provide most reliable results 

II. METHOD AND EQUIPMENT 

The aim of our work was: to analyze and characterize the 
changes of the vigilance level of CNS by low-level effects 
of the chemical (organic solvents, heavy metals) and physi-
cal stressors (modulated microwaves); to characterize the 
changes of vigilance level CNS - nonspecific and specific 
symptoms- by development the stress stages by impacting 
low-level chemical and physical stressors.  

To characterize the low-level effects of the chemical and 
physical factors we have analyzed with the different statistic 
methods data of the psychometrical and psychological in-
vestigations and electrophysiological (EEG) data of the two 
groups: group of workers who have been exposed to differ-
ent low-level occupational neurotoxic agents and by ex-
perimentally exposed to the modulated microwave as low-
level physical factor -the group of healthy volunteers. 
Groups of workers who have been exposed to different 
occupational low-level neurotoxic agents were investigated: 
402 workers had occupational contact with lead, 96 with 
styrene, 252 with oil-shale products, and 77 with organic 
solvents. A control group of 145 workers was also investi-
gated. Occupational health services provided the informa-
tion about the occupational neurotoxic agents on the work-
places. All workers were also examined clinically and tested 
by psychological methods on different groups by accepting 
of age and sex. The clinical examination was evaluated with 
the occupational history, analyzing of subjective syndrome 
[by using of special questionnaires], and the accepting by 
hygienists of the exposure of the low-level chemical factors 
on the working places and with the neurological examina-
tion of all neurological subsystems. Reaction time was 
measured to light and sound stimuli where the tasks become 
more complicated during the experiment. The methods of 
Bourdon-Wiersma, Ratten, Benton, Schulte, Kohc’cubes, 
Kraepelin and Luria were used. All data of psychometric 
tests were analyzed by accepting of age, sex, clinically 
diagnosed syndromes. The results of psychometric tests we 
analyzed the speed, the successful and accuracy using dif-
ferent statistic methods (Pearson’s correlations, methods of 
information coefficients of Hoolma and Peterson etc) [11]. 

By using EEG were investigated 77 workers with low 
level contact with the occupational chemical stressor and 
statistic analyzing of the data of the EEG energy (epoch 
20s) on the main EEG frequencies. This data’s were the 

basis for the developing a perception based neural network 
method diagnosing different syndrome classes (on the basis 
of the data 77 persons with low-level chemical stressors 
contact and 10 healthy subjects) [12]. 

For the detecting low-level effects of the physical stress-
ors were analyzed EEG data of the 77 healthy volunteers 
(the Cadwell Easy IIEEG measurement equipment was used 
with the international 10-20-electrode position classification 
system), by modulated 450MHz microwave exposure [13]. 
Microwave exposure conditions were the same for all sub-
jects, except modulation frequencies. The 450MHz micro-
wave radiation was modulated at 7, 14, 21, 40, 70, 217 or 
1000Hz frequencies. For the statistical analyzing and  were 
used different methods [13]. 

III. RESULTS 

By the statistical analyzing of the data psychometric tests 
of workers, who have been exposed to different occupa-
tional neurotoxic agents on the low-level concentrations, 
was find the decreasing of speed of psychic activities inves-
tigated workers what correlated with the length of exposure 
to toxic substances (r=0.45 – 0.53 by p<0.05) The increas-
ing of the numbers of mistakes in the psychometric tests 
(learning-test “Labyrinth”, reaction time, Kraepelin test, 
Schulte) have given information about decreasing of vigi-
lance level and attention concentration disorders and with 
the increasing of functional disorders of CNS (r=0.50; 
p<0.005)[3]. The changes on the psychometric tests were 
correlated with the changes on the vigilance level and bio-
electrical activity on the different frequencies EEG statisti-
cally accepted on the level alpha- and beta frequencies [3]. 
The correlation analysis has showing the decreasing of the 
bioelectrical activity (BA) EEG of the brain, related to the 
changes of the vigilance level of CNS [3]. The changes of 
the BA at different frequency ranges energy and EEG leads 
have been correlated with the diagnosed changes of the 
vigilance at the syndrome level: the first changes were de-
tected -mainly in the range of the beta activity, and by de-
veloping the changes of vigilance level -in the alpha-activity 
[3]. The first changes by the development of the low-level 
chemical effect on the CNS were finding on the frontal and 
temporal EEG leads [3]. According to the results of the 
analyzed database-psychometric and neurophysiologic da-
tabase[EEG] by impacting of chemical low-level stressor-
the changes on the vigilance level correspond to the devel-
oping universally recognized stress stages H. Selye [4]: 
hypersthenic syndrome-mobilization due to the alarm of  
the adaptation possibilities, hyposthenic syndrome- stage  
of stress development, organic psychosyndrome-stage of 
exhaustion. 
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As low-level physical factor we have used modulated 
electromagnetic radiation at different rhythms and analyzed 
the changes on the EEG data of 77 healthy volunteers [14, 
15, 16]. By using different statistic methods for the detect-
ing changes on the EEG rhythms was showing the changes 
of the beta and alpha-activities depending of the modulation 
frequencies and associated with data of the neurophysi-
ologic tasks [16]. 

IV. DISCUSSION 

The first low-level effects and symptoms and/or syn-
dromes of the changes of vigilance level CNS by impacting 
low-level physical and chemical occupational or environ-
mental stressors is possible diagnose by using with complex 
of different psychometrical and electrophysiological (EEG) 
methods. The developing of changes on vigilance level is 
depended of the characteristics of physical and chemical 
stressors. By using of the stress theory of H. Selye (1950) 
the stress stages characterize the development the changes 
on vigilance level by impacting low-level physical and 
chemical environmental or occupational stressors. The non-
specific symptoms by impacting of low-level occupational 
chemical and physical stressors are the changes of more 
general characteristics of psychic functions: the nonstability 
of psychic functions, decreasing of vigilance level and at-
tention concentration. It means, it is possible to diagnose the 
changes in functional state of the first block (by Luria), 
calling by us as hypersthenic syndrome of stress – the mobi-
lization due to the alarm of the adaptation possibilities of 
the organism reserves – by H. Selye. The hypersthenic syn-
drome – it is mild changes on the vigilance level, irregular 
speeds of cognitive activity, disturbed attention, increase in 
the number of errors in the tests; no memory disorders; 
increased variability in reaction time [3].  

By the continue the low-level occupational or environ-
mental stressor develops the hyposthenic syndrome – mod-
erate changes of the vigilance level: decreased speed in 
cognitive activity, decreased results in tasks requiring long-
term effort, decreased speed of psychic processes and atten-
tion; modal-nonspecific memory changes, prolonged RT 
and increased its variability, complaints of headaches, 
sleeping disorders, changes in emotional level.[3]  

By the analyzing of the data of the psychometric tests we 
had conclude, that the first changes in the psychic activity 
by low-level effects of physical and chemical stressors are 
the disorders of more complicated psychic functions, what 
is possible to diagnose with most complicated psychometric 
tests and with the increasing of numbers of mistakes in this; 
by the developing of the stress was possible the decreasing 
of vigilance level and successful of psychometrical tests 
results [3]. 

The specific symptoms of stress developing depends of 
the specificity [of character of psychical or chemical 
stressor] of stressors and can be diagnosed by the more 
complicated psychometrical tests [3].  

For the developing of nonspecific and specific symptoms 
– what is related to characteristics of stressor – specify of 
psychic activity is important the impacting of the stressors 
to the different functional systems in CNS. Developing of 
specific symptoms by low-level effects depends from the 
specific impacting on the specific functional systems or 
from the specific disorders in metabolism of different func-
tional systems in CNS, 

We concluded that the physical and chemical stress, 
caused by low-level effects of physical and chemical stress-
ors on the workplaces or in the environment at every stage 
of its development produces both nonspecific, as well as the 
relatively specific changes of the vigilance level of the 
CNS. Functional changes in the nervous system by low-
level effects of occupational physical and chemical stressors 
develop as the hypersthenic syndrome, the hyposthenic 
syndrome and, the organic psychosyndrome, The effects on 
the EEG- by the low-level impacting of chemical occupa-
tional stressor - by using of neural network method [12] 
identified the three stages on the EEG data: the first changes 
on the level of beta-activity in the hypersthenic stage and 
the decreasing of the alpha-activity by the developing of 
chemical stress –in hyposthenic stage. The changes on EEG 
by impacting of the low-level physical stressor - as modu-
lated microwave radiation- correspond to the developing 
changes on EEG by hypersthenic syndrome [14, 15, 16]. 

V. CONCLUSION 

This investigation have showing that for the analyzing of 
changes in EEG by impacting of modulated electromagnetic 
radiation at different rhythms is possible to use the stress 
theory stages for the understanding of impacting this low 
level physical factor on the vigilance level of CNS. 

In conclusion: to analyze the low level chemical and 
physical factors impacting on the vigilance level CNS by 
using the psychological /psychometrical and electrophysio-
logical (EEG) data we found the acceptable to use the stress 
theory and developing of the stress stages H. Selye to char-
acterizes the development of CNS vigilance level changes. 
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Abstract — Portable body surface potential mapping system 
and method for early noninvasive detection of local ischemia is 
introduced. 

Mapping system with intelligent data acquisition unit en-
ables simultaneous recording of up to 128 ECG leads. Active 
electrodes, powering from Li-ion battery and optical connec-
tion to USB port of the controlling notebook help to reduce 
noise in ECG and guarantee patient safety. Modular software 
for ECG recording and body surface potential mapping is 
applicable for more detailed cardiac diagnostics.   

Method for ischemia detection is based on dipolar model of 
the cardiac electric generator. It uses alterations in time inte-
grals of surface potentials connected with changed repolariza-
tion of ischemic myocardial cells together with information on 
torso volume conductor for estimation of an equivalent dipole 
representing the ischemic lesion. Testing of the method on 
patients after myocardial infarction that underwent successful 
percutaneous cardiac intervention and patients with suspected 
ischemia suggest that ECG mapping connected with such 
simplified inverse solution might be a useful tool for non-
invasive identification of repolaization changes connected with 
local ischemia. 

Keywords — Body surface potential mapping, inverse solu-
tion, equivalent dipole model, early detection of local ischemia. 

I. INTRODUCTION  

Body surface potential (BSP) mapping is a non-invasive 
electrocardiographic method for detailed registration of 
surface cardiac potentials using high number of sensing 
electrodes. It was shown elsewhere [1] that use of high 
quality BSP maps can help in more precise clinical diagnos-
tics of cardiac diseases. However, several studies proved 
that BSP maps together with information on torso volume 
conductor obtained from MR, CT or ultrasound imaging 
systems can be used for more advanced diagnostic methods 
based on inverse solutions and enable non-invasive model 
based assessment of abnormal electrical sources in the car-
diac tissue [2, 3]. 

In this paper a high resolution ECG mapping system for 
BSP based cardiac diagnostics is introduced and possibility 
to use the system for noninvasive identification of local 
ischemic heart region is analyzed. 

II. METHODS AND MATERIAL 

A. ECG mapping device 

Based on our previous experience [4], ProCardio 8 map-
ping device was developed to acquire high quality multi-
channel ECG recordings and to compute BSP maps suitable 
for direct clinical diagnostics or for advanced model-based 
interpretation of the mapped data. The device consists of a set 
of active electrodes, data acquisition unit and a notebook 
computer used for data acquisition control, processing of 
measured ECG signals and for their analysis and electro-
physiological interpretation.  

ECG signals are sensed by active electrodes formed by 
disposable passive electrodes attached to active adapters 
made in SMD technology (Fig.1). While use of quality 
disposable Ag-AgCl electrodes guarantees low noise, 
minimal polarization potentials and eliminates risk of pa-
tient infections, high input and very low output impedance 
of the active adapter (with OP07 amplifier) effectively re-
duces disturbing signals often induced in electrode cables. 

Modular data acquisition unit is placed in a patient ter-
minal box and consists of several measuring boards plugged 
into a motherboard containing microcontroller, USB inter-
face and switched power supply module (Fig. 2). Each 
measuring board has 16 analog input channels connected to 
two robust Centronix connectors. All signals are measured 
relatively to a common mode sense (CMS) electrode that 
can be attached to the patient’s body so that the interference 
from the common mode is minimal.  

  
Fig. 1 Active electrodes are composed of quality Ag-AgCl disposable 

electrodes and active electrode adapter. 
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Fig. 2 Opened patient terminal box with one reference and four 16-channel 
boards, optical interface cable and Li-ion battery module. 

One of the boards is configured as reference board and is 
used for recording of signals from limb leads R, L and F. 
Signal of the Wilson's central terminal (WCT) that is com-
monly used as the reference for all unipolar ECG leads is 
also generated. Remaining 12 channels on the board can be 
used for additional unipolar leads. The board contains cir-
cuitry for the CMS electrode and driven right leg (DRL) 
electrode that provides “active grounding” of the patient and 
further reduces the common mode voltage. Resistor in the 
DRL circuit limits maximum current through the patient 
body to ±50 A and protects the patient in case of electrical 
defects in the unit. Additional protection circuit generates a 
power-down signal if the current is steadily close to 50 µA.  

Each low noise (< 1.0 VRMS) measuring channel has 
fixed gain of 40 and is equipped with a DC-coupled instru-
mentation amplifier (AD621) and a 22-bit -  A/D con-
verter (AD7716). Sampling frequency can be selected be-
tween 125 and 2000 Hz resulting in effective dynamic 
converter resolution between 19 and 16 bits. 

The data acquisition system is controlled by 16-bit CISC 
microcontroller (Fujitsu MB96340). Its internal flash mem-
ory, 4 UARTs and a DMA controller are used to control the 
multi-channel measuring unit and to communicate with the 
host computer. Selection of measured channels, desired 
sampling rate and formatting of sampled data is controlled 
by commands received from the host computer. 

Serial data sampled from analog channels are streamed to 
the host computer over an USB FIFO circuit (FTDI 
FT245R) that provides bidirectional data transfer with rates 
of up to 1 MB/s. To minimize capacitive coupling between 
the patient terminal and the host computer USB port, a fiber 
optic USB extension cable is inserted.  

The patient terminal is powered by Li-ion battery mod-
ule. Thanks to advanced power management the battery has 
to be replaced or recharged approximately once a day. 

ProCardio 8 application software is running under Win-
dows/XP and was developed in Matlab environment. 

Measuring program controls the data acquisition unit, 
checks electrode contacts, reads data stream with ECG and 
control data, displays ECG signals on computer screen and 
stores them on disk as a GDF (general data format for 
biosignals) file. 

Data processing and evaluation programs include pre-
processing of ECG signals (baseline correction and filtering 
routines) and mapping of body surface potentials or their 
time integrals. 2D presentation or 3D projection of obtained 
maps on the torso surface is possible. In Fig. 3 is example of 
2D surface integral maps of the QRST interval with and 
without manifestation of ischemia that were recorded in the 
same patient. Their difference may be regarded as contribu-
tion of pathological sources within the ischemic lesion that 
can be approximated by equivalent model generator as de-
scribed in following paragraphs. 

B. Model based identification of ischemic lesion 

Differences between surface potentials under normal 
conditions and during ischemia that are caused by myocytes 
action potential alterations during the repolarization phase 
are projected into difference QRST integral maps (DI 
maps). These maps were used for noninvasive assessment 
of the region with the ischemic lesion. 

Supposing a small region, differences in body surface po-
tentials can be interpreted as being caused by single dipolar 
generator located at the centre of the region. To guarantee 
localization of the dipole within the heart walls we used 
fixed dipole model located at one of predefined locations in 

 

Fig. 3 Maps of surface potentials integrated over the QRST interval in a 
MI patient. Left part of each map represents anterior chest, right part the 

back. Maps before and after coronary intervention are shown (top left and 
right). Their difference (bottom left) represents changes in the surface 

electrical field caused by the reduction of the ischemic lesion. In case of 
small lesion, these changes can be satisfactorily reproduced by an equiva-

lent dipolar electrical generator (bottom right).  
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the myocardium. For each of these locations i=1,2,…n, an 
equivalent dipole (ED) source representing changes in body 
surface potentials was estimated using the formula: 

TD ii   (1) 

where Di is an estimate of the dipole moment of an ED 
located in the i-th predefined position that in fact represents 
integral of the dipole moment of physical current dipole 
during the QRST (depolarization-repolarization) period, Ti

+ 
is pseudoinverse of a transfer matrix representing relation 
between position of the i-th dipole and surface potentials 
and reflects only geometrical and electrical properties of the 
torso volume conductor,  are differences in QRST inte-
grals of surface potentials in mapped surface points. To 
solve the inverse problem of Di estimation, pseudo-inverse 
Ti

+ was computed for each possible dipole location i using 
singular value decomposition of Ti.  

To find the location of an ED that best represents 
changes in surface potentials, minimal rms difference RD 
between the original DI map (values n) and a map gener-
ated by the ED (values Fn) in the same torso surface points 
was used: 

n
n

n
nn

D

F
R

2

2              for n= 1,2,…l   (2) 

where l is number of ECG leads (torso surface points). 
Magnitude of RD can also serve as a measure showing to 

which extent the ED is able to represent an ischemic region. 

C. Measured data 

To data sets were used for testing of the above method: 
Set 1: ECG data were taken from 12 patients (9 men, 3 

women, age 45-69) after myocardial infarction (MI) that 
underwent coronary intervention (PCI) on single coronary 
vessel. QRST integral maps before and after the interven-
tion were computed from 32 ECG leads measured in the 
Lux32 lead set [5]. Impact of the reperfusion on the surface 
potentials was analyzed in this group. It was hypothesized 
that regions with changed repolarization will be identified 
near the infarcted tissue due to revascularization and reduc-
tion or disappearance of the ischemia.  

Set 2: Averaged ECG data from 4 healthy persons and 7 
patients suffering from effort angina pectoris were taken 
using Amsterdam lead system with 62 surface electrodes. 
Two patients were taking no medication, 3 patients were 
taking beta blockers. One ECG record of 1 minute length 
was taken before and five records every 3 minutes after 
sublingual nitroglycerine application. Difference QRST 

integral maps between the first record and all records after 
nitroglycerine application were computed and evaluated. 

For both sets, maps were corrected for QT interval length 
if it varied more than 5% between the measurements. 
Common realistic inhomogeneous torso and heart model 
geometry were used to find an ED representing the region 
with changed repolarization. Possible positions of ED were 
defined at gravity centers of 28 anatomical segments of an 
analytical heart model. 

III. RESULTS 

From the 12 tested MI patients of set 1, the PCI was suc-
cessful in 11 patients. In one patient where the PCI failed, 
changes in the surface potentials and estimated dipole mo-
ment of the ED source were very small. Changes in QRST 
integral maps were noticeable in patients after successful 
PCI. In 8 of them measured DI maps could be reasonably 
represented by single ED. In 6 cases relative rms error be-
tween the measured DI maps and maps generated by the ED 
was < 35%, in another 2 patients it was < 56%. In remaining 
3 patients, rms error of the DI map approximation was 
higher than 56% and they were excluded from further 
analysis because single dipole was probably not appropriate 
model for these cases. In 7 of 8 analyzed patients, positions 
of estimated ED well matched with the region supplied by 
the treated vessel. Dipole moments were directed inwards 
the ventricle suggesting changes near the endocardial wall 
(Fig. 4). In 1 patient after PCI on right coronary artery the 
ED was incorrectly located in mid anterior left ventricular 
wall. 

In all persons from set 2, except one healthy subject that 
was excluded from further evaluation, nitroglycerine ad-
ministration was followed by increase of heart rate with 
peak effect predominantly 3-6 minutes after application. 

 

Fig. 4 Result of non-invasive localization of area with changed repolariza-
tion in a MI patient after successful PCI. Single dipole model was used as 
an equivalent generator representing locally changed electrical properties 

of the myocardium. Position and orientation of the ED is marked by a line. 
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Relevancy of DI maps for inverse identification of local 
ischemia was examined by evaluation of relative rms differ-
ences between QRST integral maps from records before and 
after nitroglycerine application. To account for possible 
intra-individual variability in averaged QRST integral maps, 
only rms differences greater than 15% were considered 
significant. One “healthy” subject (h4) and three patients 
without medication (p1, p2, p4) fulfilled this condition and 
their DI maps were inversely approximated by single ED. 
Relative rms error between measured DI map and map 
produced by the ED was 33% for h4 subject and 51%, 60% 
and 31% for patients p1, p2 and p4, respectively (Fig. 5). 

IV. DISCUSSION AND CONCLUSIONS  

Our attempts to detect ischemic regions by using depar-
ture integral maps [6] showed that changes in BSP are small 
when compared with normal inter-individual fluctuations 
and can hardly be detected by departures from mean normal 
maps. However, computer simulations [7] suggested that 
relative differences between normal and ischemic QRST 
integral maps can be 20-45% rms, correlations .45- .99. 
These are greater than observed intra-individual variability 
in healthy subjects (5-20% rms, correlations >.98) what, in 
principle, allows ischemia identification. Simulations also 
showed that use of the proposed method might be not ap-
propriate for identification of larger and transmural lesions 
where the single dipole model is not adequate and its local-
ization may not be in correspondence with the real lesion. 
Moreover, transmural lesions produce smaller differences in 
DI maps and their identification is more difficult. 

Simulated ED localization from 32 ECG leads provided 
slightly worse results than from 62 or 192 leads. Hence 
more than 32 leads should be used in future measurements. 
Use of a high resolution mapping system with sufficient 

number of measuring channels therefore seems to be crucial 
for practical implementation of the proposed method. 

No individual torso geometry was available when the 
method was tested on real patients and common model 
geometry had to be used. Use of individual geometry should 
improve accuracy of the lesions localization [8]. 

Despite these limitations our results indicate that the de-
veloped ECG mapping device could be useful tool for clini-
cal implementation of ECG mapping methods, helping in 
non-invasive cardiac diagnostics using common BSP map-
ping methods. Moreover, it can help to identify small 
ischemic regions with changed repolarization using model-
based interpretation of difference QRST integral maps. 
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lesions in one healthy subject and three patients with effort angina pectoris. 
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Effect of Lead Orientation on Bipolar ECG Measurement 
J. Vaisanen, M. Puurtinen and J. Hyttinen 
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Abstract — The objective of the study was to evaluate the ef-
fects of bipolar ECG lead orientation on the morphology and 
amplitudes of the ECG. We studied the differences between 
horizontal and vertical bipolar leads by analyzing body surface 
measurements of 236 normal patients. In this study we had 42 
horizontal and vertical bipolar leads located on the anterior 
thorax.  We calculated correlations and mean square differ-
ences (MSD) between horizontal and vertical lead orientations. 
The results of the study show that there are only a few lead 
locations in the left mid-thoracic region where horizontal and 
vertical orientations provide similar ECG morphology. There 
are also leads which produce high negative correlation which 
implies that only the phase of the signal changed. The study 
also shows that in most of the leads in the thoracic region the 
correlation between horizontal and vertical orientation is poor.  

Keywords — Bipolar, ECG, lead, orientation  

I. INTRODUCTION  

Various electrode systems are available for measuring 
the electrical activity of the myocardium by electrocardi-
ography (ECG). The 12–lead ECG system, introduced in the 
1940s, is considered a standard system and remains the 
electrode system most commonly applied in clinical use.  
For decades it has been debated whether the 12-lead system 
is the best and most optimal for detecting different cardiac 
symptoms and abnormalities. Number of studies has sought 
one way or another to establish how many leads are needed 
for different measurement purposes and where they should 
be located. Trägårdh and colleagues [1] have recently pub-
lished a good review of these clinical studies. 

Interest towards light weight, wearable and implantable 
electrocardiography (ECG) measurement devices has been 
continuously increasing during the 21st century [2-5] be-
cause the multilead ECG recordings such as 12-lead ECG 
are not feasible in sports and long-term measurements. 
Light weight monitoring systems typically provide 1 or 2 
bipolar leads [4-7] and many of these devices are designed, 
not only to measure heart rate, but also to analyze the mor-
phology of the ECG.   

It is well-known that the electrode distance and orienta-
tion of the lead have major effects on morphology and am-
plitudes of the measured ECG and further to the outcome of 
the diagnosis. The importance of electrode positioning in-
creases when only one lead, two electrodes, is applied in the 

measurement and especially when implantable monitors are 
applied. In case of implantable monitors the location is 
permanent and thus it has to be carefully selected before-
hand. Previously van Dam [8] and Zellerhoff [9] have ana-
lyzed effects of implantable ECG monitors lead orientation 
on measured ECG.  

Objective of the present paper was to study the effects of 
bipolar lead orientation on the morphology of ECG. We 
have applied in this study body surface potential measure-
ments of 236 normal healthy patients. The analysis of the 
effects is based on the correlations and mean square differ-
ences between 42 vertical and horizontal bipolar leads. 

II. MATERIAL AND METHODS 

A. Data 

The data used in this study was a set of clinical BSPM 
data on 120-lead ECG acquired from 236 normal patients. 
The data is provided by Professor Fred Kornreich, Vrije 
Universiteit Brussel, Belgium and recorded with Dalhousie 
body surface lead system [10]. 

Data contained pre-processed and parameterized unipolar 
signals recorded with Wilson’s central terminal as a refer-
ence. Each 120 leads from each subject comprised ensemble 
averages of 52 time points set in a time-normalized P-to-T 
complex waveform [11]. For this study we constructed 42 
horizontal and vertical bipolar leads by subtracting the sig-
nals from adjacent electrodes. The studied leads are located 
on the anterior side of the thorax. Fig. 1 presents electrode 
locations from Dalhousie lead system which were applied in 
this study to obtain 42 bipolar sets. It also shows examples 
of how vertical and horizontal leads were constructed from 
individual leads. The electrode distances of the bipolar leads 
constructed from the BSPM are approximately 46 mm.  

B. Analysis 

The effects of lead orientation on the ECG morphology 
were analyzed by calculating correlations between signals  
horizontal and vertical bipolar leads. Equation 1 presents 
the correlation, where X is the signal of horizontal lead, Y is 
the signal vertical lead and n is total number of samples 52. 
The correlation 1 refers to identical morphology but not 
necessarily identical amplitudes. 
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The effects of orientation on the amplitudes were ana-
lyzed by calculating the mean square difference (MSD) 
between the two orientations. MSD is also known as mean 
square error and presented in Equation 1. From (1), we can 
express that the ECG measured with horizontal lead orienta-
tion is zhorz[n] and zvert[n] is the ECG measured with vertical 
orientation. The smaller is MSD the more similar are the 
amplitudes of signals. 
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III. RESULTS 

We calculated correlations and MSDs between horizontal 
and vertical orientations for each of the 42 lead locations of 
236 patient. Fig. 2 presents horizontal and vertical bipolar 
ECGs from two locations of one patient. Fig.2A presents 

signals measured between electrodes 6-13 (horizontal) and 6-
7 (vertical) and Fig. 2B presents signals measured between 
electrodes 44-58 (horizontal) and 44-45 (vertical). It can be 
seen that the morphologies of vertical and horizontal signals 
are very different in Fig. 2A and quite similar in Fig.2B. 
The correlations in these locations between horizontal and 
vertical orientations were -0.02 and 0.99, respectively. The 
MSDs  of these signals are  1.2 and 0.06, respectively.  

 

Fig. 2 Examples of signals with bipolar leads obtained from one patient. 
 (A) Bipolar leads between electrodes 6-13 (horizontal) and 6-7 (vertical). 

 (B)  Bipolar leads 44-58 (horizontal) and 44-45 (vertical).  
The correlations between these leads are -0.02(A) and 0.99 

 (B). The MSDs are 1.2 and 0.06, respectively. 

Fig. 1 Electrode locations of Dalhousie lead system applied to construct 
42 horizontal and vertical bipolar leads. E.g V1 corresponds to vertical 

lead measured between electrodes 5-6 and H1 to horizontal bipolar  
lead measured between 5-12. 
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We calculated the medians of the correlations and MSDs 
in each lead location among the 236 patients. Fig. 3 presents 

the median correlations in 42 lead locations. Fig. 4 presents 
the median MSDs in 42 lead locations.  

In the studied data set the highest correlation (0.95) be-
tween horizontal and vertical orientation was achieved in 
the lead located on the left mid thoracic region where hori-
zontal lead was measured between electrodes 44-58 and 
vertical lead between electrodes 44-45. Examples of signals 
in the same location are presented in Fig. 2B. This location 
is close to the locations of V2 and V3 of standard 12-lead 
ECG. In this lead location 89 percent of the study popula-
tion has correlation higher than 0.7 and 67% has correlation 
over 0.9. In the same location the median of MSDs was 
(0.27). 50% of study population has lower than 0.3 MSD 
and 23% have lower than 0.1 MSD in this lead.  

The median correlation in location which example was 
presented in Fig. 2A was -0.3 and only 4.2% of population 
had over 0.7. The median MSD in this location was 2.09 
and 0.4% of the population has under 0.3 MSD and 13%  
under 1 MSD. 

The lowest median correlation (-0.70) was in the location 
on the right mid thoracic region between horizontal (elec-
trodes 7-14) and vertical leads (electrodes 7-8). Half of the 
study population has correlation lower than -0.7 in this lead. 
If the correlation is close to -1 the morphology of the sig-
nals is otherwise identical but they are in opposite phase.  

IV. DISCUSSION 

In the present paper we have analyzed effects of bipolar 
ECG leads orientation on the ECG. In the present study we 
have applied 117 electrode BSPMs of 236 normal patients 
and constructed 42 horizontal and vertical bipolar leads.   
The effects were analyzed by calculating correlation and 
MSDs between horizontal and vertical ECGs.  

The results of the study show that among the whole pop-
ulation there are only few lead locations on the anterior 
thorax where both orientations give similar morphologies to 
the measured ECG. These locations are on left-mid thoracic 
region around V2 and V3 leads of standard 12-lead ECG. In 
all other locations the morphologies are notable different 
and changes between orientations vary more between indi-
viduals. It is worth noticing that there is not a wide area or 
clear pattern of locations where morphologies are similar or 
differ widely for all patients. The best correlation in the 
location around V2 and V3 could be explained by consider-
ing the mean electrical axis of the heart. If the axis is nor-
mal (between 0-90 degrees) then the horizontal and vertical 
leads are oriented in such fashion that their ECG would be 
similar. If the similarity in ECG would based only on the 
deviation of the heart axis we could assume that same be-
havior would be in all the leads nearby, above and below 

 

Fig. 3 Median correlations between vertical  
and horizontal bipolar leads (n=236). 

 

Fig. 4 Median MSDs between vertical and horizontal orientations (n=236). 
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this lead. The correlations are notably lower in the leads 
above and also on the mid thoracic region at the same inter-
costal level (between locations of V1 and V2) the correla-
tion is much lower.  

The limitations of the study are in the data set and elec-
trode configurations. The exact electrode locations for each 
patient were not known the accuracy of leads is based on 
the Dalhousie BSPM. On the other hand the number of 
patients is high and thus the results presented can be as-
sumed to be reliable. Other limitation related to the applied 
data set is that we could not separate male and female pa-
tients. Thus we cannot state how the effects of lead orienta-
tions differ between genders. The number of samples in 
ECG is low (52) which affects the accuracy of the correla-
tion and MSD calculations.  

In the present paper we have not studied the effects of 
lead orientation in case of pathologies or cardiac diseases. It 
would be valuable to have knowledge on how the lead ori-
entations affect the measured ECG in cases of different 
cardiac abnormalities.  

As a conclusion the study shows that for all people there 
are only a few locations on the anterior thorax where the 
leads can be oriented either horizontally or vertically with-
out major changes in morphology of the ECG. But in most 
of the locations the changes in ECG morphology are gener-
ally dramatic if lead orientation is changed from horizontal 
to vertical.  
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On the Mechanism of Low Frequency Bioelectromagnetism 
J. Valdmanis, A. Cipijs 

Institute of Physics University of Latvia, Salaspils, Latvia 

Abstract — Results of investigations using simple physical 
models were presented. It is shown that physically exist small 
models that intensified low frequency electromagnetic field 
(EM). There are individual modes with definite symmetry. In 
the model cases we need some small background field for 
generations but in biological systems maybe there is some 
stabilizations factor. Experimental results and their 
biophysical aspects were discussed.  

Keywords — Electromagnetic field, rhythmical oscillation, 
resonance, electromagnetism. 

I. INTRODUCTION  

There are many studies on rhythmical low frequency 
bioelectromagnetism ( , b,  rhythm and others) but the 
generations mechanisms is not definitively clear. It is 
claimed that role in generations made electron processes 
including straight electron transportations [1].Such realiza-
tion could be through conductive zone or by electron jump-
ing between albumens shoots due to quantum mechanical 
interaction . The question is how such electron current could 
generate low frequency electromagnetic field because the 
wave length is very long. It needs to be some resonance 
mechanism. The question is also interested from physical 
point of view.  Could we make some simple small element 
that are active in 50 Hz EM waves range and lower? In that 
cases active mean ability to intensify external EM field. 

II. EXPERIMENTAL RESULTS 

In physics the simplest model is harmonic oscillator that 
is anything that can vibrate  back and forth with periodic 
motion.  Element activity could be stimulated by resonance 
process.  The problem is that smaller the EM frequency, the 
larger the wave length. Really the EM antennas geometry is 
comparable to wave length. Because for 50 Hz frequency 
wave  length is some thousands km we need new ideas. 

On fig.1 model of such active element for 50 Hz frequency 
is given. It is special coil of wire that is active to 50 Hz EM 
external field. On Fig. 2 voltage- frequencies characteristics 
of model Fig. 1 are given. The voltage of sin-type  EM field 
generator  is ~ 32 volts . Maximal intensifiacition is ~5. There 
are also some higher modes, with the same symmetry but the 

 

Fig. 1.  Model , that resonate at 50 Hz. 

intensification in that cases is smaller. Changes in model 
connection allow to receive resonant frequency 2.69 kHz. 
Really 50  Hz is asymmetrical mode and 2.69 kHz 
symmetrical one. 

The excitation process Fig. 2 is realized by straight 
contact element – generator.  The same results are if we 
excite element by electric or magnetic induction. It is 
without straight contacting. 

In experiment HAMEG type oscillograph were used. Its 
electrical resistance 10 M  and capacity C=12 pF. Influence 
of measuring process changes a little characteristics. For 
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Fig. 2. Voltage- frequency characteristic for element fig.1. 
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asymmetrical mode (50 Hz) no changes, but for symmetrical 
resonance in straight contacting 2.69 kHz without contacting 
– 2.90 kHz. 

On Fig. 3 the situation when oscillator are excited by 
pulse EM field are shown. At starting time there are chaotic 
higher modes but than process goes to main 50 Hz  mode. 
Because there are some dissipation process the sin-type 
oscillations decrease in time. 

On Fig. 4 the same excitation for symmetrical mode are 
shown.  

Really model Fig. 1 has double spiral wire form. That is 
one of the points that allow thinking about analogy between 
biological systems. 

Resonant characteristic for model Fig. 2 is given for 
double spirals one side. On Fig. 5 the generators voltage at 

one spirals end is given (second channel) . Intensified  
voltage at other end is shown on oscillographs channel one. 
Because the 50 Hz mode is asymmetrical the voltage in 
double spiral next side is in opposite phase. Really it is in 
opposite end also. On Fig. 6 the voltage at both ends of 
double spiral are given. That situation corresponds to 
maximal voltage point Fig. 2. Taken into account opposite 
character of signals the intensification is two times larger, it 
is ~10.  

Of course in our cases active oscillation process is due to 
electron current interacting with EM field.  In organisms 
there are double spiral systems and some ideas about 
electron transportation [1] . Before discussion we well 
summarize main conclusions about model experiment. 

 Active response of EM field. 
 Resonant modes discreteness.    
 Chaotic   higher modes  generation when pulse EM 
field excitation take place. 

 Double spiral character of model.  
 Double spiral geometry can generate situation, 

     when EM field electric or magnetic component are  
dominant.  

Because we are no specialists in biological process it is 
worth discuss only some questions. The 50 Hz model was 
investigated because that is main background frequency. No 
principal problems to decrease frequency. The same 
(approximately) results give the model for 25 Hz. Returning 
to the , b and  type rhythm it looks that taking into 
account the dimensions and perfectiveness it is possible  
generate such frequencies. We made experiments at room 
temperature. In those cases we need some small external 
field to realize resonant process. Maybe decreasing 
temperature the background field is enough to generate 

 

Fig. 3.  Model excitation by EM pulse. 

 

Fig. 4  Symmetrical mode excitation by EM pulse. 

 

Fig. 5.  Results of voltage  intensifications at double spirals one side. 
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resonant frequency. Model Fig. 1 as well as  biological 
systems are electrically nonhomogenous.  That is one of the 
reasons of active character of EM process. Maybe the brain 
conscious activities are regulated by the low frequency 
rhythmical oscillations. External EM with long wavelength 
made correlated activities in process on mycro levels. If 
brain is in active phase, there is one rhythm . In sleeping 
phase dominant is the other frequency type. 

Very important is the question about influence of 
external EM field and interaction process between models. 
Because the excitation process is resonant the permissible 
exposure levels (PEL) could be strictly individual. In those 
cases we need to take in to account discreteness of resonant 
frequencies as well as their changes in time. As the 
experiments shown the interaction process between models 
is intensified if models are strictly identical. In organisms 
resonances could be fine-tuned and sharp.  . For highest 
frequencies the measuring process can change the results of 
interaction. It was demonstrated on model  experiments for 
kHz wave range.   

On Fig. 7 voltage  frequency  characteristic for 
symmetrical mode is given when one oscillographs 
channels straight contacting  is used. Resonance frequency 
is 2.69 kHz. Without contacting 2.90 kHz. When both 
channels by straight contact are used , fr  is 2.46 kHz. 

Another question is known difference between low 
frequency electric and magnetic encephalograms  
components in living  organisms. Measuring process to 

receive  qualitative  magneto encephalogram is more 
complicated compare with one for encephalogram .  

In model Fig. 1 double spiral is regular and coil windings 
induced magnetic field summarizes. When the spiral winds 
chaotic the total magnetic component decreases. Maybe that 
is the case in brain rhythms processes.  

III. CONCLUSIONS  

Received results is based  on some analogy of physical 
processes in model experiments and living organism. 

Principally it is possible to realize model that has main 
resonant frequencies that is the lowest in brain or other 
rhythms. In that case we could investigate higher modes and 
compare results with real one. But that is for future 
investigations and could be realized only in co-operation 
between corresponding specialists. 
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Fig. 6. Voltage at double spirals opposite sides. Generator voltage 32 V. 
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Fig. 7.   Voltage frequency characteristic for symmetrical mode. 



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 350–352, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

The Effect of Electrode Size on Cortical EEG Sensitivity Distributions 
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Abstract — We investigated the influence of electrode con-
tact size on cortical electroencephalogram (EEG) sensitivity 
distributions. We focused this investigation on the fifth sensi-
tivity volume (FSV) of mapping the lead field in the cortex.  
We evaluated the cortical sensitivity in concentric spheres and 
realistic models, using electrode diameters of 1 mm, 5 mm, 10 
mm, and 15 mm. We found that when electrodes were spaced 
farther apart than the bipolar pair of the 128-channel mon-
tage, real dimensional electrodes should be used rather than 
point electrodes in the simulation studies.  

Keywords — EEG, sensitivity, electrode, model. 

I. INTRODUCTION  

Traditionally, the analytical model, surface Laplacian, 
and many numerical solutions use point electrodes in their 
models [1] although some two-dimensional and three-
dimensional electrode models show that volumetric elec-
trodes alter the spatial sensitivity distribution.  Ollikainen et 
al. [2] recommended using the point electrode model (PEM) 
for EEG studies using less than 50% coverage of the scalp.  
They based their conclusion on three-shell two-dimensional 
spherical models that used the highly contested scalp-to-
skull conductivity ratio of 80:1 [3]. 

Counter to the PEM, Law et al. [4] obtained optimal results 
for their surface Laplacians on spherical and ellipsoidal sur-
faces using 10 mm diameter electrodes.  We modeled our 
electrodes as simple recessed electrodes i.e. cylinders [5]. We 
examined the volumetric changes of the cortical sensitivity 
distributions with respect to changing electroencephalogram 
(EEG) contact electrodes on head volume conductor models.  
This investigation is an extension of our previous work [6] that 
evaluated electrodes according to the half sensitivity volume 
(HSV) [7].  Our current investigation concentrates on the 
sensitivity within the cortex, which is volumetrically meas-
ured by the fifth sensitivity volume (FSV) [8]. 

II. MATERIALS AND METHODS 

We constructed spherical models and realistic models 
from the Visible Human Woman (VHW).  Our electrode 
diameters measured 1 mm, 5 mm, 10 mm, and 15 mm.  We 
varied the thickness of the cerebrospinal fluid (CSF) within 
our models.  We set the average CSF thicknesses to 0 mm, 

2.0 mm, 3.5 mm and 0 mm, 2.0 mm, 2.8 mm for the spheri-
cal and realistic models, respectively, to determine whether 
this highly conductive layer masked the volumetric elec-
trodes.  Our common parametric conductivity values were 
0.45 S/m, 0.025 S/m, 1.79 S/m, 0.25 S/m and 0.25 S/m for 
the scalp, skull, CSF, gray matter and white matter, respec-
tively, across all models [9]. Lastly, we moved a pair or 
bipolar electrodes long the central sulcus according to the 
10-20 and 5-5 standard EEG measurement locations [10]. 

We obtained our cortical sensitivity distribution results 
by feeding a reciprocal unit current through the bipolar 
electrode pair.  The distribution of the current density J, 
where 

J = -  + Je,  (1) 

maps the sensitivity of the lead pair as a function of the 
scalar potential  and the externally applied current density 
Je assuming quasistatic conditions [6].  We analyze these 
simulations according to the FSV [8] to measure the volume 
where the top 20% of the current density flows within the 
brain – namely the cortex.   

III. RESULTS 

The results (Fig. 1) reveal more fluctuation in volumetric 
cortical sensitivity than our previous study [6] evaluated ac-
cording to the half sensitivity volume (HSV), i.e. the top 50% 
of the current density volumetrically within the brain [7].  The 
FSV concentrates within the cortex i.e. localized to the gray 
matter, while the HSV measures up to 1 cm beneath the cortex.  
The spreading of the three CSF-thickness sets of trends begins 
at 20o, which centers between 64 and 128-channel montages.  
In addition, the set with the thickest CSF (3.5 mm) yields the 
most variation between the 15 mm and 1 mm electrodes.  

Our previous results [6] addressed the region mapped by 
the HSV, which is the region that identifies where 50% of 
the current density flows.  In order to indicate the impact of 
the influence of these different sensitivity volumes, we 
report the ratio of the HSV to the FSV as 12.5 and 8.5 for 
bipolar pairs of the 256- and 64-channel montages, respec-
tively. High resolution EEG results namely the 256-channel, 
bipolar pairs showed negligible results in volumetric sensi-
tivity changes, whereas, the standard 10 mm 10-20 EEG 
montage i.e. 21-channel, bipolar pairs yielded up to 47% 
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change in cortical sensitivity volume for the medium CSF 
thickness.  The increased CSF thickness had more variation, 
47% versus 31%, than the same electrode pairs of medium 
thickness (2 mm). 

Additional realistic FSV percentage results at 35o dimin-
ish as follows: 1.09%, 1.05%, 0.97%, 0.93%, 0.88%, and 
0.86% for 2.8 mm-CSF of electrode diameters of 5 mm and 
10 mm, and 2.0 mm-CSF of electrode diameters 5 mm, 10 
mm, and 15 mm, and 0 mm-CSF of electrode diameter of 
10 mm, respectively.   

IV. DISCUSSIONS 

The increased variation of the FSV results is counter to 
the results of the HSV in [6] because the CSF absorbs and 
channels the flow of the reciprocal current [8], thus concen-
trating it near the cortex.  We reported that the HSV maps a 
region approximately ten times larger than the FSV so natu-
rally the HSV would be less sensitive to volumetric 
changes.  Together these two sensitivity volume measure-
ments identify the macroscopic and microscopic signifi-
cance of what the lead pair measures.  In the interest of 
cortical changes, the FSV evaluation indicates the need for 
three-dimensional electrodes representative of the physi-
cally measured situation.  

The finer the desired resolution of measurement the more 
the investigator should expect fluctuation in the measure-
ment.  This current study does not address movement of the 
brain or the size of different gyri in the cortex but indirectly 
addresses these issues through shrinking the CSF to zero.  
The thickness of the CSF does contribute to channeling the 
reciprocal current; therefore, it invariably shapes the sensi-
tivity distribution according to the localized situation 
thereby affecting the measurement lead.     

V. CONCLUSIONS  

We recommend that EEG head model studies investigating 
less than 128-channels, evoked potential studies, or neural 
stimulation studies incorporate electrodes with real dimen-
sions instead of using the point electrode model.  
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Abstract — Measurement of dissolved oxygen with lab-on-
chip systems or cell based assays reflects the metabolic activity 
of living cells cultivated on such devices. This information 
together with other data from the cells (e.g. extracellular acidi-
fication, morphological changes) allows interpretation of cellu-
lar vitality and analysis of their interaction with drugs or pol-
lutants. In this work the state of the art of measurement of 
dissolved oxygen is presented. The most important principles 
of the measurement methods of dissolved oxygen are pre-
sented. Example measurements with lab-on-chip systems from 
applications as environmental monitoring and chemosensitiv-
ity of cancer cells are shown. These measurements were per-
formed at the IMOLA, a lab-on-chip system which was devel-
oped at the Heinz Nixdorf-Lehrstuhl für Medizinische 
Elektronik. IMOLA is a modular cell based approach where 
multiparametric electrochemical biosensors are used to moni-
tor the vitality of living cells without the use of markers. Envi-
ronmental monitoring was performed using algae as signal 
transducer for environmental pollutants. In case of chemosen-
sitivity results from an effectiveness test of a chemotherapeu-
tica are presented. Here the vitality of cancer cells is compared 
between treated and untreated cells in an online experiment. 
Finally the emerging importance of a cell based approach in 
pharmacology and cancer research is discussed. 

Keywords — biosensor, IMOLA, dissolved oxygen, cell 
based assay, cellular respiration. 

I. INTRODUCTION  

For better understanding of system biology, the label-free 
investigation of living cells is a promising method. Applica-
tions of this field are the development of new therapies 
against diseases as cancer [1,2], pharmacological research 
[3], alternative methods for animal experiments [4] or the 
introduction of new biosensors using living cells as signal 
transducers [5-7]. Different parameters as acidification, 
growth rate or cellular respiration are used to monitor meta-
bolic and morphological changes of living cells and their 
interaction with drugs or toxins [8,9]. Amongst these pa-
rameters the cellular respiration takes an important place, 
because it shows the mitochondrial activity i.e. the aerobe 
energy conversion of eukaryotic cells [10]. The relevance of 
the cellular respiration can be deducted from our atmos-
phere. Their actual composition is based on the starting of 
photosynthetic active cells 1.5 billion years ago. Before this 

cellular energy conversion was based on anaerobe metabo-
lism. Due to this evolution many cells can switch between 
the more energy efficient aerobe respiration and anaerobe 
metabolism [1].  

Measurement of cellular respiration is done via meas-
urement of the oxygen consumption of the cells under in-
vestigation. Usually the cells are cultivated in cell culture 
media, i.e. the dissolved oxygen (DO) in the cell culture 
media has to be measured. First the development of the  
DO-measurement and the different methods are described 
briefly.  

The measurement of dissolved oxygen started historically 
in 1888 with the Winkler-titration method [11]. Here titra-
tion of thiosulfate into the measurement solution until 
change of color is done. According to equation 1 the dis-
solved oxygen in the solution can be calculated by counting 
the amount of titrated thiosulfate. 

2
64

2
322 22 OSIOSI   (1) 

At the beginning of the 20th century, different physical 
methods as cartesian divers [12] (a buoyancy based method) 
or a vacuum extraction method [13] were investigated. In 
the middle of the 20th century different electrochemical 
methods such as the dropping mercury electrode [14] or the 
Mackereth-sensor [15] for measurement of dissolved oxy-
gen were investigated. The most popular electrochemical 
sensor for measurement of dissolved oxygen is the Clark-
sensor which was patented by L.C. Clark in 1959 [15]. This 
sensor works on an amperometric basis. Usually a voltage 
of -600mV is applied to a set of electrodes and the resulting 
current is measured. This current is equivalent to the elec-
trons in equation 2. The generated electrons correspond to 
the consumed oxygen. Using this method it is important to 
choose the dimensions of the electrodes small enough to 
avoid a disturbance of the DO in the solution by the oxygen 
consumed at the electrodes. 

OHeHO 22 244  (2) 

At the end of the 20th century so called optical sensors 
were introduced by Wolfbeis [16]. This method is based on 
fluorescence quenching. DO-sensors based on this method 
are mainly based on ruthenium [17], porphyrin [18] or 
pyrens [2]. Two measurement methods are common. Either 
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the intensity [19] or the decay time [20] of the fluorescence 
is detected. Latest developments in this field are methods 
based on the magnetic effects of dissolved oxygen [21] or 
modifications of electrochemical sensors with substances as 
carbon nanotubes [22] or vitamins [23]. Table 1 summarizes 
the available methods for measurement of DO and evaluates 
their ability for measurement of cellular respiration. 

Based on these considerations, different lab-on-chip sys-
tems are under investigation at the Heinz Nixdorf-Lehrstuhl 
für Medizinische Elektronik of the Technische Universität 
München. In this work the electrochemically based intelli-
gent mobile lab (IMOLA) which was spinned-off to cellasys 
GmbH (www.cellasys.com) was used for the measurements. 
Development and research on the IMOLA was performed 
by the authors at the Technische Universität München. 

II. MATERIALS AND METHODS 

IMOLA is a modular solution for monitoring the vitality 
and morphology of living cells. This is done non-invasive, 
label-free, real-time, multi-parametric and with an inte-
grated cell culture media delivery system. The details of the 
system have been described elsewhere [24].  

In this work only the properties which are related to DO 
measurement are described. Figure 1 shows the BioChip-C 
which is used at the IMOLA system. It is packaged sterile 
and has to be handled under sterile conditions. In the middle 
of the chip the DO sensor is realized in thin film technol-
ogy. It is a membrane-free, amperometric electrochemical 
DO sensor with three electrodes. The working electrode has 
an area of 1.1 mm² and an auxiliary electrode is used to 
keep the reference electrode current-free [25]. 

The amperometric measurement principle with a three 
electrode setup is shown in Figure 2. This principle was 
used by the authors to allow measurement of DO with the 
IMOLA system. The three electrodes were fabricated in thin 
film technology at the BioChip-C and the geometry was 
optimized toward low noise and high signal to noise ratio 
[13]. 

 

Fig. 1 Sterile packaged BioChip-C with microsensors for measurement  
of dissolved oxygen, pH, impedance and termperature. The side length  

of the chip is 24 mm. 

 

Fig. 2 Principle of the amperometric measurement principle. Between 
a work and a reference electrode the voltage UIN is applied and the  

resulting current in the nA range is measured. To avoid ageing of the 
reference electrode the current is directed via the auxillary electrode.  

During the development of the IMOLA device, different 
parameters had to be considered to allow long term moni-
toring of living cells. To maintain sterility a closed fluidic 
system is implemented which works in suction mode. Pres-
sure adaptation is realized via a sterile filter. The suction 
mode was implemented to maintain a small under-pressure. 
This and proper temperature handling is necessary to avoid 
gas-bubbles in the system. A bubble on one of the mi-
crosensors would disturb the measurement. To maintain the 
cells with fresh cell culture media and to be as close as 
possible to in vivo conditions the fluidic is driven in a stop 
and go mode. A cycle with 3 min pump on and 7 min pump 
off is repeated over the whole measurement period. The 
detailed description of the different experiments, the used 

Table 1 Methods for dissolved oxygen measurement and ability for 
measurement of cellular respiration. 

Method 
Continuous 
measure-

ment 

Biocompatibil-
ity 

Cost 
/ complexity 

Chemical No No Medium 
Physical No No Medium 

Electrochemical Yes In vitro, in 
vivo Low 

Optical Yes In vitro Low 
Magnetic Yes In vivo High 
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cell culture media, chemotherapeutica or drug and the cells 
have been described in different publications for environ-
mental monitoring [6,26] and for chemosensitivity analysis 
[8,27,28]. Due to the modular IMOLA concept it was easily 
possible to design a system for mobile environmental moni-
toring and another setup which is used as a stationary six 
channel laboratory setup. 

III. RESULTS 

In Figure 3 the photosynthetic activity of algae is shown. 
For this measurement the IMOLA has been extended with a 
light module which contains two light emitting diodes. With 
the light module the algae are triggered two produce oxygen 
which can be monitored with the DO microsensor. 

The cellular respiration of cancer cells is shown in Fig-
ure 4. Here the raw data of the measurement are evaluated 
and only the effect of the drug doxorubicin toward the respi-

ration activity of the cells is displayed. Two experiments are 
shown in the diagram. One with treated and another one 
with untreated cells. It can be clearly concluded that the 
drug reduces the vitality of the cancer cells. 

IV. DISCUSSION 

Different methods for measurement of cellular respira-
tion are available and evaluated in this work. The use of 
electrochemical microsensors has proven to be adequate for 
measurement of dissolved oxygen in the microenvironment 
of living cells. Furthermore it is important to have a sophis-
ticated fluidic system to provide devices for sterile, long 
term analysis of cellular respiration. The application in the 
field of chemosensitivity shows the feasibility and opens the 
application field toward pharmacological studies or basic 
cell-biological research. With the application in environ-
mental monitoring the functionalization of living cells as 
signal transducers was shown. This shows the ability of the 
IMOLA-platform as real biosensor for applications as point-
of-care diagnostic or homeland security. The application as 
water quality monitoring system has recently become more 
important. In our modern society residues of medicine 
products which are not decomposed in our sewage plants 
are becoming an increasing problem. E.g. the hormone 17  
ethinylestradiol (which is used in the birth control pill) 
accumulates in the rivers of big cities and intervents with 
the fish population [6].  

Furthermore in the field of pharmacology the cost for 
DNA and protein based analysis methods are immense and 
do not result in the expected licensing of new drugs. In this 
field a whole cell approach could be useful to complete the 
spectrum of development tools. For the developing research 
area of system biology the IMOLA tool also should be con-
sidered. 
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Fig. 3 Environmental monitoring measurement example (raw data).  
The decreased photosynthetic activity of the algae chlorella kessleri  
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Fig. 4 Measurement example from chemosensitivity analysis  
(evaluated data). The reduced cellular respiration of the mama-carcinoma 

cell line MCF-7 after exposure toward the chemotherapeutic drug  
doxorubicin is shown.  
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Abstract — Hypothesis, that optical radiation is able to alter 
surface electrochemical potential and due to this affect bone 
remodeling processes have been proposed. Besides, researches, 
being done beforehand, in majority used laser radiation of 
single wavelength; the latter usually does not match well with 
optical absorption bands of the bone, obtained in a series of in–
vitro experiments.  The goal of the present work was to evalu-
ate in-vivo influence of the optical light of different wavelength 
on the bone remodeling / reconstruction process.  For this, 
artificial defect have been made at the mandible bone of fe-
male rabbits. During operation and 10 days after surgery 
operation site was irradiated with optical radiation with either 
long (550 – 5000 nm) or short (350 – 550) wavelength.  Results 
demonstrated that light treatment suppresses rate of healing of 
the bone defect for both experimental groups comparing with 
the control. The suppression effect is more expressed for short-
wavelength irradiation. 

Keywords — bone remodeling, optical radiation, fracture 
healing. 

I. INTRODUCTION  

Optical radiation is known to be able to change physical 
properties of semiconductor surface, providing surface 
charge and altering surface electrochemical potential. The 
bone had been demonstrated as a material, having an energy 
gap at resembling semiconductor [1]. This means, that elec-
tron transitions in bone may cause alteration of the bone 
surface charge. 

That is why hypothesis arose, that optical radiation may 
alter bone surface properties (including electrochemical 
potential), hereby affecting ion exchange between bone and 
bone cells ant influencing bone remodeling. 

In the previous works, structure of electron states levels 
of bone has been studied [2]. Two distinct energy levels 
exist in bone (Fig.1). The energy of electron transitions 
between these levels are about 1.8 and 3.7 eV, that corre-
sponds to the photon wavelengths 690 nm and 330 nm [pav-
lenko]. If optical radiation indeed alters bone remodeling, 
the effect must be most expressive at the wavelengths that 
correspond to bone electron transition band.  

The number of research, targeted to explore influence of 
the optical radiation on remodeling and reconstruction of 
bone, has been already reported. Reported results was both 
positive, declaring that irradiation facilitates bone remodel-
ing [3, 5, 6] and negative, demonstrated longer bone repair 
after optical laser treatment [4]. Besides, in majority, these 
researches applied high or low intensive laser radiation with 
a wavelength in the red and near infrared range. This wave-
length, usually, did not match well electronic (i.e electron 
absorption bands) structure of the bone. 

The goal of the present work was to evaluate influence of 
the optical light of different wavelength, that are selected to 
excite electron transitions in bone on the bone remodeling / 
reconstruction process in-vivo. 

II. MATERIALS AND METHODS 

A. Bone defect treatment  

Experiments have been carried out with 4-month female 
rabbits. Animals were randomly divided into three groups: 
control, experimental group I and experimental group II. 
Animals assignment to groups is summarized at Table 1.For 
every animal surgery was performed under anesthesia to 
make a 3 mm semi – circular defect at the right lower side 
of mandible (Fig.2). For the procedure, 3 mm bore had 
been used. 

During manipulation, before the wound was closed by 
tissue and sutured, the defect for experimental group I was 
illuminated using Xe arc lamp through the orange filter. 
 

 

Fig. 1. Bone electronic structure, following [2]. Arrows indicate electron 
transitions.  
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Fig. 2. Artificial bone defect. 

Table 1. Experiment  design 

Group Procedure Animals No 
Control - 9, 10, 11 
Experimental I Irradiation using filter OS-12 (> 550  

nm), 10 sek  
3, 8, 12 

Experimental II Irradiation using filter SZS-21 (350 – 
550 nm), 30 sek 

1, 4, 7 

Animals No 2, 5 and 6 have been euthanized for histological evaluation. 
Corresponding data were censored out from the consideration. 

The filter had transmission spectral band 550 – 5000 nm; 
irradiation time selected to be 10 sec. For experimental 
group II defect was irradiated through the blue – green fil-
ter, having transmission band 350 – 550 nm. Irradiation 
time was 30 sec. The time of irradiation was adjusted to 
deliver the same energy flux to the wound in both cases. 
The fluxes through the both filters were compared in arbi-
trary units, using non-calibrated thermopile. Evaluated by 
calculations value of the delivered energy was 1 – 2 J/cm2. 
The wavelength bands were selected in accord with known 
electron structure of the bone to excite electron transitions 
via the energy gap [2]. For the control group, the defect was 
left intact, with no irradiation. 

For experimental groups, the defect sites were irradiated 
every day through the skin at the same modes 10 days after 
surgery. To prevent bias between control and experimental 
groups due to stress, related to handling, animals from con-
trol group were submitted to the same manipulations with 
the Xe lamp switched off.  

B. Evaluation of the healing process  

Because of proposed hypothesis, that electron transitions 
in bone may be responsible for alteration of bone remodel-
ing, X-ray evaluation of the defect healing was not appro-
priate. X-ray photons itself are able to modify bone elec-
tronic structure, due to this causing uncontrolled bias in the 
results. 

Ultrasound technique has been demonstrated to be able to 
visualize and evaluate size of open edge bone defects [7]. 

Therefore, the healing of the defect was evaluated non-
invasively, using US imaging equipment “SonoSite 
180Plus” equipped with the 10MHz linear array transducer. 
Before surgery, US images of intact rabbit mandibles were 
obtained for each animal. After the surgery, US images 
were obtained 2 – 3 times per week. Figure 3 depicts typical 
US image of the bone defect. The area of the defect, seen at 
the image, was used as the measure of the defect size. For 
the number of animals, excessive mass of bone was formed 
over the defect site. For such cases, the area of excessive 
bone were calculated and used for further analysis with 
negative sign. To evaluate defect size measurement uncer-
tainty, areas had been measured several times in a random- 
fashioned order. The average standard deviation of the cal-
culated defect area values was 0.40 mm2.   

To evaluate defect healing process, determined from US 
images defect areas were plotted against the time passed 
after surgery (Fig.4). Resulting curves were approximated 

 

Fig. 3. US image of the bone defect (arrow). 

 

Fig. 4. Typical change of the defect side over time. Negative numbers 
correspond to excessive bone mass formation. 
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with the straight lines using least square method. The slope 
of the line was taken as a measure of the healing rate. The 
standard deviation for the calculated healing rates was 
0.01 mm2/day. Healing rates were compared for control and 
both experimental groups. 

III. RESULTS AND DISCUSSION 

Experimental results are summarized in the Table 2.  To 
evaluate, whether there is any relationship between initial 
defect size and defect healing rate, the correlation coeffi-
cient between those parameters was calculated. Both 
graphic presentation (Fig.5) and the value of correlation 
coefficient suggested, that healing rate does not depend on 
initial defect size.  

Figure 6 shows distribution of healing rates between ex-
perimental groups.  Distributions demonstrated that healing 
rate tends to be lower at irradiated groups. The average 
healing rate for each group was 0.12 mm2/day for control 
group, 0.10 mm2/day for experimental group I and 0.08 
mm2/day for experimental group II. Such a result is reason-
able, because group II was irradiated with short – wave-
length light that has higher energy of photons and may in-
duce more noticeable changes.  

Single factor ANOWA [8] was applied to compare dif-
ference between groups with scattering within the groups. 
The corresponding P – value was 0.14. The difference in 
average healing rate therefore is significant only at the 15% 
level of significance, that does not allow make sound con-
clusion whether irradiation affect average bone healing rate. 
But, one has to take into account, that analysis used small 
experimental groups. 

Figure 6 suggests that, alongside with average healing rate, 
the variability of the healing rate differs for different groups. 
Healing rate standard deviation was equal to 0.004 mm2/day 
for control group, 0.03 mm2/day for experimental group I and 
0.04 mm2/day for experimental group II. Fisher test (F-test, 
[8]) was used to compare standard deviation in each ex-

perimental group with control one. Corresponding P – val-
ues for the difference between experimental group variance 
and control group variance was 0.02 and 0.01 for experi-
mental group I and II, correspondingly.  Statistically signifi-
cant difference in variances makes any conclusion, made on 
the base of ANOWA useless, because analysis of variance 
requires equality of group standard deviations [9]. 

Therefore, one may come to conclusion, that optical ra-
diation affected bone remodeling process in both experi-
mental groups, more likely inhibiting it. Inhibition effect 
was expressed in a greater extent in experimental group II, 
irradiated with shorter wavelengths light. This is in favor of 
the proposed hypothesis, that irradiation causes electron 
transition in bone and hereby alter bone electrochemical 
properties. One may note, that inhibition effect of the opti-
cal laser radiation has been reported previously as well [4] 

The present work attempted just to demonstrate influence 
of optical radiation on the bone defect healing and does not 
answer most important question, is the effect appeared due 

Table 2.  Experimental data on defect healing rate 

Group Animal No Initial defect 
size, mm2 

Healing rate, 
mm2/day 

9 3.0 0.13 
10 3.3 0.12 

Control 
(no irradiation) 

11 3.0 0.12 
3 4.0 0.07 
8 3.5 0.10 

Experimental I 
(550 nm <) 

12 2.3 0.12 
1 2.4 0.04 
4 2.5 0.09 

Experimental II 
(350 – 550 nm) 

7 2.7 0.10 

 

Fig. 5. Correlation between healing rate ad initial bone defect size. 
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Fig. 6 Variation of defect healing rate for different groups. 



360 Yu. Dehktyar, A. Katashev, J. Katasheva and I. Ozolanta 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

to irradiation of bone itself or it is a systemic effect due to 
irradiation of wound covering soft tissue. 

IV. CONCLUSIONS  

The results demonstrated that wound treatment with opti-
cal radiation suppresses healing of the bone defect in rab-
bits. The suppression effect is more expressed for the group, 
irradiated with short wavelength light 
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Transmyocardial Laser Revascularization in Patients 
with Diffuse Coronary Artery Disease 

E. Freilibs1, R. Lacis1 and U. Strazdins1 
1Pauls Stradins Clinical University Hospital/ Center of Cardiac Surgery, Riga, Latvia 

Abstract — Objective: The standard revascularisation meth-
ods have not proved effective enough in situations of very 
diffuse coronary artery disease (CAD). One of the methods to 
solve this situation is transmiocardial laser revascularization 
(TMLR). Methods and results: 20 patients have undergone 
surgical treatment since November 2003. All operations had 
done TMLR as an adjunct to coronary artery bypass graft 
surgery (CABG).All patients had 3 vessels disease. At a median 
follow up 6 months after operation 81 % of patients were free 
of angina pectoris. All patients before operation were in III 
and IV Canadian Cardiovascular Society (CCVS) angina class, 
after operation at follow up time were in class 0 – 1 CCVS. 
Myocardial perfusion scintigraphy demonstrated significant 
improvement of myocardial perfusion. In control group were 
30 patients after on- pump isolated CABG. No statistical sig-
nificant differences were found in Troponin I level, postopera-
tive bleeding compared with isolated CABG. Conclusions: 
TMLR is minimally traumatic and effective treating method in 
combination with CABG. 

Keywords — transmitocardial laser revascularization, coro-
nary artery disease, coronary artery bypass graft surgery, 
Canadian cardiovascular society angina class 

I. INTRODUCTION  

Coronary artery disease is the leading cause of death 
worldwide. Cardiovascular diseases cause 42% of all deaths 
in the European Union (EU): 46% of deaths (women) and 
38% deaths (men). 4 million Europeans are dying each year 
from cardiovascular diseases [1]. 

There are three main treating methods for CAD: medical 
therapy, percutaneous interventions (PCI), and coronary 
artery bypass graft surgery (CABG). In patients with severe 
diffuse coronary artery atherosclerosis it is not possible to 
do complete revascularisation with PCI or CABG (we can 
predict it in coronary angiography).If these patients have 
severe angina that persists despite maximal medical therapy 
we have to look at other treating methods. One option is 
TMLR. The first time TMLR was done by Mirhoseini et al. 
to animals in 1981 [2-4]. It was done for the first time to 
people by Okada et al. in 1986 [2-4].  

The technical idea of method is to create the channels 
through myocardium with laser energy. Hypothesis of 
TMLR are – blood flow to the myocardium through chan-
nels and initiate the wound healing process with associated 

angiogenic response (angiogenesis) and (or) regional myo-
cardial denervation. [5] Mechanism of revascularization 
with TMLR is still unclear. Several randomized, controlled, 
multicultural trials have established the clinical efficacy of 
sole therapy TMLR [2-4, 6, 7]. Our aim is to do TMLR as 
an adjunct to CABG and to asses the effect of operation. 

II. MATERIALS AND METHODS 

20 patients were operated on in our hospital by TMLR 
plus CABG. The operations took place from November 
2003 to 2008. 10 patients were women and 10 men. The 
average age was 64 years old (46- 75) .All patients had 
three vessels severe diffuse coronary artery atherosclerosis 
disease. One or two main coronary arteries were non ame-
nable for PCI or CABG. It was diagnosticed preoperatively 
angiographically or intraoperatively. For TMLR we use 
Cardiogenesis „TMR 2000„ Holmium: yttrium – aluminum 
– garnet (Ho: YAG). Ho: YAG is pulsatil mid – infrared 
laser. The average amount of channels was 10 to a patient. 
Mostly channels were done to anterior wall of the left 
chamber. 

50 % of patients were examinated before and 6 months 
after operations with myocardial perfusion scintigraphy. 
Patients were checked for their CCVS class pre and 6 
months postoperatively. 

We controlled Troponin I postoperatively.  
We checked postoperative bleeding. 
In control group were 30 patients with three vesels dis-

ease, all patients were after isolated CABG operated on 
pump. 

III. RESULTS 

Survival after operations was 95%. 1 patient died 9 days 
after the operation; the cause was acute respiratory virus 
infection (ARVI). All patients were in class III-IV CCVS 
preoperatively. After operations 81 % of patients were in 
class 0 (CCVS). 19 % of patients were in class I, 6 months 
after the operations. 

Average Troponin I after operations was 23.3 ng/ml. Av-
erage Troponin I in the control group was 15.5 ng/ml. 
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The incidence of myocardial infarction postoperatively 
was 5 % in TMLR group. 6.6 % myocardial infarction post-
operatively in the control group. 

No reoperations caused by postoperative bleeding in both 
groups. 

Myocardial perfusion scintigraphy showed perfusion im-
provement in myocardium after operation; however some 
patients still had ischemic regions in myocardium. 

IV. CONCLUSIONS 

TMLR in combination with CABG is an effective treat-
ing method at the end stage medically refractory coronary 
artery disease. 

It is not easy to conclude that the improvement of angina 
and myocardial perfusion due to TMLR was because we did 
TMLR in combination with CABG. 

TMLR is a minimal traumatic method - no reoperations 
due to bleeding, the Troponin I level and incidence of myo-
cardial infarction postoperatively was approximately the 
same in the control group. 

The number of patients is too small to draw a statistically 
accurate conclusion. 
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Evaluation of a Fiber-Optic Based Pulsed Laser System 
for Fluorescence Spectroscopy 
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Abstract — A fiber optic based continous wave laser setup 
has been developed to record the 5-aminolevulinic (5-ALA) 
induced Protoporfyrin IX (PpIX) fluorescence signals from 
cerebral gliomas. To reduce the energy delivered to the tissue 
as well as suppression of the ambient lamp artifact from the 
recorded spectra, a pulsed laser setup has been developed and 
evaluated. This setup has been calibrated and first evaluations 
were performed on the 5-ALA treated skin showing PpIX 
fluorescence peaks from the ALA treated skin at 635 and 
704 nm wavelengths. The system controls laser pulses through 
a computer interface and labview software package. Pulses as 
short as 50 ms over a period time of 500 ms are generated and 
optimally detected. The results from primary measurements 
on skin show an effective suppression of room fluorescent lamp 
artifact from the recorded spectra.  

Keywords — Fluorescence spectroscopy, Pulsed laser modu-
lation, 5-aminolevulinic acid induced fluorescence, Glioma 
resection, Intraoperative optical guide 

I. INTRODUCTION  

The highly malignant brain tumor, glioblastoma multi-
forme, is difficult to totally resect due to its infiltrative way 
of growing and its morphological similarities to surrounding 
functioning brain under direct vision in the operating field. 
MR and/or CT images are taken before and after surgery for 
observing the location and form of the tumor but still the 
important task of identifying tumor margins is based on 
visual inspection and palpation of tissue.  

Optical measurements may offer a precise, safe and spa-
tially beneficial option for intraoperative measurements. 
Thus the goal of this study has been to develop a system 
that assists the neurosurgeons with delineating the border 
between normal and malignant tissue during tumor resec-
tion. Although some research groups [1,2,3,4] have reported 
competitive studies of cerebral tumor demarcation using 
different detection methods of endogeneous and exogeneous 
fluorescence, quantitative tracing of 5-ALA induced fluo-
rescence in cerebral tumors have remained unexplored. 

The general idea is that about 3 hours prior to surgery the 
patient receives orally a low dose of 5-aminolevulinic acid  
 
 

(ALA) which passes the defect blood-brain barrier in the 
tumor and is converted to the fluorescence tumor marker 
protoporphyrin IX (PpIX) in the malignant cells to facilitate 
tumor demarcation via the tissue fluorescence signal. Laser 
light at 405 nm is absorbed by the PpIX and a fluorescence 
emission spectrum with peaks at 635 nm and 704 nm can be 
collected. PpIX is a natural substance in the haem cycle 
which is rapidly eliminated from the body. Stummer et al 
[5] have conducted extensive research on detection of cere-
bral glioma through oral administration of ALA reporting a 
higher resection rate by using PpIX fluorescence micros-
copy. The inspection done through a microscope, is based 
on visual judgement of the surgeon.  

A study has been previously conducted using a compact 
fiber optic based fluorescence spectroscopy system using an 
LED at 395 nm both on skin and during neurosurgical re-
section procedure [6]. Results indicate that PpIX fluores-
cence and brain tissue autofluorescence can be recorded 
with the help of the developed system intraoperatively dur-
ing resection of glioblastoma multiforme. To omit the unde-
sired effect of superimposed unsuppressed operating lamp 
noise on the recorded spectra, a non-transparent funnel had 
been previously used in the measurements. Though this 
funnel effectively restricts the ambient light artifact, it 
blocks the view of the surgeon which is of a great disadvan-
tage during operation. 

To restrict the sensitivity of the collected fluorescence to 
the ambient light and to avoid excessive bleaching of the 
protoporphyrin IX marker under exposure to laser as well as 
reducing the measurement time, a system based on a pulsed 
mode laser at 405 nm (50 mW peak power) and a spec-
trometer has been developed and evaluated on skin prior to 
clinical measurements. 

II. SYSTEM AND SETUP  

The different components of the system, as described be-
low, are mounted in a compact box of 31×25×21 cm which 
is easily carried on a trolley to the operation theater (Fig 1). 
The total weight of the box is 4.6 kg. 
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A. System components 

Laser: Near-UV laser diode module with the maximum 
excitation light at 405 nm and maximum power of 50 mW 
was acquired (Oxxius, Inc., CA). The laser operates both in 
modes of continous wave and pulsed modulation. Shortest 
generated pulse may have a width of 7 s. Relatively small 
mechanical dimensions make the packaging of this laser 
very handy. 

Spectrometer: The spectrometer (EPP 2000, Stellarnet) 
uses 2048 element CCD in the range of 200-850 nm wave-
lengths with a practical resolution of 2 nm, though the theo-
retical resolution is higher. The minimum reliable integra-
tion time of the spectrometer is 30 ms.  

Filter: As the reflection from the laser light saturates the 
spectrometer, a long pass cut off filter of 450 nm (Schott 
CG-GG-475-0.50-3, CVI, USA) is fixed before the detector 
slit of the spectrometer.  

Fiber optical probe: Excitation light is brought to the tis-
sue through a hand-held optical fiber probe with core and 
total diameter of 600 and 950 m and numerical aperture of 
0.37. This excitation fiber is surrounded by 9 other fibers of 

200 m core diameter and numerical aperture of 0.22 which 
collect the light from the measurement site and transfer it to 
the spectrometer (Fig. 2 a). The optical fibers are arranged 
to match the slit configuration of the spectrometer at the 
detector end (Fig. 2 b and c). However, some light at the 
upper and lower fibers at the detector end are lost (Fig. 2 b). 

Fiberport: A miniature micropositioner (OFR Inc., 
Caldwell, NJ) has been mounted at the interface of laser and 
fiber probe to allow the alignment of the laser light. The 
maximum attenuation of light through the fiberport is 25%. 

B. Pulse generation and spectrum collection 

The system controls generation of laser light pulses and 
the spectrometer through a computer interface and labview 
software package. The concept is to have a simultanous 
pulse generation and spectrum collection. The pulse and 
laser pulsewidth should be a trade off of the integration time 
of the spectrometer, minimum energy given to the tissue 
and the time needed to keep the ambient light sensitivity at 
minimum while collecting detectable amount of light. The 
software is programmed such that pulses are generated as a 
function of given spectrometer integration time and period 
time. However, the execution time of the loops in the soft-
ware package do not allow setting of the period time below 
a certain level with the current design.  

C. Calibration 

Calibration: The system is calibrated with the coeffi-
cients specific of the spectrometer against the fluorescent 
lamp to make sure of the validity of the recorded wave-
lengths. Before each set of measurements a dark spectrum is 
recorded to measure the background level of the system 
without light input. All measured spectra are corrected for 
this background. The spectral sensitivity of the system 
needs to be taken into account in subsequent data analysis 
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Fig. 1 Fiber optic based pulsed system design. 
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Fig. 2 Fiber probes (a) distal end of the fiber probe (b) detector end con-

nected to the spectrometer and (c) detector slit. 
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by recording the spectrum from a National Institute of Stan-
dards and Technology (NIST) traceable stable calibration 
light source. 

A fluorescent plastic is used for fluorescence intensity 
calibration to check the absolute level of the recorded spec-
tra before each set of measurements.  

III. SYSTEM EVALUATION 

Undesired spectra from the continous wave laser mode: 
The background superimposed on the measured spectra due 
to the room fluorescent lamps during measurements with 
the 405 nm laser in continous mode is shown in Fig. 3.  

Evaluation on skin: Metylaminolevulinat (METVIX® 
160 mg/g, Photocure ASA, Norway) cream was applied on 
the skin 3-4 hours prior to the measurements. The skin was 

covered to avoid exposure to the light and thus prevent 
bleaching of the fluorophores. The aminolevulinic acid in 
this cream changes to PpIX in the skin and exhibits fluores-
cent peaks at 635 and 704 nm wavelengths. Measurements 
were performed on the untreated and ALA treated skin. 
Fig. 4 shows the fluorescence recorded from the untreated 
skin and the fluorescence from the treated skin, using the 
developed pulsed system. Pulses of 50 ms long with a duty 
cycle of 0.1 have been chosen and evaluated. The power 
was set to 1 mW. These values were chosen as an obtained 
compromise between the desired features mentioned earlier. 

IV. DISCUSSION 

The system offers a quantitative measurement method of 
the fluorescence in malignant glioma brain tissue compared 
to the microscope based inspection reported by Stummer et 
al. [5]. 

We have observed negligible traces of ambient light in 
the collected fluorescence spectra. This helps the visual 
supervision of the surgeon to a great extend compared to the 
previous measurements with continous wave excitation 
laser. In the continous wave mode the measurement site has 
to be covered with a non-transparent funnel and the lamps 
should be directed away from the surgery site. As the opera-
tion lamp and microscope lamp also exist in addition to the 
fluorescence lamp tubes in the operation theater, the sensi-
tivity of the system to the background light of the men-
tioned lamps should be considered in the next step of the 
system performance evaluation. 

Further work will include optimization of pulse genera-
tion and detection at the software level as well as averaging 
of the collected pulses for visualization of a more stable 
fluorescence spectra intensity. Clinical measurements on 
brain gliomas would follow the completion of the system.  

V. CONCLUSION 

Using the developed fiber optic based pulsed fluores-
cence spectroscopy system, it has been shown that PpIX 
fluorescence signals can be quantitatively detected on ALA 
treated skin and the artifact of the ambient fluorescent 
lamps are effectively omitted. However, further optimiza-
tion and evaluation of the pulsed fluorescence detection 
system is necessary before clinical trials.  
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Fig. 3 Spectrum recorded with no mechanical suppression of room fluores-

cent tube lamp using the continous wave laser (405 nm) system. The 
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skin with pulsed mode laser system with the room lamps on. Pulse width of 
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Effect of Light Scattering Simulation in the Eye on Different Color 
Stimuli Perception 
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Abstract — One of the factors which influences visual func-
tions is intraocular light scattering. To assess the effect of light 
scattering and stimulus color on visual functions, visual acuity 
and retinal straylight were measured with and without light 
scattering occluder. For visual acuity measurements black 
Landolt optotypes on red, green and blue background were 
used. Retinal straylight was measured with a direct compensa-
tion method using the same colors stimuli. For one subject  
straylight was measured with 5 different light scattering levels 
of eye occluder. 

All subjects showed the best visual acuity with black opto-
types on red background and the lowest visual acuity values on 
blue background with and without light scattering occluder.  

At all occluder scattering levels retinal straylight values 
were highest for blue color. At high light scattering levels 
retinal straylight values were smallest for red color. For low 
light scattering levels straylight values were smallest for green 
color. Results show, that simulation of different light scattering 
levels changes spectral dependence of intraocular light scatter-
ing. These changes have no direct effect on visual acuity re-
sults; however they can affect other visual functions. Optical 
factors which can induce these spectral changes are discussed. 

Keywords — intraocular light scattering, visual acuity,  
colors  

I. INTRODUCTION  

Intraocular light scatter is the phenomenon when a part 
of the light reaching the retina does not participate in nor-
mal image formation [1]. Main sources for intraocular light 
scattering in healthy eye are light reflectance from cornea, 
lens, retina and light penetrating trough sclera and iris [2, 
3]. Light scattering in the eye increases if there are patho-
logical (corneal dystrophy etc.) or age related changes in 
optical parts of the eye (cataract) [1, 4]. There are discus-
sions about importance of measuring straylight in clinical 
practice [5], because straylight can effect such visual func-
tions as contrast sensitivity, visual acuity, especially in 
mesopic and scotopic conditions in the presence of light 
source away from fixation point in the visual field [ 6, 7]. 

Another question, which was discussed for a long time, is 
the straylight spectral dependence. Two main theoretical 
models of intraocular light scattering are Mie and Rayleigh 
light scattering models. Mie scatter is not strongly wave-

length dependent. Many clinical studies showed, that stray-
light is not depending on wavelength and thus is predomi-
nantly of Mie form [8, 9]. However newer research has 
showed that in young and well pigmented eye light scatter-
ing was close to Rayleigh scattering [10]. This type of light 
scattering is strongly wavelength dependent ( -4) and thus 
it is the greatest for short wavelengths visible light (blue). If 
eye is not well pigmented long wavelengths light (red light) 
penetrate through ocular wall and straylight increase. Re-
sults also showed that intraocular straylight is less wave-
length dependent with increasing age[10]. 

The main purpose of our studies was to find out changes 
in straylight values, when high degree cataract is stimulated 
with a light scattering plate. 

II. METHOD 

Two experiments were done: measurements of intraocu-
lar straylight and visual acuity threshold measurements. For 
intraocular straylight measurements the direct compensation 
method was used [1]. In this method a concentric annulus is 
shown on computer screen (Fig. 1). The annulus width was 
4.7 degrees and diameter ( ) 5.7 degrees. During measure-
ments the annulus color changed from black to colored (red, 
green or blue) with frequency 8Hz. Due to light scattering 
in the eye subjects perceived flickering in the test field (cen-
ter of annulus). 

It is possible to neutralize this flicker by showing a 
counter phase modulating light in the test field (centre). 
Subject task is to find compensation luminance value, at 
which flicker in the center disappears or is the weakest. The 
luminance L which is needed to cancel fickering in the 

 

Fig. 1 Test stimulus in direct compensation method. 
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center is related with light scattering value in the eye. Exact 
light scattering value is calculated from formula 

E
L

s
2

,  (1) 

where L – compensating luminance of the test field, E – the 
illuminance at the pupil plane caused by straylight source, 
- angular distance (degrees) of glare source from fixation 

point. At least 5 light scattering measurements were done 
with each color stimuli. 

The “Freiburg Visual Acuity Test” [11] was used for vis-
ual acuity measurements. Stimuli were black Landolt C 
optotypes on colored background (red, green and blue). 
Monitor with separate inputs for red, green and blue canals 
to change color background was used to demonstrate stim-
uli. Luminance for all backgrounds was 22cd/m2 (Minolta 
CS-100). The distance from monitor was 4m. 

The CIE xy coordinates for colors used in both experi-
ments were 0.59, 0.36 for red, 0.30, 0.59 for green and 0.16, 
0.12 for blue, respectively. Stimuli were shown on CTX 
PR960F 19" monitor. All experiments were done with right 
eye. Left eye was covered. 

Experiments were done in two conditions, normal and 
high degree light scattering condition. A polymer dispersed 
liquid crystal (PDLC) plate was used for simulating high 
degree light scattering condition. Light scattering inside the 
plate is caused by the difference in refractive index of crys-
tal droplets and polymer which surround these crystals [12]. 
Thicknes of plate was ~2,5mm. Applying AC voltage it is 
possible to improve light transparency of the PDLC plate.  

For all subjects measurements were done with minimal 
light transparency level (0.4) of PDLC occluder (without 
applying AC voltage). PDLC plate was placed in front of 
the right eye.  

For one subject additional intraocular straylight meas-
urements were done with 5 different levels of light transpar-
ency of PDLC plate. Improved direct compensation method 
- compensation comparison method [13] - was used for this 
experiment. 

4 subjects (GA,VA, SE, VE) age ranging from 21 to 28 
years participated in experiment. Refractive errors ranged 
from 0D to -2.0D for sphere, cylinder was smaller than 
1.0D. 

III. RESULTS 

Results of visual acuity and intraocular straylight for all 
subjects are showed in Fig. 2.  

In visual acuity measurements without light scattering 
occluder there is significant difference between results of 

red, green and blue color background stimuli for each sub-
ject, except for subject VE red and green background color 
data is not statistically different. The highest visual acuity is 
for black Landolt stimuli on red color background and the 
lowest for stimuli on blue background.  

Results with the light scattering occluder show signifi-
cant reduction of visual acuity for all subjects. Only for 
subject VA visual acuity for red color is similar with data 
obtained without eye occluder. Data between different color 
backgrounds show the same tendency as in measurements 
without PDLC occluder – the best visual acuity is for red 
color and the worst for blue color. Similar results were 
obtained in our previous measurements [14, 15]. One of the 
factors which influences visual acuity for stimulus with 
different color background is retinal receptive fields. They 

  

 

Fig. 2 Visual acuity and straylight parameter for all subjects (GA, VA, SE, 
VE) depending on stimulus background color in acuity measurements and 
of straylight source color in intraocular light scatter measurements. CIE 

coordinates are given for each color. 
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have different sizes. In periphery receptive fields are larger 
and being more efficient in discriminating of blue–yellow, 
whereas in the central part of the retina they are smaller and 
more efficient in discriminating of green–red stimuli [16]. 

Intraocular straylight values with and without PDLC oc-
cluder are the greatest for blue color. Ratio of red and green 
color stimuli values differs between subjects. There are 
significant greater values for red stimuli comparing with 
green color for 2 subjects (GA, VA) in measurements with-
out PDLC occluder. For subjects SE, VE results for red and 
green color stimuli are not significant different. These re-
sults are in correspondence with results in previous studies, 
which showed the highest straylight values for short wave-
lengths stimuli (blue color) and individual variations in ratio 
of red and green color [10].  

Using PDLC occluder data for green color are greater 
than for red color for 3 subjects. Only subject SE shows 
similar results for both colors stimuli.  

Fig. 3 shows more detailed dependence of straylight pa-
rameter from light transparency level in PDLC plate for 
different color stimuli. These data are obtained for subject 
GA. The greatest straylight values are for blue color for all 
transparency levels. For high transparency levels intraocular 
straylight is the smallest for green color, but for low trans-
parency levels the smallest values are for red color stimuli.  

IV. DISCUSSION  

There could be several reasons why intraocular straylight 
is greater for green than for red color with high light scatter-
ing level (low transparency) of eye occluder and is smaller 
when occluder is more transparent. One of the factors which 
could influence these changes is the spectral transparency of 
occluder. PDLC occluder has the greatest transparency for 
long wavelengths and smallest for short wavelengths [16, 
17]. It means that green light is scattered more than red 
light. Spectral dependence of transmittance of PDLC plate 
is greater when average transparency of the plate is the 
highest and keeps almost constant for all wavelengths when 
the average transparency is the smallest. However the 
transmittance for red light is larger than for green with all 
transparency levels of the plate. 

As mentioned previously, important source of straylight 
in the eye is light which penetrate trough the sclera and iris. 
Penetration is highest for long wavelengths (red) light [10]. 
When plate with low light transparency is in front of the 
eye, there is less light falling on the eye. Thus PDLC plate 
reduce the amount of light which penetrates trough the 
ocular walls and iris. If illuminance of the eye decrease 
pupil become wider and relative amount of light which 

 

 

Fig. 2 Visual acuity and straylight parameter for all subjects (GA, VA, SE, 
VE) depending on stimulus background color in acuity measurements and 
of straylight source color in intraocular light scatter measurements. CIE 

coordinates are given for each color. 

 

Fig. 3 Straylight parameter with different PDLC ocluder tramsmittance 
and different color stimuli for one subject. 
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enters into the eye trough the pupil increase. These two 
factors could be main reasons for spectral changes of light 
scattering. 

Spectral changes for the red and green color stimuli have 
no direct effect on visual acuity. Visual acuity is the best for 
the stimulus on red color and the worst on blue background 
in all light scattering conditions. In all measurements CRT 
monitor was used for showing stimulus. Light which come 
from monitor is not monochromatic. This factor could be 
one of the reasons why effect is not so great. 

Previous researches showed that contrast sensitivity is 
more affected than visual acuity when cataract is stimulated 
with light scattering occluder [4]. If there is no effect on 
visual acuity we can’t conclude that there is no effect on 
contrast sensitivity. Additional experiment should be done 
to evaluate this effect. 

V. CONCLUSIONS  

Light scattering occluder (polymer dispersed liquid crys-
tal plate) changes spectral dependency of intraocular stray-
light – intraocular light scattering increases for green light 
and reduces for red light. One of the factors which causes 
these changes is spectral transparency of occluder. PDLC 
occluder has the greatest transparency for long wavelengths 
and smallest for short wavelengths. Another factor could be 
the changes in amount of light which penetrate trough ocu-
lar wall and which is important source of straylight for red 
light. These changes have no direct effect on visual acuity 
for colored stimuli.  
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Abstract — The aim of the study was to investigate the spec-
tral changes during heating and to estimate threshold tem-
peratures for initiation of the thermal coagulation. A brain 
electrode with optical fibers was used to generate lesions in   
ex-vivo porcine white and gray matter as well as in fat and 
meat from pork chop. Radio frequency ablation (60 s, 48 – 
90 C, steps of 2-10 C) was performed while simultaneous 
spectroscopy measurements were made in the range 490 –
900 nm.  

The optical signal recorded from porcine gray and white 
brain matter was unstable with the reflected light intensity 
fluctuating a lot. Nevertheless an abrupt increase in light in-
tensity during coagulation in gray matter was found at 
48  6 C (n = 21), probably indicating onset of coagulation. 
The reflected light intensity from white matter showed no 
consistent behavior during coagulation. 

The results for pork chop meat and fat were considerably 
more consistent. The reflected light intensity from pork chop 
meat stayed stable up to a mean temperature of 42.5  3.5 C 
(n = 11). Above this temperature it abruptly increased for all 
wavelengths. The reflected light intensity from pork chop fat 
dropped over all wavelengths immediately as the temperature 
increased and remained low as the fat cooled (n = 8). 

In conclusion diffuse reflectance spectroscopy appears to be 
suitable to detect onset of coagulation in muscle tissue and 
gray matter. The estimated initiation temperature of coagula-
tion varied and was dependent on tissue type.  

Keywords — radio frequency ablation, diffuse reflectance 
spectroscopy, brain, muscle, fat  

I. INTRODUCTION  

Radio frequency (RF) ablation, or RF lesioning, is a 
common technique for temperature-controlled thermoco-
agulation of malfunctioning tissue. It is used in a wide area 
of organs such as the brain, the heart and the liver. It can be 
used to disrupt local overactivity that is characteristic to 
certain forms of heart arrhythmias [1] and neural diseases 
such as Parkinson’s disease [2]. It is also useful for destroy-
ing tumors that are not feasible for resection [3]. An alter-
nating current with a sufficiently high frequency not to 
stimulate nerves or muscles is used to heat up a small vol-
ume of tissue around an electrode tip containing a tempera-
ture sensor. The measured temperature of the tip is then 
used to control the current to a desired target temperature in 

order to obtain a satisfactory destruction without boiling the 
tissue.  

Recent development of RF-electrodes in our group has 
implemented optical fibers along the shaft. This makes it 
possible to perform either reflection spectroscopy or laser 
Doppler perfusion monitoring simultaneously to RF-
lesioning [4]. Our group has also performed modeling and 
simulation studies on RF lesioning in the brain where a 
threshold temperature of 60 C was assumed for onset of 
coagulation [5, 6] and we would now like to test the validity 
of this assumption. Optical methods are expected to be 
suitable for detection of this threshold of coagulation due to 
the blanching usually induced. 

The aim of the study was to investigate the spectral 
changes of white and gray brain matter as well as pork chop 
meat and fat during heating and to estimate a threshold for 
initiation of the coagulation when possible. 

II. MATERIAL AND METHOD 

A. Experimental set-up 

A custom-made monopolar RF electrode with optical fi-
bers was used to coagulate the tissue, see Fig. 1. The elec-
trode tip dimensions (length = 2.0 mm, diameter = 1.6 mm) 
had been specially requested by a neurosurgeon in order to 
be small without being easily bent. A hole in the bottom of 
the tip provided a window for 4 parallel optical glass fibers 
(core diameter = 200 m, cladding diameter = 230 m, 
numerical aperture = 0.22). The electrode was connected to 
an RF generator (Leksell Neuro  Generator, Elekta Instru-
ment AB, Sweden) for temperature-controlled thermoco-
agulation. Two adjacent fibers were used for spectroscopy. 
One of the fibers was used to emit white light from a white 
halogen lamp (AvaLight-Hal-S, Avantes BV, The Nether-
lands) and the other to collect the diffusely reflected light to 
a spectrometer (AvaSpec-2048-2, Avantes BV, The Nether-
lands). This combination of lamp and spectrometer gave 
spectra that were considered acceptable between the wave-
lengths, , 490 – 900 nm. Temperature, T(t) ( C), and light 
intensity of the raw spectra, Iraw( ,t) (a.u.), over time, t (s), 
were recorded to a personal computer using software writ-
ten in LabView 6.1 (National Instruments Corporation, 
U.S.). 



372 J.D. Johansson, A. Zerbinati and K. Wårdell 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

Electric current for
thermocoagulation

Diffusely reflected light
for spectroscopy

Electrode tip
with thermocouple

Optical
system RF-

generator

Electric
insulation

2 mm

1.6 mm

 

Fig. 1 The RF electrode with optical fibers.  

Thermocoagulations were performed in three porcine 
brains obtained from a slaughterhouse (use approved by the 
Swedish board of Agriculture, D.O. 38-6097/05) and in 
pork chops obtained from a local grocery store. The tissue 
was removed from the storage fridge for some hours prior to 
the experiments in order for it to obtain an even room tem-
perature. Stable room temperature of the tissue during the 
measurement series was verified with frequent thermocou-
ple readings (type K, TMD90, Meterman Test Tools). 52 
thermocoagulations were performed at temperatures be-
tween 50 – 90 C in steps of 2 – 6 C in the brain tissue, 11 
between 48 – 80 C in steps of 2 – 10 C in pork chop meat 
and 8 between 50 – 80 C in steps of 10 C in pork chop fat. 
The temperature was allowed to rise at a rate of at most 
6 C/s. Thermocoagulations in the pork chop fat were made 
near muscle tissue and with the tissue soaked by a tiny 
amount of 0.9 % NaCl solution in order to obtain sufficient 
electric contact. 5 of the brain thermocoagulations were 
performed in the cortex.  

Calibration measurements, Ical( ), were made against a 
white reference tile (WS-2, Avantes BV, The Netherlands) 
at a fixed distance in a closed reference model that shut out 
any background light. Measurements of the dark current 
level, Idark, where also made with the lamp blocked. 

B. Data analysis 

Data analysis was made in MatLab 7.5 (The Mathworks 
Inc., U.S.). Normalized intensities, I( ,t), for each meas-
urement were made according to 

 
darkcal

darkraw

II
ItII )(

),(
 (1). 

Brain tissue with similar mean I before heating as cortex 
tissue was assumed to be gray. Brain tissue with twice the I 
of cortex tissue before heating was assumed to be white. 
Rapid changes in light intensity were noted and compared 
to the measured temperature of the electrode tip at the same 
time. Coagulation onset was assumed to appear as a rapid 
and irreversible increase in I. Mean values and standard 
deviations (mean  s.d.) of the temperatures for such in-
creases were calculated for the different tissue types.  

III. RESULTS 

Changes in reflected light intensity were very similar for 
all measured wavelengths. A somewhat different behavior 
of wavelengths beneath 600 nm corresponding to high light 
absorption in blood could be seen however. Examples of 
temperature and mean reflected light intensity in the wave-
length bands 560 – 585 nm, I560-585, and 770 – 790 nm, I770-

790, are presented for the different tissue types in Fig. 2 – 5.  
Abrupt increases of I for brain, see Fig. 2, could be seen 

in 21 thermocoagulations at threshold temperatures of 
48  6 C. All these were corresponding to gray matter with 
a target temperature of at least 60 C. I also increased for 2 
gray matter coagulations at a target temperature of 56 C 
but no abrupt threshold could be seen.  15 coagulations 
were estimated to be in white brain matter. While I changed 
during heating, see Fig. 3, no obvious pattern could be seen 
and I could be both higher and lower after coagulation com-
pared to before. 

Abrupt increases of I for pork chop meat, see Fig. 4, 
could be seen in all 11 thermocoagulations at threshold 
temperatures of 42.5  3.5 C. I immediately decreased  

 

Fig. 2  Example of heating in gray brain matter. The reflected light inten-
sity remains stable until a threshold temperature is reached where it in-

creases abruptly. The signal is fairly unstable thereafter. 
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Fig. 3 Example of heating of white brain matter. No larger typical changes 
in light intensity were found in this study. 

 

Fig. 4  Example of heating in pork chop meat. The reflected light intensity 
remains stable until a threshold temperature is reached where it increases 

abruptly. The signal is fairly stable thereafter. 

 

Fig. 5 Example of heating in pork chop fat. The reflected light intensity 
immediately drops when heating starts and remains stable thereafter.  

upon onset of heating and remained lower after cooling for 
all 8 measurements in pork chop fat, see Fig. 5. 

IV. DISCUSSION 

Skeletal muscle tissue has high protein content (reported 
values of ~17.9 – 21.3 %) and low lipid content (~1.6 – 
6.8 %). Gray brain matter has lower but still quite high 
protein content (~8 – 12 %) and low lipid content (~5.3 %) 
while white brain matter has a quite high content of both 
proteins (~11-12 %) and lipids (~18 %) [7]. The reflected 
light intensity, I, from the pork chop meat and gray brain 
matter increased due to the thermocoagulation while it de-
creased for the pork chop fat. A hypothesis for the lack of 
detectable coagulation threshold for white matter may thus 
be that the effects of heating on the proteins and lipids can-
cel each other out to varying degrees here. A study on cre-
ated mixtures with varying controlled protein and lipid 
content may be useful for testing this. 

The coagulations in gray matter are difficult to see visu-
ally unless a target temperature of 70 C or more is used, 
hence the choice of such temperatures. The optical fibers 
however are much more sensitive and the onset of coagula-
tion seems to be considerably lower. For future studies a 
lower temperature range thus is recommended.  

The temperature measured in the electrode tip may be 
somewhat behind in time compared to the temperature of 
the surrounding tissue. It is thus possible that this study 
underestimates the threshold temperatures for onset of co-
agulation.  It may be preferable to lower the rate of the 
increase towards the target temperature in order to reduce 
such potential errors. Nevertheless, it seems likely that the 
assumed temperature of 60 C for coagulation earlier used 
by us in simulation studies may be too high for porcine gray 
matter. 

Spectroscopy by our group before and after thermoco-
agulation in porcine thalamus has showed a similar behavior 
as this study in the wavelength range 500 – 1000 nm with 
an even increase in light intensity above 600 nm and a 
somewhat larger increase at 500 – 600 nm after coagulation 
[8]. The deviating behavior at 500 – 600 nm could be due to 
residual blood in the ex-vivo tissue. Thermocoagulation has 
also been shown to increase the scattering properties of 
heart [9] and liver tissue [10] in this wavelength range. 

V. CONCLUSIONS  

The optical electrode seems suitable for verification of 
coagulation in gray brain matter and muscle tissue but not in 
white brain matter. Estimated threshold temperatures for 
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gray matter and pork chop meat were 48  6 C and 
42.5  3.5 C respectively but these may be underestima-
tions. 
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Abstract — Tissue laser soldering is a method of closure of 
incisions that in principle may have advantages over           
conventional closure methods. It is a non-contact technique, 
continuous and watertight and the procedure is faster and 
requires less skill to master. However, in practice there have 
been difficulties in obtaining strong and reliable welding. The 
quality of the weld depends on the ability to monitor and con-
trol the surface temperature of soldering zone during the pro-
cedure. Our goal was to use laser soldering to seal cuts in rat 
skin under temperature feed-back control and compare the 
results with standard sutures. Full-thickness incision created 
on the dorsum of rats and albumin solder with Indocyanine-
Green (ICG) dye was added between the incision edges and 
photothermally coagulated with diode laser. We have devel-
oped an automated soldering system based on diode laser, IR 
detector, photodiode, digital thermocouple and camera. The 
true temperature of the heated tissue was determined by using 
and improved calibration soft ware method. Laser   soldering 
was carried out spot by spot until it reached a preset value of 
70-75°C at each point. The tensile strength of laser soldered 
cuts was measured after 2-10 days postoperatively and was 
found comparable to that of sutured cuts. Histopathological 
studies showed better healing and less inflammatory reactions 
than that caused by standard sutures after 7th day. 

Keywords — Laser soldering, Feedback control, Histopa-
thology, Wound Healing 

I. INTRODUCTION  

Advanced systems are currently being evaluated for real 
time monitoring and control in medical procedures involv-
ing laser [1]. These systems generally consist of a sensor 
capable of rapidly measuring a tissue parameters coupled to 
a feedback loop that adjusts the laser parameters. The re-
sponse time of this type of system can usually be signifi-
cantly fast. 

Sensor can be used to monitor tissue parameters not vis-
ually discernible. One such parameter being studied for 
feedback control is surface temperature [2]. 

In these procedures a laser is used as a source of heat to 
cause thermal denaturation of the illuminated tissue pro-
teins. In the case of tissue photocoagulation, several vari-
ables can influence the clinical results. 

For instance, disparities in tissue properties can cause 
differences in the absorption characteristics. The fluence in 

the tissue can vary significantly for identical procedures, if 
the laser spot sizes or energy delivery rate is varied .These 
differences will cause the tissue temperature to fluctuate 
during laser procedure. Since the thermal damage to the 
irradiated tissue is strongly dependant on the evaluated 
temperature achieved during the laser soldering process, 
hence the resultant surgical outcome is highly variable [3]. 

A typical endpoint for laser soldering is the bleaching of 
tissue which occurs when soft tissue is heated above its 
denaturation temperature. This is not instantaneous at tem-
perature below 90º C but occurs after a time delay, which 
increases with decreasing temperature [4]. Visual control of 
photocoagulation at tissue temperatures above 90ºC is like-
wise extremely difficult and can often lead to tissue char-
ring which can result in impaired healing at repaired site. 

This study describes the use of closed feedback control 
systems for an ex-vivo laser soldering of skin. We believe 
that temperature dependence of laser soldering could be 
quantified by studying the biomechanical properties of tis-
sue. In addition the histopathological evaluations were also 
performed to determine the pattern of wound headlining. 

II. MATERIAL AND METHODS 

We developed a system for real time monitoring and con-
trol of the temperature of spot in tissue surface (Figure 1). 

 

Fig. 1 An example of experimental setup for rat irradiation  
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The heated spot emits an infrared radiation whose intensity 
(I) is determined by temperature (T). The intensity is moni-
tored and a feedback loop controls the laser power so that 
the surface temperature is stabilized at some set value.  

The system includes the following: (1) a diode laser with 
emission at =810 nm, (2) a pyroelectric IR detector which 
converts the emitted intensity (I) to an electrical signal. This 
signal is proportional to the tissue surface temperature (T), 
(3) a photodiode, (4) a computer which analyses the signal 
and determines the correct surface temperature. The tem-
perature control is based on the feedback algorithm which 
sends a signal defined and varies correspondingly by the 
laser power. 

8 male rats weighing 250-300 gr were used. They were 
divided to two groups of 4. The rats were anesthetized with 
Ketamine (90mg/kg). Their dorsal skin was shaved and 
depilated using Nair cream. Four cuts, each 2cm long were 
made on the upper and middle portions using 11” blades. 
Two of cuts were laser soldered and other two which served 
as a control group were sutured. For laser soldering the cut 
edges were brought close using a small clam on the distal 
portion of the cut. A drop of solder (1.25mg/cc ICG + 
1.25gr/cc albumin) was placed upon the cut line. The tem-
perature control was preset to 70ºC. The bonding technique 
used was spot soldering. For the control group the cuts were 
sutured with silk. 

The animals were anesthetized after 2, 5, 7 and 10 days 
postoperatively. An area of the skin with the repaired (sol-
dered or sutured) incision in the middle was harvested. 
Some sections were used for biomechanical measurement 
and other for histological examinations. 

The 16 healed skin specimen were tested using a load 
machine (Zwick/Roell, HCT 25/400 series). Strips were 
inserted into the head of loading machine and tensile 
strength measurement was carried out at a rate of 5mm/min.  
For histological examination, sections of the soldered tissue 
were first fixed in 10 % formaldehyde solution and rou-
tinely processed. They were then stained by hematoxyline 
and eosine for histological examination. 

III. RESULTS 

The yield strength, t, was measured for the 16 sections 
that were harvested between day 2 and day 10 postopera-
tively (2 samples in each subcategory). t of soldered and 
suture cuts are shown in Figure 2. At first day the t of sol-
dered repairs was lower than sutured cuts but increased 
rapidly after day 7. 

The energy of rupture of the repaired skin is shown in 
Figure 3. It shows that the skin tenacity of soldered skin is 
more similar to the normal skin and has a linear behavior, 

but in the case of sutured skin the skin tenacity highly fluc-
tuated. 

We found the soldered scar were cosmetically better 
looking than sutured scars. Pathological results showed a 
significant difference between collagen structural formation 
in soldered and sutured cuts. 

The pathological results for laser soldered and sutured 
skin after 10 days are shown in Figure 4 and 5. Very mild 
thermal injury was seen on day 2 in soldered scars, but from 
day 7 on, there was no evidence of thermal damage in all to 
the tissues. No carbonaceous substance was seen over the 
epidermis. Albumin was seen at day 2 in about 40% of the 
soldered cuts, but from day 7 on there was no evidence of 
its presence. The degree of re-epithelization was similar in 
both soldered and sutured scars, and it reached its maximal 
degree on day 7 postoperatively. 

Overall, in the soldered scars, the process of wound heal-
ing is faster and more effective, which is one of the many 
advantages of our technique 

 

Fig. 2 Yield strength of soldered versus sutured rat skin 

 

Fig. 3 Energy of rupture for soldered and sutured cuts 
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Fig. 4 Wound healing after 10 days in soldered scar 

.  

Fig. 5 Wound healing after 10 days is sutured scar 

IV. DISSCUSION 

One of the important factors to be considered for solder-
ing is the type of laser being used. In this work a diode laser 
with wavelength 810nm which is highly absorbed by ICG 
was chosen. The absorption coefficient ab of ICG for this 
wavelength is 2 × 105 cm-1/Mol[5]. 

Tensile strength was measured on the days 2, 5, 7 and 10. 
We found on day 2 post operatively a tensile strength of 150 

Kpa which is to the best of our knowledge sufficient to hold 
tissue together [6]. 

The average value of t for the soldered cut was compa-
rable to the sutured cuts from day 2 to day 10. We did not 
observe any rupture of scars in our rats. The scars showed 
very good overall uniformity in tensile strength. 

V. CONCLUSION 

The main goal of this study was to test a closed feedback 
controlled laser soldering system in order to accomplish 
reliable, fast and strong bonding of cuts in skin. We demon-
strated that our laser soldering technique for bonding cuts in 
skin is practical. It is better than standards suturing tech-
nique as far as healing, scar formation, inflammation and 
the operation time are concerned. The performance of the 
laser soldering system was reliable and it produced repro-
ducible uniform results. 
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Abstract — We are pursuing a hybrid optical-electro-
physiological-computational approach for studying and model-
ing neuronal input-output transformations in CNS neurons in 
vitro under increasingly realistic conditions. Our approach 
combines two-photon glutamate uncaging, which enables non-
invasive stimulation of neurons with single synapse specificity, 
and rapid three-dimensional hopping between many different 
uncaging locations (termed "patterned uncaging"). The input 
sequences used are doubly stochastic Poisson point processes 
with predefined custom auto- and cross-correlation functions, 
generated using a new method we developed. 

Our experiments quantitatively analyze the role of the input 
correlation structure on dendritic integration in CNS neurons by 
experimentally mimicking natural synaptic activity while simul-
taneously electrically measuring the output soma potentials. 

Keywords— two-photon, glutamate uncaging, dendritic in-
tegration, correlations, doubly stochastic Poisson 

I. INTRODUCTION  

The functional properties of Central Nervous System 
neurons are the subject of numerous experimental and com-
putational investigations. A major theme in these studies is 
an attempt to capture the integrative properties (input-output 
relationship) of neurons using a relatively simple reduced 
mathematical model, which can then be used in network 
models[1]. These studies typically involve complex multi-
compartment biophysical model simulations [2], or in vitro 
electrical stimulation experiments[3]. Computational studies 
on complex models give an opportunity to conduct arbitrar-
ily sophisticated ‘experiments’. However, these complex 
multi-compartment biophysical models may have hundreds 
to thousands of specific parameters that are not sufficiently 
constrained by existing experimental data.  

The powerful technique of two-photon glutamate uncag-
ing  enables non-contact stimulation of neurons with single 
synapse specificity[4]. Rapid hopping with high temporal 
resolution between many different uncaging locations (ter-
med "patterned uncaging"[5]) on the three-dimensional 
dendritic tree expands the ability of this technique to mimic 
natural synaptic activity with high spatial and temporal 
resolution. This paper presents an outline of our approach: 
combining patterned two photon uncaging with a new ap-

proach for flexibly controlling the multi-correlation struc-
ture of input firing patterns.  

II. EXPERIMENTAL SETUP 

Our experimental system consists of a custom-made two-
photon laser scanning microscope [6], integrated with a 
brain-slice electrophysiology system. Our optical system 
(Fig. 1) uses a tunable Ti-Sapphire mode-locked femtosec-
ond laser (Mai Tai, Spectra Physics; wavelength range: 710-
920nm). Two dimensional scanning (in imaging mode) and 
2D random-access hopping (in photo-stimulation mode) is 
achieved by steering the incident beam with galvanometric 
mirrors (Model 6210, Cambridge Technologies). Precise, 
rapid motion in the axial dimension is achieved by a piezo-
electric element (MIPOS 500 model, piezosystem jena 
GmbH, Jena, Germany) with a travel range of 500µm that is 
mounted on the objective lens (Nikon CFI APO x60 water 
immersion NA 1.0). A Pockels cell EOM is used for laser 
intensity attenuation and rapid laser shuttering during 
photo-activation with microsecond precision. The system 
also includes an IR imaging "Dodt tube", which provides a 
high-quality phase contrast capability for neuron visualiza-
tion and targeting.  

Custom software written in Matlab (MathWorks Inc., 
Natick, MA) and based on ScanImage [7] is used to control 

 

Fig. 1. Optical system. A. The microscope's CAD model . B. Image of a 
neuron intracellularly stained with the fluorescent dye Alexa 488.  
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the system, acquire images and perform patterned photo-
stimulation through data acquisition boards and serial com-
munication PC ports using a single graphical user interface 
(GUI). A second User Interface is used to control the elec-
trophysiology system.  

This experimental system can perform rapid patterned 
photo-stimulation with sub millisecond temporal and sub-
micron spatial precision (Fig. 2).  

III. CONTROLLING INPUT CORRELATIONS 

Emerging evidence indicates that information processing 
as well as learning and memory processes in both the net-
work and single- neuron levels are highly dependent on the 
correlation structure of multiple spike trains. There is there-
fore much interest in how the correlation structure of pre-
synaptic activity affects the way neural input is processed 
by the dendrites of single cells. In order to conduct a sys-
tematic study of these effects we need the ability to provide 
neural input with specific and tunable degrees of correla-
tion. The main difficulty in this task is that neural activity 
has a sparse structure (spike trains; mathematically: point 
processes) for which classical signal processing tools are 
typically inapplicable. The generation of spike trains with 
controlled mean rates and pre-defined correlation coeffi-
cients (reflecting an overall level of synchrony) has recently 
been addressed by Niebur[8]. The more general (and inter-
esting) case includes pre-defined correlation functions be-
tween spike trains (allowing for temporally structured corre-
lations). We have developed a strategy for generating 
stationary and non-stationary doubly stochastic Poisson 

point processes with controlled mean rates and predefined 
auto- and cross-correlation functions (manuscript in prepa-
ration). Our approach enables flexible control over the cor-
relation structure of simulated presynaptic activity. This 
method allows us to address the question of the impact of 
input correlations on dendritic integration in a systematic 
and quantitative way.  
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Fig. 2. Targeted random-access Uncaging. A. A sample containing dry 
caged fluorescein was uncaged by 710nm laser pulses at the predefined 

locations and then imaged at 920nm. Only regions where uncaging occured 
are fluorescent. Roughly a thousand of uncaging locations are distributed 
in 3D creating complex predefined three-dimensional pattern. Depth of z-
axis ~150µm. B. A small number of locations, sub-micron resolution of 

uncaging is achieved.  

Fig. 3. Presynaptic network activity. Firing of 35 cells was generated with 
a predefined multi-correlation structure that results in spontaneous syn-

chronization between spike trains. 
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Abstract — This article treats of measurements of the total 
deformation of polyethylen cotyles ABG I of coxa by means of 
the optical topography method. The total deformation is con-
sidered as a combination of the plastic deformation and the 
real diminution of the artificial cotyle material due to usage of 
a hip replacement. We use 3D scanning topography to measure 
surface geometry of cotyle. The sensor consists of optical 
source, digital camera, rotating stage and linear stage. We use 
LabView to control the measurement and Matlab to compute 
the result. We want to measure the set of more then 200 cotyle 
samples.  

Keywords — Cotyle ABG I, 3D Topography, LabView, Mat-
lab, total deformation. 

I. IINTRODUCTION  

Total hip arthroplasty significantly improves the quality of 
life in majority of patients with osteoarthritis. However, pros-
thetic wear is a problem because of inducing the development 
of aseptic loosening and periprosthetic osteolysis which needs 
revision surgery. The paper gives principles of one method 
usable for construction of a device for the non-contact pros-
thetic wear measurement. We tested three possible measur-
ing methods. 3D scanning topography, Fourier profilometry 
and measuring microscope. From the point of view of the 
repeatability, the scanning profilometry is more acceptable. 

II. ARTHROPLASTY 

Total hip arthroplasty is one of the most successful 
therapies with regard to achieved quality of life and risk-
benefit analysis. Previously it was found that polyethylene 
wear particles initiate cascades of events at the bone-
implant interface that result in development of aseptic loos-
ening and osteolysis. At first non-radiologic (in vitro) and 
radiologic (in vivo) methods for polyethylene wear quanti-
fication were proposed. The volumetric wear can be ob-
tained by mathematical conversion based on the most linear 
shift of femoral head in the cup. In vivo using X-ray scan 
(the sensitivity and accuracy is very low). This method can 
be used for periodic control during patient usage. In vitro 
methods are based on contact or noncontact measurements.  

 
Fig. 1 Hip arhtroplasty 

With regard to geometry of cotyle we decided to use 3D 
topography. The cotyle is axially symmetrical (e.g. Fig. 1). 
We can rotate with the sample and measure topography of 
the cotyle. The principle of wear measurement is based on 
the determination of the 3D profile map of retrieved cup. 
The full wear map is obtained by comparing shape of the 
post-used cup with the shape of original one.  

III. 3D SCANNING TOPOGRAPHY 

The 3D scanning topography is based on laser beam 
passes through an optical system. This optical system trans-
forms the laser beam to a strip, focused in the tangential 
plane close to the reference plane (e.g. Fig. 2). The knowl-
edge of the strip shape in the detection plane enables us to 
determine the surface shape of the measured object. Ex-
perimental setup by Asundi [1]. 

The topographic depth r can we write as: 

, 2
21 ucucr   (1) 

or: 

, 
uab

ur   (2) 
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ba, are parameters of the mapping algorithm, 21 ,cc  are 
parameters of sensitivity. 

Measurement error )( r  is given to expression: 

2
2

121 )()(2)( cucuuuccr  (3) 

For example: experimental values u = 50 pix, c1 = 
0.410 mm/pix, c2 = 0.000010 mm/pix2, c2 = 0.000043 
mm/pix2. The estimate of the mean square error ( r) is 
then equal to 0.475 mm. That value includes the sensitivity 
of the experimental setup c= 0,410mm. 

The calculation of the wanted surface deviation r is car-
ried out as the arithmetic mean of measured values ri rela-
tive to each reference plane defined at calibration. The typi-
cal plane number is twenty. This way we are able to make 
the measurement accuracy better and to get under the sensi-
tivity threshold c of the experimental setup. 

The first step of this experiment is the calibration of the 
configuration [2]. We move a calibration object to define ref-
erence planes. The second step is the capturing of the object 
profiles. The last step is the computing of the dimension. 

The analysis consists of following steps: 
 Threshold and removal of spurious bright grains by 

means of morphology, 
 Determination of the strip centre by means of weight 

averaging, 
 Analysis of the strip position on the socket and its ap-

proximation by a polynomial of first degree, 
 Determination of the centre of the cotyle image and of 

the scale factor, 
 Completion of missing points in the cotyle image in 

case of shading. 
The cup or the strip is rotated to cover the whole area of 

the measured surface. The magnitude of step influences the 
resolution and sensitivity of the method. The record and the 
analysis are repeated consequently. The result whole-field 
profile is obtained connecting the individual linear profiles. 

The result of this proceeding is a file of points on the sur-
face with three dimensional coordinates. The very last step 
is the visualization of the scanning object. We use an inter-
national language to make virtual models WRML (e.g. 
Fig. 3). In some cases we put the data from measured object 
and an etalon object in this virtual space to see differences 
between their surfaces.  

IV. THE SENSOR 

We have a set of more then 200 cotyles to compute the 
material loss. Automation of the measurement process in-
crease time of analysis. We developed new sensor for 3D 
automation measurement of used cotyles. The sensor con-
sists of 2 motorized axis, motion control unit, digital cam-
era, light source, computer and software. The calibration 
process uses motorized translation stage to capture and then 
compute the calibration planes. Rotary stage is used during 
data measurement process. We rotate with the sample 
around it's axis of symmetry in range of 0  179 degrees. 
Whole system is controlled by LabView (e.g. Fig. 4) and 
analysis by Matlab. We synchronize movement of the sam-
ple with digital camera. The picture of single profile is ana-
lyzed using out personal Matlab scripts. The program calcu-
lates the capacity of measured cotyle. Comparing with eta-
lon (unused one) we get the value of material loss. 

 
Fig. 2 Setup of the experiment 

 

Fig. 3 WRML model of cotyle (last model with spherical etalon) 

 

Fig. 4 LabView motion control software for rotary stage 



382 D. Mandat, M. Hrabovsky, V. Havranek, M. Pochmon, T. Rossler, J. Gallo 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

V. CONCLUSIONS  

Primary the fact that the repeatability is lower together 
with simpler image and data processing and acceptable ac-
curacy led us to the decision to construct the sensor of the 
total wear based on the principle of the scanning profilome-
try. The automation of rotating of the specimen and the co-
ordination with recording by the camera will be carried out 
to decrease the total duration of the whole measurement 
process. 
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Abstract — Laser tissue soldering based on protein as  
biological glues and other compounds can provide greater 
bond strength and less collateral damage. Endogenous and 
exogenous materials such as indocyanine green (ICG) are often 
added to solders to enhance light absorption. The purpose of 
this study was to examine the impact of static and dynamic 
modes of laser soldering on the thermo-physical properties of 
the sheep skin. A mixture of albumin solder and ICG was 
prepared with the ratio of 1000:1 and then the coated samples 
were irradiated by a diode laser (  800nm) at different condi-
tions. Temperature rise, number of scan (Ns), and scan veloc-
ity (Vs) were investigated in dynamic mode. The results 
showed that at each laser power density (I) the tissue tensile 
strength ( t) of cuts repaired in dynamic mode is higher than 
static mode. However, in practice to have an optimal condition 
for skin closure the above parameters must be carefully stud-
ied. In our case, the results showed that the t increases by 
increasing both Ns and I. But, also it has been equally shown 
that at lower Vs, hence higher temperature, a higher value of 

t is achieved. It is therefore imperative to consider the trade 
off between the scan and the surface temperature for achieving 
the optimum operating condition. Finally ,it is tentatively 
concluded that the skin temperature should not exceed 90°C at 
any time of work, then the acceptable conditions in our ex-
periment correspond to I= 47 Wcm-2, t =300gr, Ns=8 , 
Vs=0.3mms-1. 

Keywords — Tissue soldering, Diode laser, ICG, Tensile 
strength, Static and dynamic mode 

I. INTRODUCTION  

There have been two fundamental approaches to laser –
assisted bonding of tissue: laser welding which is heating 
the approximated edges of cuts in tissue by a laser beam and 
laser soldering which involves heating a biological solder 
on the approximated edge of tissue. Both techniques are 
very promising surgical techniques [1, 2]. They are in    
principle, faster and easier to master than suturing and to 
form an immediate water-tight seal. Also they are less trau-
matic to tissue because they cause much less foreign body 
reactions. 

Laser soldering has been carried out using various types 
of solders. In some cases a colouring dye was added to the 
solder, to increase the absorption of the laser irradiation in 
the solder [3, 4]. McNally et al. [5] used laser soldering with 

dye enhanced albumin of different concentrations. They 
found that the highest immediate tensile strength (measured 
by weight bearing system) was achieved with 60% bovine 
serum albumin, when the surface was heated to 85C. 

There are three main drawbacks to laser welding: (a) the 
immediate tensile strength, during the first few days is low 
[6, 7]; (b) there is often a noticeable thermal damage; (c) the 
results are frequently inconsistent. The addition of chromo-
phore-enhanced protein solders to augment laser repair 
procedures significantly reduces the problems of low 
strength and thermal damage associated with laser tissue 
welding techniques. The most notable of these is an indo-
cyanine green (ICG) - doped albumin protein solder used in 
conjunction with an 808nm diode laser to repair tissue [8, 9, 
10]. 

The purpose of this study was to use 810nm diode laser 
with biological solder combination of ICG and BSA for 
closure of an incision in the model of sheep skin and evalu-
ate the effect of laser parameters, number of scans and scan 
velocity on the tensile strength of the soldered incision. 

II. MATERIALS AND METHOD 

A piece of sheep skin was obtained from a slaughter 
house and depilated suitably, using a depilation cream 
(Nair). After preparation, a full thickness 2×20 mm2 cut was 
made on the skin using 11” blades. Protein solder solution 
was prepared from 25% BSA (Sigma Chemical Co.) and 
0.25 mg/ml ICG dye (Sigma Chemical Co.) mixed in deion-
ized water. The protein solder was stored in a light-proof 
plastic vial in a refrigerator prior to its use. The set up of 
system is shown in Figure.1. The system includes the fol-
lowing: (1) a diode laser with emission at = 810 nm with a 
linear beam profile with dimensions of 1×7mm2, (2) a step-
per motor that scans the laser probe on the skin surface with 
variable speed, (3) a digital thermometer (CHY502A1) that 
measures the skin surface temperature during laser solder-
ing, (4)computer analysis of thermometer signals and  
recording system, (5) a CCD(Dynamic wv-CP450) camera 
to observe and record the  skin changes during the laser 
soldering. 

The protein solder solution was placed in the incision for 
5 min and then irradiated with different power densities in 
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the static and dynamic modes. In the static mode the      
incision was same as the laser output profile and the laser 
head was positioned statically at the surface of incision and 
irradiate with different power densities for 4 minutes.         
In the dynamic mode, however the laser probe was located 
perpendicularly to the incision and scanned the surface with 
a predefined speed until the soldering was finished set by 
upper temperature limit. Tensile strength measurements 
were performed to test the integrity of the resultant repairs 
immediately following the laser procedure using a gravity-
based instrument. The repaired specimen was then mounted 
between two metal grips which one was fixed and the other 
was allowed to move. The defined weights were added to 
moving grip until the first rupture occurred in the repaired 
skin. 

III. RESULTS AND DISCUSSION 

The effect of laser power densities on the tensile strength 
of tissue repair in static and dynamic modes is shown in 
Figure 2. As it is seen from this figure, increases by in-
creasing the power density for both static and dynamic 
modes. 

The temperature rise at the skin was measured with a 
digital thermometer. The laser beam moved from one place 
to the next, along the cut line, so that each line slightly over-
lapped the previous one .The schematic of the temperature 
rise of skin during laser soldering using 36 W/cm2 is shown 
in Figure 3 where each peak was achieved when the laser 
beam was coincided on the tip of thermometer. Clearly each 
scan can contribute to temperature rise by an increment as 
residual heat which accumulated on the previous scan    
effect. This, in turn implies that by varying the scanning 
velocity the distance between peaks and their amplitude can 
change, hence controlling the final temperature rise. 

 
Fig. 2 The effect of power densities on the tensile strength of soldered skin 

 

Fig. 3 Surface Temperature rise in dynamic mode of soldering 

 

Fig. 4 The effect of number of scans on the tensile strength 

The effect of number of scan on the tensile strength of 
repaired skin for two different power densities illustrated in 
Figure 4.For each power density,  increases by increasing 
the number of scan.  

 

Fig. 1 Experimental setup 
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Fig. 5 The effect of scan velocity on the tensile strength 

 

Fig. 6 An example of incision healing in dynamic mode at 60W/cm2  
after 8 scans 

Figure 5 shows the effect of scan velocity on the  of the 
healed wound at different power densities for 8 scans. As 
shown in this figure the  of repair decreases by increasing 
of scan velocity which is likely due to less heating of solder. 

An image of healed wound at 60 W/cm2 captured by 
CCD camera is shown in Figure 6.During the operation 
tissue colour changes from green (ICG) to brown indicating 
the heating effect. 

IV. CONCLUSIONS  

The results showed that the tensile strength of the re-
paired skin increased by increasing the power density in 
both static and dynamic mode. But because of thermal dam-
age of tissue due to high temperatures at high power densi-

ties, an optimum value must be selected. By increasing the 
scan velocity the tensile strength of repair and operation 
time decreases which also must be taken into account in any 
operation. Thus, it can tentatively be concluded that since 
the skin temperature should not exceed ~80C at any time of 
work, then the acceptable conditions in our experiment 
would correspond to I~ 47 Wcm-2,  =300 gr , Ns =8  , 
Vs=0.3mms-1.   
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Abstract — A device for observation of changes in 
vasomotor parameters of small laboratory animals with 
limited blood amount has been developed. The device contains 
cw laser sources (635 nm, 650nm or 980 nm), photodetector, 
amplifier of the absorption photoplethysmography signal and 
special software for data recording.   

Use of pigtailed laser diode with optical fibre output allows 
avoiding thermal influence on the blood flow. Another 
advantage of the device is the possibility to record the received 
signal indirectly via the optical fibre to photodiode, or directly 
to photodiode. The described design allows to investigate the 
influence of magnetic fields in combination with optical 
microscopy, in particular -to record the changes of blood flow 
in a single vessel or in tissue with relatively small blood 
volume. 

Keywords — Photoplethysmography, optical bio-sensing, 
cardio-vascular assessment. 

I. INTRODUCTION 

Main goal of the study is detection of variations in blood 
flow at single blood-vessels or in tissues with low blood 
amount in small laboratory animals under influence of 
external fields. There is a need to register changes in blood 
pressure for animals with relatively little amount of blood – 
rats and frogs. Photoplethysmography (PPG) signals may be 
recorded via optical fibres without any interference with 
magnetic or electro-magnetic fields. Due to large size and 
insufficient sensitivity of commercially available PPG 
devices (for example Blood Volume Pulse (BVP) Sensors: 
SA9308M (manufactured by Thought Technology Ltd.), 
NX32-BVP1A, (manufactured by Stens Biofeedback - 
Stens Corporation) combined laser Doppler and pressure 
system PRM2™ (manufactured by Moor Instruments Ltd.), 
it is impossible to use them in this experimental branch of 
physiology.  We used non-invasive photoplethysmography 
method for studies of the blood volume pulsations by 
detection and analysis of the absorbed optical radiation [1]. 
Blood pumping and transport dynamics has been monitored 
at various locations on animals’ body, for example on legs 
or tail.  

II. DESIGN OF THE MEASUREMENT  SYSTEM  

The measurement system consists of the source of light 
signal (1), fibre-optic PPG absorption probe (2), photosignal 
amplifier (3), signal measurement and recording device (4). 
Figure 1 represents the fitted drawing of the measurement 
system. 

As a source of the signal were used pigtailed laser 
diodes, manufactured by  (Associated Opto-Electronic, 
China) with fiber diameter 65 µm and maximum output 
power 5 mW. We controlled blood volume changes at 
conditions of small available blood and tissue amounts. In 
our tests we measured the light intensity temporal variations 
caused by pulsatile blood absorption in tissue. In order to 
reduce the DC component of the measured signal, we 
reduced output power at the fibre output connector to 
2 mW.  

Tests were conducted with red-emitting laser diodes, 
wavelengths 635 nm (AL635T5MF) and 650nm 
(AL650T5MF), as well as in the near infrared range - 
wavelength 980 nm (AL980T5MF2). 

Signal after propagation through the tissue was detected 
by a custom-made PPG device. While choosing elements 
for PPG contact probe we met the necessity to minimize 
impact of external electromagnetic noise at light frequencies 
as well as at radio frequencies. In the case with small blood 
amount, the variable component of PPG signal is very low 
and any noise significantly influences detection of the 
wanted signal.  

As a result of series of experiments using different photo 
elements (BPW21, S1336-18BQ, TSLR257 color sensor 
red, BP104F photodiode selective, S2381 avalanche 

 
Fig. 1. Scheme of the measurement system. 
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photodiode), we have chosen a light-voltage converter  OPT 
101  [2] with built-in amplifier. It allowed us to enhance 
the measured signal level thus reducing the impact of 
external electromagnetic noises. 

Maximum sensitivity of the probe has been obtained at 
the infrared range (Figure 2). OPT 101  ensures small 
deviations of angle of incidence of light (till 10º) that is very 
important  working with our objects. (Figure 3). 

The OPT 101 is a monolithic photodiode with on-chip 
transimpedance amplifier. Output voltage increases linearly 
with light intensity. 

The integrated combination of photodiode and 
transimpedance amplifier on a single chip eliminates the 
problems commonly encountered in discrete designs such as 
leakage current errors, noise pick-up and gain peaking due 
to stray capacitance. The 0.09 x 0.09 inch photodiode is 
operated in the photoconductive mode for excellent linearity 
and low dark current. The OPT 101 operates from +2.7V to 
36V supplies quiescent current is only 120µA. Temperature 
range is 0ºC to 70ºC. 

Bipolar power supply Circuit Connections (Figure 4.) 
were used because it was found more efficient than unipolar 

one for the detection of extremely low signals. The OPT101 
is capable of driving load capacitances of 10nF without 
instability. However, dynamic performance with capacitive 
loads can be improved by applying a negative bias voltage 
to pin 3 (Figure 4.). This negative power supply voltage 
allows the output to go negative in response to the reactive 
effect of a capacitive load. An internal JFET connected 
between pin 5 (output) and pin 3 allows the output to 
current leakage. The benefits of this are shown on the 
typical performance curves Small Signal Response. 

Amplifier is designed on the basis of operation amplifier 
with inverting shutter and consists of 2 stages. First stage 
consists of OP U2A, feedback potentiometers R5 and R6, 
which can change the gain of the first stage approximately 
from 1 to 500. Potentiometers R1, R2 and resistor R3 are 

  
Fig. 2. Normalized spectral responsively.   

 
Fig. 3. Response depending on incident angle.    

 
Fig. 4. Bipolar power supply circuit connections. 

 
Fig. 5 Fitted drawing of the received signal amplifier. 
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used to compensate the constant component of the input 
signal, as we are interested in the variable component only. 
The second amplifier stage consists of U2B, R4, R7 and C2 
and provides gain R7/R4=100. Capacitors C1 and C2 filters 
out high frequency noise. Total gain of the amplifier ranges 
from 100 to 5000. 

During experiments it was found that the ratio between 
constant and variable components of the signal at different 
locations of frog’s body differed by 100-150 times. 
Therefore for the purpose of signal measurements at very 
low blood volume we made short circuit by shunting 
potentiometers R1 and R2.  

Connection of probe and amplifier was realized by means 
of special electrical cable with shielded central signal wire 
and additional common shielding to protect signal from the 
external electromagnetic noise. 

Velleman PCS500 PC based digital storage oscilloscope 
[3] was used as amplified electrical signal measurement and 
recording device. It uses a computer and its monitor to 
display waveforms. All standard oscilloscope functions are 
available in the Windows program supplied with the 
oscilloscope. The operation is just like a normal 
oscilloscope. The PCS500 has two completely separate 
channels with a sampling frequency of up to 1Ghz. 
Connection is through the computer parallel port, the scope 
is completely optically isolated form the computer port. 

III. BIOLOGICAL EXPERIMENT 

Animals. Experiments were carried out on 5 common 
frogs (Rana temporaria L.), males in weight of 25-40 gram. 
Observations were carried out in the period of hibernatation. 
In the winter period frogs were kept in glass reservoirs with 
a small amount of water, without access of light, at 
temperature +5 ° ; water was changed two times per week. 
Before experiments frogs were taken from refrigerator and 
placed for heating to room temperature in a dry bath. After 
30 minutes animals were anaesthetized with Ether (Peaxum, 
Cehija) by inhalation for 5 minutes. Frogs were placed on 
their spine on a specific table with mounted laser diodes on 
its surface, optical sensor for recording of 
photoplethysmographical data was placed on the upper part 
of the frogs’ body. Altogether three body parts were 
observed: chest over heart with relatively high amount of 
the blood, on thigh muscle, and on leg foot with relatively 
small amount of blood.   

Photoplethysmogram was recorded for at least two 
minutes on each part. During the laser diode change frogs 
were placed in a moist bath.    

IV. RESULTS 

Recorded photoplethysmogrames were processed using 
Fourier spectral analysis in Matlab using routine procedure.  

Surprisingly, from the data of the observation with laser 
diode with wavelength 650 nm it was unable to detect 
hearth rhythm on frog’s legs, therefore the data recorded 
over heart was not analyzed and showed in the article. 

The visibly detectable heartbeat record we managed to 
record only in the heart area. For typical   
photoplethysmographycal signal record with detectably 
heart rhythm see Figure 6.  

Clear heartbeat signals were always recorded from the 
chest area. Although heartbeat signals were easily 
detectable in all wavelengths, better signal was obtained 
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Fig. 6 Photoplethysmographycal heartbeat activity record, x-axes time in 

mS, y-axes signal relative amplitude.  
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Fig. 7 Frog heartbeat with frequency of 60bpm or 1Hz, x-axes frequency 
Hz, y-axes signal relative power. 
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using laser with wavelength 980 nm. The signal has good 
signal/noise ratio and clearly shown heartbeat, for example, 
in Figure 7 frog has heartbeat of 60 bpm or 1 Hz. 

The signal on legs was weak and noisy. Heartbeats were 
detectable only using Fourier analysis procedure. Better 
results again were obtained with laser of wavelength 
980nm, it seems that light from laser with wavelengths 650 
and 635 nm goes not only through the body but goes around 
the body, thus in the result the noise level in the record 
increases. Figure 8 shows records from leg foot recorded 
when laser with wavelength 980 nm was used and Figure 9 
recorded from the same point with laser of 635 nm 
wavelengths. 

V. CONCLUSIONS  

The developed design makes it possible to record the 
changes of blood flow in a single blood vessel or in tissue 
with relatively small blood volume. 

Better results were obtained using laser with wavelength 
of 980nm. 
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Fig. 8 Frog heartbeat with frequency 1.2Hz recorded with laser of 980nm 
wavelength recorded on leg foot, x-axes frequency Hz, y-axes signal 

relative power.  
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Fig. 9 Frog heartbeat with frequency 1.2Hz recorded with laser of 635nm 
wavelength recorded on leg foot, x-axes frequency Hz, y-axes signal 

relative power.  
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Abstract — The contribution describes two optical and one 
contact measuring method used to measure the wear of poly-
ethylene insert of knee implants. These implants are under 
stress in patient body and therefore they suffer from wear. The 
purpose of these measurements is the creation of sensor in-
tended to measure a statistic file of damaged implants and 
compare this file with way of life and other parameters of 
patients, who used them.  

Keywords — Total endoprothesis, phase-shifting profilome-
try, 3D laser scan profilometry, contact surface measurement. 

I. INTRODUCTION  

Total knee arthroplasty is the best method to heal the ar-
thritis of knee joint [1]. Today, in most cases are used im-
plants with polyethylene insert, which suffer from wear. 
The size of this wear depends on the patient’s age, sex, 
activity, weight, way of life, etc. By measuring of enough 
amounts of used knee implants, it is possible to create a 
statistic file of these implants and classify each wear ac-
cording to specific patient.  

The wear is depended upon the shape of polyethylene in-
sert, too. There are several manufactures, that produce these 
insert, and each of these producer has its own shape of knee 
implant insert that differ a little from another ones. Another 
purpose of wear measurement is to discover, which shape is 
more resistant to wear.  

In this paper, three 3D measuring methods are described. 
One contact method and two optical methods, 3D laser scan 
profilometry and phase-shifting profilometry. In conclusion, 
the advantages and disadvantages of these methods will be 
discussed and one of them will be chosen for building sen-
sor, which will serve to measure the file of weared implants. 

Every method measures the surface of used implant in-
sert, and the result is then subtracted from the reference 
unused implant insert. This way, the wear is achieved. 

II. KNEE IMPLANT 

The knee implant is created of polyethylene insert, that is 
connected to shin-bone (see fig.1) and metal part connected 
to thigh-bone. At fig.2 it is possible to see polyethylene 

insert from other manufactures. The shape difference be-
tween them can be well seen.  

The wear of polyethylene insert has two origins, loss of 
material because of using and little fragments and grooves, 
made by extraneous objects and by material defect. These 
small defects are very small compared to wear caused by 
attrition of metal and polyethylene parts.  

 

Fig. 1 The polyethylene insert of knee implant. 

 

Fig. 2 The polyethylene insert of knee implant – other producer. 
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III. CONTACT MEASURING METHOD 

This method is based on scanning of the surface of meas-
ured object by contact sensing head [2]. For measurement, 
the Talysurf from Tyler-Hobson was used. Resolution of the 
measurement was approximately 50 m. The implant insert 
is put under the sensing head and it is scanning insert’s 
surface in premeditate determined plains. The more plains 
are defined, the more time measurement takes. The speed of 
the sensing head is about 2 mm per second. Results of the 
contact measurements are shown at fig.3 and fig.4. 

IV. 3D LASER SCAN PROFILOMETRY 

 This 3D optical non-coherence method is based on pro-
jecting of linear laser stripe on the measured object [3]. This 
stripe is deformed by the surface of the object and saved 
into computer by CCD camera. Because the calibration of 
the deformations of laser line is done, the height variation 
through the laser line can be computed. The whole surface 
is measured, when the laser line is shifted over whole meas-
ured area in defined steps (for examples 1 mm). The area 
between two nearby lines is approximated. The resolution 

of this method is about 100 m. The deformed linear laser 
stripe is shown in fig.5, the result of measurement is shown 
in fig.6. 

V. PHASE-SHIFTING PROFILOMETRY 

This optical 3D non-coherence method is based on 
evaluating of change of phase of sinusoidal pattern. These 
patterns are projected on the reference plain and measured 
object, each one shifted from another. If there are used N 
patterns, each pattern is shifted by 2 /N and all of them are 
saved into computer by CCD camera. After computing 
algorithm, which gives a change of phase in whole meas-
ured area, it is possible to compute height variation in each 
pixel of CCD chip and whole profile of measured object is 
achieved. The resolution of that method is about 100 m. 
For the result, it is necessary to take at least 4 snapshots of 

 

Fig. 3 The result of contact polyethylene insert measurement. 

 

Fig. 4 The result of contact polyethylene insert measurement – other 
visualization. 

 

Fig. 5 The linear laser stripe deformed by measured surface. 

 

Fig. 6 The result of measurement using 3D laser scan profilometry.  
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patterns on measured object and 4 snapshots of patterns on 
reference plain. The sinusoidal pattern is shown in fig.7 and 
in fig.8 is shown the result of knee insert measurement. 

VI. CONCLUSIONS  

It is obviously, that contact method is the most accurate 
method for measuring of knee implant inserts. On the other 

side, one measurement takes too much time – about hours. 
And for this kind of application, its superior resolution is 
not necessary. 

3D laser scan profilometry has sufficient resolution, but 
it is time-consuming measurement. The width of knee insert 
is about 7,5 cm, it means 75 position changes and 75 snap-
shots during one measurement with 1 mm step. 

For this kind of surface, the most proper measuring 
method is phase-shifting profilometry. It has sufficient reso-
lution, its projected optical structure covers whole measured 
area and it takes only 4 snapshots of measured object. The 
measurement can be done during few seconds and is enough 
accurate for its purpose.  

Another step will be construction of measuring sensor 
and creation of large statistic file of knee implant inserts. 
This will lead to improve insert’s shape, quality of its mate-
rial, and its lifetime. 
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Fig. 7 Sinusoidal pattern projected on the knee implant insert. 

 

Fig. 8 Result of phase-shifting profilometry. 
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Abstract — Total hip arthroplasty significantly improves the 
quality of life in majority of patients with osteoarthritis. How-
ever, prosthetic wear is a problem because of inducing the 
development of aseptic loosening and periprosthetic osteolysis 
which needs the revision surgery. Thus, the polyethylene wear 
measurement is the central to contemporary orthopaedics. 
Various in vivo methods have been developed offering the 
ability to determine and study the prosthetic cup linear wear 
before the revision surgery. The radiological methods are the 
most available but the accuracy and related relationship be-
tween measured linear wear and true value of volumetric wear 
is the problem. As the “golden” standard the in vitro methods 
can be employed. This contribution gives the review of previ-
ously published study concerned with the accuracy of three 
radiological techniques (Livermore, Charnley, and Dorr meth-
ods) based on the using the universal-type measuring micro-
scope in vitro method. Moreover, this paper introduces the 
comparison of results obtained by the previously used micro-
scope method and the newly developed optical scanning pro-
filometry in vitro method. Results of the comparison shows the 
using of this optical method can specify and spread the men-
tioned study.  

Keywords — Total hip arthroplasty, polyethylene wear 
measurement, radiographic techniques, microscope method, 
scanning profilometry  

I. INTRODUCTION  

The study focused on the accuracy of three radiological 
techniques (Livermore, Charnley, and Dorr methods) was 
performed and results were published [1]. Wear was meas-
ured manually in 80 patients by a single observer according 
to the Livermore, Charnley, and Dorr description. A multi-
component statistical analysis was used to test the hypothe-
sis that the Livermore technique was superior. In vitro data 
obtained from a Universal-type measuring microscope 
served as a gold standard.  

In vitro measurement showed an average linear wear of 
0.363 mm per year (0.000–0.939, SD 0.241) with a corre-
sponding volumetric wear rate of 161 mm3 per year (0–467, 
SD 118.2). The Livermore technique showed the least de-
viation from the optical reference standard and a superior 
position from the viewpoint of error analysis but the corre-
lation coefficient was slightly less (r=0.761) in comparison 

with the Dorr and Charnley techniques (r=0.795 and 
r=0.778, respectively). In addition, the mean error of the 
Dorr method differed significantly from zero (p=0.036). 
Overall, the Livermore technique was the most accurate 
method for polyethylene wear measurement regardless of 
the abduction angle of the cup. The Livermore technique 
performed manually was more accurate than the Charnley 
and Dorr methods. Nevertheless, authors considered the 
Dorr technique an adequate tool for day-to-day wear meas-
urements, mainly due to its simplicity.  

II. PRINCIPLES OF OPTICAL IN VITRO METHODS  

As it was said, the Universal-type measuring microscope 
method was used to obtain the reference data for radiologi-
cal methods evaluation. The reference data can be obtained 
also employing the other optical method – newly developed 
scanning profilometric method. The principle of both fol-
lows.  

A. Universal-type measuring microscope method  

This method is based [1,2] on the determination of the 
post-use and manufactured positions of the prosthetic head 
inside polyethylene cups as follows from Fig.1. Thus, the 
reliability and precision of measurement strongly depends 
on the precision of that positioning.  

With the help of the measuring microscope the number 
of 3D coordinates on the surface of the prosthetic ball in 
both positions is measured (See Fig.2).  

Finally, the ball centers are converted into linear values 
of wear using a computational algorithm [3] and serve for 

 

Fig. 1  Using a Universal-type measuring microscope.  
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the determination of total wear using the next special 
mathematical algorithm.  

B. Optical scanning profilometric method  

This optical method [4] belongs to the group of profilo-
metric methods. The general principle of these methods is 
the projection of optical structure (grating, speckle, strip, 
point, etc) onto the measured surface. This structure is in-
fluenced (deformed etc) by the shape of surface. It is re-
corded by the camera and the structure is analyzed to obtain 
z-coordinates in the regular or irregular system of point 
given by the x- and y-coordinates.  

With respect to the implant shape the one strip projection 
is better to use instead of other projection types. The princi-
ple of method is clear from Fig.3.  

The projected linear strip is deformed by the measured 
surface. The example of the strip deformation is shown on 
the Fig. 4. The profile in one direction is computed from 
this strip deformation.  

The cup or the strip is rotated to cover the whole area of 
the measured surface. The magnitude of step influences the 
resolution and sensitivity of the method. The record and the 

analysis are repeated consequently. The result whole-field 
profile is obtained connecting the individual linear profiles. 
The resulting wired model of the cup is shown on Fig.5.  

The usual data format of the resulting profile map can be 
obtained using the standard conversion of this format.  

III. COMPARISON OF METHODS  

Concerning the measurement process both methods are 
not the real-time ones. In case of microscope method the 
two positions should be found with the high precision to 
eliminate the systematic error. The points on the ball cap-
tured inside the cup are measured manually and conse-
quently. The whole procedure is time-consuming like in the 
case of the scanning profilometry. In this case, the total 
duration depends on the duration of the positioning (rotat-
ing) the measured cup (or projected) and recording and 
processing of number of strips. But the total duration of 
measurement can be improved to the acceptable short time 
using the automation and synchronization of the rotating, 
recording and data processing. From the point of view of 
measurement process this method is the more use-friendly.  

To compare the quality and limits of both methods, sev-
eral cups with the simulated wear were measured. The prin-
ciple of simulation [5] is shown on the Fig.6.  

Milling parameters were chosen based on the experience 
from clinical practice. Wear was simulated by the milling 
cutter under the direction of 0, 30 and 50 degrees. These 
angles simulate the abduction angle of really-weared cups. 
That means this is the wear direction simulation. For each of 
this direction, the deepness of milling was chosen to simulate 

 

Fig. 2 Principle of wear measurement.  

 

Fig. 3 Optical scanning profilometric method.  

 

Fig. 4 Recorded digital image of the linear strip deformed by the surface.  

 

Fig. 5 Resulting WRML map of the cup.  
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the linear wear. Three practically important values of the 
total wear were obtained for each direction – low, medium 
and high. The choice was carried out based on the estimation 
of resulting simulated values of wear using theirs computa-
tion.  

Cups prepared by such a way were measured employing 
the previously mentioned methods and the total wear values 
were determined. The way to validate the compare both 
methods consists in the comparison of these computed val-
ues with ones obtained by the other reference way. In fact, 
the gravimetric method was employed for the measurement 
of the removed mass of implant caused by the milling.  

Every cup was weighed before and after milling and the 
removed mass was identical to the difference of weighs. In 
brief, the volume decrease was equal to wanted total wear 
and could be computed using that difference and known 
density of material. Absolute values of wear are introduced 
on Fig.7. The relative differences of methods under the 
study and gravimetric results as a percentage of gravimetric 
values are introduced on the Fig.8.  

The important conclusion follows from previous lists of 
results. The measuring microscope method gives worse or 
no results under the condition of small angle. The lower the 
angle is, the worse results are. It follows from the principle 
of method, the lower the angle is the smaller part of original 
non-weared surface is available to capture the prosthetic 
ball inside the cup in one of the two positions.  

IV. CONCLUSIONS  

Results achieved by using of the microscope measuring 
method are of good quality under the condition of the suffi-
ciently great value of cup abduction angle. However, this 
method does not fully address all problems associated with 
prosthetic wear measurement such as the low-wear condi-
tion, the complex wear mode or the wear anisotropy.  

On the other hand, the method of scanning profilometry 
offers primary the 3D map of whole-area of a cup. Its 
mathematical processing gives the information not only 
about the magnitude of total wear but also about the contri-
bution of wear what is useful to determine the various other 
parameters such as the maximum strain areas, the strain 
direction or the wear anisotropy. Results introduced in this 
paper give the hypothesis the clinical study can be expanded 
with the low-weared and low-angled cups. Thereby, the 
number of cups available for study increased to more than 
200. The results will be presented soon.  
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Fig. 6 Mechanical simulation of wear, geometry of milling.  

 

Fig. 7 Absolute values of wear (in mm3) measured by both methods and 
gravimetry in dependence of wear direction and value of linear wear.  

 

Fig. 8 Relative percentage differences of both methods  
according to gravimetry.  



396 T. Rössler, J. Gallo, M. Hrabovský, D. Mandát, M. Pochmon and V. Havránek  

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

REFERENCES  

1. Gallo J, Havránek V, echová I, Zapletalová J (2006) Wear meas-
urement of retrieved polyethylene ABG 1 cups by universal measur-
ing microscope and x-ray methods, Biomed Pap Med Fac Univ 
Palacky Olomouc Czech Repub 150(2):231-236.  

2. Havránek V (2002) Measurement by universal microscope, Fine 
Mechanics and Optics 47:20–22.  

3. Gallo J, Havranek V, Hrabovsky M (2003) Measurement of retrieved 
polyethylene cup by universal microscope, Fine Mechanics and Op-
tics 48:333–338.  

4. Asundi A, Sajan M R (1999) Mapping algorithm for 360-deg. Pro-
filometry with time delayed integration imaging, Optical Engineering 
38, 339-343.  

5. Rossler T, Pochmon M, Mandat D, Havranek V, Hrabovsky M and 
Gallo J (2007) Validation of the measurement of the prosthetic wear 
of the total hip arthroplasty by means of the optical 3D methods, DAS 
Proc., Symposium on Developments in Experimental Mechanics, Si-
biu, Romania, 29–30.  

 
Author: Tomas Rössler  
Institute: Palacky Univ./ Fac. of Natural Sci., Dept. of Exp. Physics  
Street: av. 17.listopadu 50a  
City: Olomouc  
Country: Czech Republic  
Email: tomas.rossler@upol.cz  

 
   



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 397–400, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

Spectroscopic Studies on Binding of Cationic Pheophorbide-a Derivative 
to Model Polynucleotides 

O.A. Ryazanova1, I.M. Voloshin1, I.Ya. Dubey2, L.V. Dubey2 and V.N. Zozulya1 

1 Dept. of Molecular Biophysics, B. Verkin Institute for Low Temperature Physics and Engineering, NAS of Ukraine, Kharkiv, Ukraine  
2 Dept. of Nucleotide Chemistry, Institute of Molecular Biology and Genetics, NAS of Ukraine, Kiev, Ukraine 

Abstract — The binding of new cationic Pheophorbide-a de-
rivative to double-stranded poly(A)-poly(U), poly(G)-poly(C) 
and four-stranded poly(G) was investigated in buffered solu-
tions, pH6.9, of low ionic strength (2 mM Na+) by methods of 
absorption and polarized fluorescence spectroscopy in a wide 
range of molar phosphate-to-dye ratios (P/D). Two types of 
CatPheo-a binding to polynucleotides were revealed: (i) dye 
intercalation between the nucleic bases; (ii) cooperative bind-
ing with stacking of chromophores caused by electrostatic 
attraction of the dye to polynucleotide backbones. The last 
type is predominant for double-stranded polynucleotides. 
However in the case of four-stranded poly(G) containing sytem 
the external binding prevails only at low P/D, whereas under 
high P/D values the intercalative binding mechanism is mainly 
realized. Fluorescent techniques was revealed to be efficient 
for recognition of  binding mode because of the dye emission 
increases upon chromophore intercalation and quenches 
strongly upon the outside binding accompanied with  the dye 
stacking-association The spectroscopic characteristics of com-
plexes formed were obtained.  

Keywords — Pheophorbide-a, polynucleotides, outside bind-
ing, intercalation, fluorescence. 

I. INTRODUCTION  

A great interest to the photophysical properties of por-
phyrin dyes is caused by their use in molecular biology and 
medicine as photosensitizers [1-3]. The Pheophorbide-a 
(Pheo-a) is an anionic porphyrin derivative which can be 
easily prepared from chlorophyll [4]. It is used in photody-
namic therapy [2,5] of tumors and psoriasis because of its 
high photosensitizing activity in vitro and in vivo [6-9]. The 
photophysical properties of the Pheo-a were investigated 
earlier [10, 11]. It was established that Pheo-a selectively 
accumulates in tumor cells [12] and has a high extinction 
coefficient in the red region of spectrum where the transpar-
ency of tissues to light increases considerably. However its 
photodynamic activity is predominantly determined by 
monomeric dye molecules and involves indirect reactions 
mediated by reactive oxygen species, including singlet oxy-
gen [10,12] and direct electron transfer between DNA bases 
and Pheo-a singlet excited state. The dimerization [13] or 
aggregation of the dye in water-containing solutions 
strongly reduces its photodynamic activity. Anionic charac-

ter and very low water-solubility of Pheo-a prevents it from 
interaction with negatively charged nucleic acids. Therefore 
the modification of Pheo-a was carried out [14] to obtain a 
water-soluble cationic derivative (CatPheo-a, Fig.1), which 
is capable for polyanion binding.  

It is known that cationic porphyrins bind to DNA by 
means of intercalation, groove binding and outside electro-
static binding to phosphate DNA backbone [15-19]. The last 
one is accompanied by the formation of -stacked aggre-
gates. Earlier a pure external electrostatic binding of Cat-
Pheo-a to polyanionic chain of nucleic acids was modeled 
[14] by the dye interaction with inorganic polyphosphate in 
aqueous buffered solution (pH6.9) of low (2 mM Na+) and 
physiological (0.15M Na+) ionic strength.  

In the present work the binding of CatPheo-a with syn-
thetic double-stranded poly(A)•poly(U) and 
poly(G)•poly(C) polynucleotides, as well as four-stranded 
poly(G) one has been studied in aqueous buffered solution 
(pH6.9) of low (2 mM Na+) ionic strengths in a wide range 
of molar phosphate-to-dye ratios, P/D, using absorption and 
polarized fluorescent spectroscopy techniques. The aim of 
work was to determine types of CatPheo-a binding modes 
depending on P/D and to establish the absorption and fluo-
rescent characteristics of the complexes formed. 

II. MATERIALS AND METHODS 

A. Chemicals 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Molecular structure of CatPheo-a. 
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The CatPheo-a (Fig. 1) was synthesized from Pheophor-
bide-a (Frontier Scientific Inc., Logan, Utah) according the 
procedure [14]. Poly(A)·poly(U), poly(G)·poly(C), poly(G) 
polynucleotides from Sigma Chemical Co. were used as 
received. The 2 mM sodium cacodylate buffer pH6.9, pre-
pared from deionized water, was used as a solvent.  

The CatPheo-a solution was prepared according with 
[14]. Polynucleotide concentrations were determined spec-
trophotometrically in aqueous solution using the following 
extinction values: 260 = 7140 M-1 cm-1 for poly(A)·poly(U), 

260 = 7900 M-1 cm-1 for poly(G)·poly(C), 252 = 9900 M-1 

cm-1 for poly(G). The CatPheo-a solution was titrated with 
increasing amounts of the polymer solution containing the 
same concentration of the dye to achieve the desired P/D 
value in the final solution. The concentration of the dye was 
1.3·10-5 M in all samples. 

B. Apparatus and techniques 

Electronic absorption spectra were measured in 0.5 and 1 
cm quartz cells, on SPECORD M40 (Carl Zeiss, Germany) 
spectrophotometer. The intensity and polarization of fluo-
rescence were measured in 1 0.5 cm quartz cell with a 
laboratory spectrofluorimeter, constructed on the basis of a 
double monochromator DFS-12 (LOMO, Russia), by the 
method of photon counting. The apparatus and procedure of 
measurements were described earlier [20]. The He-Ne laser 
was used as a light source for the fluorescence excitation 
( ex = 633 nm). The intensity of the laser radiation has been 
reduced by a neutral color filter. The emission was observed 
at an angle of 90° from the excitation beam, and obtained 
fluorescence spectra were corrected for a spectral sensitivity 
of the spectrofluorimeter. For melting experiments the  
cuvette was located in copper cell which temperature  
was changed by Peltier element. The thermal cell can be 
inserted alternately both into the spectrophotometer and into 
spectrofluorimeter. 

III. RESULTS AND DISCUSSION 

A. Electronic absorption and fuorescence spectra of Cat-
Pheo-a in water 

The visible electronic absorption spectrum of CatPheo-a 
in water consists of the intense Soret band (B-band) located 
at 380 nm and four Q-bands, most intensive of which is 
located at 682 nm (Fig. 2). We assumed that under investi-
gated concentration of 1.3·10-5 M the spectrum corresponds 
mainly to dimeric form of the dye. The temperature depend-
ence of absorption changes at 380 nm shows that a disinte-
gration of the dimers is started only at T  70 °C (Fig. 3). 

The 10-fold dilution of the dye solution induces the moder-
ate hyperchromism of the spectrum as well as an appearance 
of blue-side shoulder of longwave Q-band corresponding to 
the monomeric form of dye. The absorption spectrum of the 
sample recorded at the temperature of 90°C shows that this 
transition is accompanied by hyperchromism and 20 nm red 
shift of Soret band as well as 20 nm blue shift of the long-
wave absorption band to 663.5 nm (Fig. 2). After a time 
after cooling the dimerization arises again. Thus, in spite of 
its good water solubility at the room temperature in aqueous 
solution CatPheo-a exists in a form of dimers, as it was 
earlier observed for Pheo-a [13]. For comparison the ab-
sorption spectrum of CatPheo-a in ethanol is presented in 
Fig.2, since it corresponds to monomeric form of the dye. 

Fig. 2  Normalized absorption spectra of CatPheo-a in ethanol (    ) 
and water ( ) at 20 °C under the dye concentration of 1.3·10-5 M. 
Also the normalized absorption spectra of CatPheo-a measured in water 
under  the  dye  concentration  of  1.3·10-6 M  at  20 °C  (··········) and at 

85°C (-·-·-·-·-) were represented being multiplied by 10 times. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3  Temperature dependence of the CatPheo-a absorption at 384.6 nm 
( ) and fluorescence intensity in the maximum of emission band ( ). The 
data are normalized for their values observed at 25°C. The measurements 

were carried out in water, Cdye = 1.3·10-5 M. Excitation wavelength is 
633 nm. 
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The fluorescence spectrum of the CatPheo-a in aqueous 
solution recorded at the room temperature represents a 
broad band with a maximum at 668 nm [14]. It is positioned 
in more shortwave region relatively to the longwave absorp-
tion band (682 nm) which is attributed to dimeric form of 
the dye, since the emitting species is a monomer. The tem-
perature dependence of the CatPheo-a fluorescence inten-
sity shows that the transition of the dye from dimeric to 
monomeric form is accompanied by the substantial increase 
of its emission (Fig.3). 

B. Binding of CatPheo-a with  double-stranded polynucleo-
tides 

The fluorescent titration curves of CatPheo- a by double-
stranded poly(A)·poly(U) and poly(G)·poly(C) were plotted 
as a dependence of fluorescence intensity, I/I0, (Fig. 4A) 
and fluorescence polarization degree, p, (Fig. 4B) measured 
in the dye emission maximum on P/D. It is seen that binding 
of the dye is accompanied by strong fluorescence quenching 
(Fig. 4A) as well as by increase in p caused by the chromo-
phore immobilization under self-aggregation or a decrease 
in the fluorescence lifetime. (Fig. 4B).The lowest value of 
residual fluorescence intensity observed at P/D = 4 is 8.3% 
of that for the free dye. 

The linear initial part of the fluorescent titration curves 
observed under P/D  1 (Fig. 4C) is typical for strongly 
cooperative binding of cationic dyes to linear polyanions 
caused by Coulomb interaction [21]. It corresponds to the 
binding saturation, when CatPheo-a forms continious stack-
ing associates on the polyanionic matrix of the polynucleo-
tide, as was observed earlier for CatPheo-a – single-
stranded polyphosphate system [14].For this binding mode a 
number of binding sites per monomer unit of polymer is 1. 
The increase of P/D results in gradual rise of the emission 
reaching at P/D = 330 of 21% from its initial value 
(Fig.4A). Fluorescence maxima for dye complexes are 15 

nm red shifted as compared to that for the free dye (not 
shown). Gradual increase of I/I0 allows us to assume that 
under high P/D stacking associates disintegrates and Cat-
Pheo-a molecules intercalates into the double helix. This is 
confirmed by increase in p from 0.015 for the free dye to 
0.21 at P/D = 330 (Fig. 4B) However even under high P/D 
values the external binding still makes essential contribution 
to complex formation. 

C. Binding of CatPheo-a with  four-stranded  poly(G) 

The study of CatPheo-a binding to poly(G) is of great in-
terest as this polynucleotide is capable to form four-stranded 
structure. So it is suitable for the modelling of the sections 
of telomeric DNA molecules called G-quadruplexes. The 
formation of four-stranded structure was proved by the 
melting experiments with the registration of the temperature 
dependence of absorbance at 295 nm [22].  

The fluorescent titration experiments show that initial 
part of titration curve at P/D  1 is coincident to those for 
the double-stranded polynucleotides (Fig.4C). It evidences 
the dye outside binding under low P/D values. The value of 
residual fluorescence intensity at P/D = 1 is 7.5% of that for 
the free dye. However, in contrast to single- and double-
stranded-systems, in the case of poly(G) under P/D  1 
drastic rise of fluorescence intensity was observed reaching 
the value of I/I0= 4.4 under P/D = 385 (Fig. 4A). It is ac-
companied by 13 nm red shift of the Soret band maximum, 
as well as 15 nm red shift of fluorescence band (not shown). 
In the initial P/D range from 1 to 10 the fluorescence polari-
sation degree rises from 0.01 to 0.28 and then, at P/D  10, 
it levels off 0.29 (Fig. 4B). Such high value of p confirms 
intercalation of dye chromophores between guanine quartets 
of poly(G). Increase in CatPheo-a fluorescence yield upon 
its intercalation into poly(G) is of interest, since guanine 
residues effectively quench fluorescence of most dyes 
[23,24].  

Fig. 4 Dependence of normalized fluorescence intensity (A, C) and fluorescence polarization degree (B) of CatPheo-a on polymer/dye ratio upon titration 
by poly(G)•poly(C) ( ), poly(G) ( ) and poly(A)•poly(U) ( ) polynucleotides measured in the maximum of emission band in aqueous buffered solution 

containing 2 mM Na+, Cdye = 1.3·10-5 M. Fluorescence excitation wavelength is 633 nm 
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In such a way two binding modes for CatPheo-a with 
poly(G) were observed: at low P/D values (P/D  5) the 
outside binding predominates, while the P/D increase results 
in the dissociation and prevalence of intercalative binding 
mechanism. In this case the total transition of dye from 
stacking associates to intercalated state was realized. 

IV. CONCLUSIONS  

The investigation of CatPheo-a binding to double-
stranded poly(A)·poly(U) and poly(G)·poly(C) polynucleo-
tides, as well as to four-stranded poly(G), shows that for all 
systems the highly cooperative outside binding occurs under 
low P/D  3 values. It is accompanied with the chromophore 
stacking association, which is characterized by the strong 
quenching of CatPheo-a fluorescence. Under high P/D ra-
tios the disintegration of aggregates takes place and interca-
lative binding is occured. In the four-stranded poly(G) con-
taining system the intercalating binding mode was observed 
under P/D  5 being confirmed by substantial increase of 
fluorescence intensity and polarization degree. In the case of 
the double-stranded polynucleotides the intercalative bind-
ing of CatPheo-a is weak. Its saturation does not occur even 
under high P/D values. It was revealed that the fluorescent 
technique is efficient for the recognition of the binding 
mode since CatPheo-a emission increases substantially upon 
the dye intercalation, while it is quenched upon the stack-
ing-association. 

It was established that CatPheo-a binds effectively to 
four-stranded poly(G) by the intercalation of its chromo-
phore between guanine quartets. The improved photody-
namical activity for CatPheo-a in comparison with that for 
Pheo-a is expected because of a good water solubility of 
CatPheo-a, the absence of high-order dye aggregates forma-
tion in a wide concentration range, and the efficient dye 
binding with polyanionic biopolymers. Thus, CatPheo can 
be proposed for use as an anticancer agent for photody-
namical therapy and it can be considered as a possible fluo-
rescence probe for recognition of G-quadruplex structures. 
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Abstract — The I.R.C.C.S. “Burlo Garofolo” is a maternal-
children’s Hospital and Clinical Research Institute located in 
Trieste, which must comply with ISO 9001:2000 standards for 
Health Processes, as required by Italian Law (D.L.vo 
288/2003). This paper describes the design and the develop-
ment of the intranet portal of the hospital, built in accordance 
with regulations and especially to enhance the internal com-
munication among the Hospital units.  

Keywords — LAMP open source technology, Joomla! CMS, 
ISO 9001:2000 quality standards. 

I. INTRODUCTION  

In order to comply with ISO 9001:2000 standards for 
Health Processes, as required by Italian Law (D.L.vo 
288/2003), the IRCCS “Burlo Garofolo” started the re-
organization of the clinical research and medical practice 
according to the international healthcare standards. 

An I.R.C.C.S. is a particular kind of hospital in the Ital-
ian health care system where healthcare and scientific re-
search are conducted simultaneously and are managed at the 
same level.    

An intranet portal, built in accordance with regulations 
and especially to enhance the internal communication 
among the hospital units, has been recognized by the Hospi-
tal Strategic Direction as an innovative tool to be designed, 
developed and maintained.  

The Quality Assurance Office and the Hospital Informa-
tion System collaborated to establish the portal to improve 
the distribution of internal documentation, especially guide 
lines, procedures and protocols. 

The availability of such a portal represents a platform 
used as a common dashboard where it is possible to retrieve 
the documentation in force, which is the electronic expres-
sion of the corporate knowledge. The subsequent exploita-
tion of this knowledge allows to evaluate globally the pro-
duction of procedures, guide lines and protocols by the 
different wards, avoiding redundancies and enabling work 
sharing, improving integration and harmonization of the 
corporate processes.  

The portal encourages communication through the use of 
an internal blog in which users with accounts may transmit 
in real time necessary information to get the expected re-
sults in a more effective and efficient manner. 

II. SYSTEMS AND TECHNOLOGIES 

The intranet portal is based on a popular free open-source 
CMS, “Joomla!” (stable version 1.0.12), revised according 
to the requirements suggested by the “Burlo Garofolo’s”  
Strategic Direction. 

In order to accomplish the proposed objectives, the typi-
cal structure of Joomla! [1] has been applied to map both 
the functional organization of the clinical departments and 
the major quality items as considered in the Quality Pro-
gram Document.   

The platform, developed and managed by an internal 
team of professionals, is realized using LAMP technology 
and is housed in a hospital dedicated server. 

The operating system is Linux Debian 4.0 Stable [2], in-
stalled on a vintage double Pentium II processor system 
equipped with four SCSI hard drives. Debian recognized 
very well the RAID 0+1 configuration of the server, ob-
tained through an Adaptec AHA 27040 control card. 

Apache 2.0 [3] is the web server used for the intranet 
portal; it was developed and sponsored by Apache Software 
Foundation both as source code and binary code. The data-
base server is MySQL 5.1 [4] developed by MySQL AB, 
and as server side scripting language is used PHP 4.4.  

The first intranet web site in 2004 was a static home page 
located on a machine with a private ip address, reachable 
only from the internal hospital subnets. The only dynamic 
tool was the corporate phone book realized using FileMaker 
Pro 5 and the builted-in proprietary web server. 

Joomla! offers a friendly user interface and a simple con-
figuration control panel to update the contents and the cor-
porate documentation. The control panel can be easily un-
derstood, and its use can be taught to the internal personnel 
in the wards or in the administrative offices.  
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III. DESIGN AND IMPLEMENTATION 

A. General structure 

As shown in Fig.1 the main menu of the intranet home 
page was structured into three macro “areas”, the first two 
designed according to the content structure of Joomla! it-
self, which is based on the division in sections, categories 
and articles.  

The first “area” is constituted by common interest corpo-
rate subjects as: 

1. On-line and pdf downloadable address book 
2. Guidelines and rules regarding the day hospital  

activity 
3. pharmaceutical vade-mecum 
4. hospital forms catalogue 
5. stationery catalogue 
6. quality programme 
7. budget programme 

These subjects reflect the needs both to communicate and 
to validate general procedures, guide lines and protocols at 
the corporate level, avoiding redundancies and promoting 
work sharing to improve the corporate processes and their 
integration.  

The second “area” lists the Hospital Departments and of-
fices reflecting the organization chart, and is composed of: 

1. Strategic Office 
2. Scientific Office 
3. Sanitary Office 
4. Administrative Office 
5. Paediatrics Department 
6. Obstetrical and Gynaecological Department 
7. Surgery Department 
8. Laboratory and molecular medicine Department 

The structures listed above are organized following a 
general scheme built on the Joomla! “sections -> categories 

-> articles -> elements” scheme. In this model the sections 
are the Departments or the Offices; the categories are the 
functional structures composing the single Department or 
Office; the articles are organized for every structure follow-
ing the scheme shown in the table below.  

In the third “area” of the menu the links to a variety of 
services related to the intranet are found, using it as a uni-
fied and common platform as shown in Fig. 2.   

The articles of each area listed in Table 1 are further or-
ganized in a table in with every element (a specific protocol 
or guide line or procedure) is identified as shown in Fig. 3. 

 
Fig. 1 Intranet home page 

Table 1  

Articles Date of upload Author Contacts 
Guidelines dd/mm/yyyy admin n 

Projects and programs    

Reports    

Lists    

Plans    

Objectives    

Procedures    

User manuals    

Rules    

Newsletters    

 
Fig. 2 Intranet common platform 
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Fig. 3 Common “elements” page 

The table format was chosen and internally standardized 
for every article published on the intranet web site.  

B. Specific implementations 

Joomla! is a CMS widely available by the community 
and developed to offer a large number of modules, mambots 
and features. It is possible to customize the web pages, their 
contents and the tools for navigation, visualization and use 
of the web sites in which is implemented. 

During the design and the development of the intranet 
web site, the Hospital Information System with the collabo-
ration of university students and personnel started to test 
and use some of Joomla!’s built-in tools and many of the 
community developed tools to enhance the basic modules 
provided with the installed release 1.0.12.  

The aim of the experimentation was to better understand 
the potential of Joomla! itself, to respond to the needs which 
emerged during the interviews performed in the analysis 
phase of the project.  

From the beginning of the design of the platform, for ex-
ample, it was necessary to unify, organize and make avail-
able the entire Hospital paper documentation in electronic 
format. This documentation can now be consulted and 
downloaded in the first area section named “hospital forms 
catalogue”.  

Joomla!’s built-in address book module was immediately 
suitable for the on-line address book allowing an easy 
search of internal personnel (telephone number, e-mail 
address, location) and structures.  

The portal offers as many services as the Hospital wards 
or structures require to archive, publish and visualize their 
documentation. 

During the test time an easy-to-use chat system has been 
available to enhance the internal communication, and the 
RSS feed engine has been proposed for each ward or struc-
ture that needs to collect specific web sites news.  

C. Accesses and permissions 

The access to the front-end of the platform is free al-
though limited to the internal machines located in private 
subnets. Thus the access is ip-filtered. The back-end of the 
platform is accessed only by the administrators who control 
and manage the entire system and by a restricted user of the 
Technical Office that has been trained to update the list of 
the technical interventions performed.   

D. The “Burlo’s Blog” 

An internal blog has been created using Wordpress 2.01 
[5] to allow better interaction among the Hospital’s person-
nel regarding the corporate objectives and the discussion 
around five topics: 

1. job organization 
2. instrumentation and informatics 
3. legal features 
4. guide lines (add, modify, update, etc…) 
5. chain of responsibilities 

The common blog’s home page is reachable from the 
intranet portal; to add or update some of the contents con-
cerning the topics listed above, a list of users with different 
privileges has been prepared, according to the possibilities 
offered by Wordpress. Rules have been stipulated for access 
and for etiquette to continue using the system. The Blog is 
fully moderated by an internal consultant who acts as a filter 
for the contents to be published.   

IV. RESULTS AND DISCUSSION 

After the introduction of the platform in 2007 a more ap-
propriate use of the hospital correct forms and a more punc-
tual diffusion of information (such as the new Corporate 
Act or the new information Policies) has been quantified. 

The possibility of a continuous update of the contents 
and of the documentation complies with the ISO 9001:2000 
standards for Health Processes, allowing to know the review 
number, the author and the date of the document. 

Finally, implementing the intranet has achieved a first 
step to diffuse explicitly corporate knowledge (both admin-
istrative and medical) that was previously hidden or implicit 
[6]. This is a process that should be continued, converting 
more and more of the medical and administrative informa-
tion into shared knowledge, and even including in this path 
the peculiar scientific and research aspects of the I.R.C.C.S.. 
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Apart from these results remain at least two critical situa-
tions. 

The first regards the extension of the information tools 
which may introduce more complexity to the system and to 
the regular and consolidated procedures.  

The second class of problems is related to the first and 
regards the formation and the training of the personnel in 
using the information tools correctly and effectively. This 
represents a challenge at the organizational level especially 
because it involves the employment of internal technical 
competencies and human resources.        

V. CONCLUSIONS   

Beyond the continuous update of both the corporate 
documentation and the CMS managed by an internal team 
composed by IT and healthcare specialists, the future will 
be characterized by implementing an effective knowledge 
management system (KMS) by which the ISO 9001:2000 
certified wards may control their quality documentation and 
to review and to update this documentation systematically 
and safely. 

In recent months such a system has been studied, and 
testing some commercial and open-source products has 

begun. The “Knowledge Tree” [7] Document Management 
System has been used to archive and manage the documen-
tation of one of the ISO 9001:2000 certified wards, the 
paediatrics Radiology structure.  

Further developments are expected, especially in model-
ling through UML data and resources fluxes of additional 
certified wards.  
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Abstract — The biotelemetry is more common application of 
biomedical engineering and telemetry in our professional life. 
By this reason the biotelemetry is taught in our bachelor study 
program Biomedical technology from its beginning. These 
lessons are focused on the basics of networks, wired communi-
cations and wireless communication standards. Students learn 
systematically grounds of modern telemetry in the application 
in the biomedical engineering. The paper is focused on system 
of lectures and system of practical laboratory exercises. 

Keywords — Biotelemetry, wireless communication, bache-
lor’s education  

I. INTRODUCTION 

The biomedical engineering is taught in our university 
till beginnings of faculty of electrical engineering and com-
puter science in 1990. It was the five year master study 
program first. Afterwards this program was divided to three 
years bachelor study program and two years master study 
program in 2004. The bachelor study program is named 
Biomedical technology. There are taught basics of medical 
science and basics of biomedical engineering. The subject 
Biotelemetry is taught in bachelor study branch Biomedical 
technology from beginnings of this study branch in 2004. 
The Biotelemetry is taught in the fifth semester of study. 
Even if it is optional subject it is fully occupied each year. 
Thanks to ESF funds were last year issued learning texts. 

This article is focused on the structure of lesson and prac-
tical measurements. 

II. LESSONS STRUCTURE 

The lessons are divided into ten chapters, which corre-
spond to number of lectures per semester. The first four 
chapters are pursued history of telemetry, biosignals, tech-
niques of biosignal measurement, basics of biomedical 
sensors and standards for signal modulation. Next chapter 
deals about steps of analog to digital conversion. The basics 
of the communication are taught as following. There are 
lectured differences between parallel and serial data trans-
mission, between synchronous and asynchronous data 
transmission. The methods of transmission methods like 
multiplexing, networks taxonomy, network topology and 
the ISO- OSI reference model.  

Afterwards, there is a chapter, which deals about tech-
nologies for wired data transmission. Students can learn 
about standards RS232, for parallel communication, USB, 
FireWire, GPIB and Ethernet.  

The following chapter about wireless communication 
technologies deals about Infrared, Bluetooth, ZigBee, Wi-
Fi, WiMAX, GPS, and GPRS. 

The last chapter is engaged to applications of bioteleme-
try in HomeCare projects and similar projects for wireless 
monitoring of base life functions. 

Because students of these lessons are in bachelor study 
program, the one half of the lectures time is intended for 
practical exercises.  

The next part of this article deals about realized practical 
exercises. 

III. PRACTICAL EXERCISES 

Students can verify their knowledge of the signal modu-
lation standards, of conditions of A/D conversion, of RS 
232, of Bluetooth, of ZigBee and radio modems. They can 
see application of all used devices in the real project - re-
mote HomeCare. Each used technology is used in real ap-
plication with medical measuring device. All designed and 
used devices are finished in our biomedical engineering 
laboratory; mostly there are used OEM modules for meas-
ure biological signals like temperature, blood pressure, 
plethysmography and ECG. Wireless communication is 
mostly realized by commercial wireless modules, which are 
in-built in measuring devices. At receiving side (PC) are 
used development boards, to can see students the real hard-
ware. Each exercise is targeted to another problematic, but 
there is something like red sewing. Student can identify 
differences between similar technologies, their ranges and 
power consumption. The used devices are designed more 
robust not only to be safe for students, but to can be used in 
future. 

A. Amplitude and frequency modulation 

This practical exercise allows to students to understand to 
basics and difference between amplitude and frequency 
signal modulation. They have to measure in frequency and 
amplitude modulated signal. The modulated signal is speci-
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fied before each practical lesson for each group has different 
one.  

Students have to know how to work with the Matlab 
(The Matlab is taught in previous semester). Students have 
to know how to work with modern signal generator and 
spectral analyzer. Even if the basics of the measuring de-
vices are taught in the pervious semester, the control of 
spectral analyzer is not easy for students. They have to 
study how to work with it before practical measurement at 
home (The simple manual is provided them. 

The results from measurement can students verify in the 
program in Matlab after real measurement. 

B. RS232 and RS232 emulation using Bluetooth module 

The students have to try a RS232 communication be-
tween two PC using standard RS232 cable. The two cables 
are provided to students. One cable has the crossed connec-
tion between connectors; the second has the straight con-
nected connectors. Students are testing which cable is suit-
able for data transmission between two PCs. Afterwards 
they test RS232 communication between two PC with dif-
ferent settings of RS232.  

The last part of this exercise is devoted to RS232 emula-
tion by Bluetooth. The OEMSPA-13i Bluetooth module 
from ConnectBlue with their setting program is used. Stu-
dents set up the parameters of RS232 communication and 
set up the Bluetooth pairing procedure between used Blue-
tooth modules. The Fig.1 shows the scheme of this exercise. 

The power consumption of Bluetooth modules is meas-
ured too. 

C. The wireless measurements – Bluetooth 

This exercise is focused on correct measurement of ana-
log input signal. The signal is measured by the Bluesen-
seAD Bluetooth module. The measured data are wirelessly 
transmitted to PC. Students have to set up the Bluetooth 
communication and learn about parameters setting up of 
BluesenseAD module. This module has included 8 channels 
12-bit A/D converter with maximal sample frequency or 
one channel 4 kHz.  The parameters of Bluetooth module 
can be set up wirelessly. Students measure the signal gener-

ated by signal generator first. They have to try different set 
up of sampling frequency – It is the way how student can 
verify the Shannon theorem “in vivo”. Afterwards they 
connect the temperature sensor to BluesenseAD. They start 
the temperature measurement. They have to receive several 
data packets and decode these packets themselves. After-
wards they can count the measured temperature. The 
scheme of this exercise is shown on the Fig.2. 

The power consumption of Bluetooth module is meas-
ured too. 

D. Bluetooth application in biotelemetry 

In the frame of this exercise students work with medical 
devices which communicate using Bluetooth technology. 
The Bluetooth technology could be replaced by ZigBee in 
several lessons. 

The OEM modules for non-invasive blood pressure and 
ECG measurement are used. Students have to set up Blue-
tooth connection, verify the Bluetooth communication and 
afterwards receive and decode data packets from the both 
OEM measuring devices. Afterwards the real measuring 
with both devices in the same time could be realized. Stu-
dents have to try the Bluetooth range too. The range meas-
urement is only rough; they only take the device as far as 
possible till the measuring falls. The realized measuring 
devices are powered by accumulators; it allows moving 
with the measuring devices during the measuring. 

 

Fig. 3 The Bluetooth application in biotelemetry - exercise scheme 

 

Fig. 1 The RS232 and Bluetooth emulation exercise scheme 

 

Fig. 2 Bluetooth measurements exercise scheme 
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Students have to open and discover the measuring de-
vices to they recognize parts of electrical circuits realized 
inside of measuring device. 

The scheme of this exercise is shown on the Fig.3. 

E. The ZigBee application in biotelemetry 

This exercise is focused on emulation of wired commu-
nication by ZigBee. The ZigBee is realized by XBee ZigBee 
modems from Maxstream. It is easy to configure these mo-
dems because the official configuration software is used. 

There is measured pulse oximetry using OEM module 
ChipOx.  

Students have to teach themselves how to work with 
ChipOx, after they realize wired communication between 
PC and ChipOx. They have to recognize data packet and 
decode it themselves (The ChipOx communication protocol 
is provided.) Afterwards the wired communication is re-
placed by ZigBee communication. Students have to set up 
the parameters of ZigBee modules 

The rough range measurement is realized. The power 
consumption of ZigBee modules is measured too. 

The scheme of this exercise is shown on the Fig.3. 

F. The radio modems – AC4868 

This exercise is focused on the using of radio modems in 
the Biotelemetry. They have been intended for data trans-
mission for longer distances using ISM band.  

Students have to teach themselves how to work with ra-
dio modem AC4868 from Aerocomm. They will try the 
range of the radio data transmission with various antennas. 
The output transmitting power can not be set up to maximal 
value, because the maximal range is up to 10 km (in line of 
sight). 

The spectral analyzer is used for the measurement of the 
real data transmission band.   

The power consumption of radio modules is measured 
during data transmission too. 

G. The biotelemetry application – HomeCare Project 

The HomeCare system is designed, developed and real-
ized in our laboratory. It is remote monitoring system of 
base life functions, which takes care about alone living 
elderly people. Not only standard monitored biosignals can 
give us the valuable information about the change in the 
state of the health of the monitored person. In cooperation 
with Ostrava University (Medical-social faculty) it was 
realized the Testing Flat for HomeCare technologies.  

The last practical exercise in frame of Biotelemetry is 
held in this Testing flat. There are mounted every devices 

which were designed for HomeCare application in our labo-
ratory. Students can see the devices used in the biotelemetry 
exercises in real applications, some new devices are 
mounted there too. 

The movement monitoring system is mounted in the 
Testing flat too. In the frame of this last exercise students 
can try the movement monitoring system in the Testing flat. 
Before this exercise is realized, students has to design they 
own Homecare system. These student’s designs could be 
very usable for us project.  

IV. CONCLUSIONS  

Even if the Biotelemetry lectures are optional, the capac-
ity of the lectures is fully took each year. This subject is 
useful for students of our bachelor study program Biomedi-
cal technology. Biotelemetry lectures provides them infor-
mation about modern communication technologies and 
know how to use them in the biomedical engineering.  

 

Fig. 4 The ZigBee application in Biotelemetry – exercise scheme 

 

Fig. 5 The radio modems -  exercise scheme 

 

Fig. 6 The HomeCare Testing Flat (layout) 
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We can better get to know our students of bachelor study 
branch. The best students of Biotelemetry lectures are 
mostly asked to work in our HomeCare project; they can 
realize their bachelor works in frame of this project. 

Nowadays the Biotelemetry lectures are translated to 
English language, to can be taught in English study pro-
grams in our university. New practical exercises are in pro-
gress now; to can we react to evolution in telemetry. 
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Five Year Biomedical Engineering Curriculum – Experiences and Results 
from the First Eight Years 

K. Dremstrup and P. Elberg 

Aalborg University, Department for Health Science and Technology, Aalborg, Denmark  

Abstract — A full M.Sc- curriculum in Biomedical Engi-
neering and Informatics was established at Aalborg University 
in 2000. The curriculum reflects the multidisciplinary compo-
sition of Biomedical Engineering and it consists of elements 
from engineering, informatics, medical and natural sciences as 
well as of elements from the social sciences.  

The education follows the AAU problem-based learning 
(PBL) study paradigm with project-organized studies.  The 
first students graduated as M.Sc. in June 2005. We have an 
average annual uptake of app. 35 students of which 25 - 40% 
are female students.  

By establishing a full graduate curriculum in BME with in-
take directly from the high school level we believed, and have 
proved, that it is possible to attract more students due to larger 
visibility of the BME-program as opposed to classical gradu-
ate.  It has been shown that the curriculum and study form 
equips the student well for future jobs – all candidates from 
the first three years have jobs.  

Several student projects have taken awards; some student 
projects have lead to patents and some student projects are 
being transferred to private companies. Both hospital, industry 
and academia are giving very positive testimonials about the 
first candidates. 

Keywords — BME, Education, Problem Based Learning  

I. INTRODUCTION  

Biomedical Engineering (BME) most often exists as a 
candidate specialization build upon a classical engineering 
bachelor degree. This was also the case in Aalborg from 
1978 to year 2000 where AAU introduced a full 5-year 
BME curriculum. The background for this introduction was 
an expressed need for highly trained candidates from the 
Danish BME industry and from politicians.   

In a historical perspective BME has emerged from sev-
eral different parent-fields: Electrical engineering, chemical 
engineering, mechanical engineering, physics, and other 
areas. They have all developed their applications in medi-
cine and biology. Consequently, in most of the places in the 
world where BME is a graduate program it is typically em-
bedded in one of these fields.  

This strategy raises problems. In order to deliver a Bio-
medical Engineer, it is not optimal first to provide e.g. elec-
trical engineering for three years and then building BME on 

top of that. From a student’s point of view the road to BME 
through e.g., electrical engineering is a long one. Many 
students simply do not even start on that road, or have no 
idea that it exists. This means that an enormous potential is 
lost. Biomedical engineering need and deserves a better 
focus from the start of the education.  

As a consequence Biomedical Engineering is now estab-
lishing itself as an independent discipline. There are now 
well over 20 universities with undergraduate Biomedical 
Engineering programs in the USA. In Europe besides Aal-
borg, full five year programs have now emerged in The 
Netherlands and in Copenhagen. 

The first BME candidates from Aalborg University 
graduated in summer 2005. 

II. TO BE TAUGHT OR TO LEARN - THAT IS THE QUESTION 

The BME curriculum follows the AAU study paradigm 
with problem-based and project-organized studies with the 
student groups as the fundamental structural and pedagogi-
cal entity, see Fig. 1. 

This study form has proven to secure a more efficient 
throughput in terms of study-time and percentage of stu-
dents finalizing their study compared to the classical audi-
toria-based study forms. 

  

 
Figure 1: Principles of problem-based and project organized learning.  

The outcome from the project work is typically a prototype device/system 
demonstrated at the examination and documented in a report of size  

100-150 pages. 
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The back-spine of the PBL study-form is the project 
where the students work with real-world problems, typically 
from the clinic, which are analysed, solved fully or partially, 
and finally documented, presented and defended at the ex-
amination  [1, 2].  

Each semester, lasting 5 month, consists of 30 ECTS 
units divided between course and project work. The work-
load of the course work and project work changes over the 
semester as illustrated on Fig.2 with more and more time 
devoted to the project. Five to seven students work together 
on a project solving a problem originating either from a 
hospital department, a company or a research group at the 
university. The group is allocated a supervisor, a professor 
from faculty, acting as a consultant - not a problem solver! 
The groups are allocated a work room (app. 18m2) at cam-
pus, this serve as their personal. 

 
workload 

 
 
 
 

        time 

Figure 2: Composition of workload over time in the semester with one  
big project per semester. Note that half or more of the time is devoted  

to the project. 

The students typically meet in their group room on a 
daily basis e.g. from 8 am to 4 pm. So from day one in their 
study time the students adapt to the working conditions 
most of them will meet as candidates. The group will have 
their internal meetings and meetings with their supervisor in 
the group room. Course examinations throughout the educa-
tion are on individual terms. The projects are presented on a 
group basis, but the students are given individual examina-
tion and marks. 

III. CURRICULUM COMPOSITION  

The curriculum in BME reflects the multidisciplinarity of 
Biomedical Engineering and contains elements from medi-
cal and natural sciences, classical electronic engineering, as 
well as parts from humanities and social sciences. The study 
is divided into a bachelor part including a clinical external 
ship at the hospital, a candidate specializations with a final 
master thesis year, see fig.3. 

IV. BACHELOR AND CLINICAL YEARS  

The first three bachelor years in the curriculum are com-
prised of a freshman year, a discipline oriented year and a 
clinical year. The freshman year provides the students with 
basic skills in mathematics, biology and computer science 
(Matlab and C++-programming) as well as with concepts of 
social science with emphasis on technology and society. 
The principles of Health Technology Assessment are intro-
duced and applied in the projects. Through the BME-
projects often made in close collaboration with the hospital, 
the students are introduced to the problem-oriented and 
project-organized paradigm as well as to the health sector. 
The projects are supported with courses in introduction to 
BME, biochemistry and modeling (Matlab based) and in 
courses on how to manage projects, cooperate in groups and 
how to learn 

Figure 3: BME-MSc-programme composition. MS: Medical Systems,  
MI: Medical Informatics, BM: Biomechanics, DTT: Drug and  

Tissue Technology. 

Project examples are: Influence on false alarms on pa-
tients and personnel in the ICU, Home care technologies 
and Work related EMG Measurements. Centrally for the 
projects is a certain level of empirical work at the hospital 
or in a laboratory. The groups are allocated two supervisors 
during the freshman year. Two  professors, one with BME 
background, the main supervisor, and one with background 
in social sciences are allocated [1, 2]. 

The theme for third semester is: “Recording and presen-
tation of biological signals”. The semester introduces hu-
man anatomy and physiology. Medical instrumentation 
including safety aspects in the laboratory and measurement 
techniques is introduced. Examples of typical third semester 
projects are: "ECG-pulse measurement", "Body impedance 
measurements device" and "Stimulator for functional elec-
trical stimulation". The projects on third semester all in-
clude bio-instrumentation, safety aspects and measures one 
or more biological variable from patients or subjects - often 
the students. As in all semester projects the students must 
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construct a demonstrator - here a physical device that must 
be proved to function and documented appropriately. 

Fourth semesters theme is: “Processing of biological sig-
nals” and it focuses on physiology, application of microcon-
trollers, programming and signal processing in biomedicine.  
Project examples are: "EMG-controlled Mouse", "ECG-
monitor" and "Digital stethoscope". The 4th semester pro-
jects use a microcontroller as the core of the problem solu-
tion. The students will construct an appropriate interface 
and program the microcontroller in C. The user interface is 
typically made on a PC connected to the microcontroller 
system using Labview. Fig. 4 illustrates the compositions of 
the bachelor semesters [5]. 

Courses on third and fourth semesters are Mathematics 
including continuous and discrete calculus, Electric Circuit 
Theory, Physiology and Anatomy, physiological modeling, 
Bioinstrumentation, Electromagnetisme, Microcontroller 
architecture, Signal Processing and C-programming. 

On 3rd and 4th semesters the students have to build and 
document an operable prototype which they will demon-
strate at the examination. 

Fifth semester focuses on the clinical work at the hospital 
departments. The projects take place at different hospital 
departments at Aalborg Hospital and the students have 
group rooms at the hospital. The students follow the daily 
routine at the department they are allocated. The projects 
have out-spring in the clinical problems from the depart-
ments and the students are assigned a clinical as well as a 
faculty supervisor. Examples of projects are: Diagnosis of 
Hydrocephalus, Data Flow in a Hospital Department, Tem-
perature measurement in children 

On the sixth semester the students are still physically lo-
cated at the hospital. But where the projects on 5th semester 
mostly are of analytical nature, the students are supposed to 
design solutions on the sixth semester. Courses on the clini-
cal year covers: Internal medicine and surgery, theory of 
science, organization theory, ethics, hospital hygiene, mi-
crobiology, homeostasis, hospital information systems, 
imaging and OO-design and programming (UML and Java). 
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Figure 4. Composition of the bachelor part of BME. Each semester  
consists of 30 ECTS, the size of the projects (pale yellow) are between  
16 and 23 ECTS units. The coloured modules are different supporting 

courses taught ex auditorium. 

V. SPECIALIZATIONS AND M.SC.-THESIS YEARS 

In the last two years the students are specialized but a 
common course core exists to ensure that all students man-
age central topics. Four specializations are offered for the 
time being: Medical Informatics, Medical Systems, Biome-
chanics and Drug delivery and Tissue Engineering. On the 
specialization semesters most of the projects are part of 
ongoing research projects and provide the students with 
insight in scientific research planning and execution. 

Many of the students choose to spend up to a full semes-
ter abroad on another university on the last part of the edu-
cation. A one-year project within one of the research groups 
at the Department of Health Science and Technology or the 
hospital makes the final specialization. The final projects 
are made by individual students or two students together. 
Courses in the specialization years cover the different spe-
cializations and span from neurophysiology over stochastic 
mathematics and biostatistics to medical image analysis and 
medical information systems. Also topics such as medical 
standards and regulations, ethics and entrepreneurship are 
covered. 

Some projects are started during a stay abroad and fin-
ished during the last semester. For example several students 
have been introduced to Natural Language Processing tech-
niques in Sydney, Australia, and these methods have been 
used in order to retrieve specific information from elec-
tronic patient records in a Danish setting during the final 
semester project [3, 4, 5].   

VI. EIGHT YEARS OF EXPERIENCES 

By establishing a full graduate curriculum in BME with 
intake directly from the high school level we believed, and 
have proved, that it is possible to attract more students due 
to larger visibility of the BME-program as opposed to clas-
sical graduate programs where students have to “pass” a 
traditional engineering study before reaching the BME-
specialization.  The student intake in 2000 was 32 and 27 
students in 2007, see Table 1. Saturation has seemingly 
occurred and the level of intake will probably stabilize be-
tween 30 and 40 students per year. The size of the annual 
uptake is probably influenced by the start of competing 
programs both in Copenhagen and in Aarhus, the two larg-
est cities in Denmark. Internal competition for students 
cannot be excluded as reason either, as AAU started a 
Medical education with industrial specialization in 2006 
with an annual uptake of around 100 students.  

A positive bonus of the BME-program is that the per-
centage of female students is much higher than seen on eg. 
electronic engineering. The first year 50 % of the uptake 
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was female, this has now settled to 25 %. Still a very high 
percentage compared to the normal level of <5% female 
students on the electronic engineering study. The decline 
may be explained by the above mentioned new Medical 
program. Many female students probably consider this edu-
cation an alternative to BME. 

What is of course very interesting for a new program is 
that it has shown that the curriculum and study form equips 
the student very well for future jobs. All candidates of the 
first three years graduating in 2005-2007: 18, 27 and 29 
have been employed. The education focused on three main 
areas for employment: Industry, hospitals and academia. 
Candidates have been employed in all three areas. A large 
group continued in a phd-study program, another large 
group got employment as R&D’s in industry – from medi-
cal informatics companies to device companies. The third 
group is more diverse with jobs in hospitals, patent compa-
nies and in BME sales and marketing functions. 

Several student projects have taken awards; some student 
projects have been so promising that patents are applied for; 
some projects are being handed over to private companies. 
A single project initiated at the first 7th semester has been 
so successful that a patent has been filed and a license con-
tract with a world leading company has been established. 
Some of the students have established private companies - 
even before graduation.  

Six of the first candidates have pursued their carrier as 
innovators in a newly established incubator at the Depart-
ment for Health Science and Technology [6].  

VII. CONCLUSIONS 

The BME curriculum is now adapted to the Bologna 
model and some of it will be taught in English, making it 
possible to exchange students with universities abroad. It 
has been shown that the BME curriculum implemented at 

AAU full-fill the requirements from the relevant consumers 
of the candidates, i.e. the BME-industry, the health sector 
and the academia with respect to factual knowledge within 
biomedical engineering, medicine and informatics etc. We 
are convinced that the ability to crack real-life problems, to 
document the process and solutions, to collaborate with 
peers and colleagues with different background as taught 
and learned using the Problem Based Learning paradigm 
ensures that the candidates significantly contribute to the 
companies and departments where they get employment and 
thereby to the demands from the society as such for well 
equipped candidates for the health sector. Both hospital and 
industry are giving very positive testimonials about the 
program and the candidates from it. A side result of the 
successful establishing of the BME program at AAU is that 
it has lead to an expansion of the tenured staff at the De-
partment for Health Science and Technology. The depart-
ment now counts 155 persons in its staff of which about 35 
are tenured professors. This expansion has contributed to 
the decision to develop the new candidate education in 
Medicine with Industrial Specialization which started in 
2006 and the department is also the main entrepreneur for 
the new Sports Science education initiated in 2007 at Aal-
borg University. 
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Table 1 Annual uptake on BME  

Year Number of stu-
dents 

2000 32 
2001 46 
2002 50 
2003 40 
2004 57 
2005 38 
2006 34 
2007 27 
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Abstract — The development of virtual hospitals and digital 
medicine helps to bridge the digital divide between different 
regions of the world and enables equal access to high-level 
medical care. As data and computing resources in a virtual 
hospital are distributed over many sites the concept of the 
Grid should be integrated with other communication networks 
and platforms. A promising approach is the implementation of 
service-oriented architectures for an invisible grid, hiding 
complexity for both application developers and end-users. An 
example of a promising medical application of Grid technology 
is the real-time 3D-visualization and manipulation of patient 
data for individualized treatment planning. Global networks 
and the use of computers for educational purposes stimulate 
and support the development of virtual universities for e-
learning. Especially real-time interactive applications can play 
an important role in tailored and personalised services. 
However, it takes more than just technology to move from 
pure e-learning towards the full expansion of ubiquitous access 
to educational services, anytime and anywhere (u-learning). 

Keywords — Virtual Hospital, Health Grid Applications, 
Distance Education, Ubiquitous Learning (u-learning), Real-
Time Interactivity 

I. INTRODUCTION  

Virtual Hospitals (VH) aim to support the 
interconnection and interoperability of the various medical 
platforms and services of the organisations participating in a 
telemedical network, by integrating them into a consistent 
set of services. Thus, the development of VH and digital 
medicine helps to bridge the digital divide between different 
regions of the world and enables equal access to high-level 
medical care. 

For the provision of global healthcare dedicated 
telemedicine and e-Health services are needed 24 hours per 
day, 7 days per week (24/7). These services should meet 
high standards for reliability and quality of service (QoS). 
Furthermore, open-source and open-standard solutions are 
essential for interoperability and integration of the various 
services. Also, gateways to other communication networks 
should be created.  

The implementation of interactive remote control of 
medical devices will enhance telediagnosis. Consequently, 
the medical workflow and decision-making tree has to be 
re-evaluated and new management tools for global virtual 

alliances have to be introduced. Mental, intellectual and 
educational e-services for citizens shall be created [1-3] 
(Fig. 3). 

Pre-operative planning, intra-operative navigation and 
minimally-invasive surgery require a digital and virtual 
environment supporting the perception of the physician. To 
deal with such an amount of information multi- perception 
for multimedia performance in virtual reality environments 
(visualisation of virtual 3-D objects, full navigation, haptic 
simulation, etc.) are needed. 

II. MEDICAL GRID  

Due to the geographically dispersed character of the 
Virtual Hospital, data and computing resources are 
distributed over many sites under different administrative 
domains. Therefore Grid-based infrastructures, architectures 
and services [4] become a useful tool for the successful 
deployment of medical applications and thus provide 
medical personnel with the required information, 
computation, and communication services [5]. Services like 
acquisition and processing of medical images, data storage, 
archiving and retrieval, as well as data mining being applied 
especially for evidence-based medicine are typical medical 
applications which profit strongly from the development 
and implementation of suitable medical Grid environments.  

A promising approach is the implementation of service-
oriented architectures for an invisible Grid, hiding 

 

Fig. 1 Heterogeneous technologies with seamless transitions allow the 
users of the Virtual Hospital to access the services without knowledge of 

technological details 
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complexity for both application developers and end-users. 
While giving access to distributed services in a wide-area 
network of connected institutions a Grid-based system can 
integrate domain knowledge, powerful computing resources 
for analytical tasks and means of communication with 
partners and consultants in a trusted and secure system, 
tailored according to the users requirements in medico-
clinical applications.  

The main challenge in the domain of grid-based tools and 
applications is given by hiding the complexity of the 
underlying Grid infrastructure from the application 
developer by integrating higher level tools and services for 
grid application development. 

The main reason for the lack of Grid-aware applications 
appears to be a gap between the Grid infrastructures and 
their developers / operators on the one side and the 
developers and end-users of Grid-based applications on the 
other side. To bridge this gap a user-driven approach needs 
to be implemented, which includes all stakeholders. 

A Grid Tools Suite (GTS) needs to be developed that 
will facilitate and enhance the development of Grid-aware 
applications. The architecture of the GTS needs to be 
service-oriented and based on the needs of both application 
developers and end-users. Inclusion of already existing tools 
fulfilling the defined requirements, as well as the 
development of new tools and extensions of existing ones 
will guarantee building on previous achievements while not 
compromising on the strict requirements for architecture 
and functionalities. 

Examples of medical applications of Grid technology are 
the real-time 3D-visualization and manipulation of patient 
data for individualized treatment planning and the creation 
of distributed intelligent databases of medical images. To 
enable fast 3D visualization and interactive inspection of 
CT, MRT and US patient data after semi-automatic 
segmentation and reconstruction Grid technology comes 
into consideration. Currently, using the existing View 
Sphere Rendering software about 5000 views on an 
imaginary sphere enclosing the data cube (CT, MRT) can be 
displayed as a result of off-line pre-calculation of the views 
[6]. As a result of these pre-calculation of the view sphere 
the user is able to rotate the data cube in real-time (50 
frames per second on each channel) using different 
interaction devices such as joystick, mouse, keyboard, or 
voice control to inspect not only the original 2D slices but 
also recalculated slices for any new orientation of the data 
set, and to navigate through the data slices inside a region of 
interest (Fig. 2).  

Using grid resources an on-line calculation of the view 
sphere would be possible thus enhancing operation planning 
facilities considerably. Also Grid services like the Grid 
Visualization Kernel (GVK) [7] can be used for 3D 

visualisation. The rendering of multiple images using 
different viewpoints is required. Taking into account the 
typically large size of medical datasets the rendering 
techniques have to be highly parallelized to exploit the 
performance of grid resources to the full extent. If multiple 
distributed grid resources are used for rendering, the input 
data has to be distributed onto the resources beforehand. 

III. E-LEARNING  

Global networks like in the VH and the use of computers 
for educational purposes stimulate and support the 
development of virtual universities for e-learning. 
Especially real-time interactive applications like realized in 
the EMISPHER Virtual Medical University can play an 
important role in tailored and personalised services. The 
objectives of real-time education and training in medicine 
are live transmission directly from the operating theatre. By 
implementing interactive connections to the “point of 
action” and remote control of cameras to be viewed on the 
local monitors, live interaction with and participation in the 
remote event becomes possible [8-9]. 

The communication software WinVicos (Wavelet based 
interactive Video communication system) has specially 
been designed for a broad range of real-time interactive tele-
applications. WinVicos is a high-end interactive video 
communication software, providing real-time transmission 
of video streams and still-images, based on IP-protocols. 
Due to a wavelet-based compression high-quality video 

 

Fig. 2 3D visualisation and interactive inspection of reconstructed CT, 
MRT and US patient data 
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transmission allowing remote medical diagnosis is possible 
even at moderate transmission bandwidth of 0,5-1,0 Mbit/s. 

The EMISPHER project (Euro-Mediterranean Internet-
Satellite Platform for Health, medical Education and 
Research) provides an integrated internet-satellite platform 
for the application of various telemedical services such as 
medical e-learning and real-time telemedicine. Since its 
deployment, the EMISPHER platform has hosted over 350 
interactive tele-education sessions (Fig. 3). The EMISPHER 
network is thus very suited as a future basis for real-time 
tele-education applications. 

Real-time telemedical applications contribute to 
improved quality of patient care and to accelerated 
qualification of medical doctors in their respective specialty. 
The main target audience are specialist doctors. A typical e-
learning application is the education and training of young 
medical doctors by telementoring. By the realization of 
remote control of medical equipment a real telepresence is 
created allowing not only to see each other but to act as if 
one were locally present, thus enhancing telementoring by 
enabling interactive work of teacher and student. 

Rather than putting emphasis only on the required 
technologies as means for e-learning, it will be necessary to 
focus also on the users and their needs and take this as 
primary driver for developments towards ubiquitous 
learning in the VH. Where the term e-learning merely 
reflects ICT-enabled methods of education, it bears the risk 
of putting the means (technology) in the focus rather than 
the goals (ubiquitous access to education). We therefore 
suggest using the term u-learning, thus focussing again 
more on the users and their needs, rather than the 

technologies required for its realisation. In the following we 
address a number of factors that appear crucial for 
successful deployment of u-learning: 

o Integrated heterogeneous networks with seamless 
transitions between the various segments (satellite, 
terrestrial, wireless, mobile, ad-hoc, etc.). 
o Transparent (or invisible) platform technology 
layers: the user does not need to bother with technical 
details. 
o Tailored services for the various segments of users 
(scholars, students, young professionals, senior 
professionals, etc.) and scenarios (first education, 
vocational training, CME, etc.). 
o Personalised avatars for Assisted Cognition: 
artificial intelligence can support the communication 
between users and content providers and/or instructors. 
o Intelligent data mining tools: e.g. standardised 
ontology, etc.  
o Strategies for improved and wide-spread 
technology acceptance: E-literacy should be increased 
among all people, as it will be a prerequisite for 
continuous participation. 
o Strategies for collaboration in virtual communities: 
the challenge is to create a feeling of teamwork, 
although the participants are geographically dispersed.  
o User-centric continuous evaluation: it is important 
to address if the services indeed match the users’ needs 
with special emphasis on the students` point of view. 

IV. CONCLUSIONS  

For successful deployment of the various medical and 
clinical services in the Virtual Hospital, the development 
and implementation of Health Grid services appears crucial. 
Life-long learning will soon be rule rather than exception, 
not only in the medical field. ICT enable new forms of 
distance learning and training. Especially its real-time 
interactivity makes the WinVicos system a valuable tool for 
continuous personalised learning and training, anytime and 
anywhere: ubiquitous access to learning (u-learning).  
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Abstract — For more than 30 years Luebeck´s two universi-
ties (University of Luebeck and Luebeck University of Applied 
Sciences) are cooperating in the Biomedical Engineering 
(BME) field. This cooperation leads to several teaching pro-
grams. One of these programs is an international Master´s 
program “Biomedical Engineering” which is jointly organized 
by both universities, completely taught in English and enroll-
ing students from all over the world. Program coursework is 
divided up into three semesters (90 ECTS Credits). 

The paper describes the main structure and the experiences 
made during the development of the program. It reports the 
concept, the curriculum, and the results of the German ac-
creditation. 

Keywords — International BME program, Education, Mas-
ter program, Biomedical Engineering 

I. AIM OF PROGRAM 

Luebeck´s Master´s program “Biomedical Engineering” 
was introduced in 2002. Aim of the program is to qualify 
students with different technical background. 

The master’s examination forms the conclusion of the 
professional qualifying master’s program in Biomedical 
Engineering. The master’s examination is meant to deter-
mine whether the candidate has acquired additional ad-
vanced specialist knowledge after a first professional de-
gree, has an overview of his or her subject and possesses the 
ability to apply scientific methods and knowledge in medi-
cal technology. On the basis of a passing grade in the mas-
ter’s examination the academic degree “Master of Science” 
(abbreviated: “M.Sc.”) will be conferred. 

II. CONCEPT OF PROGRAM 

Admissions requirements for this Master's program are a 
Bachelor's degree or a Diploma degree in one of the follow-
ing areas:  

 Electronics, 

 Information Technology, 

 Mechanical Engineering, 

 Mechatronics, 

 Physics or Physical Technology 

 Process Engineering, 

 Materials Technology, and  

 Biomedical Engineering or equivalent. 

First semester students will be enrolled individually in 
courses with the aim of achieving a common basis (Fig. 1).  

Students with technical degrees listed above will be en-
rolled in introductory classes for basic medicine and medi-
cal technology in order to gain the necessary knowledge in 
these fields (Table 1). 

Students with degrees in Medical Technology or similar 
will be enrolled in classes having technical subjects (e.g. 
signal processing, medical electronics, material sciences, 
photonic, and design methodology) as the main focus in 
order to intensify knowledge in these areas (Table 2).  

Second semester students will be enrolled in courses for 
all participants where the common basis will be expanded. 
This includes practical application. Subjects taught are 
medical technology, product management and marketing, 
regulatory affairs, and clinical application of medical tech-
nology as a project (Table 3). In addition students have to 
choose technical electives (Table 4) as well as electives 
from the management field (Table 5).  

Students with a
technical degree:

Students with a degree in Biomedical
Engineering (or equivalent):

2. Sem. 
27 ECTS

Lehrveranstaltungen im Bereich  
Medizin und Medizintechnik

Lehrveranstaltungen
zur Vertiefung technischer 

Kenntnisse

1. Sem. 
30 ECTS

Master Thesis
Abschlussprüfung

3. Sem.
25 ECTS

Externes Praktikum im Ausland

Gemeinsame Vorlesungen für alle Studierenden

Gemeinsame Vorlesung

8 ECTS

Electives Mechanics

2nd sem.
27 ECTS

Basic Knowledge in Medicine 
and Medical Technology

Deepening of technical
Knowledge

1st sem.
30 ECTS

Master Thesis
Final Examination

3rd sem.
25 ECTS

External Internship (8 weeks)

Joint Lectures

Joint Lecture Signals and Systems in Medicine

8 ECTS

Electives Electronics
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Fig. 1 Structure of program 
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Table 1: Required courses of 1st semester for students holding a technical 
degree (L: lecture, P: project, lab) 

Courses Hours per week Credits 
 L P  
Medicine   10 
Anatomy 2   
Hygiene and Sterilization 2   
Medical Microbiology  2  
Physiology 2   
Toxicology 2   

Natural Sciences   5 
Biomechanics 2   
Biophysics 2   
Medical Technology I   10 
Medical Technology 4   
Medical Technology – Laboratory  2  

System Theory   5 
Signals and Systems in Medicine 4   
Sum 20 4  
Total 1st Semester 24 30 

Table 2: Required courses of 1st semester for students holding a degree in 
Biomedical Engineering, Medical Technology or equivalent 

(L: lecture, P: project, lab) 

Courses Hours per week Credit 
 L P  
Signal Processing   5 
Signal Processing 2   
Signal Processing – Laboratory  2  
Electronics and Optics   10 
Medical Electronics 2   
Medical Electronics Project  4  
Photonics I 2   

Design Engineering   10 
Design Methodology 2   
Design Methodology – Project  2  
Material Science 4   

System Theory   5 
Signals and Systems in Medicine 4   

Sum 16 8  
Total 1st Semester 24 30 

 
 
 

Table 3: Required courses of 2nd semester for all students  
(L: lecture, P: project, lab) 

Courses Hours per week Credits 

 L P  
Medical Technology II   5 

Clinical Application of Medical Tech-
nology – Project 

 4  

Medical Technology – Selected Topics 2 2  

Management   5 

Regulatory Affairs 2   

Elective from list II 2   

Specialization in Electronics    17 

Design of Medical Electronic Devices  4  

Imaging and Image Processing 2   

Electives from list I 6  

Specialization in Mechanics    17 

Biophysics – Laboratory  2  

Fluid Dynamics in Medical Technol-
ogy 

2   

Specialized Biomechanics 2   

Electives from list I 6  

Total 2nd Semester 24 27 

Table 4: Technical elective courses of 2nd semester  
(L: lecture, P: project, lab) 

Elective Courses Hours per week Credits 
List I of Electives L P  

 Biophysics – Laboratory   2  
 Computational Neuroscience  2   
 Design of Medical Electronic De-
vices  

 4  

 Fluid Dynamics in Medical Tech-
nology  

2   

 Human Biochemistry / Medical 
Biotechnology 

2 2  

 Imaging and Image Processing  2   
 Neuroprosthetics 2   
 Microelectronic and Microme-
chanical Systems in Medical Tech-
nology 

2   

 Photonic II and Laser Applications 2 2  
 Robotics – Algorithms and Medical 
Applications 

2   

 Software Technology 2 2  
 Specialized Biomechanics   2  
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Table 5: Management elective courses of 2nd semester (L: lecture, P: 
project, lab) 

Elective Courses Hours per week Credits 
List II of Electives L P  

 Health Technology Assessment 2   
 Innovation Management and Mar-
keting 

2   

 Quality Management in Healthcare 2   

After finishing the second semester the students have to go 
to an internship with a duration of at least eight weeks. They 
are not allowed to do this internship in their home-countries. 
German students have to go abroad, foreign students can 
stay in Germany or go to another country. 

The third semester is reserved for preparing and writing 
the Master's thesis. 

III. EXPERIENCES 

Usually about 120 applications per year lead to 50 ad-
missions to the program and an average annual enrollment 
of 25 to 30 students. Up to now 159 students from 36 coun-
tries have been enrolled in the program, roughly 35 % from 
Germany (Fig. 2). 

53 students finished the program until yet, most of them 
found a job within two months after the examination. 
Twelve of the students started a PhD project at various 
universities in Europe and overseas. 

All lectures agree that teaching in mixed group with dif-
ferent cultural and technical is a great new experience. The 
program is jointly organized by the two universities. Jointly 
in this case means: 

 Joint organizing committee 

 Lectures held by lecturers from both universities 

 Student´s final certificate signed by presidents of both 
universities 

 Joint web-site www.mt-master.com  

 Lectures and labs take place in a joint building 

IV. ACCREDITATION 

The program is accredited at the German accreditation 
agency ASIIN, Duesseldorf, according to their standards as 
a research oriented program.  V. CONCLUSIONS 

The international BME program is a valuable contribu-
tion to the development of the two universities involved and 
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has been invited for national as well as international confer-
ences for presentation [1], [2], [3]. 

The program offers an international accepted degree for 
students from all over the world. Students completing the 
program find jobs easily in German and international com-
panies or research institutes.  
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Developing Media Rich Virtual Learning Material for Biomedical Engineering 
Education 
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Abstract — Learning materials for the European Virtual 
Campus for Biomedical Engineering (EVICAB) have been 
developed and are available in different formats, e.g., text 
based material delivered as HTML or PDF documents, ani-
mated material, electronic text book, audio and video based 
material. Video based material is a multimedia application 
with considerable promise for teaching and learning in the 
higher education. Video lectures have been produced and 
tested as a learning tool in EVICAB. The preliminary findings 
support further developments of the video based material for 
the Virtual Campus for Biomedical Engineering.  

Keywords — Biomedical Engineering, e-Education, Video 
Lectures. 

I. INTRODUCTION  

A critical goal of biomedical engineering education is the 
introduction of the students to some of the techniques nec-
essary to apply engineering problem solving to living organ-
isms and systems [1]. Educational programs in the field of 
biomedical engineering had their origins in the 1950s as 
several formalized training programs were created [2]. By 
2005, more than 200 universities of applied science, poly-
technic schools, academies and other institutions in Europe 
offered educational programs in biomedical engineering at 
all academic levels [3]. The survey conducted in 2006 re-
vealed that about 9% of biomedical engineering related 
educational centers around the Europe already provide or 
plan to provide distance courses [4]. Distance teaching and 
learning (also electronic, virtual, Internet-based, web-based, 
computer-mediated or mobile) is seen as a future trend in 
the higher education [5].  

As biomedical engineering is a relatively new field of 
study, not all universities, and especially newly established 
institutes in biomedical engineering are able to develop and 
provide a high quality up-to-date teaching and learning 
materials. Distant, open and free virtual learning environ-
ment could offer a possibility to access a high quality learn-
ing content for all students and make the teaching and learn-
ing not limited by time, place or pace. European Virtual 
Campus for Biomedical Engineering (EVICAB) is the solu-
tion for that.  

EVICAB started in January, 2006 as the European 
Commission funded project with the aim to develop, build 
up and evaluate sustainable, dynamic solution for virtual 
mobility and e-learning in the field of biomedical engineer-
ing and medical physics [6]. 

Several different modalities have been used to develop 
the learning content for EVICAB: (1) text based material 
delivered as HTML or PDF documents; (2) hypertext mate-
rial connected text, multimedia and exercises in a meaning-
ful way; (3) animated material enriched text-oriented mate-
rial by animations and made the content and appearance 
more interesting; (4) electronic textbook material followed 
specific textbook; (5) audio based material enhanced text 
transcription of the lectures; (6) video based material con-
nected face-to-face classroom course with recorded lecturer 
speaking and presentation for illustration. 

Video based material is a multimedia application with 
considerable promise for teaching and learning in the higher 
education [7]. The main areas where the video based mate-
rial is especially effective are: (1) to grasp students’ atten-
tion and motivate them to learn; (2) to provide highly realis-
tic depiction of situation which students would not 
otherwise have the occasion to see e.g., medical procedure; 
(3) to watch again/ later recorded (videoed) live face-to-face 
lectures. 

Our gathered experience when developing video lectures 
for biomedical engineering is presented in this paper. 

II. MATERIALS AND METHODS 

A. Theoretical approach: Modeling video lectures 

“The aim of teaching is simple: it is to make student 
learning possible”. While the aim is simple, the process is 
complex [8]. In order to make the virtual education more 
acceptable by lecturers and students we reviewed related 
learning theories (Table 1).  

The reviewed learning theories support virtual education, 
e.g., by promoting more self reliance among students, fol-
lowing principle of knowledge construction, supporting 
different types and levels of learning, including multimedia 
and video based material in education. 
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Table 1  Connecting learning theories to virtual education 

Theory/ Model Key issue 
Paivio’s Dual 
Coding Theory 
(1986) 

Postulates that both visual and verbal codes for 
representing information are used to organize incoming 
information into knowledge that can be acted upon, 
stored, and retrieved for subsequent use. [9], [10] 

Severin’s Cue 
Summation 
theory (1967) 

States that learning is increased as the number of 
available stimuli is increased. The stimuli provided on 
different channels have to be relevant to each other or 
the distraction would cause a decrease rather than an 
increase in learning and retention.  Deals specifically 
with learning and retention in a multimedia environ-
ment. [9]  

Atkinson-
Shiffrin Model 
(1968) 

Proposes multi-store or multi-memory model for the 
structure of memory. It states human memory is a 
sequence of three stages: (1) sensory memory, (2) short-
term memory, (3) long-term memory. [10] 

Baddeley’s 
Theory of 
Working 

The model is composed of three main components; 
the central executive which acts as supervisory system 
and controls the flow of information from and to its 
slave systems: the phonological loop, visuo-spatial 
sketchpad, and episodic buffer. The slave systems are 
short-term storage systems dedicated to a content 
domain (i.e., verbal and visuo-spatial). [10] 

Sweller’s 
Cognitive 
Load Theory 
(1988) 

Refers to the load on working memory during prob-
lem solving, thinking and reasoning (including percep-
tion, memory, language, etc). [9], [10] 

Wittrock’s 
Generative 
Learning 
Theory (1989) 

Promotes less reliance on professor’s lectures while 
simultaneously creating more self-reliance among 
students. [10]  

Mayer’s (SOI) 
theory of 
active learning 

States that the promise of multimedia learning is that 
teachers can tap the power of visual and verbal forms of 
expression in the service of promoting student 
understanding.[10] 

Constructivism States that: (1) knowledge is constructed, not 
transmitted, (2) prior knowledge impacts the learning 
process, (3) initial understanding is local, not global,  
(4) building useful knowledge structures requires 
effortful and purposeful activity. [11] 

Gagne’s 
Information 
Processing 
theory 

Stipulates that there are several different types or 
levels of learning. The significance of these classifica-
tions is that each different type requires different types 
of instruction. Gagne identifies five major categories of 
learning: verbal information, intellectual skills, cogni-
tive strategies, motor skills and attitudes. Different 
internal and external conditions are necessary for each 
type of learning. [9], [10] 

The application of video based material in education is 
not a new endeavor. A projects of combination of recorded 
lectures and accompanying presentations available via the 
WWW have been developed by several institutions, e.g., 
Tutored Video Instructions, eClass, eTeach, Webcast 
Berkeley, MIT Open Course Ware, Videolectures.NET, 
Free video lectures. Many more examples are available on 

the WWW. Based on these examples we defined advantages 
and disadvantages of the video lectures (Table 2 and 3).  

In order to utilize the advantages and to find solutions for 
the disadvantages we implemented a practical model to 
develop video lectures.  

B. Practical approach: Model to develop video lectures 

A video lecture is a combination of recorded live lecture, 
accompanying sound and synchronized presentation. It 
transmits information, encourages reflection, and promotes 
dialog. There are different approaches for producing video 

Table 2 Advantages of  the video lectures 

Allows grabbing students’ attention and presenting information that is 
easy to absorb. 
Provides high effect for students’ motivation, training and instructions. 
Helps to comprehend hard-to-understand concepts and engage in the 
learning process. 
On-campus and off-campus learners can participate in the same learning 
program. 
Provides flexibility for choosing learning place, pace and time. 
Provides flexibility to use different equipments, gadgets for learning. 
Provides possibility to adopt more flexible learning patterns. 
Provides possibility to see recorded lectures given by eminent professor 
who would not be able to travel to a higher institution more than once. 
Offers possibility to become self-sufficient learners. 
Students may watch video lectures before attending workshop so that 
material contained in it might be explored in depth. 
Students can better prepare for assessment. 
Students can watch video over again until the skill has been mastered. 
Students can stop, start and rewind the video to address their specific 
needs. 
Students can watch video lectures to enrich their learning notes. 
Allows students to catch up if they miss a face-to-face lecture. 
Learning material can be accessed and transferred very fast. 

 
 Table 3 Disadvantages of  the video lectures 
Technical problems, e.g., computer access or Internet connection 

might be limited. 
Quality issues. 
Viewers are less forgiving of the lecturer’s minor mistake and audience 
disruption when watching video lectures. 
Re watching video lectures can become dull and repetitive learning 
process. 
Students might see video lectures as the only source of knowledge, this 
could remove students’ need to consult other sources, and hence reduce 
the opportunity to develop as individual learners. 
Fast accessing of learning material might diminish the importance of 
constructing knowledge. 
No direct interaction with lecturer, no possibility to ask direct questions. 
Video lectures can have adverse effect for attendance. 
Technology, e.g., software for producing video lectures is not yet mature. 
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lectures, e.g., videoing lecturer, capturing his speech and 
displaying all information in one frame; videoing lecturer 
and displaying presentation along site in a separate frame or 
recording lecturer’s voice and synchronizing with a presen-
tation or graphical information, etc.  

The process of developing video lectures has several 
steps: (1) research on the related technologies including 
software and hardware, (2) research on the lecture, its con-
tent, duration, presentation type, (3) test of the  technologies 
in the real environment, (4) recording video lectures, (5) 
production of the video lectures including edition and syn-
chronization of video, audio files and presentation, seg-
menting into easy to absorb parts, arranging table of con-
tent, (6) publishing via the Internet, web editing and web 
serving, (7) providing supporting information, e.g., com-
puter or software requirements in order to access video 
lectures. The quality of video lectures depends on each step. 

The step of production of video lectures for EVICAB 
was an experimental process. We started by using Synchro-
nized Multimedia Integration Language (SMIL). SMIL 
code was provided by Hypermedia Laboratory in Tampere 
University of Technology. The benefit of the code was the 
possibility to change the lay-out, table of content and size of 
frames in the video lectures. These features are quite limited 
in commercial software. Despite that we faced the disadvan-
tage: video lectures were viewable only with Real Player. 
As Flash Player is more and more used to deliver rich media 
content with video, graphs and animations we decided to 
use commercial software [12] and produce video lectures in 
the flash format. All video lectures were produced in the 
same way after experimenting and testing.   

III. RESULTS 

A. Learning materials for EVICAB courses 

EVICAB courses are composed of several elements and 
learning materials, e.g., textbook, e-book, quizzes, virtual 
lab works, assignments and video lectures. Five courses 
have been created which include video lectures. They are 
divided into three groups (Fig. 1). The levels of video lec-
tures vary as introductory, middle or advanced. Bioelectro-
magnetism lectures can be presented as an example; they 
are supported by textbook, e-book, and quizzes for self-
evaluation. Students can refer to the type of the learning 
material which is the most convenient for them.  

The elements that make video lectures, i.e., audio, video 
recordings and presentations could be used as reusable 
learning objects (RO) by other instructors. A common bank 
for ROs could be created and assessable by permission of 
the authors. 

 

Fig. 1  Learning materials for EVICAB courses 

B. Evaluation of the video lectures 

The preliminary evaluation of video lectures was per-
formed. It was important to know students’ opinions for 
further developments. The evaluation was based on the 
questionnaire form. Traditional five-point Likert scale was 
used to evaluate the usefulness, technical quality, and peda-
gogical value (Table 4). 18 students, who participated in 
Bioelectromagnetism course, Tampere University of Tech-
nology, 2007 autumn, provided their opinions. The course 
was available as traditional classroom activity or via virtual 
learning environment.  

The evaluation also revealed that approximately half of 
the responded students spent most of their study time for 
attending traditional classroom activities and the other half 
preferred virtual learning activities, e.g., studying video 

Table 4 Average evaluation of the video lectures (by the students) 

Usefulness of the video lectures  4,29 

Technical quality of the video lectures:   

 Audio quality  3,86 

 Video quality  4,07 

 Presentation 4 

Pedagogical value  4,14 

The used scale was from 1 to 5, where 1 meant satisfactory evaluation and 
5 - excellent evaluation. 
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lectures, e-book, making virtual assignments. In addition, 
we inquired what students expected from the e-material? 
Most of all, students expected (1) animations that would 
enrich text-oriented learning material, (2) clear instruction 
in written format, and (3) learning material in video format. 
These expectations approved that students accept video 
lectures and encouraged for the further developments. 

IV. DISCUSSION  

We compared two learning environments in terms of the 
outcomes perceived by the students, i.e., results of the final 
exam of the students who participated in the traditional 
class activities and who studied video lectures with support-
ing materials via the virtual learning environment. The 
summated results showed that independent whether the 
students participated in the traditional class activities or 
used video lectures, learning outcomes were almost the 
same. 

The combination of audio + video + presentation was 
well accepted by students in terms of usefulness, technical 
quality and pedagogical value (average evaluation was 4). 
The main reason, we see, why a low number of students 
used video lectures was the fact that students were not famil-
iar with the video lectures. Still, more than half of the re-
sponded students (61%) preferred traditional classroom 
activity as the only learning method. Technical limitations 
could also discourage students to watch the video lectures, 
e.g., slow Internet connection or personal computer proper-
ties.  

We noticed that more students become interested in e-
learning activities, including video lectures. Thus future 
improvements are needed. They should focus on capturing, 
integration and access processes. In the video capture proc-
ess, a system should be able to support generalized capture 
of the lecture materials without any extra instructor effort. 
The integration of video, audio and graphical presentation 
should be smarter; e.g., more semantic linking of the data. 
The access of video materials should support generalized 
replay, i.e., start, stop or rewind the video to address a spe-
cific need, rather than just showing the static result. Also the 
access interface could increase the value of video lectures, 
e.g., adding possibility for collaboration, interactive com-
munication, discussion, links to the other related sources of 
information, subtitles in a native language, etc. 

V. CONCLUSION 

The idea behind video lectures is not to substitute a class 
activity or to eliminate the lecturer but to support and aug-
ment the teaching and learning process for biomedical engi-
neering. Pedagogically based, virtual learning material tak-
ing advantages of developments in technology and 
appropriate learning theories suggests that students should 
be able to achieve higher learning outcomes. 
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Abstract — The problems connected with development of the 
Master’s course of Biomedical Electronics for e-Learning are 
presented in the paper. The history of development of the course 
is described, and the structure of the course is reviewed and ana-
lyzed. The current status and the scope of future development of 
the course are discussed. 

Keywords — Biomedical electronics, e-learning course, 
Internet learning support. 

I. INTRODUCTION  

Electronics is nearly obligatory part in nowadays biomedi-
cal devices. So, it is natural that all the specialists in the Bio-
medical Engineering (BME) field should have certain imagi-
nation about the electronics used in biomedical devices. From 
the other side, the electronics engineers who want to become 
professionally active in the field of BME should also have 
appropriate knowledge about the specifics of electronics.  

To cover these needs, a course of Biomedical Electronics 
was launched by the Department of Electronics at Tallinn 
University of Technology (Tallinn UT) in the year 1993.  

During the following 15 years the content of the course 
has been changed according to the development of 
the biomedical electronics subject in general.  

The aim of teaching of the course has varied together with 
the basis of students learning it, and the number of students has 
varied too, being around 15 in average during these years.  

In spite of the late launching, the content of the course was 
traditional, corresponding to the early meaning of medical 
electronics. The topics discussed were bio-signal amplifiers, 
bio-impedance, hearing aids, electrotherapy, etc. Similar 
classical treatment of the subject is met at several nearby tech-
nical and classical universities, e.g., at Tampere University of 
Technology (TUT), Kaunas University of Technology, 
Linköping University, etc. 

II. COURSE HISTORY AND STATUS 

A. Historical overview 

In the beginning, the course was facultative for the 4-year 
diploma engineer students in electronics. Then, approxima-
tely 5 years later, it was re-oriented towards the students 

studying according to the 4-year joint bachelor curriculum 
of Electronics and Biomedical Engineering.  

The last version of the course, which is discussed in the pa-
per, was launched 5 years ago. Now it is a 4-eurocredit course 
for the Master’s degree students studying according to the  
2-year curriculum (following 3-year Bachelor’s studies).  

As now the curriculum of electronics at Tallinn Univer-
sity of Technology belongs to the Faculty of Information 
Technology, the parts of the course dedicated to electronics 
design have been significantly compressed, approximately 
following the content of the chapter “Biomedical Electron-
ics” in the 2006 Wiley Encyclopedia of Biomedical Elec-
tronics, 2006 [1], written by 2 authors of this paper and 
Dr. Rodney W. Salo from the USA.  

And, vice versa, the parts of more wider interest were 
expanded. Some topics of general interest, like bionics, 
were even added to widen the scope. 

During this transformation also one significant change 
was made – the exercises were excluded. But the practical 
laboratory works were still remained. 

The next important stage started when the Biomedical  
Engineering Centre of Tallinn UT began to participate in  
the European Virtual Campus of Biomedical Engineering 
(the EViCaB) project in 2006-2007 [2]. The Biomedical 
Electronics was soon involved in the BME curriculum devel-
opment as one possible course – a 4-credit course coded as 
IEM0070 /

 BioEl . 
Converting of the course into a virtual Internet version was 

initiated. Many concepts of course build-up needed reviewing. 
Support from the project leader prof. Jaakko Malmivuo (TUT) 
was noticeable in this process.  

The EViCaB page of the course was opened in the 
Finnish Moodle server: 
http://www.moodle.fi/evicab/moodle/course/view.php?id=14 

Though the course is still not completed in its electronic 
form, there have already been a number of trials to apply from 
the side of international students interested in the course.  
Unfortunately these applicants were left not satisfied until the 
complete launch of the e-learning course. 

In autumn 2007 a page of an e-learning course was 
launched also in the Moodle environment of Estonian  
e-University http://www.e-ope.ee/:  
http://www.e-ope.ee/course/view.php?id=808 
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The course has open Internet pages at 
http:// www.elin.ttu.ee/mesel/Study/Subjects/0070BME/ 
Index.htm,  
which can be reached without restrictions. 

The course is currently taught by the authors at Tallinn 
University of Technology, Faculty of Information Technol-
ogy, Department of Electronics, Tallinn, Estonia. Annual 
number of students has been about 15, showing slight but 
permanent increase. 

B. Objectives of the courses 

The course is aimed to give a wide spectrum of knowl-
edge about the solutions of electronic units, systems and 
devices used in medical engineering practice and in biologi-
cal research.  

Necessary referring to corresponding biophysical knowl-
edge is given together with explanation of possible bionic 
prostheses and technical analogies. 

C. Overview of the content of the course 

At the current state the course of Biomedical Electronics 
has the following subsections: 
• Introduction to the Biomedical Electronics  
• Bioelectrical phenomena and signals, electrical properties 

of tissues. 
• Electronic circuits for pick-up of the biopotentials. 
• Electrodes and electronic bio-sensors and transducers. 
• Electrical Bio-Impedance, measurement and diagnostical 

applications of it. 
• Electronic means for medical monitoring, data process-

ing, data presentation (displaying), and medical dia-
gnostics. 

• Bio-electronic stimulators, and electronic means in  
therapy. 

• Electronic prosthetic appliances. 
• Other electronics for the means of medical diagnostics 

and biometrics. 
• Bionics.  
• Special topics of medical electronics. 

The last in this list is the most specific part of the course, 
consisting of a number of subtopics. The most significant 
ones of these are the following:  
 Concepts of system design for biomedical applications. 
 On-chip realization of medical electronic devices (Mixed 
system and System-on-Chip (SoC) solutions, ASIC, 
FPGA/PL);   

 CMOS circuit design building blocks;  
 Electro-magnetic compatibility (the EMC) and galvanic 
isolation of the biomedical electronic devices;  

 Electrical power supply of biomedical electronic devices.  

 Norms and standards, and other regulations related to 
electronic equipment. 

 Accuracy (errors) and calibration, testing and technical 
diagnostics. 

D. Study books and other learning materials 

Currently the following three study books are foreseen to be 
used: 
1) R. B. Northrop.  Analysis and Application of Analog 

Electronic Circuits to Biomedical Instrumentation.  
Boca Raton, Florida, USA: CRC Press, 2004 
(The Biomedical Engineering Series). 

2) J. D. Bronzino (ed.). Biomedical Engineering Handbook. 
CRC Press & IEEE Press, 1995. 

3) M. Akay (ed.). Wiley Encyclopedia of Biomedical Engi-
neering. John Wiley & Sons, Hoboken, New Jersey, 
USA, 2006. Vol. 1 - 6. (Incl. M.Min, R.W.Salo, T.Parve. 
Biomedical electronics. In Vol. 1, pp.500-514). 

More bibliographic information is available on the course 
pages. 

E. Laboratory works of the course 

Laboratory works are very traditional for the course as 
follows:  
 Bioelectrical signals’ pick-up. 
 Electrical bio-impedance: measurement and applications.  
 Electrotherapy.  
 Hearing aids and audiology.  
 Power supply and galvanic isolation. 

The more detailed information about the laboratory 
works is available on the Internet pages of the course 
http://www.elin.ttu.ee/mesel/Study/Subjects/0070BME/ 
Laborat/index.htm 

All the laboratory works can be discussed as special 
cases of measurement of electrical parameters of circuits 
over the Internet. This is quite well applicable to the bio-
electrical signal amplifiers, analogue filters, e.g. power line 
interference notch filters, antialiasing filters, etc.  

We have the 10 year experience in making this kind of 
laboratory works available over the Internet in some other 
study courses (and, for example, we have also a temperature 
server running already for 10 years). But we are still not too 
enthusiastic in making all the labs available over the Inter-
net. One can imagine the difficulties to perform it for the 
topics like the electromagnetic compatibility (EMC) or 
testing of electrical isolation. 

As an exception, we have introduced a practical work in 
bioimpedance basics based on computer simulation. Two 
computer-simulation laboratory works have been designed 
that simulate bioimpedance on different scale factors.  
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The first work is based on freeware software provided by 
A. Ivorra [3] by permission. It allows calculation of bioim-
pedance spectrum of tissues depending on cell size and shape, 
intracellular media, extra-cellular media and cell-membrane 
impedance properties and measurement electrode configura-
tion. It allows students to observe changing bioimpedance and 
understand the physiological bases behind it.  

The other computer-simulation work is visualisation of 
macroscopic impedance behaviour with electrodes on the 
body surface. This has been realized on Matlab-platform 
with modelling and simulation tools built in-house. 

III. THE COURSE 

Development of the biomedical electronics is discussed 
mostly as it has taken place during the semiconductor era, 
which led to drastic changes in the electronics world. The 
manufacturing of the silicon transistor in 1954 ushered in the 
era of implantable electronics when Swedish engineer 
Rune Elmqvist designed and built the first implantable pace-
maker in 1958, which was implanted by Swedish physician 
Åke Senning [1].  

The main attention is paid to the later advancements, first 
of all to the contemporary solutions of the integrated circuits 
(ICs) and application specific ICs (ASICs). Nowadays this 
means mainly the insulated metal gate field effect transistor 
(MOSFET) technology in its complementary form of n- and 
p-channel FETs (CMOS) [1]. Now, at the beginning of the 
21st century, the CMOS technology dominates as the same 
technology can be used for both analog and digital circuits. 
So, it is possible to design mixed signal analog/digital inte-
grated microchips, particularly for low-voltage and super 

low-power biomedical electronics.  
Some examples illustrating the part of the course dedi-

cated to the circuit design are shown in Fig. 1. 
Some other examples illustrating the part of the course 

dedicated to the system level design are shown in Fig.2. 

IV. THE LEARNING FACILITIES 

As the course was launched when the PCs have become 
into everyday use already, it have had some kind of presen-
tation in electronic form from the very beginning. In the 
early 1990-s some material in textual form was available 
over the local faculty net. 

In these times the simple ASCII text files were used with 
minor so called ASCII graphics. Also some other file types 
were used allowing some graphics, mostly in form of block 
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b) circuit design level (a controlled voltage source) 

Fig. 1 Examples illustrating the part of the course dedicated to  
the circuit design 
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diagrams and very simple graphics, as for the frequency 
response characteristics. 

The next stadium was concurrent with launching of the 
Internet server at the Department in 1997. The Internet site 
of the course was opened and the html-linked material was 
made available for the students. During the last 5 years the 
facilities in form of the Internet pages were widened step by 
step. Nowadays it covers the general matter of the course 
quite well. Nevertheless, there still exists the need in using 
of the study books.  

Also the laboratory works still have been available only 
at the laboratory of the Department. As no principal restric-
tions exist, it is only a matter of time and resources to make 
them available over the Internet. 

V. THE LEARNING OUTCOMES 

The student basis of the course has varied with time. First, 
it was only students of electronics of the faculty of Systems 
Engineering. Accordingly, the learning outcome was 
strongly oriented to circuits and systems engineering. Later, 
when the course was given to the students of electronics and 
biomedical engineering, general biomedical engineering 
orientation in the outcome was increased, and the demands 
in circuits and systems knowledge were lowered.  

In fact, there has all the time been present certain duality in 
the course outcome in connection with the two main groups 
of students taking the course. One group has relatively strong 
level of knowledge in electronics and/or systems engineering. 
Another group of the students has some level of knowledge in 
biomedical engineering and in general also in physiology.  

So the course has to fulfil the needs of two kinds of stu-
dents with different basic knowledge in electronics, in bio-
medical engineering and in physiology and biophysics.  

The students with relatively weak background in elec-
tronics and electrical and systems engineering have diffi-
culties with the specific problems of electronics, and also with 
understanding of electrical properties of tissues and bioim-
pedance (e.g., with the electrical equivalents), and bioelectri-
cal signals.  

The students who have relatively strong background in 
electronics and systems engineering, in general do not have 
good imagination about the physiological processes and 
anatomy. They often also have difficulties with medical 
terminology, which has a multilingual basis and thus is 
quite troublesome, even error causing (e.g., AXON versus 
action, etc.). They also prefer model based approach to the 
description based one, very common in medical texts. 

To overcome the latter problem, relatively big part of the 
course is dedicated to the physiology. And this is done in a 

model based manner, as it is found to be useful for both 
groups of students.  

But the problem remains in connection with the examina-
tion. To overcome this problem the master students of rather 
different specialisation than electronics have been allowed to 
write the special course work instead of passing the regular 
final examination. These works have been reviewed in a way, 
which is quite similar to the scientific paper reviewing, typi-
cally with 10 to 15 characteristics of the work being evaluated. 
Amongst these, actuality of the selected topic from the bio-
medical engineering point of view, and from the point of view 
of biomedical electronics are evaluated.  

 

VI. CONCLUSIONS  

The Internet pages of the course in open form and in 
simple html format without hard formatting (via styles, 
etc.), linked via Moodle environment have shown them-
selves as a solution, suitable for using for all purposes, also 
for lecturing. This allows students to see the material in one 
and the same form, and simple formatting allows them to 
modify the material for better viewing or for printing (via 
scaling during printing).  

Thus there is no need in various formats of learning ma-
terials (ppt, pdf, doc, etc.), which often cause quite big 
grumble among the students.  
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Abstract — This work shows the results obtained in the de-
velopment of a cataract surgery simulator for education and 
medical training. A Finite Element 3D human eye model has 
been developed with haptic feedback and the necessary surgi-
cal equipment to carry out the cataract surgery. The developed 
system provides the students and surgeons a tool for interac-
tive learning that can be used for the anatomy study and 
physiology of the eye, diagnoses training or planning of ocular 
surgery. 

Keywords — Virtual reality, Finite Elements, Haptic feed-
back, Surgical simulator,  Phacoemulsification. 

I. INTRODUCTION  

The Continuous Medical Education (CME) consists on 
an educational group activities that allow to maintain, to 
develop and to improve the basic medical knowledge and 
the necessary clinical practice for the professionals or peo-
ple that provide services in the health sector. On the other 
hand, the surgical training consists of the knowledge acqui-
sition supplemented with the practical observation during 
the surgery, and later on, the realization of surgical proce-
dures under supervision. In a similar way, the surgeons also 
need training to improve their knowledge or to maintain 
these in procedures or non routine operations. 

One of the areas in those virtual reality (VR) and Finite 
Elements models, has made more important taxes it is in the 
training and medical education. Those technologies combi-
nated with themselves allows the users to interact with 
three-dimensional environments (3D) and with on-line gen-
erated objects. This way, the surgical simulator that com-
bine visual information (graphics 3D), tactile (feedback 
force), and physics responses (Finite Elements) can be a 
great tool for the training and medical education. 

In the last years the necessity of surgical simulator is in-
creasing considerably since it avoids has to train with 
"models of plastic", with "patient" or even with cadavers. 
Diverse applications have been developed in neurosurgery  
 
 
 

[1], insertion of catheters [2], lumbar punction [3], acupunc-
ture [4], cricotiroideostomia [5], surgery of cataract [6] [7] 
or even later capsulotomía [8], etc. 

In this work the preliminary results are presented ob-
tained in the casting of the human eye and in the develop-
ment of a surgical simulator of the cataract surgery. Section 
II shows the cataract surgery procedure. In section III the 
system architecture is commented and section IV shows the 
results obtained with the software developed. Finally, sec-
tion V and VI presents the finite elements research and 
conclusions.  

II. CATARACT SURGERY 

The cataract is the transparency loss of the crystalline lens 
and it affects at 75% of the population older than 75 years 
old. The crystalline lens is a transparent lens located behind 
the pupil and that it is used to focus the objects clearly. Due 
to different circumstances, illnesses or more frequently due 
natural transparency and to become in an opaque lens. For  
a series of circumstances, illnesses or more frequently due to 
the step of the years, the crystalline lens can go losing its 
natural transparency and to become an opaque lens. 

The treatment of the cataract is surgical fundamentally. 
The cataract surgical operation consists on the extraction of 
the crystalline lens, that is opaque and its substitution for an  
artificial lens that is placed in the same place that the  origi-
nal crystalline lens (intraocular lens), restoring the vision 
that had gotten lost as a consequence of the cataract.  One of 
the most modern techniques to operate the cataract is the 
phacoemulsification. This procedure allows the extraction 
of the crystalline lens through an incision of only 3mm. The 
phacoemulsificator ("phaco") it usually uses an ultrasound 
probe or laser to fraction the crystalline one mechanically 
and then to aspire it. Finally a lens intraocular is implanted 
that replaces the crystalline lens. In most of the cases suture 
is not required the incision since it is the sufficiently small 
thing to be sealed by itself. 
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III. SYSTEM ARCHITECTURE 

A. Hardware 

The developed system is based on a immersive system of 
virtual reality in 3D with tactile feedback - Reachin Display 
2A  [9]. This system has a typical PC monitor (TFT) that 
generates virtual images in 3D of the virtual organ patient, 
in this case, the human eye and its structures. The systems 
user, by means of a three-dimensional glass with shutter –
CrystalEyes- perceives a threedimensional image (Fig. 1). 

The tactile sensation is perceived through a two Phantom 
Omni device [10] located inside the visual space. Therefore, 
a user working in this environment can feel and to see vir-
tual objects. The information process is carried out in a 
computer with double nucleus at least 3 GHz, 2 GB of 
memory and a 3DLabs Wildcat graphics card. This system 
obtains a 20 Hz visual refresh and 1 KHz haptic refresh. 

B. Software 

The utilized software is the Reachin API. These API´s al-
lows carrying out a visual and tactile "rendering" in the 
hardware described previously. This way, models can be 
designed in 3D and later on to export them to the simulator. 

The programming language is X3D and H3D for the vir-
tual world models and Phyton to configure certain stocks. 
The H3D API libraries allow to add physical properties to 
the objects designed in X3D like stiffness, elasticity, tex-
ture, etc. It is also possible to design the instruments used in 
the surgical operation, this way, the pointer can adopt the 
form of the instrument used in each step of the process. 
Also we use any structure analisys software for the Finite 
Element analisys. 

 
 

IV. RESULTS 

A. Human Eye Model 

To develop the cataract surgery simulator is necessary to 
have a model of the eye and the surgical. For it, we have 
acquired a commercial model "exchange3D" [11] and modi-
fied to obtain a definitive model with the most realistic as 
possible detail, shape, size, colour, texture, etc. (Fig. 2) 
Shows the program developed for training cataract surgery. 

 

Fig. 2 Human Eye Model 

The haptics attributes of each one structure that compose 
the ocular globe have been implemented by a finite ele-
ments study pocess and wide clinical experience.  The nec-
essary surgical instruments in the operation have been mod-
eled by any comercial 3D design software (for example 3D 
Studio Max, Maya, etc.)  For the instruments design (shape, 
size, texture and operation), has worked in collaboration the 
faculty of medicine of the University of Alcalá.  

B. Incisions and Phacoemulsification 

To carry out the cataract surgery, two small incisions are 
made in the edges of the cornea. The first one it is known as 
“main incision” (Fig. 3), its carried out by the Keratome, 
this incision is greater than the other one, and it will serve to 
introduce througth it the Phacoemulsificator. On the other 
hand, the second incision is called “auxiliary incision” and 
it is used to introduce througth it anothers surgicals instru-
ments, for example a cannula or another instrument into the 
Anterior chamber of the eye with the objetive to help the 
surgeon. The above mentioned incisions are minimal and 
they do not provoke changes inside the IOP (Intraocular 
pressure) of the human eye. 

Due to the action of the facoemulsificador, see Figure 4, 
the crystalline structure it is destroyed in micro fragments 

 

Fig. 1 System Architecture 
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that the Phacoemulsificator absorbs later, leaving the Ante-
rior chamber of the eye ready to implant the artificial lens 
(IOL). The above mentioned division in microstructures of 
the crystalline lens, allows to the surgeon simulates surgical 
skills as the erosion of the crystalline lens and the absorp-
tion of every dispersed fragment inside the Anterior cham-
ber. H3D allows to us design deformable structures with 
Gaussians properties. We get these Gaussian characteristics 
to the crystalline surface, with the objective to simulate the 
erosion and the absorption of the lens. On the other hand, 
with these Gaussian properties is possible to graduate the 
erosion power of the phacoemulsificator, controlling this 
way the size of crystalline lens destroyed and absorbed by 
the Phacoemulsificator during the erosion procedure. 

The surgeons use a surgical instruments seemed to a 
spatula to help to the destruction of lens and the absorption 
of the same one, which they allow to rotate the lens and to 
displace the fragments suspended in the liquid of the Ante-
rior chamber. This allows a minimal incision in both sides 
of the cornea to be able to realize this operation. For it, we 

have developed our operation providing the crystalline lens 
with rotational movements and inertia properties, which 
creates a real environment for the free displacement of the 
structures facilitating the surgical task. 

Finally, once the Anterior chamber of the eye is empty 
thanks to the phacoemulsification, we can put on an artifi-
cial intraocular lens (IOL), ending this way with the proce-
dure (Fig. 5). 

V. FINITE ELEMENTS RESEARCH 

In parallel to design the virtual application, we are re-
searching with models of finite elements that represent  the 
Anterior chamber structures of the human eye. The above 
mentioned models are designed in CAD programs, those 
models can be exported and treated by finite elements pro-
grams, or if the structures are simples, to design them di-
rectly (Fig. 6). 

This programs allows us to realize static and dynamics 
structural analisys on the distortions that suffers the eye on 
having applied to its courts or pressures, as well as to obtain 
response curves like for example: materials resistance, to 
see which might be the maximum pressure that would sup-
port the Anterior chamber of the eye without the mem-
branes of separation between the Anterior and Posterior 
cavities of the eye were broken down. For the development 
of our finite elements model and his later study, we have 
taken the results as a base obtained by E. Uchio [12] and 
Neumman [13]. Thanks to this information, our finite ele-
ments model can estimate the maximum pressure that it is 
possible to apply in any point of the cornea. This informa-
tion allows our simulator, thanks to the tactile feedback, to 
estimate the maximum pressure that the user can apply on 
any point of the virtual model without exceed the limits of 
rupture, and allow to develop this way a surgical training. 

 

Fig. 3 Main Incision on the edge of cornea 

 

Fig. 4 Phacoemulsification Action 

 

Fig. 5 IOL Allocation 
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Fig. 6 Finite Elements Mesh Detail 

VI. CONCLUSIONS 

The initial results presents a virtual simulator of the  
human eye allows carrying out the cataract surgery. The 
developed system provides the students and surgeons a tool 
of interactive learning that includes a precise representation 
of the anatomy and physiology of the human eye with a real 
behavior based on physics responses. It can be used for 
anatomy study, training and planning of the cataract sur-
gery. 

In these moments we are studying a generic caucasian 
human eye with a Finite Element 3D model and how to 
include this results on our Virtual Simulator with the ob-
jetive to develop a Virtual Evaluator for the surgery, and in 
a near future try to include the possibility to record the vir-
tual surgery by an expert ocular surgeon, and later in an 
automatic way, comparing the movements and skills of the 
expert with the virtual surgery of any user.  All of these 
with a low cost hardware and software. On the other hand, 
use the Finite Elements analisys data response to provide 
our Virtual Simulator with surgical alarms to simulate and 
correct problems during the intervention, like for example: 
If the virtual surgeon applicates too much preassure during 
the phacoemulsification procedure, sporadical eye moves, 
IOP less, etc. It is also considered the possibility to adapt 
the realized program, to predict the effect of laser operations 
on the ocular system. 
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Abstract — In this paper we present a basic model created 
in COMSOL Multiphysics for undergraduate education pur-
poses in courses dealing with biological effects of electromag-
netic fields, electromagnetic fields in biological systems. 
COMSOL Multiphysics provides possibility to combine vari-
ous physical processes described by differential equations to 
one simulation. Easy-to-do and attractive graphical post-
processing of the calculated results in COMSOL Multiphysics 
are very useful for presentation in classroom and lecture what 
increases students’ interest in the subject as well as their atten-
tion. 

Keywords — COMSOL Multiphysics, undergraduate edu-
cation, biolectromagnetics, microwaves, hyperthermia 

INTRODUCTION  

Application of simulation software based on various 
mathematical methods (FEM, FDTD, etc.) for modeling of 
various physical processes for research and education pur-
poses has grown rapidly in recent years. Although re-
searcher is able to solve various problems analytically or 
using various approximations, when the problem becomes 
too complex, he needs to use numerical calculations to ob-
tain a solution. Nowadays, enough computer power is usu-
ally available for calculation of common problems. A sub-
stantial amount of the problems can be solved numerically 
when one, after understanding physical background of the 
problem, writes suitable script in programming language of 
his choice. However, in many cases this is too time consum-
ing or demanding on programming skills. Thus, one reaches 
for one of the various simulation softwares, which are 
nowadays available commercially. It is reasonable consider-
ing that programming team containing number of software 
engineers are able to do more than a single researcher who 
needs to deal with many other tasks than programming of 
his tools. Software groups focus on specialized problems 
and as a team they can provide high valued product which 
saves the time of the researcher. Similar reasoning can be 
used in the field of undergraduate education. 

Research and education interests of authors of this paper 
are industrial and biomedical applications of microwaves, 
effect of electromagnetic field on biological systems and 

generation of electromagnetic field in biological systems. 
All topics include theoretical treatment of the problems, 
numerical and experimental verification of theoretical re-
sults. Parts of physics that needs to be covered range from 
electromagnetics, thermal physics – heat conduction, con-
duction and radiation, mechanics, stress and strain to chem-
istry and biophysics, prospectively. In order to provide 
interactive undergraduate education in these topics, one 
needs simulation software that fulfills several prerequisites. 
Software needs to be: 

 user friendly and easily controllable 
 able of multiphysical simulations 
 able of easy-to-do and illustrative graphical visuali-

zation of results. 

COMSOL Multiphysics® fulfills these prerequisites. It is 
finite element based unifying multiphysical simulation envi-
ronment. The COMSOL Multiphysics® [4] (abbr. 
“COMSOL” in further text) simulation environment facili-
tates all steps in the modeling process - defining the geo-
metry, specifying the physics, meshing, solving and then 
post-processing the results. Model set up is quick, thanks to 
a number of predefined modeling interfaces for applications 
ranging from fluid flow and heat transfer to structural me-
chanics and electromagnetic analyses. Material properties, 
source terms and boundary conditions can all be arbitrary 
functions of the dependent variables. Application-specific 
modules bring terminology, material libraries, solvers and 
elements, as well as visualization tools appropriately specia-
lized to the application area. In addition to custom solutions, 
each of the add-on modules comes with a large number of 
ready-to-run and well-documented example models. Except 
the multiphysical core, COMSOL includes several modules 
which cover most fields of physics.  

However, one is not limited by these modules. Problem 
can be described by partial differential equations (PDE) 
from scratch. PDEs can be also added to the existing mod-
ule to make the model more precise in description. Al-
though we can easily handle the physical problems using 
the modules, we do not lose contact with the physical de-
scription, since the PDE in actual form is visible whenever 
setting the subdomain, boundary or edge properties. 
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We focus in this paper on exemplary model of micro-
wave applicator used in microwave hyperthermia. This 
model is easily constructed and shows advantages of 
COMSOL in multiphysical modeling in undergraduate 
education. 

MICROWAVE HYPERTHERMIA 

Microwave induced hyperthermia represents an impor-
tant tool in anti cancer treatments, both as an adjuvant of 
chemo and radiation therapies and as an ablative procedure, 
according to the type of applicator used. When the tempera-
ture of a part of the body is enhanced over 3 ºC above its 
normal value, the cells start to be under thermal stress. Go-
ing above 41.5 ºC this stress begins gradually to induce 
irreversible damages like cell apoptosis and necrosis, whose 
extent is inversely proportional to the ratio heat intensity 
over time. For this reason, commonly in clinical practice, 
the temperature in the tumour is enhanced in the range  
41.5-45 °C for a period of about 30-60 minutes.  

Microwaves can induce effective and quite homogeneous 
hyperthermia, associated to direct effects on cellular mole-
cules and H2O.  

Effective delivery of microwaves depends on precise 
characteristics of microwave applicators which must be able 
to focus the electromagnetic energy as much as possible in 
the cancer tissue in order not to damage the surrounding 
healthy tissue. In any case, temperature enhancement pro-
duced by microwave radiation induces blood perfusion 
changes [1] which increase heat conduction in healthy tissue 
producing a selective increase in tumour temperature pro-
viding an effective heat trap. In fact, when the temperature 
is enhanced, blood flow enhances as well, acting as a 

cooler. Since the vascular system of tumours is generally 
irregular and incompletely developed, this cooling effect is 
thereby lower than in normal tissues. In these conditions, on 
equal electromagnetic energy exposure, the temperature 
inside the tumour will be maintained higher with cumulative 
effects [2]. 

Hyperthermia is newly back in the interest of both, clini-
cal and research oncologists, because of its properties to 
directly produce permanent damages of the treated tumour 
and to elicit important immunological responses against 
cancer cells by changing their immunogenicity [3]. 

MODEL  

Microwave applicator suitable for hyperthermia needs to 
be properly designed in order to deliver electromagnetic 
energy into the tumor tissue with minimal irradiation of 
healthy tissue. This can be tuned by optimal radiation pat-
tern of the applicator and water bolus which is used to cool 
down the surface of the tissue - skin. We will show exem-
plary design of the microwave patch applicator for fre-
quency of 2.45 GHz. We will not treat underlying antenna 
theory, it can be found in standard antenna textbooks. 

We will first draw the geometry of the problem. One of 
the advantages of COMSOL compared to other modeling 
software, even specialized on electromagnetics and radiof-
requency modeling, is possibility to exploit axial symmetry 
of the problem. This enormously saves computer power and 
requirements on the memory by modeling in 2D instead of 
3D. Geometry of the model is shown in the Fig. 1.  

We create simple yet multiphysical model consisting of 
electromagnetic and heat transfer part. After drawing the 
model, one needs to define the physics of the model. This is 
done separately for electromagnetic and heat part, setting 
material properties of subdomain and boundary settings. 
Depending on the character of the boundary or the subdo-
main, corresponding equation describing the problem is 
displayed. If calculation in any subdomain is not desired, it 
can be excluded. Here, we are not interested in temperature 
of the water bolus. In praxis, water in the bolus is circulated 
and cooled to keep it at the same temperature. We approxi-
mated it in our model by setting the temperature of the wa-
ter bolus-tissue boundary to constant 20 ºC. Tissue is ap-
proximated to be homogenous in both electromagnetic and 
heat domain. Electromagnetic energy is transformed into the 
heat in the tissue since the tissue lossy. Coaxial cable is fed 
by 50 W via “Port” setting. 

Bioheat equation is used for description of blood perfu-
sion of the tissue. The coupling of the electromagnetic and 
heat path is done simply by including the external (spatial) 
heat source in bioheat equation (see Fig. 3). The external 

 

Fig. 1 Model drawn using axial symmetry, red line is symmetry axis. 
Dimensions are in meters. Subdomains labeled. 



COMSOL Multiphysics in Undergraduate Education of Electromagnetic Field Biological Interactions 435 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

heat is set to originate from the electromagnetic energy 
transformed into heat due to nonzero conductivity of the 
tissue. Coupling is done via variable Qav_rfweh. 

After the setting geometry and physics, we create a mesh 
which discretizate the problem. Meshing can be done auto-
matically. Additionally, various settings can be tuned 
manually or semi-automatically (e.g. mesh elements, ele-
ment growth factor) to create a mesh which is reasonable 
fine for the given purpose and still not too large to be solv-
able with available PC. 

Afterwards, we can start solving the problem. COMSOL 
has several solvers available to cope with various problems.  
Many solver settings can be changed manually. Firstly, we 
need to solve the electromagnetic part. It is independent 
from the heat part, since we assume that electric parameters 

of the tissue will not change with the temperature. With the 
automatic extra fine meshing (2 level above normal mesh-
ing) the mesh will consist of ca. 20 thousand elements, the 
solution of the electromagnetic and heat problem is done in 
62 seconds (PC 3 GHz, Intel Pentium 4, L2 1MB, 1GB 
RAM). 

Constants used for the material properties are in the 
Tab. 1 

In some cases when the physical problems are inter-
coupled, we need to solve for one single physical problem 
first, and then set it as initial conditions for the solution of 
multiphysical problem. 

The solution is automatically plotted taking the default 
post-processing settings. The last step is to choose a proper 
quantity (or few of them) to be displayed. We show the 
calculated electric field and temperature distribution after 
10 minutes of heating on the Fig. 4. 

The immediate results show where the electrical power is 
focused. Most power is dissipated in water bolus. However, 

Fig. 2 Detail of the slot of the patch applicator. Dimensions of x and y axis 
are in meters and millimeters, respectively. Boundary mode displayed – 

blue lines represent perfectly conducing material (PEC),  
green lines are continuities. 

 

Fig. 4 left: Electric field distribution, white spaces are above  
displayed range (2500 V/m); right: Temperature distribution  

after 600 s of heating. All axes in meters 
Fig. 3 Example of subdomain settings (subdomain 2 - tissue). 

Bioheat equation is a part of heat transfer module. 

Table 1 Font sizes and styles 

Description Value 
Thermal conductivity, muscle 0.56 [W/(m*K)] 
Density, blood 1e3 [kg/m^3] 
Specific heat, blood 3825 [J/(kg*K)] 
Specific heat, muscle 3639 [J/(kg*K)] 
Blood perfusion rate 3.6e-3 [1/s] 
Blood temperature 37 [ºC] 
Relative permittivity, dielectric 4.3 
Relative permittivity, catheter 77.6 
Relative permittivity, muscle 53 
Electric conductivity, muscle 1.73 [S/m] 
Electric conductivity, water 1.26 [S/m] 
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since circulation of water, here expressed by constant tem-
perature of water bolus-tissue boundary, ensures the cooling 
of the tissue surface, the focused hotspot lies is under the 
surface of tissue. 

DISCUSSION & CONCLUSION 

We have shown basic steps in modeling a microwave 
patch applicator for heating of tissue. The drawing of ge-
ometry of problem with setting of the physics can be done 
within several minutes, depending on the experience of the 
user. Automatic meshing followed by solving takes few 
minutes. Post-processing of the data and exporting of image 
is a matter of few minutes as well. If we want to produce a 
animated result, what can be done in our case (we calcu-
lated temperature evolution from 0 to 600 s) it may take 
several minutes, depending on the desired quality and frame 
rate of the movie. This is of great help not only in education 
but also in research presentation. 

Regarding model shown in this paper, we could intro-
duce relatively easily various enhancements to make it more 
corresponding to reality. We could simply introduce more 
layers of the tissue: several levels of skin, fat layer, even 
bone, if necessary. Further it would be reasonable to use 
other electrical and heat conduction properties for tumor 
tissue. Tumors have usually different structure and lower 
blood perfusion, depending on the type. 

Computer aided design often includes optimization of 
various parameters. This can be done in COMSOL as well, 
either by using built in COMSOL scripting language or by 
exporting the model into MatLab m-file and running the 
model with various sweep parameters in cycle. Since Mat-
Lab is a standard engineering tool, easy export of a model 
into MatLab is very welcome. 

COMSOL provides extensive manuals for every module 
and feature. There are also plenty of sample models avail-
able in model library. These models are freely editable and 
can serve as a base for inspiration and learning. For one 
from many see Fig. 5, which depicts specific absorption 
ratio (SAR) on human head caused by irradiation by patch 
antenna. 

We would like to conclude that a COMSOL Multiphys-
ics® fully fulfils the needs of educator and researcher pro-
viding him a tool which is not only easy to use (compared to 
other multiphysical tools) yet complex and universal but 
also capable to create attractive presentation of results. 

Regarding the undergraduate education, it will inevitably  
increase the interest of students by dragging them near to 
the research topics in visually appealing form. 
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Fig. 5 left: SAR distribution on the boundary, right: SAR distribution on 
the slices. Axes in meters, SAR logarithmic 
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Abstract — The history and current state of medical physics 
and biomedical engineering education in Poland has been 
presented. In academic year 2007/2008 medical physics as 
specialization has been provided by 14 universities and 
biomedical engineering studies as a discipline by 6 universities 
of technology in Poland. 

Keywords — medical physics, biomedical engineering, 
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I. INTRODUCTION  

In the paper we intend to present current state in 
education in Medical Physics (MP) and Biomedical 
Engineering (BME) in Poland. Education on medical 
physics and engineering has a long tradition in Poland [1] 
being linked to the history of the Radium Institute in 
Warsaw, which was established in 1934, following the 
initiative of Maria Sklodowska-Curie. In 1936 Prof. Cezary 
Pawlowski, one of the assistants and then collaborators of 
Madame Curie organized first courses on medical physics 
and biomedical engineering in the Physics Department of 
the Radium Institute.  

In 1946 the first academic course of medical engineering 
started at the Faculty of Electrical Engineering of Warsaw 
University of Technology. In 1951 the specialization, called 
shortly "Electro-medicine" was created. Until 2006 
Education in Biomedical Engineering was proposed as 
specialization in other fields of studies e.g. mechanics, 
automatics & robotics, electronics. 

Education in Medical Physics in Poland [2] started in 
1950 with the Technical Physics specialization at the 
Warsaw University of Technology created by Prof. Cezary 
Pawlowski and at the AGH University of Science and 
Technology (former University of Mining and Metallurgy) 
in Krakow by Prof. Marian Miesowicz. In 1974 Medical 
Physics program has been initiated at Warsaw University 
and in 1979 at the Jagellonian University In Krakow 
(undergraduate course in Experimental Physics). In 1990 
Medical Physics and Dosimetry specialization has been 
established at the AGH University of Science and 
Technology in close cooperation with the Collegium 
Medicum (Faculty of Medicine) of the Jagellonian 
University in Krakow. 

The paper was prepared using data collected from the 
information delivered to the candidates to the Higher 
Education Schools in academic year 2007/2008. 

II. EDUCATION IN MEDICAL PHYSICS 

In academic year 2007/2008 Medical Physics education 
has been offered by 10 universities and 4 technical 
universities in Poland (Table 1).  

Table 1 List of institutions which provide education in Medical Physics 
(MP) in Poland 

Institutions Faculty/ 
Department 

Discip
-line 

Speciali-
zation BSc/MSc/PhD 

Univ.of Gdansk 
(Gdansk) 

Math., 
Physics and 
Computer Sc. 

 
P* BMP*** +/+/+ 

Univ.of Silesia 
(Katowice) 

Math., Phys. 
and Chem.  

 
P MP**** +/+/+ 

Jagellonian 
Univ.(Krakow) 

Phys., Astr. & 
Appl.CompSc 

 
P MP +/+/+ 

AGH Univ. of  Sc 
.&Techn. (Krakow) 

Phys.& Appl. 
Comp. Sc. 

 
TP** 

MP&Do-
simetry +/+/+ 

Un. of Lodz (Lodz) Phys& Chem. P MP +/-/- 
Techn.Univ.Lodz 
(Lodz) 

TPhys., Comp 
Sc.& Appl.M.  

 
P MP +/-/- 

Univ.of Opole 
(Opole) 

Math., Phys 
& Chem. 

 
P MP +/-/- 

Adam Mickiewicz 
Univ. (Poznan) 

 
Physcis 

 
P MP +/+/+ 

Techn.Univ. 
(Rzeszow)  

Math.& Appl. 
Physics 

 
TP PI***** +/-/- 

Univ.of Szczecin 
(Szczecin) 

Math.& 
Physics 

 
P MP +/+/- 

Nicolaus 
Copernicus Univ. 
(Torun) 

Phys., Astr& 
Informatics 

 
P 

MP and 
Comp. 
Appl. 

+/-/- 

Warsaw Univ. 
(Warsaw) 

Physics/Inst. 
 of Exp.Phys. 

 
P MP +/+/+ 

Wroclaw Univ. of 
Techn. (Wroclaw)  

 Fund. 
Problems of 
Techn. 

 
TP 

Photo-
nics +/+/+ 

Univ. of Wroclaw 
(Wroclaw) 

Physics and 
Astr. 

 
P MP +/+/+ 

*) P=Physics ; **)TP=Technical Physics;  ***) BMP= BioMedical Physics 
****) MP=Medical Physics; *****)Physics and Informatics in Medicine 
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The specialization is in discipline of physics 
(experimental physics) or of technical physics, in general 
from the first year, except Warsaw University where it starts 
on the fourth year. 

The curricula consist of lectures, problem classes, 
laboratory classes and seminars. Student exchange 
programs, such as ERASMUS, have been and are very 
successful in allowing Polish students in Medical Physics to 
study abroad. 

The implementation of Directive 96/29  and Directive 
97/43/EURATOM creates job opportunities for medical 
physicists, especially in Quality Control and Quality 
Assurance of X-Ray and nuclear medicine diagnostic 
equipment. 

III. EDUCATION IN BIOMEDICAL ENGINEERING 

The development of medicine and sophisticated medical 
equipment caused the need for a new approach to the 
teaching of biomedical engineering in Poland. Therefore, a 
consortium of six technical universities was created, in 
order to elaborate the new program and to apply to the 
Ministry of Science and Higher Education to create a new 
educational direction called “Biomedical Engineering” 
(BME). The work was supported also by Committees of 
Polish Academy of Sciences. The application was prepared 
in June 2004 and accepted in June 2006. In Table 2 the list 
of institutions providing education in BME in academic 
year 2007/2008 has been presented. 

The organization of the studies had to be consistent with 
the requirements of the so called Bologna Process which 
represents a commitment by forty-five European countries 
to undertake a series of reforms in order to achieve greater 
consistency and portability across their higher education 
systems, by harmonizing academic degree standards and 
quality assurance standards throughout Europe. 

The curricula of BME education well prepare the 
graduates for the profession of designer of medical 
equipment or clinical engineer. The organization of the 
studies had to be consistent with the requirements of the so 
called Bologna Process which represents a commitment by 
forty-five European countries to undertake a series of 
reforms in order to achieve greater consistency and 
portability across their higher education systems, by 
harmonizing academic degree standards and quality 
assurance standards throughout Europe. 

The curricula of BME education well prepare the 
graduates for the profession of designer of medical 
equipment or clinical engineer. 

Table 2 List of institutions which provide education in Biomedical 
Engineering (BME) in Poland 

Institutions Faculty/ 
Department 

Organisation (actual 
state) 

AGH Univ. of 
Science and 
Technology (Krakow)

Electrical  Eng., 
Automatics, Comp. 
Sc.& Electronics 

Inter-Faculty School of 
Biomedical Engineering 
(BSc) 

Gdansk  Univ. of 
Technology (Gdansk) 

Electronics, 
Telecomunications 
and Informatics 

Specialisation: Medical 
and Ecological 
Electronics 

Silesian Univ. of 
Technology (Gliwice) 

Automatic Control, 
Electronics and 
Computer Science  

Full-time studies  
(BSc) 

Techn. Univ. Lodz 
(Lodz) 

El., Electronic, 
Comp.& Control Eng.  (BSc) in English  

Warsaw Univ. of 
Technology (Warsaw) 

Mechatronics/ I. of 
Precision&Biomed.  
Engineering 

Inter-Faculty full-time 
studies provided by the 
F. of Mechatronics and 
F. of Electronics and 
Information Technology 
(BSc) 

Wroclaw Univ. of 
Technology 
(Wroclaw)  

Fund. Problems of 
Technology 

(BSc) 
(MSc) in English 

IV. CONCLUSIONS 

Presently the main demand for medical physicists and 
biomedical engineers in Poland appears to be by hospitals 
(radiotherapy, radio-diagnostics and interventional 
radiology, nuclear medicine etc.) and by industry R & D. 

Research in medical physics and biomedical engineering 
in Poland is partly supported by the Ministry of Science and 
Higher Education in form of grants and direct financing of 
universities. Some research activities are coordinated by the 
Polish Academy of Sciences, Department VI of Medical 
Sciences. Better research opportunities for students and 
graduates could be created through EU FP/6/7 instruments. 
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The Practice for Medical Physics and Engineering Students 
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Abstract — Medical engineering is formed up to unify two 
dynamic professions – engineering and medicine. The respon-
sibility of medical engineering specialists is related with im-
plementation in practice of medical equipment and instru-
ments. Medical physics is inwrought with radiation therapy, 
nuclear medicine, diagnostic radiology and radiation protec-
tion in medicine. Biomedical engineers and medical physicists 
could design and produce equipment and systems, using of 
which could control physiological function of organisms.  

Riga Technical University (RTU) today is the educational in-
stitution in Latvia, as well as Baltic States, that crams profes-
sional bachelor in medical physics, graduate “Engineer of physi-
cal technologies in medicine”. Professional bachelor studying 
program “Medical engineering and physics” is established in 
accordance with the laws for higher educational institutions. 

According to State standard of second level professional 
higher education, the practice in volume of 26 credit points is 
anticipated. The content of practice is formed according to 
professional standard. The purpose of practice is to acquaint 
oneself with working conditions in real companies and organi-
zations that is related to exploitation, maintenance or manu-
facturing of medical equipment. In consequence of practice the 
students are collecting and processing materials for bachelor 
thesis and engineer design project. 

The four level systems for practice have been developed by 
RTU. At the first level of practice students are provided with 
initial practice to get the first skill on processing technologies 
and measurements. At the second level the students are di-
rected to industry to acquire an experience on technologies 
development and machine design. After that the third level of 
practical training is clinical practice, when the students get the 
feel of working with equipment in radiological diagnostics and 
therapy. At the fifth level of practice the students master the 
knowledge and comprehensive skills at scientific work. Finally 
the students select the practical placements to develop their 
qualification projects.   

Keywords — medical engineering, medical physics, educa-
tion, system of practice.  

I. INTRODUCTION 

Study programs in field of0020medical engineering and 
medical physics are comparatively young in Europe and in the 
World.  

Medical engineering is formed up to unify two dynamic 
professions – engineering and medicine. The responsibility 
of medical engineering specialists is related with implemen-

tation in practice of medical equipment and instruments. 
Medical engineering contains several disciplines as: 
 Biomechanics, that contains integrated static and flow 

studies of physiological systems; 
 Biomaterials, that is related to development of bioim-

plantant materials design and manufacturing  
 Physiological modeling, simulation and control, where 

the using of computer modeling have involved percep-
tion of correlation of physiological processes;  

 Biosensors, that comprise fixation of biological proc-
esses and its transformation into electrical signals; 

 Biomedical equipment that develops the measurements 
and observations of physiological processes involving 
to biosensors.  

 The medical and biological analysis that contains de-
termination, classification and analyzing of bioelectric 
signals;  

 Rehabilitation engineering, that related to creation and 
evolving of therapeutical and rehabilitical equipment 
and procedures;  

 Prostheses and artificial organs, those creation and 
development for substitution or restoration of body 
function;  

 Medical informatics, that point is processing of data 
acquired from patient, interpretation of results and es-
tablishing of clinical diagnosis;  

 Imaging in medicine what comprise imaging to graphic 
display of anatomical structures and physiological func-
tions;  

 Biotechnologies and tissue engineering to create and 
modify biological materials for medicinal purpose;  

 Clinical engineering that contains design, installation 
and servicing of clinical equipment, instruments and 
systems.  

 Medical micro – and nano technology etc.[1].  
Medical physics is inwrought with radiation therapy, nu-

clear medicine, diagnostic radiology and radiation protec-
tion in medicine. Using a great many legislations of physics, 
medical physics explain biological effect of radiation to 
human body. From above-mentioned consequent the way of 
biomedical engineer is wide: 
 Research in new materials for implanted artificial organs;  
 Development of new diagnostic instruments for blood 

analysis;  
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 Computer modeling of the function of the human heart;  
 Writing software for analysis of medical research data;  
 Analysis of medical device hazards for safety and effi-

cacy;  
 Development of new diagnostic imaging systems;  
 Design of telemetry systems for patient monitoring;  
 Design of biomedical sensors for measurement of hu-

man physiologic systems variables; 
 Development of expert systems for diagnosis of dis-

eases;  
 Design of closed-loop control systems for drug admini-

stration;  
 Modeling of the physiologic systems of the human 

body; 
 Design of instrumentation for sports medicine; 
 Development of material to be used as replacement for 

human skin; 
 Development of new dental materials; 
 Design of communication aids for the handicapped 

etc.[1].  
Biomedical engineers and medical physicists using sev-

eral physical principles (electrical, mechanical and optical 
ect.) can deeply understand biological (human and animals) 
systems. These specialists can design and produce equip-
ment and systems, the using of which can control physio-
logical function of organisms. These equipments are unal-
ienable components for diagnostic and treatment of 
diseases.  

For those specialists specific education is indispensable.  
The large number of universities in Europe and outside 
organize education in medical engineering or medical phys-
ics, deeply specialized in one or two “small line” (spe-
cialty).  

A. Education for young specialists in medical engineering 
and physics in Latvia 

Riga Technical university (RTU) is the first university in 
Latvia and Baltic States, which initiates a study program in 
medical engineering and physics in order to obtain the sec-
ond level professional higher education, what cover ground 
in two large fields:  medical engineering and medical phys-
ics. Professional bachelor studying program “Medical engi-
neering and physics” is established in accordance with Lat-
via State Standard of Second Level Professional Higher 
Education [2], The law for higher educational institutions, 
and the act of RTU Senate. Professional bachelor studying 
program “Medical engineering and physics” duration of 
study is provided 4,5 years with total volume 181 credit 
points. During one studying year, which is divided into 2 
semesters, the total capacity is 40 credit points in the case of 

full studying load. One KP corresponds to 16 contact hours 
in auditoria and laboratory.  

Studying program “Medical engineering and physics” 
has been realized in RTU Faculty of Transport and Me-
chanical Engineering, Institute of Biomedical Engineering 
and Nanotechnologies, cooperation with Riga Stradins Uni-
versity, their academic personal. Theoretical basic course in 
medicine is provides by teaching staff from Riga Stradins 
University Departments of Normal physiology, Anatomy 
and histology 

The purpose of program “Medical engineering and phys-
ics” is to provide fundamental and theoretical basics in the 
field, to make ready specialists with professional higher 
education, that manage realization of acquired knowledge in 
the field of medical engineering and physics.  

After graduation the student can obtain the 5th level pro-
fessional higher education - qualification –Engineer of 
Medical Physical Technologies and bachelor degree in 
Medical physics.  

The program provides lectures, practical and laboratory 
studies, practice and in time of preparing bachelor thesis to 
get the feel theoretical, technical, economical, humanitarian 
and social subjects that correspond to the field of the medi-
cal engineering and physics.  

The students at the time of studying obtain:  
 theoretical knowledge in structure, physical and techni-

cal workings of medical equipment, machines and in-
struments, those manufacturing technology, utilization 
conditions and safety;  

 practical skills working in medical institutions and 
companies – acquisition, installation, utilizing, regula-
tion and quality leadership of medical engineer equip-
ment,  

 ability to use theoretical knowledge and skills in practi-
cal work using, projecting of technologies of medical 
engineering and physics; 

 knowledge to perform public activity in Latvia and in 
interstate collaboration, understanding of professional 
ethic and implementation of project influence to envi-
ronment and public.  

Graduates will be motivated to continue education and 
systematical perfection of professional qualification.  

II. METHODS 

According to RTU approved professional studying pro-
gram and State standard of second level professional higher 
education, the practice in volume of 26 credit points is an-
ticipated [2]. The content of practice is formed according to 
professional standard.  
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The purpose of practice is to acquaint oneself with work-
ing conditions in real companies and organizations that is 
related to exploitation, maintenance or manufacturing of 
medical equipment.  

The principles of practices organizing for professional 
programs in Riga Technical University are established ac-
cording to notice pro-rector RTU: 
 The organization of practice manage practice manager 

of RTU departments; 
 The contract for practice between companies providing 

the practice and institute of RTU is transacted. The re-
sponsibility and liability of the parties, the purpose, 
tasks, estimation arrangement of practice is reflected in 
contract.  

 The practice is realized according to practice program 
making up the commission of studying program;  

 The individual task of the practice is distributed for 
studious.  

According to the decision of RTU Senate about evalua-
tion of practice volume, in consequence the report of prac-
tice is writing, where the plan of practice with concrete 
tasks for each week is foreseen. Regular control of dis-
charge of duties is indispensable. 1 week of practice is as-
sessed with 1 credit point (KP).  

The materials, obtained during the practice time, are used 
for elaboration of engineering project design and bachelor 
thesis. 

III. RESULTS 

The main task is to developed the system of practice, 
where student could get acquainted with all facilities to 
work in field of medical engineering and medical physics - 
get acquainted: how design, produce and install the medical 
equipment, as well as responsibility of medical physicists at 
clinics and scientific work.  

At the framework of European Union Foundation the 
project Nr. VPD1/ESF/PIAA/05/APK/3.2.6.3./0059/007 
“The system of practical training of medical physicist” 
realization group in collaboration with employers and RTU 
academic staff four level system for practice have been 
developed by RTU: 1) Studying – basic skills yield practice, 
2) Designing engineer-technologist practice, 3) Clinical 
practice and 4) Scientific practice. 

At the 1 – 2 year the students have to proceed through 
first level of practice “Studying – basic skills yield practice” 

where students get the first skills on processing technologies 
and measurements. This practice divide in two parts: me-
chanical and electronical /electrical. In mechanical practice 
the students obtain the practical skills to work with process-
ing technologies of materials, such as grinding, milling, 
boring etc. In electronical /electrical practice the students 
study how produce the simple electrical/electronical equip-
ment from scheme, preliminary design till equipment.   

At the third course the students have to proceed through 
second level Designing engineer-technologist practice. This 
practice occur at companies where produce medical equip-
ment. The students are directed to acquire an experience on 
technologies development and machine design. In companies 
students acquire with the rules, methods, projecting computer 
programs what used for design of medical equipment. 

At the fourth year the students have to proceed through 
Clinical practice, what taking place in the great clinics, 
where improve in practice complicated medical technolo-
gies. The Clinical practice divided on two parts – 1) Diag-
nostic practice, work with diagnostic equipment such as 
computer tomography, magnetic resonance imaging tech-
nique ect. and 2) Radiotherapy practice, work with radio-
therapeutical technologies and equipment.  

At the forth and fifth year the students master the knowl-
edge and comprehensive skills at scientific work. In this 
practice the students develop their qualification projects – 
bachelor work and engineer design project.   

IV. CONCLUSIONS 

The four level systems for practice have been developed by 
RTU for students in medical engineering and medical physics.  
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Abstract — The web portal designed at the “Burlo Garo-
folo”, the maternal-children hospital in Trieste (Italy), pro-
vides services to the users, the medical doctors involved in 
telemedicine and the researchers (medical doctors, biologists, 
psychologists, epidemiologists) both from university and hospi-
tal units. The platform has been completely developed and 
managed by an internal team of professionals and is housed in 
a dedicated hospital-based server. It is realized using the 
LAMP open-source technology, programming the CMS and 
the interface between forms and database using the php lan-
guage.  

Keywords — LAMP open source technology, web portal and 
databases, CMS. 

I. INTRODUCTION  

In recent years many European hospitals offer health web 
services dedicated to the users and to medical professionals, 
generally contracting external web professionals for their 
implementation.  

The web portal [1] of the Maternal-children Hospital 
“Burlo Garofolo”- Trieste, Italy - has been designed to offer 
services to the audience/users both to the medical doctors 
involved in telemedicine and to the researchers (medical 
doctors, biologists, psychologists, epidemiologists) both 
from university and hospital units. 

From the home page is possible to reach all the services 
for the users, the telemedicine professionals and the re-
searchers; the last two categories have an account controlled 
access to a Virtual Hospital Department page. 

Currently the portal houses data gathering services for 
three research projects: a) a php form dedicated to a cohort 
study; b) a php form concerning children with gastro-
esophageal diseases; c) a web form for the study of atypical 
uterine polyps in women from several gynaecological de-
partments of Italian hospitals. 

Obstetrical ultrasonographers from the Friuli Venezia-
Giulia’s Regional Hospitals and Health-Districts are pro-
vided with telemedicine services accessible using a required 
account by which they could ask a consult related to obstet-
ric ultrasound images.  

Appointments for specialty and private medical visits can 
be scheduled by compiling an on-line form.  

Finally the platform administrators are provided with a 
modern CMS to create and manage the contents inside the 
pages of the hospital web site.  

The platform has been developed and managed by an in-
ternal team of professionals and was realized using LAMP 
technology and is housed in a dedicated hospital server. 

II. DEVELOPMENT AND IMPLEMENTATION 

In 2003 the “Burlo Garofolo’s” web portal committee 
decided to upgrade the static html web portal to a dynamic 
one. The purpose was to create a new platform to develop 
and to offer services to the researchers, the medical doctors 
and the public users. To accomplish these objectives the 
LAMP open source technology and the use of a new sophis-
ticated hospital-hosted server were  was chosen. An internal 
technical group dedicated to the design, the implementation 
and the updating of the platform was formed. 

The operating system used is Linux Debian 3.1 Stable 
[2], which was developed and maintained by the open 
source community and by a pool of Debian developers. The 
OS license is the GPL-GNU. Apache 2.0 [3] is the web 
server used for the portal; it was developed and sponsored 
by Apache Software Foundation both as source code and 
binary code. The database server is MySQL 4.1 [4] devel-
oped by MySQL AB, and PHP 4.4 is used as the server side 
scripting language.  

The first step of the technical group was to replace the 
old static web site with a new one using the MySQL data-
base and the PHP [5] engine to visualize the web pages. At 
this step the contents of the old web site were merely dupli-
cated.    

At the same time the group developed a new interface 
(the CMS) to update the web pages, instead of using the 
old-site Dreamweaver interface to modify the pages, and to 
upload the contents. 

Other steps are described in the following sections and 
sub-sections. 
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III. RESEARCH PROJECTS 

The portal houses three databases for scientific data gath-
ering related to three research projects: a) a cohort study; b) 
the IGARIS study concerning children with gastro-
esophageal reflux and early milk allergy; c) a study regard-
ing atypical uterine polyps in women. 

A. Cohort study 

In February 2007 the I.R.C.C.S. “Burlo Garofolo”, with 
the co-operation of the University of Udine, started a cohort 
study to follow a population of mothers and children from 
the first months of the pregnancy, sampling biological, 
health and social information. 

The longitudinal study is composed by five research pro-
jects: PHIME [6], VIVE, PAPP, OXI, Alimentazione. 

The PHIME project (Public Health Impact of long-term, 
low-level mixed element exposure in susceptible population 
strata) studies a series of toxic elements – lead, mercury, 

platinum, arsenic, etc… - and the susceptible populations 
include foetuses, children, women and elderly. 

The VIVE project (Vertical Viruses in pregnant women) 
is a correlated study to the PHIME project, and investigates 
infectious and pathogenic factors that could impact on the 
neuropsychological outcomes described by PHIME.  

The PAPP project studies the free HCG  and the PAPP-
A proteins and the blood flow of the intrauterine arteries in 
order to discover early foetal pathologies. 

The OXI project studies the pathologies during preg-
nancy to enhance prevention and the early therapy. 

The Alimentazione project studies the alimentation of the 
baby from breastfeeding to the normal alimentary diet.  

According to the needs described above, the web site 
technical group developed a database and a related php form 
to allow the data entry of clinical and biological informa-
tion. Every research group involved in the projects is al-
lowed to edit or to view the database fields via the form, 
and the access to the web pages is protected by https proto-
col. The actual web form is shown in Fig. 1. 

 
Fig. 1 Cohort study web form 
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B. IGARIS project 

The IGARIS [7] (Iatrogenic Ghost Allergy and Reflux 
Infant Syndrome) project, addressed to the Friuli Venezia-
Giulia pediatricians, analyzes the possibility of caus-
ing/sustaining food aversion by means of repeated medical 
interventions, especially imposing unjustified restricted 
diets and/or “over-diagnosing” gastro-esophageal reflux. 

To record the IGARIS patients coming from the Friuli 
Venezia-Giulia region, and in the near future from other 

Italian pediatric structures, a database and a related web 
form have been designed and implemented to monitor  
the clinical behavior of the involved pediatricians towards 
the problems of the affected babies. Two masks have been 
implemented for reporting the gastro-esophageal and the 
milk intolerance disorders. To access the forms it is ne-
cessary to be a pediatrician and to request the credentials 
from the Informative Service Unit at the I.R.C.C.S. “Burlo 
Garofolo”. 
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C. Multi-center study of atypical uterine polyps in women 

This recent study started officially in April 2008 [8] and 
regards the conservative medical treatment of atypical uter-
ine polyps in women monitored during five years, and even-
tually surgically operated.  

A database has been developed to archive the patients’ 
clinical data and to follow the patients from different and 
previously authorized Italian health centers. 

IV. TELEMEDICINE 

In 2006 the creation of a Virtual Regional Department 
provided with telemedicine services such as radiological 
tele-consult and transmission of cardiologic diagrams was 
proposed. 

In order to accomplish this aim and to expedite and se-
cure the sending of ultrasound images and interpretation 
from the ultrasonographers to other specialists, the web site 
technical group realized a tele-consult system reachable 
through the web portal. 

Using this system the obstetrical ultrasonographers from 
Regional Hospitals and Health-Districts are provided with 
telemedicine services accessible using a required account by 
which they could ask Burlo’s specialists for a consult re-
lated to ultrasound images of foetal malformations. 

Together with image acquisition the applicants fill in a 
web-form especially designed to support the diagnosis of a 
large variety of prenatal diseases regarding the digestive 
system, the central nervous system and the kidneys.  

To improve the communication of relevant clinical in-
formation the specialists can start a thread, in which they 
communicate as in a private forum or in a blog. 

V. PUBLIC HEALTH SERVICES FOR THE USERS 

One of the most advanced features of the old static web 
site was the possibility to make some specialist and outpa-
tient appointments using a javascript form. This feature was 
very appreciated by the patients/clients (especially younger 
ones), and was decided to maintain and to improve it during 
the development of the actual web portal. 

Thus, the appointment for specialist and private the res-
ervation of specialistic and private medical visits is made 
possible by compiling the on-line server-side form. The 
system will then automatically generate and send a message 
to the hospital appointment office, that will confirm the 
request of the sender by e-mail. 

In Figs. 2 and 3 some details regarding the quantification 
of the appointments registered until now using the platform 
are shown. 

VI. CMS AND ADMINISTRATORS’ CONTROL PANEL  

At the same time of the development of the public web 
portal and the services described above, a CMS was created 
for the management of the web pages and of the contents. 
The CMS, programmed in PHP, has been organized to rep-
licate the web portal menus to facilitate the update process 
and administration. 

It is possible to add or modify some menus of the first 
level (the horizontal bar) and of the second level (the verti-
cal subjects) From the control panel interface. There is a 
third level (like all common CMS) to edit the various pages 
of the portal, and it is possible to edit all the lateral menus. 

Adding more control of the functionality of all the data-
bases by easily modifying the source code is even possible; 
it is possible to add and control other “satellite” sites resid-
ing in other directories (i.e. the I.R.C.C.S. “Burlo Garofolo” 
English web site or the “European School of maternal, neo-
natal, children, adolescent health”) and so on. 

VII. CONCLUSIONS AND FURTHER DEVELOPMENTS  

Future developments pertain to the creation of a feed 
server system to collect relevant scientific publications from 
the subscribed e-journals, to the implementation of the new 
Web 2.0 technologies for the web site home page, in par-
ticular through the AJAX client-side programming lan-
guage, and to the introduction of social networking tools 
such as personal web pages and dedicated blogs. 
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Abstract — Cardiotocography (CTG) is a primary biophysi-
cal method of fetal monitoring. The assessment of the printed 
CTG traces is based on the visual analysis of patterns describ-
ing the variability of fetal heart rate signal. The correct inter-
pretation of traces from a bedside monitor is rather difficult 
even for experienced clinicians, so computer-aided fetal moni-
toring systems have become very popular. At present effective 
techniques enabling automated conclusion generation based on 
cardiotocograms are still being searched. The presented work 
describes an application the Artificial Neural Network Based 
on Logical Interpretation of fuzzy if-then Rules (ANBLIR) to 
classification of the fetal state as being normal or abnormal. 
A set of quantitative parameters describing fetal cardioto-
cograms is the system input. To evaluate the quality of the 
classification we proposed the overall validity index as a func-
tion of various prognostic indices. The obtained results con-
firm the usability of the ANBLIR neuro-fuzzy system for re-
cords classification within computer-aided fetal surveillance 
systems.  

Keywords — fetal monitoring, signal classification, neuro-
fuzzy systems. 

I. INTRODUCTION  

Cardiotocography (CTG) is a biophysical method for 
monitoring of fetal condition during pregnancy and labour. 
It is based on analysis of fetal heart rate variability and its 
relationship to fetal movements and uterine contractions. 
However, visual analysis of printed cardiotocographic 
traces from a bedside monitor is relatively difficult. There-
fore, computerized fetal monitoring systems based on CTG 
signal acquisition provide quantitative measures describing 
features of fetal heart rate records. Nevertheless, the inter-
pretation made by clinicians remains still highly subjective 
and dependent on their individual experience. The repeat-
able and objective assessment of the fetal state is of particu-
lar importance, especially for high risk pregnancy, when 
thanks to early diagnosis, appropriate management can be 
carried out. Effective methods for diagnostic support are 
still an important topic of research. A promising approach 
seems to be the application of neuro-fuzzy systems. 
The Artificial Neural Network Based on Logical Interpreta-
tion of fuzzy if-then Rules (ANBLIR) is of our special in-
terest.  

ANBLIR is a computationally efficient fuzzy system 
with parameterized consequents based on conjunctive as 
well as logical interpretation of fuzzy rules. It connects 
advantages of neural networks (capability of learning and 
generalization) and fuzzy systems (ability of linguistic in-
terpretation of learning results). ANBLIR was successfully 
applied to solve many practical problems [5]. In the pro-
posed work, we try to classify the fetal state as being normal 
or abnormal, basing on quantitative parameters describing 
fetal cardiotocograms. The data used in our experiments 
was obtained from the database of the computerized fetal 
surveillance system MONAKO [6]. We investigated various 
learning algorithms of ANBLIR based on integration of the 
steepest descent method, the least squares algorithm, the 
deterministic annealing procedure and the epsilon-
insensitive learning. 

II. RESEARCH MATERIAL 

The computerized fetal monitoring system automatically 
estimates the fetal heart rate baseline, recognizes bradycar-
dia and tachycardia, detects accelerations and decelerations 
of the fetal heart rate (FHR) signal, identifies uterine con-
tractions as well as measures their detailed parameters [6]. 
It also evaluates the long- and short-term FHR variability 
and calculates a set of dedicated indices.  

The research database comprised 685 traces (typically 
30-60 minutes long) from 189 patients [7]. As input vari-
ables we used the set of 21 parameters describing CTG 
signals in time domain: statistical parameters concerning 
FHR (4 inputs), long-term variability (8 inputs), short-term 
variability (5 inputs), frequency measures of decelerations, 
accelerations, uterine contractions and fetal movements (4 
inputs). The output of ANBLIR system was defined as two-
state variable defining the so called fetal outcome (normal 
or abnormal). In obstetrics, it is assumed that validation of 
the fetal state diagnosed during the course of pregnancy, i.e. 
when the CTG traces are being recorded, can be made only 
retrospectively using data describing the newborn state and 
the history of the labour progress. Such retrospective verifi-
cation is possible because the fetal state can not rapidly 
change during pregnancy. There are several attributes re-
lated to the fetal outcome. In our experiments we used the 
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four crucial parameters: neonatal birth weight, five minute 
Apgar score (visually assessed), umbilical artery pH and 
umbilical artery base excess (BE). Fetal outcome was de-
fined as abnormal if at least the value of one attribute was 
outside the defined physiological range. According to our 
assumptions 251 records were classified as corresponding to 
abnormal fetal outcome.  

III. ANBLIR NEURO-FUZZY SYSTEM 

The ANBLIR is a neuro-fuzzy system with parameter-
ized consequents that generates inference results based on 
fuzzy if-then rules. Fuzzy sets of the antecedents have 
Gaussian membership function and the explicit connective 
“and” of predicates is represented by algebraic product t-
norm. According to the assumptions made, the firing 
strength of the i-th rule is defined as [5]: 
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ANBLIR fuzzy rules have symmetric triangular member-
ship functions. The triangle is defined with the set of two 
parameters: width of the triangle base iw  and center of 
gravity location iy  determined by linear combinations of 
fuzzy system inputs: 
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dependency formulates so called parameterized (moving) 
consequent [5]. The neuro-fuzzy system with parameterized 
consequents allows both conjunctive and logical interpreta-
tions of fuzzy if-then rules [5]. In the next considerations 
we assume the conjunctive interpretation of fuzzy condi-
tional statements using Mamdani’s fuzzy relation. Let us 
also assume a normalized arithmetic mean as a aggregation 
operator and modified indexed center of gravity [5] as a 
defuzzifier. Then, we can write the final crisp output value 
of the ANBLIR system in the following form: 
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The unknown neuro-fuzzy system parameters (parame-
ters of membership functions of fuzzy sets within if-then 
rules) can be estimated using learning algorithms of artifi-
cial neural networks. Several solutions of the ANBLIR 
learning problem were introduced in literature [5], [8], 
[2]-[4]. In this work, we investigate various learning algo-
rithms of ANBLIR based on integration of the steepest 
descent method [5], the least squares algorithm [5], the 
deterministic annealing procedure [2] and the epsilon-
insensitive learning [8], [3], [4]. 

For next considerations let us assume that we have N ex-
amples of the input vectors tn0x  (quantitative de-
scription of the CTG records) and the same number of 
known output values nt0  (fetal outcome) which for-
mulate the training set.  

The learning goal is the estimation of membership func-
tion parameters of antecedents as well as consequents 

ii
j

i
j

i
j wpsc ,,, . The number of rules I is also un-

known. We assume that it is pre-set arbitrarily. The number 
of antecedents t is given directly by the size of the input 
training vector.  

The original learning algorithm of ANBLIR combines 
the steepest descent and the least square methods [5]. 
To increase the ability to avoid many local minima that 
traps steepest descent algorithm, the deterministic annealing 
(DA) procedure [9] adapted for the purposes of learning the 
neuro-fuzzy system with parameterized consequents was 
employed [2]. The equation (3) defines the ANBLIR as a 
linear combination of I outputs 0xiy  of local models, 
each represented by a single fuzzy rule. The randomness of 
the association between data samples and local models may 
be measured by Shannon entropy S. In the DA method the 
objective is the minimization of the squared-error cost E 
while simultaneously controlling the entropy level of a 
solution. The deterministic annealing optimization problem 
may be formulated as a minimization process of the La-
grangian TSEL , where T is the Lagrange multiplier.  

The relation between the equation presented above and 
the annealing of solids leads to the interpretation of the 
quantity L as the Helmholtz free energy of physical system 
with energy E, entropy S and temperature T [9].  

The DA algorithm involves a series of iterations while 
the entropy level is reduced gradually. The minimization of 
the Lagrangian is performed using a simulated annealing 
method framework. The algorithm starts at a high level of 
temperature T and tracks the solution for lowered values of 
T. The temperature parameter is reduced according to the so 
called annealing schedule function ,qTT where 1,0q  
is a pre-set parameter. At each level of temperature the 
Lagrangian is minimized using the steepest descent method. 
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In original ANBLIR learning method parameters of con-
sequents ip  were estimated using the least square (LS) 
method [5]. This solution speeds up the learning conver-
gence. A novel method for estimating parameters of linear 
equations in rules consequents, so called -insensitive learn-
ing, was presented in [8]. The -insensitive learning im-
proves the generalization ability of the ANBLIR in com-
parison to the LS algorithm [8], [3], [4]. The  symbol 
represents the limiting value of tolerance to the imprecision. 
If the error value is less than , then the zero loss is ob-
tained. Several approaches to solve the -insensitive learn-
ing problem were proposed in [8]. The -insensitive Learn-
ing by Solving a System of Linear Inequalities ( LSSLI) is 
of our special interest due to its lowest computational com-
plexity.  

Integration of different optimization methods leads to the 
several variation of the learning algorithms of ANBLIR 
system. The parameters of fuzzy sets from antecedents and 
consequents of fuzzy rules can be adjusted separately: (i) 
premise parameters ,i

jc  i
js  as well as triangle base widths 

iw  of fuzzy sets in consequents by means of the steepest 
descent or the deterministic annealing method, (ii) parame-
ters of linear equations from consequents ip  on the basis 
of the least squares procedure or the -insensitive learning.  

For decreasing the computational time of the learning 
procedure the deterministic annealing method with ”freez-
ing” phase (DAF) may be also applied [3]. The ”freezing” 
phase consists of the calculation of ip  using LSSLI pro-
cedure after every decreasing step of temperature value 
while keeping i

j
i

j sc ,  and iw  constant. This solution leads 
to decrease of computational time of the DA based methods. 

Another problem is the estimation of initial values of 
membership functions for antecedents. It may be solved by 
means of preliminary clustering of the input training data 
[5]. We used the fuzzy c-means (FCM) [1] for this task.  

IV. CARDIOTOCOGRAMS CLASSIFICATION 

We used five hybrid learning algorithms of the ANBLIR 
system: (i) the original training procedure which connects 
the steepest descent and the least squares methods (SDLS), 
(ii) a learning method that combines the deterministic an-
nealing with the least squares algorithm (DALS) and (iii) its 
modified version, with the “freezing” phase (DAFLS), (iv) a 
hybrid method that integrates the deterministic annealing 
with the epsilon insensitive learning ( DA) and (v) also its 
modification with the “freezing” phase ( DAF). To asses 
the quality of the classification we used a set of prognostic 

indices: Sensitivity (SE), Specificity (SP), Positive Predic-
tive Value (PPV) and Negative Predictive Value (NPV). 
To make a comparison of the classification algorithms eas-
ier we calculated an overall index OI defined as 

.60000/))(2( PPVSPNPVSEOI The influence of 
the sensitivity index on the OI value is doubled. It is due the 
fact that in clinical practice the false negative recognition of 
wellbeing may lead to the most serious consequents.  

All experiments were conducted in the MATLAB7.0® 
environment. The learning process was carried out for the 
number of if-then rules changed from 2 to 10. The initial 
values of parameters of antecedents were calculated on the 
basis of FCM clustering results obtained for m = 2. 
The partition process was stopped if the maximum number 
of 500 iterations was achieved or when in sequential itera-
tions the change of the criterion function was less than 10 5. 
The clustering procedure was repeated 25 times for different 
random realizations of the initial partition matrix. The re-
sults characterized by the minimal value of Xie-Beni valid-
ity index were chosen. For the deterministic annealing pro-
cedure the following parameters’ values were applied: the 
initial step size ini = 0.01, the maximum number of itera-
tion at given level of temperature kmax = 10, Tmin = 10-5Tmax 
and q = 0.95. There is no method for automatic estimation 
of initial temperature Tmax for the deterministic annealing 
algorithm, so we changed its value in the range from 10+5 to 
10-5 with step 0.1. For the epsilon insensitive learning we 
set: the initial value of the margin vector elements b[1] = 
10 6 and the rate of the margin vector change  = 0.98. The 
LSSLI algorithm was stopped if ,10 41 kk bb  or if 

the maximal number of iterations k max = 1000 was 
achieved. We changed values of the limiting tolerance to 
imprecision  and the regularization parameter  from 0.01 
to 0.1 with step 0.01. The algorithms were tested using 50 
trials, with randomly mixed data contents in learning, vali-
dating and testing subsets. For all algorithms used, the best 
classification quality was obtained for the minimal number 
of if-then rules. The detailed results are shown in Table 1. 

The best learning result OI = 0.64 was obtained for 
DAFLS procedure, but also for DA and DAF we got 
almost the same quality of classification. For comparison, 

Table 1  Values of the prognostic index OI for different learning 
procedures of the ANBLIR system 

Learning procedure Mean SD Max Min 
SDLS 0.60 0.03 0.69 0.54 
DALS 0.63 0.03 0.72 0.55 
DAFLS 0.64 0.03 0.71 0.57 
DA 0.64 0.04 0.71 0.54 
DAF 0.64 0.04 0.72 0.55 
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with the RBF neural network architecture presented in [7] 
we got OI = 0.57. The classification error for testing data 
decreased with increase of the number of fuzzy if-then 
rules. It is due to the overfitting effect of the training set. 
The OI values obtained for different number of rules are 
shown in Table 2. 

Clearly, the learning procedure of ANBLIR based on 
-insensitive learning demonstrates consistent improvement 

in generalization ability and the same a decrease of the 
classification error. Generally, the best quality of classifica-
tion is achieved when DA is employed. However, it should 
be noted, that the computational complexity of the LSSLI 
algorithm is approximately 3 times greater comparing to the 
LS method [8]. Also, the computational complexity of de-
terministic annealing method is approximately doubled in 
comparison to original ANBLIR learning algorithm. The 
most sensible compromise seems to be the application of 
the method which combines the deterministic annealing 
algorithm with „freezing” phase and -insensitive learning. 
The DAF algorithm leads to high quality of classification 
and provides learning results in reasonable time.  

The most serious disadvantage of the deterministic an-
nealing and -insensitive learning based method is the ne-
cessity of the arbitrary selection of the learning parameters. 
As there is no automatic method for the selection of the 
learning parameters, the best method still remains the trial-
and-error procedure.  

V. CONCLUSIONS  

In the presented work, we investigated the ability of ap-
plication of Artificial Neural Network Based on Logical 
Interpretation of fuzzy if-then Rules to classification of the 
fetal state based on evaluation of quantitative parameters 
describing fetal cardiotocograms. Five different learning 
algorithms of the neuro-fuzzy system, combining: the steep-
est descent method, least squares algorithm, deterministic 
annealing procedure and epsilon-insensitive learning were 
considered. The experiments show the usefulness of the 
neuro-fuzzy modeling with the ANBLIR system within 
computer-aided fetal surveillance systems and indicates the 

learning procedure which integrates the deterministic an-
nealing algorithm with „freezing” phase and -insensitive 
learning as the most reasonable compromise between classi-
fication quality and the computational complexity. Also 
other deterministic annealing based learning methods led to 
satisfying results. However, the performance enhancement 
is achieved through an increase of the computational com-
plexity of the learning procedures. Another problem is lack 
of the automatic method for the selection of learning pa-
rameters. Therefore, the optimal algorithm specification 
must be obtained through the trial-and-error procedure. 
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Table 2  Mean values of OI for different number of fuzzy rules I 

I SDLS DALS DAFLS DA DAF 
2 0.60 0.63 0.64 0.64 0.64 
4 0.58 0.61 0.60 0.62 0.60 
6 0.55 0.58 0.58 0.60 0.59 
8 0.53 0.55 0.55 0.58 0.57 
10 0.48 0.50 0.50 0.55 0.54 
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Abstract — After mathematical modeling of the healthy 
heart now modeling of diseases comes into the focus of re-
search. Modeling of arrhythmias already shows a large degree 
of realism. This offers the chance of more detailed diagnosis 
and computer assisted therapy planning. Options for genetic 
diseases (channelopathies like Long-QT-syndrome), infarction 
and infarction-induced ventricular fibrillation, atrial fibrilla-
tion (AF) and cardiac resynchronization therapy are demon-
strated. 

Keywords — mathematical modeling of the heart, arrhyth-
mias, channelopathies, atrial fibrillation, infarction, cardiac 
resynchronization therapy. 

I. INTRODUCTION  

Computer models of the heart become more and more 
detailed and are able to describe healthy hearts very realisti-
cally [1,2,3,4]. Electrophysiology of individual cells can be 
described using mathematical models adapted to various 
cell types (endocardial, mid-myocardial, epicardial, atrial 
cells etc.). The bidomain model combines the cells to cell 
patches and even to the whole organ, but the simulations 
require long calculation times. Simplified models like e.g. 
monodomain models or cellular automata can deliver simu-
lation results faster but with a reduced degree of accuracy. 
Forward calculations leading from the electrophysiological 
sources in the heart to the electric potential distributions on 
the surface of the body are carried out using techniques of 
numerical field calculation (e.g. Finite Difference or Finite 
Element Method) and deliver simulated Body Surface Po-
tential Maps (BSPM) and in particular the Electrocardio-
gram (ECG) [5]. 

The next challenge is the modeling of various diseases of 
the heart. This paper will focus on arrhythmias. Modeling of 
genetic diseases (channelopathies like Long-QT- or Short-
QT-syndrome) [6,7,8], infarction and infarction-induced 
ventricular fibrillation [9,10,11,12], atrial fibrillation (AF) 
[13,14,15,16] and cardiac resynchronization therapy [17] will 
be presented.  

Modeling of arrhythmias can contribute in various ways 
to cardiology. The simulations can reveal the origin of ar-
rhythmias (etiology), like the arrhythmogenic changes of 
the substrate, the potential triggers of fibrillation and the 
reasons for perpetuation. Computer models can demon-

strate, which kind of pathological processes can be discov-
ered based on ECG and BSPM data and what kind of spa-
tio-temporal patterns in the BSPM are characteristic for a 
disease, e.g. during AF or after infarction. It will be possible 
to check the consistency of a hypothesis about a disease 
with the measured data of a patient. Computer models can 
serve to improve regularization techniques to solve the 
inverse problem of ECG. They can finally assist cardiolo-
gists in optimizing therapeutical measures. RF-ablation 
strategies can be improved, delays during biventricular 
pacing (cardiac resynchronization therapy) can be adjusted, 
and pharmaceutical therapies that modify parameters of ion-
channels can be optimized.  

II. ELECTROPHYSIOLOGICAL COMPUTER MODELS 
OF THE HEART 

A. Cellular Models 

In recent years various mathematical models of electro-
physiology of atrial and ventricular cells have been pub-
lished [18,19,20]. Models for various different tissue classes 
of the heart are available like e.g. sinus node, terminal crest 
and pectinate muscle in the atria [21] and endo-, mid-, and 
epicardial cells in the ventricles [22]. They can describe the 
electrophysiological behavior properly even in unphysi-
ological situations like e.g. tachycardia or hyperkalemia. 
The cell models are extended continuously as soon as new 
data on specific ion-channels are available from patch-
clamp laboratories. 

B. Models of Tissue Patches 

The electrophysiological behavior of patches of myocar-
dial cells can be modeled mathematically using different 
approaches. The most extended model leading to the best 
results is the bidomain model [1, 2, 3, 4]. It takes into account 
all individual ion-channels and it employs two field equa-
tions for every time step: one for the intracellular domain 
and one for the extracellular domain. It considers different 
conductivity tensors for both domains, which is assumed to 
be essential for realistic description of cardiac tissue. 

The monodomain model is a linear transformation of the 
field equations for the case that the intracellular and extra- 
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ellular conductivity tensors deviate only by a scalar factor. 
Now only one field equation has to be solved per time step 
leading to a significant reduction in calculation time.  

The next possible simplification in order to speed up cal-
culation times is the employment of simplified cell models 
like FitzHugh-Nagumo [23] or Fenton-Karma [24]. Not all 
individual ion-channels are taken into account, but only a 
few "symbolic" channels mixed together in order to just 
reproduce the action potential.  

Finally cellular automaton models offer a very fast mod-
eling of one heat beat in a few minutes [25]. The cellular 
automaton is using predefined action potentials and depo-
larization velocities. The predefined values can be calcu-
lated beforehand using specific cell models for the specific 
situation of the heart that is supposed to be investigated. 
They can thus deliver a reasonably good approximation of 
the real situation quite often but have to be employed with 
special care. 

C. Modeling of Atria and Ventricles 

For modeling complete atria or ventricles detailed geo-
metrical knowledge about the patients heart is a prerequi-
site. General studies can be carried out using the Visible 
Man or Visible Female dataset. For a patient specific analy-
sis 3D Magnetic Resonance or Computed Tomography data 
have to be acquired and segmented. Fiber direction can be 
included using simple or extended rules. Also the conduc-
tion system can be implemented using basic rules e.g. about 
the location of the AV-node and the tree of Purkinje fibers. 
A critical question is whether the temporal dynamics of the 
heart have to be taken into account explicitly. This would 
mean that 4D images have to be acquired for every patient, 
which is possible but very time consuming.  

Computational load is obviously rising dramatically with 
the number of active nodes in the mesh. Parallel computing 
on a very large number of processors can be a solution to 
this problem.  

III. MODELING OF DISEASES 

A.  Modeling of Channelopathias 

A large community of research groups is focusing on the 
discovery and understanding of genetic diseases where 
single ion-channels playing a major role in cardiac electro-
physiology are altered. Loss or gain of function may hap-
pen. This large interest is motivated by the fact, that in this 
example a clear chain can be outlined from genes to pro-
teins, to cells, to tissue, to organ and to the behavior of the 
whole body. The various classes of Long-QT and Short-QT 

syndrome can already be described quite well on cellular 
level. In some examples even the complete way from genes 
to ECG was calculated and the findings were consistent 
with measurements on patients [5]. 

Figure 1 shows the forward calculation resulting in an 
ECG of the Visible Man with Long-QT-2 syndrome [26]. 

B. Modeling of Infarction 

Since myocardial infarction is one of the most important 
causes of death in industrialized countries the mathematical 
modeling of this disease also attracts a large community. In 
this article the focus is on the electrophysiological conse-
quences. In case the patient has survived the first infarction 
a life threatening ventricular fibrillation may happen. Until 
now only simplified models of infarcted areas have been 
modeled to understand better the elevation (or depression) 
of the ST segment [10, 27].  

 

 

Fig. 2 Computer model of an infarction that was positioned into the heart 
of the patient to study the corresponding BSPM. Both ST segment eleva-

tion and depression can be observed. 

 

Fig. 1 ECG of the Visible Man with Long-QT 2 syndrome. The conductiv-
ity of the rapid potassium channel Kr was reduced by 50% or switched off. 
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Also attempts are made to find the exact location and ex-
tent of an infarction based on BSPM [9,10,12] (see 2007 
Challenge of Computers in Cardiology). Basic understand-
ing of the phenomena was achieved but many open ques-
tions remain. 

Figure 2 shows the location of an infarction in the heart 
of a patient that was positioned by hand to study the corre-
sponding BSPM. A cellular automaton was employed. The 
ST segment was elevated in the precordial leads as ex-
pected. 

C. Modeling of Atrial Fibrillation 

Understanding of triggering and perpetuation of atrial 
fibrillation (AF) was significantly supported by computer 
modeling. It was shown, that only two ectopic beats - at the 
wrong location and time - can trigger sustained AF. A con-
tinuous change from atrial flutter to atrial fibrillation was 
observed. "Rotors" and "snakes", very similar to the patterns 
observed with catheter measurements, were also detected in 
computer models - sometimes even simultaneously [13]. 

IV. MODELING THERAPEUTIC OPTIONS 

A. Modeling Ablation of Atrial Fibrillation 

Millions of elderly people suffer from atrial fibrillation 
(AF). Often drugs are the therapy of choice but sometimes 
side effects are so severe, that ablation is envisaged. Suc-
cess rate of AF ablation is only around 60%. A personalized 
planning of ablation could be the solution.  

In a computer model of the heart various ablation lines 
can be defined using a user interface to mark points in a 
visualization of the patients left atrium [28,29,30]. First it can 
be tested whether an ongoing AF can be terminated. By 
testing with typical ectopic beats, e.g. in the pulmonaries, it 
can be observed whether the heart is now resistant against 
these triggers of AF. This way the success of an ablation 
strategy can be estimated beforehand.  

Figure 3 shows the ablation strategy of Benussi [31] in a 
computer model of AF [32].  

B. Modeling of Cardiac Resynchronization Therapy 

Patients suffering from cardiomyopathy in conjunction 
with left bundle branch block (LBBB) can profit from a 
pacemaker with two electrodes. The timing and location of 
the stimulus of the two electrodes is optimized to achieve a 
better synchrony of the contraction of the two ventricles. 
Unfortunately many non-responders are observed that do 
not have any profit from the therapy. Patient specific opti-
mization using computer models may lead to a higher suc-
cess rate. 

In principle the stroke volume of the heart has to be 
maximized [33]. Since modeling of the contraction of the 
heart is not as mature as needed yet, the optimization of the 
spread of depolarization may also help. Location and timing 
is optimized until the depolarization of the patient's heart 
resembles the physiological case as good as possible [17]. 

Figure 4 shows a depolarization pattern of a patient with 
cardiomyopathy and AV block with optimized pacing.  

V. CONCLUSIONS  

Computer models of the heart contributed significantly to 
better understanding of physiology ("mathematical physiol-
ogy"). Extending their scope to diseases the basic under-
standing of various pathologies is also improved signifi-
cantly. First attempts are tried out today to adapt computer 
models of the diseased heart to individual patients. For the 
first time computer models of the heart can improve the in-
depth diagnosis of a patient and contribute to an optimiza-
tion of therapy. Thus they become an essential part of future 
software packages that assist the medical doctor in specific 
diagnosis and individualized therapy planning. 

 

Fig. 3 AF Ablation strategy of Benussi et al. in a computer model [31]. 

 

Fig. 4 Cardiac Resynchronization Therapy. Left: Physiological depolariza-
tion isochrones, right: depolarization with AV block and two optimized 

stimuli from a biventricular device [32]. 
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Abstract — Home health monitoring can help the national 
health care become more effective, cheaper for the society and 
guarantee better quality of life for individuals. Especially those 
living alone can get a user-friendly supervision. For elderly 
patients this technique guarantees a regular medical check 
including alerting of relevant health care service and/or in case 
of need, informing their relatives living apart. The aim of 
medical diagnostics is to obtain specific and sensitive diagnos-
tic results at the earliest possible stage of illness with a mini-
mally invasive procedure for the patient. This is often related 
to preventive diagnostic procedures performed at home, espe-
cially in the part of population at health risk, such as elderly 
people or children. Though many devices have been developed 
recently for home monitoring, there is still a need for develop-
ment of specialized devices covering specific physiological 
parameters, as well as for improvement of performance of 
devices present at the market. In this paper, we focus on high 
blood pressure and pulmonary pathologies, which are both 
symptoms common among population with chronic diseases. 
Therefore, there is a need for continuous research of new and 
better measurement methods and development of intelligent 
instrumentation for home health monitoring of physiological 
parameters related to these symptoms. Our development in-
cludes non-invasive blood-pressure and respiration instrumen-
tation for home health monitoring. Measuring blood-pressure 
is of vital importance in home health monitoring. The majority 
of blood-pressure meters available for home use on the market 
apply the oscillometric method. The accuracy of these devices 
is limited, especially when applied to patients with cardiovas-
cular diseases. The method we developed assures better accu-
racy and even warns the tested persons if they are not in the 
resting status necessary for the measurement. The system for 
respiratory sound analysis we developed is based on Fast Fou-
rier Transform computation and a robust algorithm for 
wheeze detection in the sound spectra. This system is intended 
for long-term monitoring and early stage assessment of asthma 
episodes, especially in children. 

Keywords — home health monitoring, blood pressure, respi-
ratory sounds 

I. INTRODUCTION  

As the expected lifetime increases the problem of sus-
taining the good health of the society needs to be addressed. 
World life expectancy more than doubled over the past two 
centuries, from roughly 25 years to about 65 for men and 70 

for women. It is estimated that life expectancy further in-
creases. National health care systems should be accommo-
dated; the prevalence rates of many diseases substantially 
change over age. In Japan, where the expected life time is 
longer than in other developed countries (78 year for men 
and 85 for women in 2002), sustaining of good health is 
promoted by home health monitoring [1]. The average 
medical expenditure per person is significantly higher for 
the elderly than for younger people. In Japan the increase in 
national medical expenditure by far exceeded the increase in 
GDP in the last decade of the XXth century. Home health 
monitoring accounts for an increasing share in Japan’s 
medical expenditure. It is estimated that in the United States 
20 – 30 % of patients receive inappropriate care [2]. Many 
diseases can be treated more effectively and at a lower cost 
if early signs are detected. The continuous monitoring re-
quires appropriate instrumentation, including sensors and 
signal processing. However, the monitored person gets a 
better care only if the processed patient data are seen by 
medical experts in time. 

In Hungary cardiovascular diseases are the leading cause 
of death, being responsible for about half of the deaths [3]. 
Furthermore, hypertension affects a high percentage of the 
population. It is estimated that 30 % of the Hungarian popu-
lation has hypertension, over age 65 this ratio increases to 
approximately 65 %. Diagnosis in the early stage would 
make it possible to start medication and treatment to prevent 
the deterioration of the patients. The presently existing 
blood pressure meters either require trained operator or do 
not assure accurate measurement [4]. An easy-to-use and 
accurate device would help in early detection and home 
self-monitoring. This latter would mean an effective aid for 
the general practitioner to monitor the patient; giving a 
feedback for treatment and medication. Good solutions exist 
to transmit medical recordings of the patient to the doctor. 
Home telecare improves care and reduces cost [5]. Further 
advantage of such systems is that the medical expert and the 
patient do not have to be at the same place. A wearable 
device is described in [6] that permanently monitors physio-
logical parameters. 

Monitoring of respiratory sounds gives information on 
the condition of the airways. Wheezes are superimposed on 
normal respiratory sounds. Analysis of wheeze helps assess 
the actual state of a patient with airway disease. 
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II. BLOOD-PRESSURE MONITORING 

A. Device for home use 

Hypertension is called the “silent killer”, as it causes no 
easily detectable primer symptoms. When the secondary 
symptoms appear and the patient visits the doctor, organs 
might be severely and incurably damaged. Regular check-
up of the population would be necessary. Devices applica-
ble for self measurement [7] and providing the necessary 
accuracy would help involve people to care for their own 
health. Self measurement is advantageous also for patients 
already diagnosed to have hypertension. The majority of 
present day (semi)automatic blood pressure meters offered 
for home use apply the oscillometric technique. This 
method detects the mean pressure in the artery (MAP) and 
calculates only an estimate of the systolic and of the dia-
stolic pressure. British and American standards for home 
blood pressure meters allow substantial deviation between 
the displayed values and the results measured by a trained 
operator manually [8], [9] [10]. Self blood pressure meas-
urement might be complementary to 24-hour ambulatory 
blood pressure monitoring (ABPM). Usually oscillometric 
blood pressure meters give correct results for those with 
normal values and may give erroneous results for those with 
cardiovascular diseases. Furthermore, the state of the arter-
ies can also be assessed during the measurement. This pa-
rameter is usually more important than the systolic and 
diastolic pressures. For the widespread application a device 
(HHM) has been developed. It can be used by persons at 
home without the aid of medical experts [11]. 

The results of daily measurements are stored in the de-
vice for two months so that the general practitioner gets 
detailed and objective information about the patient’s state 
between visits. Should the device detect an emergency 
situation or should the trend of the daily measurements 
show a possible deterioration of the patient’s state, the de-
vice is able to transmit a request for attention via mobile 
phone.  

B. Occlusion by the cuff influences the measurand 

The inflation of the cuff has an effect on the circulatory 
system. The effect is individual. The arterial pressure in the 
radial artery was measured with a COLIN CBM7000 tono-
meter in parallel with slow inflation and deflation of the 
cuff around the upper arm. Results are shown for a senior 
(Fig. 1. a)) and a young (Fig. 1. b)) healthy subject. 

The effect of the occlusion is rather different. The classi-
cal oscillomteric method would result in a good estimate for 
the senior, and a distorted one for the young subject. For the 
young subject, at the time the cuff pressure is equal to the 

supposed systolic pressure, the actual pressure in the bra-
chial artery is substantially smaller. This causes an error 
even if the pressure in the brachial artery at the beginning of 
cuff deflation differs from the one in the radial artery. 
Measuring during slow inflation gives better estimates.  

C. Improved oscillometric method 

The oscillometric method is based on the assumption, 
that the tension of the vessel’s wall is minimal, if the trans-
mural pressure (Ptr, the difference of external and internal 
pressure) is zero. Thus, the same pressure change causes the 
maximal volume (or diameter) change, if the pressure of the 
occluding cuff (CP) equals to the MAP.  

Mathematically, this phenomenon can be described by 
the volume-pressure (V-P) diagram of the vessel, or by the 
compliance (C): 

MAPCP,0Pmax
tr

tr
CC            

P
VC  (1) 

The V-P characteristic transforms the arterial pulse 
waves to oscillometric pulses (OP) that can be detected in 
cuff pressure. The maximal OP amplitude is measured 
(OPAMAP), and the systolic and diastolic values are related 
to the cuff pressures, where the OP amplitude above and 
below the MAP is ksys OPAMAP and kdia OPAMAP, respec-
tively. The constants are determined based on statistical 
data [12]. 

In case of real measurements, even the detection of OP-s 
can be a challenge, even if the patient is at rest, and there 
are no extra “physiological noises” to deal with. 

Fig. 2. shows a special record: our device (HHM) was 
used in parallel with an invasive blood pressure monitor 
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Fig. 1. Upper arm cuff (blue) and radial tonometer (red) pressure. 
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(Dräger Infinity). The invasive sensor was in the femoral 
artery. Patients were lying in the bed. Subplot a) shows the 
cuff pressure (blue) and the diastolic, mean and systolic 
pressure (red). The beginning of each OP has been detected 
(black crosses). The oscillometric signal, obtained with 
high-pass filtering (0.5 Hz cutoff frequency) is drawn in 
subplot b). The oscillometric pulses can also be derived 
from the cuff pressure after detrending, see subplot c). This 
makes the determination of OP amplitudes more accurate. 
But even in this case, the maximal amplitude cannot be 
related to MAP. Taking the inflection point for each pulse 
up-stroke (subplot c), black) gives a better result. Examin-
ing the derivative of the adjusted pulses (which is strongly 
related to compliance) is even more effective (see sub-
plot d)). Based on our measurements, we claim that the 
maximum of the derivatives indicates the heartbeat, where 
the cuff pressure during deflation crosses the MAP. 

Further, we claim, that the diastolic and systolic pres-
sures can be determined by examining the shape of the OP-
s, instead of using uncertain “magic constants” for the cal-
culation. (And a more robust algorithm can be developed, if 
other parameters – e.g. pulse transit time from the heart to 
the fingertip – are also taken into consideration). 

Because of the increasing external pressure during infla-
tion, the closing of the artery is faster. By means of the peak 
amplitudes of the OP-s and their derivatives, the systolic 
pressure can be determined. 

Assuming unvarying blood pressure pulses, the charac-
teristic values could be measured accurately, if slow cuff-in-
flation were applied. But the blood pressure is continuously 
fluctuating and additionally, too slow inflation means more 
disturbance and inconvenience for the patient. Thus, choos-
ing the optimal cuff pressure profile remains a challenge. 

On the other hand, our measurements prove that if the 
oscillometric measurement is accurate enough, and addi-
tionally a photo-plethysmographic (PPG) signal is meas-
ured, the PPG can be calibrated, and used as a short-term 
continuous blood pressure signal. This makes the charac-
terization of blood pressure fluctuation also possible.  

III. MONITORING OF RESPIRATORY SOUNDS 

Acoustic signals generated by lungs are a source of in-
formation on the condition of the airways. Wheezes are 
continuous adventitious lung sounds that are superimposed 
on normal breathing sounds. They are common clinical 
signs of obstructive airway diseases and are particularly 
present during acute episodes of asthma as they often pre-
cede asthmatic attacks. Their waveform resembles that of a 
sinusoidal sound with a dominant frequency usually higher 
than 100 Hz and duration longer than 100 ms [13]. Due to 
increased incidence of asthma in children reported in the 
past few decades, respiratory sound diagnostics and moni-
toring improvement is of special interest and represents 
valuable and important research. Given the aforementioned 
reasons we decided to develop a method for continuous 
monitoring of respiratory sounds which can be used, among 
others, for detection of wheezes and can be implemented 
using relatively simple electronic circuits and a digital proc-
essing unit. 

A. Device for home use 

In order to enable continuous monitoring, we designed  
a portable device putting special emphasis on size, weight 
and power consumption minimization of the device. The 
device consists of three parts: an analog preprocessing 
block, a digital processing block and a communication 
block. The preprocessing measurement circuits enable am-
plification and filtering of respiratory sounds (measured 
either by a microphone or by an accelerometer). The digital 
processing block consists of an AD converter and a digital 
signal processor.  

B. Wheeze detection algorithm 

For wheeze detection, we adopted a method proposed by 
Shabtai-Musih et al. [14, 15] because of its simplicity of 
implementation in simpler processors like MCUs or FPGAs. 
The method itself is composed in three steps; first, the 
power spectra are calculated using the fast Fourier trans-
form (FFT) and peaks in spectra are identified. In the sec-
ond step, a scoring algorithm is implemented and the peaks 
are evaluated according to (seven) preset criteria. Each time 
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Fig. 2. Measuring the MAP with the improved oscillometric method. All 
subplots show variation in time. 
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the criteria are met, the score is increased. If the final score 
is equal to or greater than 3, it indicates the presence of 
wheezes. Finally, the scoring result is transmitted to a health 
server for further decision-making based on incidence of 
detection in an application defined sliding time window. In 
future applications, decision-making will be enhanced with 
additional parameters extracted from physiological signals 
which will be introduced with different weight factors in 
order to increase positive predictivity and accuracy of the 
method.  

IV. CONCLUSION 

When national health care system decide to reimburse or 
equip patients living at home alone with home health moni-
toring systems, patients will get a better, more efficient 
health service. Furthermore, implementing such a system 
costs the society much less. Today’s intensive ongoing 
research and development will in the near future produce 
more available solutions; health monitoring systems will 
cover greater numbers of different chronic diseases and will 
improve the quality of life and well being of all the age 
groups.  
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Fig. 3. a) Time frequency diagram of respiration sounds. Detected wheezes 
designated with “W”. b) Sequence of wheeze detection indicators. c) 

Asthma attack detection using sliding time windows.  
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Abstract — Somatosensory evoked potentials are used along 
with motor evoked potentials for ensuring patient safety dur-
ing scoliosis surgery. The operating room is a difficult re-
cording environment with electromagnetic noise overlapping 
the few µV signal that is used to asses the status of the somato-
sensory tract of the patient during the operation. In this paper 
we study three methods to improve the signal-to-noise ratio of 
the recorded samples. The widely used arithmetic mean is 
compared with median and trimmed mean methods.  

Arithmetic mean smoothed the curves and median and 
trimmed mean preserved higher frequencies. The calculated 
signal-to-noise ratios using the three methods yielded similar 
values with some higher figures during suppression EEG ep-
ochs using median and trimmed mean. As a conclusion all 
methods gave results of our data, but none was significantly 
better than the others.  

Keywords — Somatosensory evoked potentials, Signal-to-
noise ratio, Ensemble averaging, Anaesthesia. 

I. INTRODUCTION  

Somatosensory evoked potential examinations are at pre-
sent routinely conducted in neurophysiology laboratories. 
They are also used in intra operative monitoring for secur-
ing the functionality of the somatosensory tract of the pa-
tient [1].  

We have compared the signal-to-noise ratio (SNR) re-
sults of intraoperative monitoring (IOM) tibial somatosen-
sory evoked potential (tSEP) data during different electroe-
ncephalography (EEG) phenomena, which contribute 
uniquely to the forming of the tSEP result. Ensemble aver-
aging using arithmetic mean was used for improving the 
SNR of the results [2]. In this study we further explore the 
issue using different averaging methods for improving the 
SNR of tSEPs. Higher SNR yields results faster, which is 
important in ensuring the integrity of the somatosensory 
tract of the patient.  

The methods we have used are all based on ensemble av-
eraging but the usual arithmetic averaging process is re-
placed by median and trimmed mean processes. In cardiol-
ogy median has been used in ambulatory ECG [3] and 
anaesthesia ECG [4] for transient filtering and in evoked 
potential studies for minimizing noise [5, 6]. The trimmed 
mean has been used also in ECG artifact detection [7] and 

in event related potential studies [8]. Median is useful when 
there are sharp noise transients, but the combination of 
median and arithmetic mean, the trimmed mean, may im-
prove the tSEP outcome by rejection of extreme values and 
preservation of data points.  

II. MATERIAL AND METHODS 

For this study we have used the same set of patients as 
previously [2] to enable the comparison of the averaging 
methods. The 8 patients selected for this study were oper-
ated in Tampere University hospital during 2006 and 2007 
for idiopathic scoliosis. The monitoring device was En-
deavor Bravo intraoperative monitoring system (Viasys 
Healthcare, PA, USA). The acquired EEG was sampled at 8 
kHz. The tSEP stimulation frequency was 3,1 Hz. After 
recording the EEG was moved to off-line analysis with 
Matlab (Mathworks, MA, USA), where it was band pass 
filtered with 30 to 200 Hz to reject high and low frequency 
noise not associated with tSEP. The EEG was visually 
scored using Somnologica Studio (Embla, Co, USA) to 
bursts, suppressions and spindles [9,10] and technical arti-
facts, which were omitted from the study. The EEG con-
tained some 50 Hz mains artifact.  

An optimal tSEP channel was calculated for each patient 
by selecting the EEG derivation yielding the highest tSEP 
responses [11]. Channels used were the derivations of stan-
dard 10-20 EEG locations [12], from which Fz-Cz or C3-C4 

 

Fig. 1 Ensemble averaging of evoked potentials can be done using arith-
metic mean (a), median (m) or a combination of the two called trimmed 
mean (t). In trimmed mean the ratio of arithmetic mean to median can be 
anything, but here we compare pure arithmetic mean, 50% trimmed mean 

and pure median. 
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was most frequently selected. The tSEP responses occurring 
during the three EEG epochs were separated to their respec-
tive datasets and ensemble averaging with a rejection crite-
rion of 200 µV peak-to-peak per single response was used 
to improve the SNR inside the sets. 

Ensemble averaging is based on simple signal model in 
which the potential xi.of the ith stimulus is assumed to be 
additively composed of a deterministic, evoked signal com-
ponent si and a random noise ni which is asynchronous to 
the stimulus 

iii nsx   (1) 

The noise is assumed to have zero mean and it is uncor-
related between measurements. Noise and signal need to be 
uncorrelated and signal needs to have constant waveform 
morphology [13]. 

The mean is calculated giving equal weigh factors of 
(1/N) to each sample in the set, where N is the total amount 
of samples (Eq 2).  

i

N

i
mean x

N1

1
  (2) 

The trimmed mean (Eq 3) is a hybrid of both arithmetic 
mean and median, because after sorting the samples to as-
cending order equal amount of samples are removed from 
both high and low end. Arithmetic mean is thereafter calcu-
lated from the remaining samples. This is equal to giving a 
weight factor 0 to the samples outside the window 
p+1 i N-p where p= N, ={0...0,5}, and a weigh factor 
1/(N-2p) inside the window [8,14]. In this study use an 

=0,25 which removes 50% of the data points, 25% from 
the low and 25% from the high end. Equal amount of sam-
ples are removed from both ends to ensure that the remain-
der of the samples are located in the center of data. Arith-
metic mean is calculated from the remaining samples. 

NN

Ni
imeantrimmed x

NN 1
. 2

1
 (3) 

In median suppose that the data has the size of (2M+1), 
where M is a positive integer, then the median is the value 
of the (M+1)th ordered observation. In the case of even data 
size 2M the median is defined as the value of the mean of 
the samples M and M+1. A weight of one is applied to the 
(M+1)th sample in the case when the number of samples is 
odd and weights equal to 1/2 to both Mth and (M+1)th sam-
ples when the number of samples is even [15]. 

The SNR of the averaged tSEPs from the sets were cal-
culated using the method proposed in [16], where variances 
of the averaged signal and the noise estimate are divided 
giving the true SNR power ratio of the ensemble. This is 
used to compare the effectiveness of the methods. 

III. RESULTS 

The results of the study are shown in Fig 2 and Table 1. 
In Fig 2 the ensemble averaged data with N={4,16,64, 256} 
are shown using all the three methods: arithmetic mean, 
trimmed mean and median. N=256 was chosen as an end-
point of the process because the tSEP response had already 
formed between 30 and 40 ms.  

All methods are able to provide acceptable visual results 
of the tSEP response. Arithmetic mean smoothes the re-
sponses the more there are single responses in every result, 
whereas median is able to retain high frequency components 

 

Fig. 2  The results of ensemble averaging of the data of an example  
patient with burst, suppression and spindle sets when N responses have 
been processed. For the sets three averaging techniques have been used: 

arithmetic mean (a), 50% trimmed mean (t) and median (m). The example 
patient had enough spindle responses only for N=64.  

Table 1 The min and max SNRs of the patients using arithmetic mean 
(a), 50% trimmed mean (t) and median (m). 

N Method Burst Suppression Spindle 
4 a 0,46 - 6,90 0,54 - 3,57 0,61 - 3,18 (5) 
4 t 0,49 - 7,06 0,43 - 3,75 0,54 - 3,53 (5) 
4 m 0,49 - 7,06 0,43 - 3,75 0,54 - 3,53 (5) 
16 a 0,57 - 3,45 1,15 - 7,80 0,89 - 1,40 (4) 
16 t 0,24 - 3,50 1,45 - 7,35 0,90 - 1,35 (4) 
16 m 0,29 - 3,84 1,40 - 8,63 0,96 - 1,76 (4) 
64 a 0,37 - 9,53 1,77 – 63,30 0,41 - 3,49 (2) 
64 t 0,31 - 9,32 2,45 – 62,58 0,48 - 3,54 (2) 
64 m 0,35 - 9,28 3,39 – 62,70 0,54 - 4,09 (2) 

256 a 1,32 - 32,86 5,44 - 398,08  
256 t 1,01 - 31,47 6,24 - 396,84  
256 m 1,25 - 34,18 9,80 - 403,29  

The amount of patients in burst and suppression set was 8. The amount of 
patients decrease in spindle column (shown in parenthesis) as N grows, 
because simultaneous spindles and tSEP responses were rare in this set of 
patients. 
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which can be seen as sharper peaks. Also arithmetic mean 
produces slightly lower amplitude for the response than 
median. Trimmed mean lies between the both methods in 
inspection of the response curve. From Table 1 it can be 
seen that the three methods produce similar SNR values 
through out the patients, except in the minimum values of 
suppressions with high N, where median and trimmed mean 
have the highest difference to arithmetic mean. Comparing 
the burst, suppression and spindle sets the tSEP responses 
during suppression yielded the significantly higher SNR 
values in N={16,64,256} than during burst and spindles. 

The maximum amplitude of the response lowers some-
what when N is high in all methods because of small ampli-
tude and latency variations (jitter), in the single responses, si. 

IV. CONCLUSIONS  

We have compared three averaging methods for improv-
ing the SNR of anaesthesia tSEP responses recorded during 
scoliosis surgery. All the methods produced results, but 
arithmetic averaging smoothed the curves, where as median 
and trimmed mean preserved higher frequencies. This is 
visible as sharper peaks through out the example curves. In 
burst and suppression sets median and trimmed mean were 
promising but did not give any significant difference. Using 
an example with sharp transients could show the effective-
ness of removing extreme values using median and trimmed 
mean.  

Median suffers from quantization as N grows, because 
the recording equipment, Endeavor Bravo, uses 16 bits to 
store samples with a resolution of 1 µV. In suppression 
when N=256 there are only 9 voltage values representing 
the response, as the maximum amplitude is 9 µV. This 
means that 4 bits are enough to encode the response. If the 
16 bits could be used more effectively, it could improve at 
least the visual outcome of median and trimmed mean on of 
the tSEP with high N. The SNR calculation method used 
yielded quite similar values regardless of the averaging 
method; other SNR evaluation methods could be investi-
gated. Further investigations are needed to find out more of 
these now studied methods in IOM tSEP use. 
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Modelling Interrupter Measurements of Respiratory Resistance 
J. Talts, J. Kivastik 
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Abstract — The interrupter resistance (Rint) technique for 
assessing respiratory mechanics requires minimal cooperation 
and can therefore be successfully performed in young children. 
The method involves a brief (100 ms) occlusion of the airflow 
during the tidal breathing while pressure measured at the 
airway opening equilibrates with alveolar pressure. Rint can be 
calculated when dividing the driving pressure by flow at the 
mouth immediately prior to occlusion.  

The aim of our study was to develop an electrical circuit 
model capable of simulating the main changes observed in the 
pressure signal and to investigate the influence of model circuit 
elements on that signal.  

We used a two compartment series model. Additionally, 
since the interrupter technique induces fast changes in air 
velocity, the inertial properties of the air column must be ac-
counted for. This was done by inserting the inductance element 
into the model. The circuit consists of six elements, including 
the interrupter switch.  

Using this model, it was possible to generate a variety of 
waveforms similar to pressure changes obtained from inter-
rupter measurements with preschool children. Different calcu-
lation methods for Rint and oscillation amplitudes in various 
states of airway obstruction can be discussed from the model-
ling viewpoint. Furthermore, the influence of the construction 
of the interrupter device on the waveforms can be predicted.  

Keywords — lung function, airway resistance, interrupter 
technique, modelling 

I. INTRODUCTION  

The interrupter resistance (Rint) technique is based upon 
the premise that when the airway is suddenly occluded 
during the tidal breathing, there is a pressure change at the 
mouth, which equals the resistive pressure drop across the 
airways. Resistance can be found by dividing this pressure 
difference by the preocclusion flow. Immediately after oc-
clusion, there is a very rapid change in pressure, followed 
by damped pressure oscillations, and finally, there is a rela-
tively slow rise in pressure. 

Rint measurement has been shown to be feasible for 
studying lung function in preschool children with mild 
bronchoconstriction. It has been stated that pressure equili-
bration between the alveoli and mouth can be incomplete in 
case of severe airway obstruction and therefore, the inter-
rupter technique may underestimate airway resistance. For 
this reason its role in measuring increased resistance values, 

such as during bronchoprovocation testing remains to be 
determined [1]. 

In addition to calculating just one Rint value, there have 
been attempts to pay more attention to the dynamic behav-
ior of pressure equilibration between the mouth and alveoli 
seen as pressure oscillations. Analysis of those oscillations 
has been suggested to provide additional indices of change 
in airway mechanics [2-4]. In a previous study we calcu-
lated several different amplitude parameters and they all 
changed significantly after bronchoprovocation testing [5]. 
Unfortunately, it is difficult to compare results from differ-
ent studies, because in addition to bronchial diameters the 
oscillations can also be influenced by several other factors, 
like the length of the mouthpiece up to the shutter and the 
lung volume [3]. All those factors could be accounted for 
when using a model of interrupter technique. The mechani-
cal resistances, compliances and inertances of the respira-
tory system (and device) can be correlated with models 
consisting of electrical components that are analogous to the 
respiratory system’s mechanical components.  

The aim of our study was to develop an electrical circuit 
model capable of simulating the main changes observed in 
the pressure signal from the interrupter technique and to 
investigate the influence of model circuit elements on that 
signal. 

II. MATERIALS AND METHODS 

A. Modelling 

The respiratory system with flow interrupter is modelled 
by the electrical circuit shown in Figure 1. This is a minimal 
configuration, capable of generating waveforms similar to 
those registered during airflow interruption. 

 
R1 L R2 

C1 C2 Sw

PmoPalv

 
Fig.1. Electrical model for interrupter measurements 
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The interrupter switch (Sw) is presented as a variable re-
sistor with increasing resistance during interrupter closure, 
typically taking 5-10 ms. As a response to this the pressure 
curve shows a rapid rise, followed by damped pressure 
oscillations. These oscillations can be modeled by RLC 
circuit, where the element values determine the frequency 
and damping of oscillations [2]. Finally, there is a relatively 
slow rise in pressure curve, which cannot be described by 
the abovementioned RLC circuit alone, and hence, an addi-
tional RC section must be included. In essence, this is a two 
compartment series model. 

All simulations were conducted in the MATLAB soft-
ware environment. Mouth pressure (Pmo) curves were gen-
erated by numerical integration. During the short time of 
interruption, the alveolar pressure (Palv) was considered to 
have a constant value of 500 Pa. First we fixed one set of 
element values as a baseline condition: R1=500 Pa s /L, 
R2=1000 Pa s /L, C1=4 10-5 L/Pa, C2=5 10-7 L/Pa and L=2 
Pa s2 /L. The resistance of the interrupter switch (Rsw) dur-
ing closing was modelled similar to [6], 

2

2
sin1 t

T

kRR psw ,  (1) 

where constant transducer resistance Rp=100 Pa s/L and 
valve dimension coefficient k= 6 Pa s L-3. The closing time 
of the interrupter (T) for baseline was set to 5 ms.  

In order to find out how the changes in different elements 
of the model influence the pressure transient, we changed 
the values for R1, R2 and C2 separately to 200, 125 and 200 
% of their baseline value, respectively. Additionally, the 
closing time of the interrupter was doubled in one simula-
tion. 

B. Comparison of simulations with actual data from 
children 

As a second task, we fitted the pressure waveforms de-
veloped by the model to experimental interrupter curves 
from our previous measurements with preschool children. 

Subjects were 44 healthy and symptomatic children aged 
3-6 years who completed the methacholine challenge and 
were described in detail in a previous paper [7]. Rint was 
assessed using a single MicroRint device (Micro Medical, 
UK). During normal and quiet breathing, up to 10 interrup-
tions were made on the peak flow of the expiration. The 
valve of such a device closes within 10 ms and remains 
closed for 100 ms. Sampling frequency of the pressure sig-
nal was 2000 Hz. 

We chose the curves from baseline and post-
methacholine measurements, the latter representing the state 
of bronchoconstriction. The fitting was performed using the 
Levenberg-Marquardt algorithm. 

III. RESULTS 

Using the model, we generated different waveforms ac-
cording to specified conditions. The baseline conditions for 
simulation, described in the Methods section, are shown in 
Figures 2-4 with thin lines.  

The increased airway resistance in the peripheral part of 
the respiratory system corresponds to a bigger value of R1. 
This case, with R1=1000 Pa s/L, is shown in Figure 2. The 
pressure rise after oscillations is slower, and it depends on 
the time factor R1C1 how close the pressure at the end of 
the interruption reaches the theoretical steady state value. 

The slightly enlarged value of R2 (the resistance of cen-
tral airways and the device) caused damping of oscillations 
to a greater extent, as can be seen in Figure 3. 

The influence of increased C2 (representing the volume 
close to the shutter, e.g. bigger mouthpiece, unsupported 
cheeks) is shown in Figure 4. The oscillation amplitudes 
and frequency were lower compared to those from the base-
line curve. 

The influence of increased interrupter closing time can be 
viewed in Figure 5. In addition to the time shift, the initial 
pressure rise was smaller. 

 
Fig.2. Simulated pressure waveforms for baseline conditions (thin) and for 

increased R1 (bold).  
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One example of our attempt to fit simulated pressure 
waveforms with actual data recorded from small children is 
shown in Figure 6. Typically, we found a remarkable fitting 
discrepancy during the oscillation process. This could be 
explained by the variable character of oscillations in meas-
ured waveforms, i.e. both the frequency and damping prop-
erties were changing in time. As a rule, the frequency was 
higher and the damping factor was lower at the beginning of 
oscillations. 

 
Fig.5. Simulated pressure waveforms for baseline conditions (thin) and for 

increased closing time (bold). 

 
Fig.6. Measured pressure waveform from a child (thin) and a fitted curve 

generated by the model with linear elements (bold) 

IV. DISCUSSION 

Different techniques for analyzing the mouth pressure 
curve after the flow interruption have been proposed and 
these have been compared to find a technique with the best 
combination of repeatability and sensitivity to change, e.g. 
in bronchodilatation testing [8]. However, there is still no 
consensus as to which of those would be preferred in de-
scribing changes in lung mechanics. The curves in ob-
structed children are considerably more concave with re-
spect to the x-axis than in adults, and this can represent a 
difficulty when back-extrapolation is used. There is no clear 

 
Fig.3. Simulated pressure waveforms for baseline conditions (thin) and for 

increased R2 (bold). 

 
Fig.4. Simulated pressure waveforms for baseline conditions (thin) and for 

increased C2 (bold). 
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answer to the question about which changes in the respira-
tory system cause those differences in the pressure curve.  

Modelling of the respiratory system is often used, start-
ing from simple models including only total respiratory 
resistance and elastance and reaching much more sophisti-
cated multiple compartment models. Many studies have 
concentrated on fitting respiratory impedance spectra with 
different models [9-10], but there are also some publications 
about modelling the interrupter technique. Jab o ski and 
coauthors have proposed a methodological transformation 
from the real physiological system, through its linear com-
plex model (forward model) to the reduced metrological 
form (inverse model). Using those models they have as-
sessed different algorithms of the post-interrupter data 
analysis [11] and also the influence of interrupter valve 
properties [6]. 

Our model was relatively simple, consisting of two sec-
tions, one of them oscillating quite rapidly and the other 
having a slower time constant. An assumption was made 
that during short interruption (100 ms), the alveolar pressure 
does not change substantially. This allowed simpler simula-
tion and model identification. However, we think that those 
simplifications do not cause the fitting discrepancy during 
oscillations, but that this is mainly due to nonlinear effects, 
i.e. the fitting with linear elements cannot follow the vari-
able character of oscillations in measured pressure curves. 

V. CONCLUSIONS 

The modelling showed that the pressure oscillations and 
the later rise in pressure can be influenced by different parts 
of the airway/measuring system. Bronchoprovocation test-
ing often causes changes in the phase of the slow rise of the 
pressure signal. This corresponds to the increase of R1 in 
the model. The oscillation amplitude depends on different 
factors, like the resistance and volume of the mouthpiece 
and central airways and the closing time of the shutter. 
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Coupling Axis-Length Profiles with Bezier Splines in Finite Element Head Models 
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Abstract — We built a realistically-shaped head volume con-
ductor model using the finite element method (FEM).  We  
lofted Bezier splines together to reduce the computational 
boundary complexity while preserving the geometrical struc-
ture.  We based our spline reduction on coupling axis-length 
profile slopes of major and minor angular distances. We found 
that the optimal ratio of points per spline to the number of 
slices per tissue ranged from 1 to 1.5. We supported the struc-
ture reduction with an adaptive mesh, using quadratic-order 
tetrahedral basis elements with the highest resolution at the 
subdomain boundaries to maintain the geometric integrity. 

Keywords — Profiles, Bezier splines, finite element models. 

I. INTRODUCTION  

The complexity of models can make them intractable.  
Therefore, we should find ways to reduce the geometrical 
complexity while preserving the results. The finite differ-
ence method (FDM) is limited to merging or eliminating 
matrix rows, columns, and layers to reduce the number of 
elements in order to make the model more tractable.  Since 
FDM is based on prism-shaped voxels (i.e. optimally cubic 
voxels), the geometry resolution is sacrificed, thus creating 
larger boundary-segment edges in a stair-stepped effect.  
When the resolution is high, these smaller stair-stepped 
edges simulate biological curves, but when the resolution is 
sacrificed, it does not [1]. 

Zhang and Molenbroek [2] lofted B-splines together to 
build their human head using approximately 200 splines and 
clearly indicated that they did not optimize the number of 
slices to build their model. Shyy and Fleury [3] used higher 
order basis elements with Bezier and B-splines.  We built a 
spline-reduced head volume conductor model using the 
finite element method (FEM).  We coupled axis-length 
profiles with slopes to minimize the profile energy of each 
Bezier curve [4].  We supported our frame-structure reduc-
tion with an adaptive mesh, using quadratic-order tetrahe-
dral basis elements with the highest resolution at the sub-
domain boundaries [5, 6]. 

II. MATERIALS AND METHODS 

We provide the mathematical basis of Bezier splines in 
Section II A.  Then we apply it to our model in Section II B. 

A. Bezier Splines 

We constructed our realistically-shaped head volume 
conductor model by creating three dimensional (3-D) Bezier 
spline surfaces.  We chose Bezier splines for their capability 
to realize biological shapes through a closed set of piece-
wise polynomial curves [4].  Each Bezier curve is described 
by the Bernstein basis function [3] 

                           (1) 

where the binomial coefficient                    

                            , (2) 

which is determined by the degree of the polynomial n and 
the vertex i.  The shape of the Bezier curves are regulated 
by control points Pi setting the position vector [3] 

                     . (3) 

This definition of the Bezier splines through control 
points gives it the intrinsic geometry-preserving property. 

B. Finite Element Head Model 

We started with a segmented head of the Visible Human 
Woman (VHW) measuring 640 by 530 by 670 pixels per 
dimension, having a 0.33 mm resolution per each axis unit. 
Ultimately, we constructed a four tissue model extending 
from the vertex down to the nasion with plans of extending 
it inferiorly in the future. We constrained our slice-selection 
criteria for each tissue beginning with the apical slice after 
the noise removal from the first few slices of the radial-
angular distances, i.e. the length measured from the tissue 
centroid to the tissue boundary for each slice. 

According to image analysis, we optimized our geometry 
based on the variation of the major and minor radial-angular 
axes of the transverse, coronal, and sagittal slice sections. 
From this analysis we selected which slices to use and how 
many splines per slice for each tissue. We used the radial-
angular-axis lengths for the Bezier-spline control points. We 
began with a minimalist approach starting initially with a 
pair of slices. Meanwhile we added slices until the profile 
energy of the radial-angular axes was minimized past a 
threshold that eliminated side effects such as distortion, 
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warp or twisting between slices and surface spline curves.  
We set this threshold according to the slope of the profile to 
the number of slices.   

We set our parametric compartments to conductivities of 
0.45 S/m, 0.025 S/m, 1.79 S/m and 0.25 S/m for the scalp, 
skull, CSF and brain, respectively [7 – 9]. We tested our 
model by feeding a unit reciprocal current into our model 
according to the reciprocity theorem.  Lastly, we mapped 
the spatial volumes of the model to verify the half sensitiv-
ity volume (HSV) [10] and the fifth sensitivity volume 
(FSV) [11]. 

III. RESULTS 

We analyzed the major and minor radial-angular axis 
lengths versus slice number for each type of cross section 
i.e. transverse, coronal and sagittal sets (Fig. 1).  The outline 
of the forehead, nose, and lips can be identified from the 
transverse major axis length in Fig. 1a (thick black line). 
Underneath the nose the edge of the nasal and maxilla bones 
(Fig. 1a red line) sink below the cartilaginous nose [12]. 
Altogether these graphs of the major and minor profiles 
captured the changes in radial extrema.  These profiles indi-
cated the energy change per slice in the exterior-shape pro-
file of each tissue.   

The noise associated with the image analysis of the MRI 
slices correlates with the edges of each tissue detected or a 
complex tissue structure.  The tissue-boundary noise was 
present in the first 2.5% of the measured radial-angular axis 
lengths as the measurements approached zero i.e. the first 
few slices of each set. The noise present in the transverse 
minor axis length of the skull (Fig. 1a light purple) corre-
lates with the collection of several bones surrounding air 
cavities i.e. the nasal, maxilla, vomer, palatine bones [12].  

The exterior scalp, skull, cerebrospinal fluid (CSF), and 
brain required eight irregularly-spaced, splined slices as a 
minimum to preserve the geometrical integrity of the cal-
varium i.e. the natural curvature of the head (Fig. 2). We 
found that the optimal ratio of the number of Bezier splines 
to the number of slices per tissue approximately ranged from 
1 to 1.5.  We chose this range according to the slope ratio 
because it minimized the energy per Bezier curve, thereby 
eliminating twist and warp and minimizing distortion.  
These unwanted side effects were directly related to the 
number of control points i.e. radial angular axis lengths, 
included with each set of splines. When the ratio exceeded 
this range by one standard deviation, the lofted splines 
twisted, which distorted the actual surface geometry by 
adding unwanted concave curvature between the slices. 
Extreme aversion to this ratio yielded degenerated-triangular 
or tetrahedral mesh elements in the subsequent mesh phase.  

Small, narrow, or high aspect ratio boundary features be-
tween tissues also caused poor mesh performance.   

Our model yielded 1 + 0.1% HSV and 0.08 + .004% FSV 
for high-resolution electrode montages of 256 channels.  
The volumes increased to 3% and 0.35% for the HSV and 
FSV, respectively, of a 64-channel montage. The spatial 
volumes of the head models agreed with analytical spherical 
models and realistically shaped models [10, 11, 13].   

 
(a) Transverse – Major & Minor Axis Lengths 

 
(b) Sagittal – Major & Minor Axis Lengths 

 
(c) Coronal – Major & Minor Axis Lengths 

Fig. 1 The major axis-length profiles of the scalp/skin (thick black), skull 
(red), CSF (blue), and brain (green) and the minor axis-length profile of the 

skull (light purple). These axis lengths are measured from the tissue cen-
troid per each slice in units of voxels. 
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(a) Scalp – Inferior view looking into the scalp/skin 

 
(b) Skull  – Superior view of the skull i.e. scalp removed 

 
(c) All tissues – View looking into calvarium cut 4 cm from vertex 

Fig. 2 (a) The geometrical frame of the scalp is a 3-D bowl shaped struc-
ture sitting inverted. (b) The top view of the skull is facing to the left. (c) 

The calvarium of all 4 tissues sits on the table as if it were removed.   

IV. DISCUSSION 

Splined volumes can preserve the geometrical integrity of 
the original object. When coupled with the slope of the cross-
sectional radial-angular axis lengths, we can reduce the num-
ber of splines without compromising the geometry in order to 
reduce the computational geometric complexity. We chose 
closed quadravtic splines to define the boundaries.  Closed 
linear splines form polygons, whereas, the quadratic and 
cubic polynomials capture natural biological curvature [4].  

The splines define the geometric boundaries i.e. the 
framework that defines the mesh boundaries. Even complex 
geometrical structures can be decomposed into simpler 
geometrical parts to take advantage of the Bezier splines 
[3].  Regardless of how closely each Bezier spline captures 
boundary images, the accuracy of the splines depends on the 
accuracy of the source data [2]; however, more spline 
curves must be added to capture finer localized details of 
interest such as sulci and gyri of the brain.  

The model resolution can only be upheld if there is a 
high-resolution mesh at the boundary interfaces because the 
boundaries are the focus of the computational solutions.  In 
our models we used adaptive meshes with highest resolution 
at the boundaries and reduced resolution within the subdo-
main interior to take advantage of the finite element (FE) 
basis function, the FE-solution interpolation over each ele-
ment, and to reduce the model complexity [5, 6].   In 
agreement with Geneser et al. [6], we used a second degree 
basis function to more rapidly capture variation within the 
solution compared with the first degree.  They found the 
second degree to be optimal for the geometry of biological 
nature and fitting to the solution of Maxwell’s equations. 

An application of these axis-length distances can use the 
orthogonal radial-angular axis lengths to repair missing data 
or noise from one set of slices e.g. using the coronal and 
sagittal data to repair the transverse data.  Furthermore, they 
can be used to alter the control points of a model for any 
desired localized deformations. 

V. CONCLUSIONS  

Splined volumes can preserve the geometrical integrity 
of the original object. When coupled with the slope of the 
cross-sectional axes, the number of splines can be opti-
mized.  Bezier splines can successfully reduce the model 
complexity while minimally altering the original geometry 
in order to preserve the solution of the model. 
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Abstract — Premature birth is the leading cause of a neona-
tal death, so, it is extremely important to distinguish the preg-
nancy at risk of preterm threatening labour. The electrohys-
terography seems very promising as a method which enables 
noninvasive recording of readable bioelectrical signal of uter-
ine muscle. The developed instrumentation enabled simultane-
ous recording of bioelectrical signals by means of electrodes 
attached to abdominal wall and mechanical activity of uterine 
muscle  using fetal monitor. Material comprised 27 patients in 
physiological pregnancy (27 ÷ 40 week), and 21 patients (23 ÷ 
36 week) with the symptoms of threatening premature labour. 
The obtained results showed that quantitative parameters of 
detected uterine contractions: amplitude and contraction area, 
obtained both for mechanical and electrical activity, were 
statistically significant (p < 0.05) to distinguish the patients at 
risk of premature labour. However, their reliability is low 
because they strongly depend on individual patient features. 
We consider the parameters characteristic for electrohystero-
gram exclusively e.g. contraction power and its median fre-
quency as more useful (p < 0.05). Noninvasive electrohystero-
graphy ensures higher sensitivity and specificity for 
recognition of uterine contraction activity in comparison to 
classical mechanical  method. 

Keywords — electrohysterography, uterine activity, prema-
ture labour. 

I. INTRODUCTION  

Premature birth is the leading cause of a neonatal death. 
Therefore, it is extremely important to distinguish the high-
risk pregnancy group comprising pregnant women at risk of 
premature uterine contraction activity. As it has been con-
firmed in clinical practice, the classical external tocography 
is not sufficient for precise discrimination of patients at risk 
of premature labour. Thus, it seems very promising to intro-
duce into clinical practice the electrohysterography (EHG), 
as a method which enables noninvasive recording of read-
able bioelectrical signal of uterine muscle [1, 2]. 

Contraction of the uterine muscle cell is a result of the 
flow of ion currents which causes in the cell surrounding a 
change of electromagnetic field called the bioelectrical 
activity. In the signal of potentials difference recorded be-
tween two points on maternal abdominal wall, the bioelec-
trical activity during uterine contractions is manifested by 

the bursts of action potentials. They occur synchronously 
with the mechanical uterine activity. Current knowledge 
concerning electrical uterine activity confirms that the com-
plete information on this kind of activity can be obtained 
from the signal analyzed in the frequency band of 0 ÷ 5 Hz. 
Slow wave component represents occurrence of bursts, 
which occur synchronously with the mechanical uterine 
contractions. Fast wave component (the useful frequency 
band is 0.1 ÷ 3 Hz) is supposed to comprise information on 
electrophysiological properties of the uterine muscle. The 
EHG signal can be modeled as an action potentials fast 
wave whose amplitude is modulated by the slow wave cor-
responding to the contractions frequency. Such model al-
lows us for a detection of the uterine contractions in the 
electrohysterogram and performing their time domain 
analysis in similar way as for conventional tocogram. The 
additional spectral parameters can be obtained exclusively 
from the analysis of the EHG fast wave. This feature of the 
electrohysterography makes it very promising approach for 
evaluation of the risk of premature labour on the early stage 
of pregnancy. In this paper we described an attempt to esti-
mate the efficiency of a set of parameters obtained from the 
EHG signal analysis for evaluation of a risk of premature 
labour. 

II. METHODLOGY 

A. Signal acquisition  

The research system for simultaneous recording of me-
chanical and electrical uterine activity is presented in Fig. 1. 
The computerized system for fetal monitoring MONAKO 
[3] was used as the channel for measurement of the me-
chanical activity, whereas the electrical activity was ac-
quired by means of the system for acquisition and analysis 
of bioelectric signals KOMPOREL [4]. 

The HP 1351 fetal monitor (Hewlett-Packard, USA) 
equipped with strain gauge transducer was used as an input 
device in the fetal monitoring system. The monitor is con-
nected to the computer through the interface unit, which 
accepts different types of signal output connection including 
digital serial link and analog output. 
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Additionally, the interface unit assures the patient’s 
safety complying with general international standards for 
medical equipment. Incoming signals of mechanical uterine 
activity (UC) are on-line analyzed and stored in the system 
database.  

The system for acquisition and analysis of bioelectric 
signals being recorded on maternal abdomen surface con-
sists of two separate parts: the microcontroller-based re-
corder of bioelectric signals and external computer. Re-
cording circuit in a form of external, optically isolated 
module enables both the fetal ECG signal acquisition and 
electrical uterine activity by using the same signals being 
recorded on maternal abdomen surface. Entire circuit allows 
the amplification of recorded signals from the tens of mi-
crovolts up to a few volts level. Gain adjustment prevents 
the reaching of saturation state by the amplifiers in case of 
strong isoline drift. Moreover, the band-pass filters allow 
the change of lower cut-off frequency from 0.05 Hz to 1 Hz, 
thus also securing the circuit against too large low-
frequency interferences. Selection of proper gain and cut-off 
frequency of filters can be done using virtual instrumenta-
tion screen at the beginning of monitoring taking into ac-
count the visual assessment of abdominal signals recorded. 
High cut-off frequency of filters is established at 150 Hz, 
hence at the sampling frequency of 500 Hz, the recorder 
circuit is fully protected against a possibility of aliasing 
occurrence. 

Typical configuration of the abdominal electrodes com-
prises four electrodes placed around the navel and the refer-
ence electrode placed above the pubic symphysis. Addition-
ally on the left leg, the common mode reference electrode is 
placed. Electrical activity of uterus is presented in all leads, 
however the strongest differential signal is obtained usually 

in the channel which is formed by two electrodes placed in 
the vertical median axis of the abdomen. 

B. Material  

Duration of one monitoring session was between 10 and 
60 minutes (43 minutes on average), which allowed us to 
recognized from 15 to 25 contractions in each trace. Mate-
rial was divided into two groups: Group I with 27 patients 
in physiological pregnancy between 27 and 40 gestation 
week, and Group II comprising 21 patients between 23 and 
36 week with the symptoms of premature threatening la-
bour. 

C. Signal analysis  

In the fetal monitoring system the on-line analysis of UC 
signal relies on determination of quantitative parameters 
describing the detected uterine contractions: occurrence rate 
RUC, duration DUC, amplitude AUC and area SUC pattern. 
Detection relies on finding those segments in the UC signal 
whose amplitude exceeds the threshold level by 20 units for 
period longer than 30 seconds.  The threshold level is ob-
tained by adding the constant value of 10 units to the so 
called basal tone. The basal tone represents some resting 
strain exerted by the uterine muscle on the strain gauge 
transducer when contractions do not occur.  The basal tone, 
which slowly changes during monitoring, is estimated bas-
ing on the analysis of UC values frequency distribution of 
the UC values [5]. 

In order to detect the contractions in electrohysterogram 
and to perform their classical time domain analysis, it is 
necessary first to extract the slow wave from acquired sig-

 
Fig. 1 System for simultaneous recording of mechanical and electrical uterine activity 
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nal. The method of extraction of slow wave corresponding 
to UC signal is based on calculation of consecutive root-
mean-square values in 60 s window stepped with 3 s. 
Unlike the mechanical activity signal, the amplitude of 
electrohysterogram strongly depends on a given patient. 
Therefore, the algorithm applied for contractions detection 
should to compensate the amplitude variation between elec-
trohysterograms [5]. Contractions detected from EHG are 
described by the following quantitative parameters: occur-
rence rate REHG, duration DEHG, amplitude AEHG and area 
SEHG. 

 After calculation of pattern timing parameters the seg-
ments with bursts of action potentials are selected from the 
raw EHG signal. They are used to determine parameters 
exclusive for electrical uterine activity: signal power P, 
median frequency Fmed, maximum power frequency Fmax 
and contraction intensity I. 

III. RESULTS 

General descriptive statistics determined for quantitative 
parameters of contractions detected both in mechanical 
(UC) and electrical (slow wave component of EHG) signals 

is presented in Table 1. As it can be seen, statistically sig-
nificant differences were obtained between corresponding 
parameters in each group. In the Group I (women in physio-
logical pregnancy) such conclusion concerns occurrence 
rates (REHG and RUC), durations (DEHG and DUC), and finally 
areas of detected contractions (SEHG and SUC). Whereas in 
the Group II  (patients with symptoms of premature threat-
ening labour) only occurrence rates (REHG and RUC) show 
significant differences. The obtained results confirm differ-
ent characteristics of mechanical and electrical uterine activ-
ity. Additionally, in each group the contraction occurrence 
rate is higher for electrical activity, which suggests that the 
electrohysterography is indeed more sensitive method for 
uterine contractions detection. 

In the next stage the significance of differences concern-
ing contraction parameters between investigated groups was 
estimated. When analyzing the results presented in Table 2 
it can be noticed that there are so called common contrac-
tion parameters (possible to be obtained from both electrical 
and mechanical uterine activity) which differ the groups. 
For the EHG analysis, they are AEHG and SEHG while for the 
UC analysis only AUC (statistical significancy < 0.05). 
However the contraction amplitudes both from electrical 
and mechanical approaches are quite inaccurate measures, 

 
Fig. 2 Uterine electrical activity signals acquired from four abdominal leads, together with simultaneously recorded mechanical activity.  
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because they depends on the measurement conditions and a 
given patient. When applying the electrohysterography we 
can use exclusive parameters. Two of them: contraction 
power (P) and median frequency (Fmed) can be used to dis-
tinguish between groups of patients in physiological preg-
nancy and at risk of preterm threatening labour. 

IV. CONCLUSIONS  

Identification of these pregnant women who are at risk of 
premature threatening labour leads to an enhanced perinatal 
surveillance which should allow for efficient tocolitic 
treatment and  stimulation of fetal lungs growth. Therefore, 
there is still a need for development of novel, more accurate 
and commonly accessible methods for monitoring early 
symptoms of the premature increase of the uterine activity. 
Since the electrohysterography provides complete informa-
tion on functioning of uterine muscle it may fulfill these 
requirements and play a leading role in modern perinatol-
ogy. Our study has shown that the noninvasive electrohys-
terography ensures higher sensitivity and specificity for 
recognition of uterine contraction activity in comparison to 
manual palpation and classical mechanical method. 
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Table 1 Descriptive statistics describing quantitative parameters 
of contractions in both groups 

 
Parameter 

Mean ± SD 
 

Min 
 

Max 
  

Group I 

R EHG [1/10 min] 3.2 ± 0,6 2.4 4.4 
R UC [1/10 min] 1.9 ± 0.9 0.2 3.6 * 
D EHG [s] 88.6 ± 17.6 61.4 122.4 
D UC [s] 78.2 ± 34.0 38.0 211.3 * 
A EHG [uV] 33.8 ± 53.6 3.8 285.4 
A UC [-] 18.8 ± 13.8 3.7 63.7  
S EHG 1815 ± 3011 186 16140 
S UC 1095 ± 1305 87 6675 * 

Group II 

R EHG [1/10 min] 3.4 ± 0.9 2.0 6.3 
R UC [1/10 min] 2.4 ± 1.2 0.5 5.1 * 
D EHG [s] 85.1 ± 20.5 48.4 129.2 
D UC [s] 84.6 ± 30.6 38.5 166.8 

 

A EHG [uV] 62.2 ± 75.3 2.3 320.8 
A UC [-] 31.7 ± 21.3 7.7 94.0 

 

S EHG 2841 ± 2809 200 10766 
S UC 1531 ± 1009 250 3813 

 

* means statistical significancy (p < 0.05) 

Table 2 Statistical significance of the particular parameters 
differentiating the investigated groups 

Group I Group II I – II Parameter 
Mean ± SD Mean ± SD  (p < 0.05) 

UC 
R UC [1/10 min] 1.9 ± 0.1 2.4 ± 1.2 – 
D UC [s] 78.2 ± 34.0 84.6 ± 30.6 – 
A UC [-] 18.8 ± 13.8 31.7 ± 21.3 – 
S UC 1095 ± 1305 1532 ± 1009 + 

EHG 
R EHG [1/10 min] 3.2 ± 0.6 3.4 ± 1.0 – 
D EHG [s] 88.6 ± 17.6 85.1 ± 20.5 – 
A EHG [uV] 33.8 ± 53.6 62.2 ± 75.3 + 
S EHG 1815 ± 3011 2841 ± 2809 + 
I 17.5 ± 3.7 18.0 ± 4.5 – 
P 1823 ± 5390 7492 ± 18098 + 
F med [Hz] 0,30 ± 0.11 0.35 ± 0.10 + 
F max [Hz] 0,25 ± 0.18 0.32 ± 0.29 – 

+ means statistical significancy (p < 0.05) 
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Abstract — The goal of this study is to compare the effect of 
rotation variance on dual-tree complex wavelet transform 
(DT-CWT) based tissue characterization methods. Rotation 
variant features are especially useful when estimating orienta-
tions of textures. On the other hand, since tissues can turn and 
orient themselves on different directions, in segmentation or 
classification problems, rotation invariance becomes impor-
tant. The methods are tested on two texture compositions from 
the Brodatz texture database and two actual magnetic reso-
nance (MR) images. Results show that, the classification per-
formance is not significantly affected by using rotation variant 
or invariant methods. On the other hand, regarding segmenta-
tion, rotation invariant DT-CWT features performed slightly 
better compared to rotation variant features. 

Keywords — texture analysis, tissue characterization, DT-
CWT 

I. INTRODUCTION  

Tissue characterization in biomedical image analysis has 
various applications such as detecting pathologies [1], seg-
menting anatomical regions [2] and tracking changes in 
tissues [3]. These applications are developed based on the 
extraction of texture features. Although, image textures do 
not have a strict mathematical definition, they can be re-
garded as visual patterns composed of entities or sub-
patterns that have characteristic brightness or shape.  

Directional properties of textures are commonly used to 
describe them. Extractions of directional components have 
been done using several signal processing methods. Among 
these; steerable wedge filters [4], rotated Gabor filters (GT) 
[5]and discrete wavelet transform (DWT) [6] are the most 
common approaches. GT has given considerably good re-
sults compared to DWT. The advantage of GT over DWT is 
that; it can be implemented for different scales which are 
strongly oriented at various directions. However GT is com-
putationally expensive and costly to use compared with the 
DT-CWT. 

The transform that has been used is this work is DT-
CWT which is a recent wavelet method. DT-CWT aims to 
solve the drawbacks such as shift variance and poor direc-
tional selectivity associated with the commonly used DWT. 

Consecutively, DT-CWT’s approximate shift invariance 
property and high directional selectivity makes it an excel-
lent candidate for texture analysis applications. Texture 
feature extraction based on DT-CWT has proven its success 
in several applications [7-10]. 

The high directional selectivity of DT-CWT is a desired 
property for texture analysis. If this property is used appro-
priately, it not only enables good characterization but also 
helps to estimate the orientations for directional textures. 
Most of the segmentation problems require the need of 
rotation invariant features since it is generally desired to 
categorize rotated samples of the same texture in the same 
group. A similar reasoning goes for classification of tex-
tures as well.  

There are various ways of extracting texture features us-
ing DT-CWT. The very first studies were done by Hatipo-
glu, Mitra and Kingsbury in [11], which aimed to describe 
textures for image retrieval from large databases. Following 
this, Hill and Bull proposed a method to extract rotation 
invariant DT-CWT texture features in [12]. In this work, we 
compare these methods on four different images. Two of 
them are artificial texture compositions from Brodatz tex-
ture database [13] and the other two are actual MR images. 
For the segmentation problem, T2 weighted MR image of 
human brain and for the classification problem T1 weighted 
MR image of wrist is used. 

With this work, we demonstrated the effect of using rota-
tion variant and rotation invariant DT-CWT based texture 
feature extraction methods on segmentation and classifica-
tion of tissues. Classification error is a widely used measure 
in the comparison of texture feature extraction methods. 
Taking the advantage of using Brodatz textures; which are 
common test images used in texture studies, the perform-
ance of the methods are also compared with other studies 
[14] and it is shown that both rotation variant and invariant 

 
Fig. 1 DT-CWT based texture feature extraction (up to 2nd level) 
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DT-CWT methods are appropriate candidates for tissue 
characterization. 

II. MATERIALS AND METHODS 

A. Rotation variant DT-CWT features 

The common approach of filter based texture analysis is 
the calculation of local energies by the application of 
nonlinearity followed by a smoothing function, Figure 1. 
Prior to this operation a filter is used to enhance characteris-
tic features of textures. DWT based texture analysis inher-
ently regards the problem of describing textures at coarser 
and finer scales due to multi-resolution analysis. Therefore 
it is capable of fetching texture similarities at different 
scales. 

However, shifts in the input signal cause drastic changes 
in the DWT coefficients and DWT has limited directional 
selectivity for multi-dimensional data. To overcome these 
two restrictions, Kingsbury suggested designing an analytic 
wavelet transform [15]. This relatively recent wavelet trans-
form is named the DT-CWT and it is proven to have ap-
proximate shift-invariance property. DT-CWT also has a 
higher directional selectivity compared to DWT; it can 
differentiate 6 different orientations on 2-D plane, ±15°, 
±45°, ±75°. High directional selectivity of DT-CWT is a 
desired property for texture analysis. 

DT-CWT feature set for each pixel in the image is com-
posed of 6 oriented features at a certain level of decomposi-
tion. These 6 features are denoted by ( , )Lf x y for 

{0, , 1}x M  and {0, , 1}y N  (M, N being 
the dimensions of the image) defined for 

{ 15 , 45 , 75 , 75 , 45 , 15 }  and L be-
ing the level of DT-CWT decomposition. 

2 more features are calculated using the residual images 
and they are denoted by 1( , )L

Rf x y  and 2 ( , )L
Rf x y . The 

final feature set, ( , )Lf x y , can be expressed in the follow-
ing way: 

 1 2
1

( , ) ( , ) ( , ) ( , )
L

L L L p
R R

p
f x y f x y f x y f x y  (1) 

B. Rotation invariant DT-CWT features 

Rotation invariant texture features for a pixel at decom-
position level L can be obtained by applying the discrete 
Fourier transform (DFT) on the oriented rotation variant 
feature set ( , )Lf x y  [12]. The magnitudes of the DFT 
coefficients are used as rotation invariant features. 

In order to use DFT, the features in the set ( , )Lf x y  
must be sorted. Let [ ]Lf n  denote the sorted feature set 
which is in the following form: 

 15 45 75 75 45 15[ ] { , , , , , }L L L L L L Lf n f f f f f f  (2) 

Applying DFT on [ ]Lf n  yields: 

 
25
6

0

[ ] [ ]
ik

L L

j
F k f j e  (3) 

[ ]LF k on equation (3) is defined for 
0,1, 2,3,4,5k however the phase information is not 

used for rotation invariant analysis, therefore after the mag-
nitudes are calculated, the [ ]LF k  values for 4,5k are 
omitted. (Note that, | [ ] |LF k  is symmetric with respect to 
the third harmonic.) This scheme leaves behind 4 features 
for a particular decomposition level L, without the two re-
sidual images; for the second level decomposition total 
number of rotation invariant features in 8 and this number is 
12 for third level. 

C. Test images 

Tests are done on four different images. Two of them are 
artificial texture compositions from Brodatz texture data-
base [1], Figure 2, and the other two are actual MR images, 
Figure 3. Brodatz texture compositions are used for both 
classification and segmentation tests. The ground truth for 
these images is also given in Figure 2. For the segmentation 
problem, T2 weighted MR image of human brain and for 
the classification problem T1 weighted MR image of wrist 
are used. 

 

Fig. 2 Brodatz textures used in tests 

 

Fig. 3 T1 MRI of wrist and T2 MRI of brain 
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III. RESULTS 

A. Classification results 

Given a certain region in an image, the supervised classi-
fication problem is assigning labels to each pixel a category 
that has already been described to the system. In this work 
the classifications are done based on a simple supervised 
method (k-means clustering). For the sake of fair compari-
son between rotation variant and invariant methods, training 
samples are chosen separately, instead of cropping them 
from the composed images. Same approach is followed for 
the training samples of the classification problem in the 
wrist image. 

Texture features for classification are calculated based on 
the methods explained in the previous chapter. For each 
pixel, texture characteristic features are calculated up to DT-
CWT level 2 and each pixel is classified according to their 
features’ Mahalanobis distance to training data. A pixel is 
assigned the label of the training category which has the 
smallest distance. 

Gaussian smoothing function is used throughout the tests 
with a constant standard deviation value of =8. A smooth-
ing function with a window size of 27x27 is used for the 
Brodatz texture compositions. Classification results for 
Composition-1 and Composition-2 are shown in Figure 4. 

 

Fig. 4 Classification results for Composition-1 and Composition-2 based 
on rotation variant (left) and rotation invariant (right) features 

 

Fig. 5 Classification of bone in T1 MRI of wrist 2 based on rotation variant 
(left) and rotation invariant (right) features 

Table 1  Classification errors 
Classification er-

rors 
Rotation variant  

DT-CWT 
Rotation invariant 

DT-CWT 
Composition-1  39.99 37.52 
Composition-2  18.46 21.94 
Wrist image  23.79 28.23 

For the wrist data, a smoothing function with a window 
size 13x13 is used. The results of the classification for are 
shown in Figure 5. The overall classification errors are 
given in Table 1. 

B. Segmentation results 

Conventional active contour based segmentation methods 
are mostly based on intensity levels or edges; which might 
both vary for textures. To address this issue, we used the 
information of texture similarity when segmenting regions. 
For this purpose, a modification has been done on Gradient 
Vector Flow (GVF) snakes.  

Given an initial contour; in stead of using the original 
image to calculate an external field, a map of Mahalanobis 
distance is calculated; which gives a measure of texture 
similarity of the given region to the rest of the image. Tex-

 

Fig. 6 Segmentation results for Composition-1 and Composition-2 based 
on rotation variant (left) and invariant (right) features 

 

Fig. 7 Segmentation result for cerebellum seen in T2 MRI of brain based 
on rotation variant (left) and invariant (right) features 
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ture features are calculated based on the methods given in 
the previous chapter. The shape of the smoothing function 
and the window size are also kept the same as the classifica-
tion tests for the wrist. 

In Figure 6 and 7, segmentation results are given for test 
images. White contours show the true segmentation, 
whereas darker lines are the calculated results. 

The results of segmentation are compared using the Tani-
moto ratio; corresponding values are given in Table 2. 

IV. DISCUSSIONS 

Filter based texture analysis is a common approach and 
studied well. Taking the advantage of testing DT-CWT 
based methods on Brodatz texture compositions, which are 
studied before in [14], performances can be compared with 
other methods as well, Table 3. 

Table 3  Classification errors 
Method Composi-

tion-1 
Composi-
tion-2 

Laws filter  48.3 18.6 
Ring/wedge filters  43.8 14.6 
Dyadic Gabor filter banks  60.1 10.7 
DCT  40.9 13.2 
Wavelet frames  38.2 8.7 
Rotation variant DT-CWT  39.9 18.4 
Rotation invariant DT-CWT  37.5 21.9 

It is clearly seen from the table that the classification of 
Composition-1 is rather hard compared to Composition-2 
and the best performance for this test is obtain by using DT-
CWT based rotation invariant method. 

V. CONCLUSIONS 

In this work, we compared rotation variant and rotation 
invariant DT-CWT texture features. Although there is not a 
clear winner for tissue classification and segmentation ap-
plications; rotation invariant features, overall, showed 
slightly better results. 
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Table 2  Segmentation performances 
Tanimoto ra-

tio 
Rotation variant  

DT-CWT 
Rotation invariant 

DT-CWT 
Composition-1  0.84 0.88 
Composition-2  0.88 0.92 
Brain image  0.75 0.81 
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Abstract — The paper analyzes results of several projects 
devoted to manufacturing of CdZnTe detectors for medical 
applications. The detectors were manufactured by standard 
technology developed at Bruker-Baltic for pixel detectors 
manufacturing. The dimensions of contacts pads for medical 
imaging is (50÷300) m and their quantity at such detectors may 
be up to thousand and more. It is obvious that contacts as such 
detectors should stand the machine assembly. The most 
advanced contacting method is a flip-chip technology applying 
an indium or polymer bumps. Current-voltage (I-V) 
characteristics of pixel detectors have been measured. 
Technologies provided at room temperatures for separate pixels 
in real switched-on state leakage currents 10-50 pA at detectors 
bias 500V. Interpixel resistivity on developed structures with gap 
50-100 m was 40-300 GOhm at voltage 10 V. Spectrometric 
characteristics measurements at room temperature were made. 
At optimal temperatures we have obtained energy resolution (2-
3)% and (14-15)% at energies 59.6 keV and 5.9 keV respectively. 

Keywords — CdZnTe pixel detectors, room temperature 
semiconductor detectors. 

I. INTRODUCTION 

Multidetector structures, created in one semiconductor 
crystal, like pixel arrays, have found wide application in 
imaging systems for X-ray medicine (digital mammography, 
dental, osteoporosis), astronomy and technical areas [1-2]. 

Semiconductor single crystals of CdZnTe (Cadmium Zinc 
Telluride) are important material for the development of X- 
and gamma-ray detectors as medical imaging devices. 
CdZnTe radiation detectors have the advantages of a large 
absorption coefficient, compact size and room temperature 
operation.  

There are many examples of the use of CdZnTe detectors 
in medical imaging and diagnostics, ranging from simple x-
rays carried out in a dentist’s office to cardiac angiography, 
bone densitometry measurements, and the use of nuclear 
medicine to pinpoint areas of activity within the brain to 
help characterize conditions such as epilepsy. In addition, 
the medical imaging community is interested in developing 
large area CdZnTe detector arrays. 

The main requirements to semiconductor CdZnTe crystals 
for detectors are high values of charge carriers transport 
characteristics (the product of mobility by life time), high 
specific resistance, as well as high level of crystals 
homogeneity, lack of impurities, crystal borders, twins. 

Manufactured detectors should have high spectrometric 
characteristics, low level of leakage current to avoid 
additional noises and high stability of the available 
characteristics by time. The execution of these requirements 
depends on crystal quality, crystal processing and contacts 
manufacturing technology. 

It is obvious that contacts at such pixel detectors should 
stand the machine assembly. 

The given work is devoted the investigations of pixel 
CdZnTe detectors characteristics for medical applications. 

II. INITIAL CRYSTALS CHARACTERISTICS 

For manufacturing of CdZnTe pixel detectors we use the 
crystals purchased from eV-Products ( e=5x10-3 cm2/V, 
=3x1010 cm) [3] and Yinnel Tech ( e=(3-5)x10-3 cm2/V, 
=(1-3)x1010 cm) [4]. Generally we carry out the input 

inspection of crystals also, inspecting (e) value, but 
mainly their uniformity and performance stability. Room 
temperature inspection test of CdZnTe crystals before 
making pixel detectors is our obligatory procedure carried 
out in order to determine the quality of the crystals and 
eliminate the possibility of poor results at the finish. 

For this purpose we fabricate planar detector structures 
based on these crystals, which we use for performance 
testing. The electrodes to these crystals for the inspection 
test were deposited using the standard technology from a 
solution of hydrochloroaurate acid. 

Current – voltage (I-V) characteristics have been used for 
stability evaluation. Crystals with linear I-V characteristics 
only were sampled for pixel detectors manufacture. As a 
rule, detectors with non-linear I-V characteristics were non-
stable in time [5]. 

At the stage of input inspection of crystals we pay 
significant attention to the inspection of the homogeneity of 
the supplied crystals. In fact the homogeneity has a strong 
influence of the array characteristics from pad to pad. 
Generally, the applied CdZnTe crystals have inclusions, 
crystalline borders and twins that may considerably 
deteriorate pixel detectors characteristics, namely, results 
reproducibility from pad to pad. The life time value ( )e 
and mobility e were measured with a modified “time of 
flight” method using alpha-particles [6]. A part from that, 
the shape of alpha-spectra at low voltages (<100V) was 
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examinated, which gave us qualitative indication as to the 
homogeneity degree of the crystals. 

After the inspection test planar solid contacts were 
removed from crystals to prepare them for making pixel 
contacts. 

III. THE TECHNOLOGICAL OPERATION 

The simplified typical technological route of the 
fabrication of such arrays consists of the following 
technological operations: 

 the cutting of crystals, 
 the input inspection of defects and parameters of 

the material; 
 the lapping and the polishing of the selected 

crystals; 
 the chemical etching; 
 the photolithography; 
 the deposition of contact pads; 
 the output control of detector crystal parameters; 
 the assembly of the detectors; 
 the measurement of final detectors performance. 

At the crystals cutting there are a large number of defects 
distributed in depth on the boundary layer. The method and 
the quality of the cutting have great impact on the depth of 
this layer and concentration of the defects in it. For the 
cutting of CdZnTe crystals we apply wire sawing which, as 
it is stated [7], makes the damaged boundary layer of the 
smallest depth and provides the minimal quantity of the 
wastes of the expensive detector materials. 

After cutting the semiconductors crystals are lapped and 
polished to delete the defects of the surface arising at the 
cutting. We have described this rather standard operation 
for CdZnTe in Refs. [5, 8]. Crystals can be processed either 
manually or automatically. 

The chemical etching improves the crystal surface after 
lapped and polishing. In semiconductor surface treatments, 
the universal solutions of the bromine-ethanol system are 
used. 

The multidetector structure can have hundreds and even 
thousands of pads. Such topology can be created only by the 
photolithography method. The main type of the photoresist 
which we have applied at the photolithography is the liquid 
photoresist, which allows to get the spatial resolution up to 
0.5 m. 

The detailed analysis of the various methods of the 
contacts creation for the detectors based on CdZnTe was 
presented in [6]. At the fabrication of the first multidetector 
arrays we have fabricated the pads by gold deposition from 
a chloroaurate acid. However, this method makes the 
deposited gold film of 100-200 Å only. Such thin metal 

layer brings certain technological limitations for the 
detector assembly technology because the detector could be 
easily damaged. At the present time the method of the 
vacuum deposition of the gold-nickel-gold films of 
thickness about 0.2 m is applied. 

IV. THE OUTPUT CONTROL OF DETECTOR CRYSTAL 
PARAMETERS 

The output control of pixel detector parameters, such as 
pixel-pixe, pixel-steering grid, pixel-guard ring and pixel-
cathode resistances, carries out on the non-destructive probe 
station of inspection. The typical characteristics of CdZnTe 
detectors are represented in Fig.1 and Fig. 2. 

At present technology provides interpixel resistivity from 
100GOhm till (1÷10)TOhm at voltage 10 V on the 
developed structures with gap 50-100 m. 

Technologies provided at room temperatures for separate 
pixels in real switched-on state leakage currents 10-50 pA at 
detectors bias 500V. The leakage current depends from pads 
dimensions and decreases with pads dimension increases. 

Fig. 1 Typical resistance-voltage dependence of CdZnTe detectors 
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Fig. 2 The typical V-I dependence of CdZnTe detectors 
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Fig.3 Assembled CdZnTe (32x32) pixels detector 

 

Fig. 4 Spectrum of Am-241 for single pixel of CdZnTe (32x32) pixels 
detector 

 

Fig. 5 Spectrum of Co-57 for single pixel of CdZnTe (32x32) pixels 
detector 

V. PRESSURE CONTACTS FOR PIXEL STRUCTURES 

The first pixel detectors with the small number of pads we 
assembled using wire bonding of pads with gold wire [9]. 

At present when the number of pads on the detectors raised 
significantly the flip-chip technology is widely applied at the 
contact fabrication in segmented semiconductor elements, 
including layout for CdZnTe pixel detectors also [10-11]. At 
this technology electrical contact of detector pads and input of 
readout electronics is realized by indium or conductive glue 
bump bonds. Such technology has some undeniable 
advantages at the manufacturing of the detectors with great 
number of contact pads.  

Due to high cost of the equipment specialized technologic-
al facilities only have such technology providing the assemb-
ling service for other companies. The CdZnTe (32x32) pixels 
detector fabricated by Bruker Baltic and assembled by Aguila 
Technologies [12] is present at the Fig.3. 

VI. SPECTROMETRIC 

For the processing of signals from CdZnTe pixel detectors 
in medical imaging systems special multi channel ASICs are 
used. For testing of separate pixels spectrometric performance 
we connected them with the input of general charge sensitive 
preamplifier fallowed by spectrometric processor. 

The typical energy resolutions for energies 60, 122 and 
662 keV are 1.9 and 4.6 keV correspondingly. 

Typical spectrums of Am-241 and Co-57 for CdZnTe 
pixel detector are presented on the Fig. 4 and Fig. 5. 

VII. CONCLUSIONS 

All detectors were made by basic technology developed by 
Bruker-Baltic for pixels detectors. To achieve high interpixel 
resistance and spectrometric performance specially designed 
technological processes were used. For the interpixel 
resistance we obtained the value of about 100 GOhm till 
(1÷10) TOhm. All detectors based on the crystals grown by 
the eV-products and Yinnel Tech with various contact 
topologies has energy resolution 2-3% on energy 59.6 keV. 
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Abstract — In this paper, a method for characterizing the 
morphological information of craniofacial structure using the 
tracings and cephalograms in posteroanterior view is proposed 
and the experimental results are analyzed. This is a retrospec-
tive study. In clinical practice of orthodontics, the cephalo-
grams taken in lateral and posteroanterior views are often 
used. Here, the morphological analysis of craniofacial struc-
ture is characterized only in posteroanterior view. Firstly, the 
morphological feature parameters of cephalometric tracings 
are defined and extracted. Then, based on these parameters, 
the morphology of craniofacial structure in posteroanterior 
view is clustered using fuzzy c-means and ISODATA cluster-
ing method. In this study, the data sets of eighty tracings are 
investigated. From experimental results, the craniofacial struc-
tures are classified into six clusters. Each cluster has ten im-
ages, sixteen images, ten images, fifteen images, thirteen im-
ages, and sixteen images, respectively. The standard deviations 
for the landmark are all within 6 mm in each cluster. The 
morphological information can be further extended and used 
in cephalogram landmarking. 

Keywords — Orthodontics, Morphological information, 
Craniofacial structure, Tracing. 

I. INTRODUCTION  

Orthodontics is a field concerned with the study and 
treatment of malocclusions. During diagnosis and treatment, 
the morphological information plays an important role in 
clinical practice to orthodontists. The characterization of the 
morphology for craniofacial structure is a required step in 
cephalometric analysis. From the morphological informa-
tion, any abnormal development of face such as the irregu-
lar arrangement of teeth, the disproportionate relationships 
of jaw, the sticking out of the mandible, and the cleft palate 
may be easily and precisely corrected [1]. 

Orthodontists usually obtain the morphological informa-
tion of patients from cephalograms. The clinically available 
X-ray film for morphological analysis of craniofacial struc-
ture are in two views, that is the posteroanterior view (PA 
view) and the lateral view (LA view). Cephalometric trac-
ing is a kind of manual measurement of craniofacial struc-
ture. It may reflect the morphological information from the 

viewpoint of orthodontist. Thus, it is used for morphological 
analysis in this study. The tracing is a translucent paper 
made of acetate. After superimposing on the cephalogram, 
the feature curves and landmarks may be drawn and located 
manually. 

Analysis of the cephalogram or tracing is based on a set 
of clinically useful feature points—landmarks. Cephalome-
try is a very important procedure to provide the measure-
ment of craniofacial structure in orthodontics. It is a kind of 
measurement related to the geometric parameters defined by 
and related to the position of landmarks. In this study, the 
morphology of craniofacial structures of Chinese population 
in PA view is investigated. Afterwards, the characterized 
morphological information may then be applied to automate 
the cephalogram analysis. 

II. MATERIALS AND METHODS 

In order to analyze the morphological information of cra-
niofacial structure in PA view, the proposed method in-
cludes four parts. The first part is image acquisition. The 
tracings corresponding to the cephalograms that are drawn 
by orthodontists are scanned using the desk-top X-ray film 
scanner with the resolution of 150 dpi. This implies that 1 
pixel is equal to 0.17 mm. The second part contains image 
processing for characterization of the morphological feature 
using a set of distances and angles. Based on these feature 
parameters, the morphologies of craniofacial structure are 
then clustered accordingly in the third part. The final part is 
system assessment. In this part, the spatial distribution of 
each landmark is statistically analyzed. The flow chart of 
the proposed image processing and morphological analysis 
is depicted in Fig. 1. 

A. Morphological feature extraction 

How to characterize the morphological information with 
the useful and effective parameters is an important issue in 
this study. The outer contours with the tangent lines and the 
inner cavities of the eyes with the circles are the feature 
vectors proposed here. First of all, the feature vector for 
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describing the craniofacial structure is extracted from each 
tracing. Firstly, the tracings are smoothed with the median 
filter to remove the noise. Then, the feature lines and circles 
are extracted easily. 

Four lines and three circles are detected using Hough 
transform. The right and left orbits, and a largest circle 
tangential to the contours of mandible are fitted by circles. 
Then, the straight lines are fitted to the edge points detected 
for the hard tissues. There are three lines for the mandible, 
and one line passing through both the centers of right and 
left orbits. In addition, the angles for the intersecting points 
between two lines can be calculated using the inner product 
method.  

As shown Fig. 2, the feature vector that combines the 
two angles for the contour lines of mandible, the one radius 
for the circle of mandible, and three distances from three 
centers of circle are obtained for each tracing. It is defined 
as (R, d1, d2, d3, Angle1, Angle2). 

B. Tracings clustering 

In this step, the fuzzy c-means (FCM) method is em-
ployed to cluster tracings based on the feature vector as 
described in the previous section. The FCM uses reciprocal 
distance to compute fuzzy weights[2], [3]. The basic idea of 
the application of FCM here is to represent the weights that 
minimize the total weighted mean-square error for each 
feature vector to its cluster centroid with a membership 
value between 0 and 1. The FCM update the center of clus-
ter by using Eq. (1) and update the memberships of all fea-
ture vectors in all cluster by using Eq. (2) 

 

Fig.  2  Tracing and its feature parameters 
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The algorithm assigns a feature vector to a cluster ac-
cording to the maximum weight of the feature vector over 
all clusters. For the FCM, the cluster number needs to be 
defined a priori. However, the cluster number of this data 
set is usually unknown in advance. Thus, a concept of 
ISODATA clustering method is combined in this study[4]. 
It allows the operation of cluster splitting and merging. 
When a cluster contains too many data number or has too 
large standard deviation of landmark distribution, it can be 
split. Likewise, a cluster contains a small data number, then 
it can be merged to other cluster. 

C. Landmark distribution analysis 

Once the tracings are classified, the spatial locations of 
the landmarks are statistically analyzed. In each cluster, all 
tracings are superimposed based on five landmarks (ZFL, 
ZFR, AgL, AgR, Me). The coordinate transform for the 
rotation and translation matrix between two tracings are 

 
Fig. 1  Flow chart of proposed method 
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obtained using the Least-Square-Error (LSE) method pro-
posed by [5], [6]. Afterwards, the standard deviation of the 
landmark distribution is computed and analyzed. 

III. EXPERIMENTAL RESULTS 

A. Tracing analysis 

In this study, a data set of eighty tracings in PA view for 
analysis is acquired from the Department of stomatology of 
National Cheng Kung University Hospital. The morpho-
logical feature parameters for eighty tracings are clustered 
using the fuzzy c-means clustering method with two pre-
scribed constraints. They are the minimum data number 
(Nmin) in each cluster, and the maximum range (Rmax) of 
landmark distribution for the same cluster. Here, the initial 
cluster number is given as three, the Nmin is ten, and the 
Rmax is six mm. After processing, all the morphological 
feature parameters are classified into six clusters. Cluster 1 
contains ten images, cluster 2 sixteen images, cluster 3 ten 
images, cluster 4 fifteen images, cluster 5 thirteen images, 
and cluster 6 sixteen images, respectively. All tracings in 
the same cluster are superimposed basing on five landmarks 
(ZFL, ZFR, AgL, AgR and Me) in a least squared error 
sense. Thus, a coordinate transformation matrix may be 

obtained between any pair of tracings. Fig. 3 shows the 
superimposed results of tracings for all the clusters.  

B. Landmark spatial distribution 

The standard deviations of landmarks N, ANS, Me, ZFL, 
ZFR, JL, JR, AgL, and AgR are obtained from the tracings 
in each clusters as listed in Table 1. In this study, the circu-
lar range of landmark distribution is defined as 80% of 
standard deviation using Eq. (9). These ranges of landmarks 
are shown in Fig. 4 and the circular ranges of landmark 
distribution are listed in Table 2. 

Circular ranges = M + 1.282 * S (9) 

where M denotes the means, and S the standard deviation. 

Table 1  The standard deviations for the landmarks in each clusters 

 cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 cluster 6
N 1.7 4.4 4.4 2.6 3.0 3.0 

ANS 1.8 2.8 3.6 2.8 3.1 2.9 
Me 2.4 2.4 2.8 3.5 3.5 3.3 
ZFL 5.0 3.7 5.6 3.3 4.3 3.4 
ZFR 4.9 3.7 5.5 2.7 4.3 3.5 
JL 2.8 3.3 3.9 2.5 3.7 3.0 
JR 3.3 3.9 3.8 3.3 5.7 3.0 

AgL 4.1 3.4 4.1 3.5 4.9 3.4 
AgR 5.2 3.6 5.5 3.8 5.1 3.5 

unit: mm 

  
(a) cluster 1 (b) cluster 2 

  
(c) cluster 3 (d) cluster 4 

  
(e) cluster 5 (f) cluster 6 

Fig. 4 The circular ranges of landmarks distribution 

  
(a) cluster 1 (b) cluster 2 

  
(c) cluster 3 (d) cluster 4 

  
(e) cluster 5 (f) cluster 6 

Fig. 3 The superimposed results of tracings 
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Table 2  The circular ranges of landmark distribution 

 cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 cluster 6
N 2.2 5.6 5.6 3.3 3.8 3.8 

ANS 2.3 3.6 4.6 3.6 4.0 3.7 
Me 3.0 3.1 3.6 4.5 4.5 4.2 
ZFL 6.4 4.7 7.2 4.2 5.5 4.4 
ZFR 6.3 4.7 7.1 3.5 5.5 4.5 
JL 3.6 4.2 5.0 3.2 4.7 3.8 
JR 4.2 5.0 4.9 4.2 7.3 3.8 

AgL 5.3 4.3 5.2 4.5 6.3 4.4 
AgR 6.7 4.6 7.0 4.9 6.5 4.5 

unit: mm 

IV. DISCUSSION AND CONCLUSION 

In this study, the morphological information of the cra-
niofacial structure in posteroanterior view from tracings 
clustering are obtained and analyzed. Firstly, the lines and 
circles based morphological features are extracted using 
Hough Transform. Then, the fuzzy c-means and ISODATA 
methods are applied to classify the tracings into six clusters. 
According to the clustering results, the standard deviations 
for the landmark distributions in each cluster are computed. 
From the experimental results, it is shown that the morpho-
logical information in PA view for a data set of eighty trac-
ings is classified into six clusters. This data set does not 
include the normal subjects of Chinese craniofacial struc-
ture. The resulting clusters in tracings classification are 
heavily dependent on the sample number and six morpho-
logical feature parameters. In the future, it is needed to 
further investigate the better morphological feature parame-
ters for representing the skull. Since the landmark distribu-
tions for each class are all within 6 mm, the proposed 
method may be good for the primary stage of cephalogram 
landmarking. From both the PA and LAT views of morpho-

logical information, an approach for 3D landmarking using 
the cone-beam dental CT may be feasible. 
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Abstract — Adequate hand-washing has been shown to be a 
critical activity in preventing the transmission of infections 
such as MRSA in health-care environments. Hand-washing 
guidelines published by various health-care related institutions 
recommend a technique incorporating six hand-washing poses 
that ensure all areas of the hands are thoroughly cleaned. In 
this paper, an embedded wireless vision system (VAMP) 
capable of accurately monitoring hand-washing quality is 
presented. The VAMP system hardware consists of a low 
resolution CMOS image sensor and FPGA processor which 
are integrated with a microcontroller and ZigBee standard 
wireless transceiver to create a wireless sensor network (WSN) 
based vision system that can be retargeted at a variety of 
health care applications.  The device captures and processes 
images locally in real-time, determines if hand-washing 
procedures have been correctly undertaken and then passes 
the resulting high-level data over a low-bandwidth wireless 
link. The paper outlines the hardware and software 
mechanisms of the VAMP system and illustrates that it offers 
an easy to integrate sensor solution to adequately monitor and 
improve hand hygiene quality. Future work to develop a 
miniaturized, low cost system capable of being integrated into 
everyday products is also discussed. 

Keywords — Hand-washing, Intelligent Vision System, 
FPGA, CMOS Image Sensor, Wireless Sensor Network. 

I. INTRODUCTION 

According to the Health Service Executive (HSE) in 
Ireland and many other health-care institutions around the 
world, hand hygiene is the single most important 
intervention to prevent transmission of infection in health-
care environments [1]. The cost of hospital acquired 
infections has been valued at €13 – 24 Billion in the EU [2] 
and $5 Billion in the US [3] annually. It is internationally 
recognized that hands should be washed adequately before 
direct contact with patients and after any activity or contact 
that contaminates the hands [4]. It has also been shown that 
the technique used is the most important element of the 
hand-washing procedure to ensure hands are thoroughly 
cleaned [5]. Several hand hygiene guidelines published 
show that correct hand-washing should include six different 
poses [6] as depicted in Figure 1. 

Advances in CMOS technology over the past 20 years 
have enabled designers to develop miniaturized, low power, 

high resolution image sensors at a low cost. The ease at 
which CMOS sensors can be integrated with digital 
circuitry makes them a popular choice for use in the mobile 
phone camera and webcam markets. At the same time, the 
popularity of FPGA devices has seen a significant increase. 
This is due to their fast turnaround time, low start-up costs 
and ease of design. Increasing device densities have made 
large computational challenges feasible, allowing FPGAs to 
play a central processing role in system environments [7]. 
Unlike other sensing devices, image sensors generate large 
amounts of data due to the two-dimensional nature of their 
pixel array. Human analysis of raw image data can be 
ineffective for a wide variety of applications. By combining 
an image sensor with a processor, a high degree of 
intelligence can be added to a system. Local processing can 
be used to detect and track objects and extract high level 
information from their characteristics. Removing the need 
to transmit potentially irrelevant high density image data 
greatly reduces the bandwidth requirement of the system. 
The low bandwidth need of such a system makes it suitable 
to be integrated as part of a distributed wireless sensor 
network (WSN) where all system nodes connect with a 
single gateway node relaying relevant environmental 
events. WSNs are less intrusive than wired systems, 
simplifying the installation process of the system. 

Depending on the image processing carried out; a vision 
based sensor network can be deployed to meet the 
requirements of a wide variety of application scenarios such 
as surveillance, environmental monitoring and smart 
meeting rooms [8]. In 2007, Hengstler et al. [9] developed a 
low power ARM7-based smart camera wireless node for 
applications in distributed intelligent surveillance. Vision 
algorithms to detect, track and acquire images of intruders 
in real-time were demonstrated. Over the last decade, 
several authors have addressed the issue of single hand 
gesture recognition [10] and in 2007 a PC based system for 
hand washing quality assessment based on six hand-

 

Fig. 1 Six poses from the hand-washing guidelines of the HPSC 
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washing poses was developed by Llorca et al. [11]. The 
system designed detects and tracks hand movements and 
classifies the motion carried out by performing the 
following steps: 

 Skin Detection to locate hands 
 Detection if hands are joined 
 Region of interest (ROI) created around joined hands 
 Analysis of hand motion within the ROI to produce a 

classification of the hand motion; e.g. Pose 1 
 Classification of all motion to ensure adequate hand-

washing has been achieved 

In this paper an intelligent embedded vision system, 
VAMP comprising of a CMOS camera and FPGA 
processing node with Handle-C based algorithms is 
introduced as part of a distributed wireless sensor network 
with the aim of adequately monitoring hand-washing, based 
on image algorithms developed by Llorca [11].  

This paper is organized as follows: Section 2 provides an 
overview of the VAMP system hardware and its 
architecture is discussed in detail. In Section 3 the software 
system comprising of the Handle-C based image processing 
algorithms is introduced. Section 4 details the integration 
and future deployment of the system. Finally, conclusions 
and future lines of research are presented in Section 5. 

II. HARDWARE SYSTEM ARCHITECTURE 

The basic structure of the VAMP system node is shown 
in Figure 2. It can be broken into three main sections; 
CMOS image sensor, FPGA processor and micro-
controller/Radio unit.  

The CMOS image sensor chosen for the VAMP system 
is the OmniVision OV7649 Color CMOS CameraChip. The 
camera’s low resolution (VGA/QVGA), adjustable 
sampling rate and sensor features meet all the specifications 
set by the PC based image algorithms. A dedicated CMOS 
camera interface PCB (see Figure 3) was designed to 
confirm compatibility with the image algorithms and to 
assist with image acquisition development. The camera 
sensor’s low cost and efficient power consumption adds to 
it’s suitability for incorporation in a final user product. 

When designing the first VAMP system prototype it was 
essential to choose an FPGA with high processing 
capability to meet the potentially high demands of a wide 
range of image algorithms. For this reason, the Xilinx 
Virtex-4 LX160 device was chosen. It offers high density, 
high performance logic architecture, advanced system clock 
management, integrated RAM and a large number of block 
I/Os with design potential in many application areas. Before 
the design of a VAMP specific system PCB, the Celoxica 

RC340 Virtex-4 evaluation board was acquired. It combines 
the LX160 FPGA with a wide range of functionality giving 
users the ability to design Handle-C based system code. The 
RC340 was interfaced with the camera PCB, to assist in the 
development of the FPGA based image algorithms. 

A low bandwidth, low power wireless transceiver is 
desirable for the VAMP system due to the minimal data 
bandwidth requirement of the system. ZigBee standard 
radios offer these features at a low cost. They also can 
easily be implemented on a microcontroller and support a 
number of different network topologies [12]. It was decided 
to use the Tyndall 25mm microcontroller/radio node layer 
developed in the Tyndall National Institute for the VAMP 
system network. The layer combines an Atmel ATmega128 
microcontroller and an Ember EM2420 2.4GHz ZigBee 
standard RF transceiver. The Tyndall 25mm node is a 
modular based system which consists of a number of layers 
of different functionality that are stacked up on each other 
[13]. This unique design will allow for the addition of extra 
functionality to the VAMP system if required in the future. 

The first system prototype combines the technologies 
summarized above with added functionality to produce an 
easy to use VAMP developmental platform. A detailed 
block diagram of the VAMP PCB architecture is shown in 
Figure 4. Included in the design is 72Mb of ZBT SRAM 
and 64Mb of non-volatile flash memory to meet any 
temporary frame buffering, image archival or algorithm 
needs of the system. Also included is 64Mb of configuration 
PROM memory for in-system programming when deployed 
in real-world environments. Other additions include a real 

 

Fig. 2  VAMP system node block diagram 

 

Fig. 3 CMOS camera interface PCB 
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time clock, UART communications and a high speed video 
DAC and VGA output port for system debugging. User 
interface functionality is included in the form of hand-
washing pose display LEDs, an LCD screen and momentary 
push button contact switches.  

The VAMP system PCB is currently in its manufacturing 
stage and once completed will have the functionality to host 
a wide variety of vision based applications that can be tested 
in real-world environments and can act as a stepping stone 
to a fully integrated miniaturized low cost product.  

III. SOFTWARE SYSTEM 

The image processing carried out on the FPGA is the key 
element in the effective operation of the VAMP system. The 
algorithms developed for this system are based on PC based 
algorithms as discussed in Section I. These were originally 
designed in a C code environment. For the efficient 
development of the FPGA based code it was decided to use 
the Handle-C programming language. Handle-C is a 
hardware description language in which programs are 
written in a conventional sequential format but are compiled 
into hardware images for use on FPGAs. It is essentially a 
subset of the C programming language and includes many 
libraries to assist in the development of image processing 
algorithms.  

The original PC based algorithms were based on a 
support vector machine (SVM) classifier. Although this 
produced a very accurate result, it would not have been 
feasible to implement on an FPGA due to the number of 
support vectors required. A Fisher LDA classifier was 
developed in C code to overcome this and when tested on a 
range of varying scenarios it was shown to be very effective 
with accuracies of up to 96%. 

The PC based algorithms process images frame by frame 
with each frame made up of 24-bit RGB pixels from real-

time video. The FPGA based system firstly captures the 
image data in a YUV format from the camera module, 
frame by frame. This image data is then up-sampled and 
converted to RGB before being processed further. A block 
diagram summarizing the operation of the image algorithms 
is shown in Figure 5. 

Two main strategies had to be considered before porting 
the image algorithms to Handle-C; processing the image 
data row by row or frame by frame as carried out on the PC 
based algorithms. Processing row by row is more efficient 
as many parallel and pipeline programming techniques 
could be used to speed up the algorithm performance [14]. 
However, the complexity in converting the algorithm would 
require large amounts of debugging. Frame by frame 
processing would use more of the available FPGA resources 
but conversion and debugging time would be greatly 
reduced. Based on these findings, it was decided to develop 
the Handle-C code, processing image data frame by frame. 

When porting the algorithm to Handle-C it was important 
to consider the programming constrains of the compiler as 
well as the architecture constraints of the FPGA. Complex 
mathematical equations are completed in one clock cycle in 
a C environment. To meet this specification in Handle-C, 
the compiler will build a large combinational circuit on the 
FPGA, which introduces path delays when implemented in 
practice. By breaking complex equations into a number of 
smaller pipelined calculation steps this issue can be 
overcome. Other considerations include the removal of float 
point data-types from the code as they are not supported by 
Handle-C and efficiently setting the bit length of variables 
and array sizes to limit the amount of FPGA logic cell 
resources used. 

The algorithms are in the final stages of the porting 
process and once completed, will be customized for the 
VAMP system prototype and will be tested in a variety of 
real-world environments. 

 

Fig. 4 Block diagram of the VAMP PCB architecture  

Fig. 5 Block diagram of the Handle-C algorithm operation 
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IV. SYSTEM INTEGRATION AND DEPLOYMENT 

The VAMP system prototype will operate as if it were a 
final fully functional product. A user will make contact with 
the device via a system input (e.g. push button) and the unit 
will wake up and signal the user to begin hand-washing. As 
the user completes each pose in the hand-washing 
procedure, pose display LEDs will light. When hand-
washing is adequately completed, an added LED will 
illuminate confirming this. If the user has failed to carry out 
adequate hand-washing in a pre-determined time a “hand-
washing not completed” LED will light. At this point, all 
high-level hand-washing data compiled on the FPGA will 
be passed to the microcontroller and combined with user 
data. This will be transmitted over the ZigBee standard 
network to the single gateway node for storage. Multiple 
VAMP units can be used in a single network. 

The VAMP PCB is the size of a standard A5 page. It will 
be packaged in a similar sized custom made unit allowing 
for easy installation and with the user push switches, status 
and pose display LEDs and the LCD screen mounted 
externally. The unit will be powered from the mains supply 
in the first prototype. When deployed in a real-world 
environment, the VAMP system unit will be mounted above 
a mirror with the camera faced down on the sink. Additional 
lighting will be added if required for the successful 
operation of the system. Multiple units will be tested in 
different health-care scenarios to confirm adequate 
operation of the VAMP system. 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, a networked wireless vision system 
(VAMP) to monitor hand-washing quality was presented. 
The operation of the system is based on the detection of six 
hand-washing poses. VAMP is made up of a local system 
node and a gateway node and could be retargeted at a wide 
variety of applications. All processing is carried out locally 
and in real-time at the system node by Handle-C developed 
image algorithms stored on an FPGA. The resulting high-
level hand-washing data is transmitted to the gateway node 
for record storage. The data could also be utilized for a wide 
variety of other fashions, such as providing records for use 
within Hazards Analysis and Critical Control Points 
(HACCP) controls. The system presented offers an easy to 
integrate, user friendly sensor solution to improve hand 
hygiene in health-care environments. 

Future work can be split up into three sections. The first 
area that will be concentrated on will be optimizing the 
image algorithms to improve efficiency and reduce the 
amount of FPGA resources required by the system. User 

interaction with the system will be improved by introducing 
an RF ID tagging system into VAMP to recognize users. 
This can be incorporated via the Tyndall 25mm connectors. 
Finally a miniaturized hardware system will then be 
designed capable of being integrated into everyday 
products, with emphasis on reduced manufacturing costs 
and power consumption. 
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Abstract — Augmented Reality (AR) technology can be used in 
minimally invasive surgery to provide direct visualisation,  thus 
providing the advantage given by open surgery. It can be used 
to increase the physician's view by using and showing informa-
tion gathered from patient medical images. The developed AR 
system can improve the performances of a surgeon involved in 
a minimally invasive surgery procedure and provide visual 
information, located in the correct position of the patient’s 
body, not visible by means of normal senses. The virtual envi-
ronment is built using the real patient’s CT images of the ab-
dominal area; information about shapes and dimensions of the 
human organs is obtained by means of segmentation and clas-
sification algorithms. The developed application is based on 
the AR Toolkit and it is possible to visualize all the organs in a 
given abdominal area or, using specific markers, only some of 
them. The system can be used in pre-operative planning of a 
laparoscopic surgical procedure in order to find both the right 
points to introduce the surgical instruments and the best path 
to reach the organ concerned in the surgical operation. 

Keywords — Augmented Reality, Minimally Invasive Sur-
gery, Image-guided Surgery. 

I. INTRODUCTION  

Recent technological developments have dramatically 
reduced the amount of unnecessary damage to the patient, 
by enabling the physician to visualize aspects of the pa-
tient's anatomy and physiology without disrupting the inter-
vening tissues. In particular, imaging methods such as CT, 
MRI, and ultrasound scan make the safe guidance of in-
struments through the body possible without direct sight by 
the physician. In addition, optical technologies, such as 
laparoscopy, allow surgeons to perform entire procedures 
with only minimal damage to the patient.  

The idea of Minimally Invasive Surgery (MIS) is to re-
duce the trauma for the patient by minimizing the incisions 
and the tissue retraction. Small incisions, called ports, are 
made on the chest and the surgery is performed through 
these ports. The surgical instruments are inserted through 
the ports using trocars and a camera is also inserted. Since 
the incision is kept as small as possible, the surgeon does 
not have direct vision and is thus guided by camera images. 
As a promising technique, the practice of MIS is becoming 
more and more widespread and is being adopted as an alter-
native to the classical procedure. 

However, these new techniques come at a cost to the sur-
geon, whose view of the patient is not as clear and whose 
ability to manipulate the instruments is diminished in com-
parison with traditional open surgery. Laparoscopy suffers 
from a number of visual limitations such as a limited field 
of view for the surgeon, difficulties with hand-eye coordina-
tion and two-dimensional imagery with a lack of detailed 
information. In particular, the lack of depth in perception in 
laparoscopic surgery can place limits on delicate dissection 
or suturing. 

Given that a great deal of the difficulties involved in MIS 
are related to perceptual disadvantages many research 
groups are now focusing on the development of surgical 
assistance systems, motivated by the benefits MIS can bring 
to patients. 

Advances in technology are making it more and more 
possible to develop systems which can help doctors in gen-
eral, and surgeons in particular, to perform their tasks in 
ways which are both faster and safer. 

With the increasing trend towards filing all patient records 
and test results in electronic format, research into and prac-
tice of clinical medicine are undergoing several important 
changes. Appropriate visualisation tools and techniques are 
playing a vital role in providing health care professionals 
with the ability to get an overview as well as deeper insights 
into this vast multi-dimensional, multi-media information. 
The new medical image acquisition systems (CT, MR, PET 
and ultrasounds) allow access to detailed information re-
garding human organs and pathologies. The images need to 
be processed using specific segmentation and classification 
algorithms in order to distinguish the anatomical structures 
and to associate different chromatic scales to the organs. 

Emerging Augmented Reality (AR) technology has the 
potential to bring the direct visualization advantage of open 
surgery back to minimally invasive surgery and can increase 
the physician's view of his surroundings with information 
gathered from patient medical images.  

In contrast with Virtual Reality technology where a user 
is completely immersed inside a synthetic environment and 
cannot see the real world around him, AR technology, 
which consists of the addition of extra information to the 
real scene, allows the user to see virtual objects in addition 
to the real world. The user is under the impression that the 
virtual and real objects coexist in the same space.  
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For this reason Augmented Reality enhances the users' 
perception and improves their interaction with the real 
world because the virtual objects, displaying information 
that they cannot directly detect with their own senses, help 
them to perform real-world tasks better.  

In medicine Augmented Reality technology makes it 
possible to overlay virtual medical images onto the patient, 
allowing surgeons to have a sort of “X-Ray" vision of the 
body and providing a view of the patient’s anatomy. These 
types of information could be directly displayed on the pa-
tient’s body or visualized on an AR surgical interface, 
showing exactly where to perform the operation.  

A physician might also be able, for example, to see the 
exact location of a lesion on a patient's liver or where to 
drill a hole into the skull for brain surgery or where to per-
form a needle biopsy of a tiny tumour.  

Augmented reality may be able to free surgeons from the 
technical limitations of their imaging and visualization 
equipment, thus recapturing the physical simplicity of open 
surgery.   

Several research groups are exploring the use of the AR 
in surgery.  

Azuma [1] presents a survey of AR and describes the 
characteristics of AR systems, registration and sensing er-
rors with the efforts to overcome these. 

Azuma et al. [2] present many AR applications that have 
been explored. 

Bimber et al. [3] discuss Spatial Augmented Reality 
(SAR) concept, its advantages and limitations. They present 
real-time rendering techniques, details about hardware and 
software implementations, current areas of application and 
emerging technologies that might influence augmented real-
ity technology in the future. 

Furtado and Gersak [4] present some examples of how 
AR can be used to overcome the difficulties inherent to MIS 
in the specific case of cardiac surgery. 

Devernay et al.[5] propose the use of an endoscopic AR 
system for robotically assisted minimally invasive cardiac 
surgery.  

Fuchs et al. [6] present the design and a prototype im-
plementation of a 3D visualization system to assist in 
laparoscopic surgical procedures. 

Bichlmeier et al. [7] present a method for the use of AR for 
the convergence of improved perception of 3D medical imag-
ing data in the context of the patient’s anatomy, incorporating 
the physician’s intuitive multi-sensory interaction and inte-
grating direct manipulation with endoscopic instruments. 

Sielhorst et al. [8]  present a birth simulator for medical 
training with an augmented reality system. 

Samset et al. [9] present tools for MIT by augmenting 
visual and sensorial feedback. These decision support tools 
are based on novel concepts in visualization, robotics and 

haptics providing tailored solutions for a range of clinical 
applications. 

II. DEVELOPED APPLICATION 

Technology used  

ARToolkit [10] is a software library for building Aug-
mented Reality applications and uses square markers carry-
ing a unique pattern that is a planar bitmap enclosed by a 
black border. Pattern recognition proceeds in two stages: 
recognition of the pattern boundaries and correlation of the 
interior pattern with the patterns stored in a database. These 
markers are observed by a single camera and the tracking 
software uses computer vision techniques to calculate the 
marker position and orientation from the captured image. 
Markers can be used as a tangible interfaces to handle vir-
tual artefacts or as user interface elements. 

Tracking is impeded whenever the marker to be tracked 
is not fully and clearly visible within the camera image; 
chances of full visibility can be improved by using several 
markers fixed to a rigid object. The offsets between the 
markers must be well-known and there must be some com-
ponents in the application that calculates the final position 
of the object from the valid tracking input. 

The accuracy of tracking depends on many parameters in 
the processing chain: the quality of the camera images, cali-
bration of ARToolkit, size and visibility of the reference 
marker, the size of the marker to be tracked. If only one of 
these factors is not optimally set, the results of tracking may 
be inaccurate or even unusable. 

Description of the Application 

Due to the transition in abdominal surgery from open 
procedures to minimally invasive laparoscopic interventions 
where visual feedback is only available through the laparo-
scope camera and direct palpation of organs is impossible, 
the availability of additional intra-operative feedback can be 
of great help to surgeons, especially in complex cases. 

Besides the restricted view, an important issue in a 
laparoscopic procedure is the optimal planning of ports as 
well as enhanced visualization of hidden organs [11]. 

The aim of the AR system which has been developed  is 
to improve the performances of surgeons involved in a 
minimally invasive surgery procedure; they are able to have 
visual information which is not visible by means of normal 
senses because virtual organs are inserted into the normal 
field of view. The AR system presents these objects located 
in the correct position of the body and in correct perspective 
depth, after an accurate acquisition of the organ geometry. 
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By superimposing 3D virtual models on the real patient 
view, the patient then becomes transparent. 

In order to build a virtual environment from real patients’ 
images, geometric models of the human organs have been 
reconstructed using patients’ data acquired using a CT 
scanner. The acquired images relate to the abdominal area 
and have been processed in order to obtain three-
dimensional reconstructions, to distinguish the anatomical 
structures and to associate different chromatic scales to the 
organs. The data processing procedure is based on the seg-
mentation and classification phases carried out in order to 
obtain information about the size and the shape of the hu-
man organs. In particular, a “region growing algorithm” is 
used in the segmentation phase; whereas the classification 
phase is a user-driven process [12], [13]. 

An Augmented Reality system must display the resulting 
3D imagery in the proper place with respect to the exterior 
anatomy of the patient. This is one of the most basic prob-
lems of the Augmented Reality applications [14]. In order to 
carry out the registration phase,  real and virtual objects 
must be properly aligned in respect to each other; only in 
this way will the illusion that the two worlds coexist not be 
compromised.  

This stage is very important because without accurate reg-
istration, Augmented Reality will not be accepted in many 
applications and, in particular, in surgery where the AR 
images help the doctor to take important decisions during 
the surgical procedure [15], [16]. If a system is not exact, it 
could be very dangerous for patients and irreparable damage 
could be caused, if the surgeon were to make a mistake. 

In our application some fiduciary points are used to carry 
out the registration phase and to have an accurate overlap-
ping of the virtual organs on the real ones. CT images have 
been taken in conjunction with markers for AR that will be 
used in the registration phase. Special markers were at-
tached to the patient's body before the patient was scanned 
in order to record all the marker positions. The virtual pa-
tient will be registered to the physical patient by registering 
the point sets. In addition, the patient must be placed in the 
same position on the operating table as in the CT image 
acquisition. At the moment the registration phase is carried 
out using a keyboard and a mouse. 

The developed application is based on the ARToolkit and 
6 markers, placed around the patient, make it possible to 
superimpose the virtual organs on the real scene. Other spe-
cific markers are used to choose if all organs of a abdominal 
area need to be visualized or only some of them. 

Figure 1 shows the AR system during the visualization of 
all organs of the abdominal area; Figure 2 shows the visu-
alization of only one specific organ using the appropriate 
marker of choice. 

 
Fig. 1 Visualization of all the organs in the abdominal area 

 
Fig. 2 Visualization of one specific organ  

III. CONCLUSIONS AND FUTURE WORK 

The use of an Augmented Reality system in combination 
with surgery could be of great help, especially in minimally 
invasive procedures, because the surgeon has a sort of “X-
Ray" vision of the patient’s anatomy. 

In the developed AR system the virtual environment is 
built using the real patient’s CT images of the abdominal 
area; information about shapes and dimensions of the hu-
man organs is obtained by means of segmentation and clas-
sification algorithms.  

The application is based on the ARToolkit and 6 markers 
are used to overlap the virtual organs onto the real scene; 
some specific markers are used to visualize all the organs in 
the abdominal area or only some of them. 
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At the moment, the development of the final system is 
still in progress, since some modifications to the first devel-
oped prototype are still being carried out. A study is being 
made of alternative positioning of the markers and a new set 
of CT images is being processed, relating to a wider ab-
dominal area. In addition, to improve the performance of 
the system, optical tracking will be used and the registration 
phase will be carried out automatically. 

The final system could be put to good use in pre-
operative planning of a laparoscopic surgical procedure in 
order to choose the right points for introducing the surgical 
instruments, with the aim of improving accuracy in posi-
tioning the ports. In addition, this system could be used to 
find the best path to reach the organ concerned in the surgi-
cal operation. 
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Abstract — Multi-parametric cell-chip-systems for live 
monitoring living cells and tissue in the field of examination of 
effective substances and medical diagnostics are gaining more 
and more importance. Digital image processing offers support 
for the microscopic controlling of monitoring systems for liv-
ing cells. Thanks to the enormously increased power and ca-
pacity of computers within the recent years, an automatic 
survey of proliferation in a not invasive manner and without 
any influence on the relevant experiment is possible. 

On a molecular level cells are reacting very sensitive to 
changes in their enviroment, e.g. the contamination by toxic 
essences. Significant changes in the appearance of the cell 
culture will also be observed. The most evident indication, 
marking hostile conditions for living cells, is the decreased rate 
in growth of the cell culture. In addition the actual rate of cell 
propagation (splitting) might be used as a more accurate sign. 

Keywords — digital image processing, cells, counting,  
noninvasive 

I. INTRODUCTION  

Counting cells means high demand on digital image 
processing. On one hand cells of different origin are already 
very different from each other, on the other hand the same 
cells will appear different in transmission microscopy com-
pared to microscopy with incident light. The efficiency of 
the image processing algorithms is also influenced by dif-
ferent conditions of light. 

Currently, the cells are mainly counted external, e.g. by 
means of flow cytometry [1] and colouring with fluorescent 
dyes. This procedure often results in cell-death, or at least in 
an impact on their. Thanks to experience and wide back-
ground knowledge the human sight is able to analyse ex-
tremely difficult images and to extract important informa-
tion. These properties are not actually transferable onto 
digital image processing. Nevertheless it is being attempted, 
but a universal software solution for fully automatic count-
ing of diverse types of cells is practically not yet feasible. 

This essay describes a procedure to count cells via digital 
image processing, without destroying the cell culture and 
without using fluorescents dyes. Furthermore, the concep-
tion of a data bank will be presented. This data bank con-
tains individually tailored algorithms for a multiplicity of 
the most common cell lines to enable the counting of the 

relevant cells. This data will be continually extended in 
order to achieve a maximum spectrum of cell lines in the 
data bank. The software will be reasonably priced and com-
fortable to use. 

II. MATERIALS AND METHODS 

A. Acquiring the image 

The source material for this application consists of digi-
tally captured images. As a minimum a resolution of 1200 
by 1600 pixels (approximately 2 Megapixels) is required. 
By now this resolution is easily reached by standard con-
sumer digital cameras. The pictures of the cells are taken in 
the usual procedure by either transmission-light microscopy 
or incident-light microscopy – both using visible light. (see 
Fig. 1.) 

Carrier for the cell culture is a multiparametric glass- 
sensor-chip that provides an additional insight into the cells´ 
vitality by measuring different electrical and electro-
chemical parameters of the cells and the culture medium via 
different especially designed electrode structures. 

Fig. 1 Image of a cell culture grown on a multiparametric sensor chip with 
part of an electrode (1), normal cells (2), cytocinetic cells (3) and post- 
cytocinetic cells (4) at a resolution of 1200x1600 pixels. This image is 

taken via transmission-light microscopy 
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As shown in Fig. 1 the cell-culture-area of the glass-
sensor-chip is completely and nearly homogeneously cov-
ered with cells. On the upper right corner of the image one 
can see a segment of an electrode structure (1). Electrodes 
are also covered with cells, but due to their metallic texture 
and therefore their opaqueness to light cells grown on elec-
trode structures are invisible in transmission-light micros-
copy as it is the case here. The cells´ boundaries stand out 
by a significant higher intensity than the electrode structure, 
the cell bodies and the culture medium. This enables the 
image processing algorithms to separate the cells. 

Because of different shape and different intensity of the 
inner cell area normal cells (2) differ remarkably from cyto-
cinetic cells (3) and post-cytocinetic cells (4). At this point 
the image processing algorithms join in. 

B. Processing the image  

In the first step the source-image is resized to a resolution 
of 1200 by 1600 pixels. Because of being an optical photog-
raphy the illumination of the pictures may vary in intra- and 
inter-picture dimensions. So the image is recalibrated to a 
homogeneous illumination and a normalized grayscale pic-
ture. This task is done by an implemented and especially 
tailored ‘local-normalize’-algorithm [2]. Fig. 2 shows the 
result of the local-normalize algorithm. 

Furthermore, non-usable parts of the image, e.g. the bor-
ders of the electrode-structures, have to be cut out to pre-
vent falsifying the cell count result. Several morphological 
operations like erosion, dilation, opening and closing result 
a binary image (Fig. 3). This image contains white areas, 
which represent the segmented cells, and black areas, which 
represent the (uninteresting) rest. Counting the cells is sim-
ply done by counting closed white areas in the image. Also 
the position of the counted cells is stored. 

In addition to the cell count algorithm another algorithm 
to detect cytocinetic and post-cytocinetic cells is imple-
mented. As biological background, cytocinetic cells are in 
progress of being splitted into two identical cells. On that 
account the cytoplasma has to be reproduced and the cell 
appears in a more circular shape than the others. Also, post-
cytocinetic cells appear more circular but smaller, and in 
addition doubly. Fig. 4 shows typical examples of both 
types of cells. 

Detecting these cells is done by a template-matching al-
gorithm. A template matching algorithm uses a predefined 
and optimized image - the template - with white, gray and 
black pixels. This template (Fig. 5) is moved line by line 
over the preprocessed binary image of the cell culture. 

In case the white and black pixels of the template match 
with those on the binary image, a cytocinetic cell is found, 
counted and the position is stored. The gray pixels of the 

template don’t need to match. This allows a higher flexibil-
ity and a higher detection rate. 

 

Fig. 2  Result of the ‘local-normalize’-algorithm (3x magnification) 

 

Fig. 3  binary image with the segmented cells (white) 

 

Fig. 4  cytocinetic cell (left) and post-cytocinetic cells (right) 
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Fig. 5  template for detecting a cytocinetic cell 

III. RESULTS 

The resulting image consists of the original (colored) im-
age with three overlays: positions of the counted normal 
cells marked with a black (+), positions of the counted cyto-
cinetic cells marked with a white (•) and the two different 
values of the counted cells in the upper right corner (Fig. 6). 
The values of the counted cells are also saved in a separate 
.txt-file to make it available for further processing. Fig. 7 
shows a magnification of the resulting image. 

In our tests the counting results for normal cells matched 
90% with the results of manual counting. Processing time 
for both algorithms takes not more than ten seconds on a 
standard personal computer. 

IV. DISCUSSION  

Detecting cytocinetic and post-cytocinetc cells is more 
difficult than detecting normal cells due to the fact that the 
cytokinesis is a step less progress and hence every state of a 
cytocinetic cell is present. The algorithm is tailored to a 
specific state, so not all cytocinetic cells are detected. 

The algorithms used in this example are especially tai-
lored to the parameters given. These parameters are cell-
type, magnification and light source. They have to be 
known by the program in order to work properly.  

V. CONCLUSIONS 

The Program works with static conditions but is, yet, not 
a universal solution. The knack is the creation of a database 
with algorithms especially adapted to the main variable 
parameters (cell-type, magnification, light source). The 
user’s only task is to choose the cell type, the magnification 
that is written on the microscope and the light source used. 
After that cell counting works automatically. 

 

Fig. 6 result of the cell-count algorithms 

 

Fig. 7  magnification of the resulting image with detected normal cells (1, 
black +), detected cytocinetic cells (2, white •), not detected post-

cytocinetic cells (3) and not detected normal cell (4) 

The program will be able to count cells in single images 
as well as, automatically,  in a series of images over a 
longer period of time. Statistics during and at the end of the 
periods show information about cell count, increase rate, 
cytocinetic cells and more.  

Since not all cell types are needed for an experiment the 
program shall be distributable in a modular way. Users can 
choose which cell type data sets they want and can easily 
upgrade with more datasets. This makes the program much 
more comfortable, smaller and cheaper. 

1 

2 

3 

4 
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Abstract — The paper concerns providing the auxiliary data 
for image reconstruction in ultrasonic computed tomography 
(USCT) by calibrating the measuring USCT system. Basically 
two aspects are considered: calibrating the individual trans-
ducers as to their transmitting and receiving properties con-
cerns, and calibrating the geometry of the measuring system, 
i.e. providing the exact information on the individual trans-
ducer deviations from the expected precise positions (including 
the individual delays in signal processing that act similarly as 
to the image reconstruction concerns).  We will concentrate 
primarily on the 3D generalization of the principle of individ-
ual transducer efficiency and directional characteristics cali-
bration that appeared for 2D case in [3] and complement  
the information by overview on the other calibration aspects  
as well.  The described methods, based on sc. empty measure-
ments (no measuring phantoms needed) have been tested  
by both extensive simulations and by first practical applica-
tions utilising real measurement data. The tests proved the 
feasibility of the approach and its robustness under difficult 
circumstances – i.e. imprecise initial estimates of the calibrated 
quantities and presence of non-negligible noise in the measure-
ments. 

Keywords — Ultrasonic computed tomography, image re-
construction, computed calibration, ultrasonic transducers. 

I. INTRODUCTION  

A USCT system is basically a cylindrical container 
equipped with a set of numerous  (virtually up to the order 
of 104) ultrasonic (US) transducers in either 2D or 3D ar-
rangement; the container is filled with water and the inves-
tigated tissue is submerged inside the container and sur-
rounded by the transducers. The system provides a huge 
amount of  A-scans – 1D signal sequences obtained by a 
sequence of many measurements: always a single trans-
ducer is transmitting and the others receiving the (scattered) 
US impulse; gradually all the transmitting transducers fir-
ing. In the concrete experimental 2D system (Fig.1), de-
signed and developed in the Forschunszentrum Karlsruhe 
(Germany) [1], all the transducers take gradually the role of 
transmitters and receivers, while in the second-generation 
3D system (Fig.2) these roles are separated [2]. The A-scan 
signals (Fig. 1b) are influenced (delayed and scattered) by 
the investigated tissue, i.e. by the spatial distribution of its 

physical parameters determining its local acoustic imped-
ance. The numerically reconstructed 2D or 3D image data 
based on the A-scans then describe these spatial distribu-
tions. The system being under development in the For-
schungszentrum Karlsruhe (Germany) is primarily aimed at 
breast cancer diagnostics as an non-invasive addition or 
even alternative to X-ray based screening methods.  

The exact knowledge of individual transducer properties 
as well as of their positions turns out to be crucial for a 
good quality of the reconstructed images. This contribution 
will briefly describe new approaches to determine both the 
transducer parameters and their positions based only on sc. 
empty measurements (phantom-less calibration) under 
precisely known physical conditions, e.g. water temperature 
determining the ultrasound velocity.   

The calibration of individual transducer properties pro-
vides the directivity characteristic of transducers (common 
to all transducers due to their identical shape and material 
properties) and the individual efficiencies of each transducer 
as the transmitters or receivers. It is supposed that, thanks to 
duality principle, the efficiencies in both the transmitting 
and the receiving modes are identical (or at least mutually 
proportional). These characteristics may be obtained by 
solving an extensive linear equation system build of log-
linearised received-signal equations in frequency domain, 
reflecting the unknown transmitting and receiving proper-
ties of the transducers, as will be shown in section II in a 
greater detail. First, the principle will be explained in 2D 
case followed by the detailed generalisation for the 3D case. 
This way, the directivity function, dependent on direction 
and frequency, is obtained besides a vector of the individual 

 
Fig. 1 a – Schematic geometry of the 2D USCT system built in For-

schungszentrum Karlsruhe (FZK),   b – a typical transducer response – an 
A-scan    (from  [1] with permit) 
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transducer efficiencies. The results correspond very well to 
those few that could have been obtained by direct physical 
measurement (however, insufficiently scarce ones to replace 
or really support the practical calibration).  

Geometrical calibration of the system, based entirely on 
the empty measurements, determines the exact individual 
positions of all the transducers as the initial estimates taken 
from the construction documentation modified by correc-
tions computationally determined from a non-linear equa-
tion system utilising the empty measurements. No a-priori 
fixed spatial reference or use of a phantom are needed. The 
huge non-linear equation system is compiled using a similar 
approach as in GPS but without known reference positions. 
The calculations on simulated data proved the efficiency of 
the method in determining the positions with the desired 
high accuracy (up to a small fraction of the used ultrasound 
wavelength, i.e. a small fraction of a mm) that is by far not 
achievable by direct physical measurement that is also 
hardly feasible due to bad accessibility inside the system.  

II. CALIBRATING THE TRANSDUCER PROPERTIES 

Initially, the assumptions on the transducer properties 
were simplified: they were supposed to be homogeneously 
omnidirectional (both in transmitting and receiving modes), 
i.e. with transmitting or receiving properties fully independ-
ent on the direction. This could have been expected, based 
on the small dimensions of the transducers (of only a small 
fraction of the used ultrasound wavelength). Also, the indi-
vidual properties of the transducers were supposed fully 
equalised in the transducer set.  However, when searching 
for sources of artefacts in the reconstructed images, it was 
suspected that the above assumptions might not be right; the 
respective verification (or correction) approach was obvi-

ously in determining the real properties experimentally and, 
when needed, in calibration of the differences.   

To provide for complete generality, fully generic and in-
dividual directional characteristics (radiation functions) D(f, 

, ), dependent on frequency and both directional angles 
are to be supposed. Determining these functions is the sub-
ject of the method presented in this section, based on meas-
urements and consequently computed by solving the respec-
tive equation system.  However, as it will be shown, the 
available equation system has fewer equations than un-
knowns in this most generic case; to rectify the situation, 
some reasonable limitations had to be introduced, concern-
ing primarily some symmetry constraints on the radiation 
function shape and also uniformity of this shape (though not 
value equality) among transducers. Thanks to the limited 
power of ultrasound, linearity may be supposed.  

The calibration is then based on a series of wide-band 
measurements with the USCT system tank filled only with 
water (so called “empty measurement”).  First, the 2D ap-
proach for the system as on Fig.1 will be briefly described. 
Individual received signals on a particular path  are influ-
enced by the properties of the respective transmitter and 
receiver; when expressed in frequency domain, it  can be 
modelled as 

 ),(),()(, rerreere fRfRfS  (1) 

where )(, fS re  is the amplitude spectrum of the received 
signal (using emitter e and receiver r), ),( ree fR , 

),( rer fR  are the radiation functions of the emitter and 
receiver, respectively, f frequency, re , re  are angles 
towards the receiver or emitter axis, respectively (Fig.3). 
When expressing the spectra discretely via DFT and taking 
each emitter – receiver – frequency combination, a system 
of equations can be constructed and log-linearised: 

refRfRfS rerreere ,,),(log),(log)(log ,
 (2) 

Here, the components of the measured spectra 
)(, fS re are known; solving this system then provides the 

unknown parameters of the sensors. For N transducers with 
N-1 possible emitting/receiving angles and M frequency 
coefficients,  MNN )1(  equations can be built with the 
same number of unknown parameters. Thus, it is theoreti-
cally possible to solve for independent radiation functions 
individual for each of the used transducers.  

However, given the properties of the used experimental 
systems, the measurements cannot provide a complete equa-
tion system and constraints must therefore be imposed on 
the solution, as follows. All transducers may be supposed to 
have similar radiation functions, thanks to equalized dimen-

 
 
 
 
 
 
 
 
 
 
 

Fig. 2   Schematic geometry of the experimental 3D USCT system de-
signed and built in the FZK Karlsruhe (Germany). The protrusions repre-
sent the transducer array systems (TASes) consisting each of eight com-

bined groups of 1 transmitter and 4 receivers  
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sions and manufacturing; also the directivities in each direc-
tion on a path are identical,  

 ),(),(),( rerere fDfDfD  (3) 

The minor differences caused by material flaws and pos-
sibly fatigue may be reasonably represented by individual 
transmitting efficiencies or receiving sensitivities. 

For a particular transducer, these are linearly dependent 
and may be considered equal.  Thus the radiation function 
of any i-th transducer can be modelled as a product of a 
common 2D directivity function ),( fD  and an individual 
sensitivity si (or efficiency ei):  

 ),(),( fDsfR ii . (4) 

Obviously, the considerations apply to 3D case equally 
as for 2D, as will be used later.  

There might be still another problem: rank deficiency of 
the equation system (2) due to inseparability of individual 
factors in (1). This has to be eliminated by imposing other 
reasonable constraints, e.g. requiring unit product of all 
transducer efficiencies. This way, only relative values can 
be obtained, preserving the ratios in each transducer couple; 
this is sufficient for the image reconstruction (the absolute 
values are unnecessary).  

 
Fig. 4   Example of calibration result based on simulated data 

Via these modifications, the system (2) becomes well 
solvable and provides reasonable estimates [3] of the trans-
ducer parameters (example on Fig. 4), which were partly 
qualitatively verified by direct ultrasonic measurement by a 
hydrophone or by wave equation based simulation.  

This approach can be directly generalized to 3D problem, 
as arising in calibration of the newer USCT system. The 
differences to be taken into account are important: besides 
physical separation of the transmitters and receivers, the 
electrical signal initiating a transducer is a shaped pulse of a 
limited frequency content, which requires modification in 
the calibration model. The 3D transducer sensitivity calibra-
tion is thus built on a more detailed model than (1),  

 rerweeeinout TRTRTSS  (5) 

where Sout = Sout(i,j,k) is DFT spectrum of received signal, 
Sin = Sin(i,j,k) spectrum of the input pulse, Tee = Tee(i,k) 
transfer function of the i-th transmitter electronics, Re = 
Re( i j, i j,i,k) transfer function of the transmitter in direc-
tion to j-th receiver), Tw = Tw(di,j,k) transfer function of the 
water path, Rr = Rr( i j, i j,j,k) transfer function of the 
receiving j-th transducer in direction to transmitter, Tre = 
Tre(j,k) transfer function of the receiver electronics, k is the 
order of the DFT coefficient and i j  or  i j are azimuthal/ 
elevation  angles of transmission while i j or i j are simi-
lar angles at the receiver side. Besides taking into account 
the transition properties of electronics on both sides, the 
varying path lengths in the cylindrical geometry of the 
USCT was considered. Similarly as before, linear equation 
system is provided from (5) via logarithms.  

As in 2D case, due to inseparability of terms like 
 ),,(),,( kjTkiT jirjie  

the system is incomplete and requires reduction of unknown 
count. It can be easily shown that, due to inherent symme-
tries, with a sufficient accuracy applies 

 ),,(),,(),,( kDkDkD jijijijijiji , 

and consequently, with a reasoning as in the 2D case,   

 

Fig. 3   Geometry of the 2D transducer arrangement (the 3D geometry is 
defined by straightforward generalisation) – adapted from [3] 

 

Fig. 4   Directional characteristics of the transducers for different frequen-
cies determined via 2D computed calibration (profiles from the continuous 

2D characteristic in the frequency – direction space, from [3]) 
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Again, due to inseparability of the transducer constants 
and transfer functions of the related electronics, we can only 
determine the combined (but sufficient) transfer functions,  

 )(),(),(' iekiTkiT eeee )(),(),(' jskjTkjT rere  

The transfer function  of the water path is  fd
w

weT , 
where w is the US attenuation coefficient of water, and the 
path length d is  

222
, )()()()()( rererereji zzyyxxjrird  

Summarizing, the resulting model of a path transfer reads  

),(),(),(),,( ''2 kjTkiTkDeSkjiS reeeji
fd

inout
w  (6) 

for all i,j,k. As before, in this system (to be log-linearised 
similarly as in the 2D case), the measurements, d-s and  
are the known quantities while samples of the common 3D 
directivity characteristic D and of the transfer functions T 
are the unknowns to be found. The system is presently con-
sidered for full-size implementation, to be tested with realis-
tic measurement data.  

III. CALIBRATING GEOMETRY OF 3D USCT  SYSTEM 

The geometry calibration method [4] is based on “empty” 
direct-paths time-of-arrival (TOAs,r) measurements of the 
US impulses for a particular transmitter-receiver (s,r) com-
bination.. The approach is in principle similar to this of the 
GPS system but without a fixed spatial reference. The TOA 
is a function of positions of both transducers and of time-
delays introduced at transducers by their electro-mechanical 
properties and related electronics. Thus  

 rsrsrsrs TOFTOA ,,,  (7) 

where TOFs,r is time-of-flight between transducers, s and r 
are the time delays, and  is the measurement noise.  
The Eq. (1) for all paths represents a system of nonlinear 
equations from which the exact path lengths can be com-
puted thus enabling the geometrical calibration. The system 
is locally linearised in each iterative step: 

 Jk xk = rk ,  ,  (8) 

providing consecutive x-corrections based on residual vec-
tor r dependent on measurements and system matrix J re-
flecting the so far estimated geometry. New modification 
improves noise robustness by utilizing known partial geo-
metrical relations among groups of transducers (TASes). 

The new approach provides very precise results (in the 
range of a small fraction of the used US wave-length). A 
calibration example based on simulated data is on Fig. 5 
showing the initial imprecise estimates of the transducer 
positions and the corrected final state of real positions in the 
USCT system. 

IV. CONCLUSIONS 

Novel approaches were added to previously designed 
methodology of calibrating the USCT systems. The contri-
bution concentrates on the generalization of the transducer-
parameter calibration for the new three-dimensional USCT 
experimental system. Additions to geometry calibration in 
3D system are briefly mentioned. Presently both principles 
are being implemented in a way complying with the re-
quirements for calibration of the 3D USCT system under 
practical environment. 
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Abstract — The administration of intravenous contrast me-
dia during CT examinations is routine, but carries with it a 
risk of extravasation. With a new Doppler ultrasound monitor-
ing technique, we propose a method for automatic classifica-
tion of injection flow states. The method combines a Bayesian 
network and a sparse kernel classifier. The network captures 
the dependencies between latent variables, observations and 
previous system states. The sparse kernel classifier is a Rele-
vance Vector Machine that is well suited for spectral analysis 
and which provides a probabilistic estimate. We present pre-
liminary results showing a challenging input signal variance 
and how the method applies to empirical data.   

Keywords — classification, Bayesian, sparse kernel, rele-
vance vector machine, Doppler, ultrasound, extravasation, 
accuracy,  spectral analysis  

I. INTRODUCTION  

X-ray contrast media is routinely used to enhance CT 
images. The media is typically administered using a remote 
controlled power injector. This ensures the flow is high, 
uniform and doesn't fragment easily. CT angiography and 
phased helical CT examinations may indicate such contrast 
media administration. The increase in contrast agent volume 
and speed carries with it the risk of extravasation. Extrava-
sation might be due to vein rupture or that the injection 
needle fails to penetrate the vein. The injuries are normally 
minor, but more severe injuries like skin ulcerations, tissue 
necrosis and compartment syndrome are not uncommon. 
The reported frequency of injury ranges from less than 0.5% 
[2] to above 2% [1].  

To reduce the incident rate, monitoring devices and de-
tection technologies have been proposed [2][4]. Neorad [3] 
and the National Hospital of Norway is developing an ultra-
sound transducer with the same aim [5]. A key requirement 
is that the monitoring device minimizes risk, specifically 
that the incident detection accuracy is well above present 
detection rates.  

Medical Doppler signals have been classified based on a 
time-frequency representation using Neural Networks [8] 
and Support Vector Machines [9]. Bayesian classifiers have 
been used to classify medical Doppler signals [11] and there 

exists work on spectral analysis using an auto-regressive 
model with a Bayesian framework [12].  

In this paper we propose an automated pattern classifica-
tion method tailored for the particular contrast agent ad-
ministration procedure. Firstly, we briefly describe the 
problem in terms of clinical procedure and the signals gen-
erated. Then we propose a method with a model. Finally we 
present some preliminary results and provide a brief conclu-
sion.   

II. PROBLEM 

3 continuous wave Doppler 4 MHz transducers are at-
tached to the patient's arm, over the vein and proximal to the 
contrast cannula. The transducer array is attached perpen-
dicularly to the vein direction, circumferentially around the 
arm. A saline injection is administered first and then after a 
pause, the contrast agent is administered. Finally another 
saline injection is administered.  There is a synchronization 
signal available that specifies whether the  injection of fluid 
has started or ended and whether the injection is saline or a 
contrast agent. The device characteristics, the agent types 
and administration are detailed in [5]. The quadrature de-
modulated signal is sampled at 25 kHz and high-pass fil-
tered. The resulting power Doppler signal is short-time 
Fourier transformed with a 0.2 seconds Hanning window 
and a two window length overlap. This leaves us with a 
preprocessed 0.2 sec/2.5 Hz resolution time-frequency sig-
nal. Finally, the 50Hz band and its harmonics are removed.       

With these inputs in mind, the challenge is to devise a 
statistically highly accurate, automatic extravasation classi-
fier which can run in real time on a portable processing unit.   

III. METHOD 

A.Definitions 

We define the inputs to the classifier to be  
1. 3 x 2D preprocessed time-frequency samples 
2. a synchronization signal tuple {(start, stop), (con-

trast, saline)} 
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The classification target is a state variable capturing 
whether the injected fluid is running normally through a 
vein, whether nothing seems to flow or whether an extrava-
sation is occurring. We define  

 flowState = (intravenous, no-flow, extravasated) 

The patient examination goes through several distinct 
phases. For the classifier, important phases are a possible 
pre-check phase where a saline injection is administered, a 
possible saline injection before the contrast injection, the 
contrast injection itself and finally a possible saline injec-
tion after the contrast injection. We define  

examinationPhase = (saline-precheck, saline-preinjection, 
contrast-injection, saline-postinjection) 

B.General dependency model 

Firstly, we assume the flowState characteristically influ-
ences the received Doppler signal.  We define a Temporal 
Feature (TF) to be some representation of the Doppler sig-
nal at time t. TF(t) then  statistically depends on the flow-
State at time t.  

We hypothesize that the chance for a particular flowState 
is dependent on the flowState at earlier times. For example, 
if it's not clear whether the flow is intravenous or extrava-
sated during the saline-preinjection phase (e.g. the prob-
abilities are roughly equal) then that might heighten the 
chance that the flowState is seen as extravasated during the 
contrast-injection phase. Thus, the probability of a flow-
State at time tn depends on the flowState at time tn-1.  

Finally, since the task is pattern classification, we define 
an independent flowState probability estimate that stems 
from a classification model based on the Doppler signal. The 
flowStatemod at time t depends on the flow state at time t.   

In Figure 1 we show these dependencies in terms of a 
Bayesian network. The circles are statistical variables. The 
arrows denote a statistical dependency. Shaded circles are 
observed variables and white circles are latent variables. 

The “...” and the dotted arrow on the left illustrate a chain of 
dependencies from time 1 to time n-1.  

Let flowState be a vector {flowState(1),.. ,flowState(n)} 
and likewise for the vector flowStatemod and TF. The joint 
probability for the sequence of flowStates, model estimated 
flowStates and temporal features is then p(flowState, flow-
Statemod, TF) =  

 
1

|
N

n
p TF n flowState n  

 mod
1

|
N

n
p flowState n flowState n  

 
1

| 1
N

n
p flowState n flowState n  

Assuming the densities are Gaussian, an expectation-
maximization algorithm may estimate the particular distri-
butions given a set of observations, and the sum-product 
algorithm may be used to compute desired marginal distri-
butions [10].    

A normal Bayes risk estimator will be used to make class 
decisions, based on the marginal distribution p(flowState(n)) 
and some reasonable loss function found in collaboration 
with our medical professional partners.  

C.Frequency domain classification 

Let's consider the independent flowState variable flow-
Statemod.  

The post-processed Doppler signal is rich in frequency 
content, and it is reasonable to attempt to classify the flow-
State based on a time-frequency representation of the sig-
nals. The Doppler baseband range is roughly 4 kHz. With 
the aforementioned 2.5 Hz resolution, we have some 1600 
frequency coefficients per sample. We clearly need a classi-
fication approach which efficiently deals with high-
dimensional data in real-time. Furthermore, it would be 
desirable if the classifier provides a confidence estimate, 
preferably as a probability that can directly serve as the 
p(flowStatemod) estimate.    

A sparse kernel machine seems to be a reasonable choice 
since they're capable of dealing efficiently with high-
dimensional data and they're well suited for time-series [6]. 
Recently, a sparse kernel machine based on a Bayesian 
framework has been proposed [7], named the Relevance 
Vector Machine (RVM), where there now are available 
efficient implementations.  

The RVM estimates a conditional distribution 

 | , , | ,p state x w N state y x   

Figure 1: Dependency model 
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where x is the input vector, w a parameter vector, N the 
normal distribution and  is the noise precision. y(x) is 
defined in terms of a set of basis functions that with the 
RVM formulation is constrained to the Support Vector 
Machine (SVM)-like form 

 
1

,N
n nn

y x w k x x  

Here, in difference to SVMs, the kernel k doesn't need to 
be positive-definite.  

On benchmark data the RVM has about equal accuracy 
as the SVM, training times are roughly an order higher, but 
there is no need to do exclicit parameter optimalization for 
RVM kernels. Classification of new data is significantly 
faster for RVMs than for SVMs [7].    

IV. PRELIMINARY RESULTS 

All figures depict samples from different patients. Fig-
ure 2 shows the spectrogram for one of the three transducer 
elements during the pre-check saline injection phase. The 
flowState is intravenous. The horizontal scale is in seconds 
and the vertical scale is Doppler frequency in Hertz. The 
injection starts at 16.5 seconds and ends at 18.5 seconds. 
Note the horizontal dark lines stemming from the 50 Hz and 
harmonics removal.  

In this figure it is reasonably simple to discern a single 
time-slice of 0.2 seconds. The flowStatemod(n) RVM esti-
mate is based on a single such time slice at time n and simi-
larly TF(n) is a representation based on the same time slice. 
Other time slices in the saline and contrast injection phases 
maps onto other time ordinals in the dependency model.   

In Figure 3 the injection starts at 333 seconds and ends at 
353 seconds, immediately followed by a post-injection 
saline injection ending at 360 seconds. The flowState is still 
intravenous. For these samples the gain is 45 dB and the 
dynamic range 40 dB.  

Figure 4 and 5 shows how the inter-patient signal vari-
ance may be quite large. In Figure 4 the injection starts at 
75.5 seconds and lasts for 2 seconds. In Figure 5 the injec-
tion starts at 217 seconds and ands at 247, immediately 
followed by a post-injection saline injection ending at 257 
seconds. The flowStates are intravenous.  During the pre-
check saline injection there is more noise and a less pro-
nounced response than in Figure 2. During the contrast-
injection the signal suffers from a marked response decay.   

 
Figure 2: Pre-check saline injection spectrogram 

 

 
Figure 3: Contrast-agent injection spectrogram 

 
Figure 4: Pre-check saline injection spectrogram 
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Figure 5: Contrast-agent injection spectrogram 

 
Figure 6: Contrast-agent injection spectrogram 

Now consider Figure 6 where the contrast injection starts 
at 101 seconds and ends at 121, immediately followed by a 
post-injection saline injection ending at 131 seconds. Note 
the prolonged response after the end of injections. This 
sample is an extravasation incident and the flowState is 
extravasated. 

V. CONCLUSIONS 

We've shown preliminary results illustrating some of the 
challenges in automatic injection state detection based on 
Doppler ultrasound. Furthermore we've presented a new 
method for pattern recognition tailored to the examination 

procedure and illustrated how a particular statistical model 
may be instantiated based on the Doppler ultrasound data.  
Future work will focus on empirically evaluating the statis-
tical accuracy of the proposed method.  

There are several sources of additional information from 
the examinations that hasn't been taken into account. Exam-
ples are contrast agent types used, the volume administered, 
the flow rate, ultrasound gain and dynamic range settings. 
In case the empirical accuracy proves to be insufficient, one 
might extend the dependency model to include one or more 
of these sources.  

The present dependency model makes distribution as-
sumptions that may be too restrictive. If a wider range of  
distributions are to be considered, an investigation is needed 
on  how marginals may be formed and distribution learning 
may be tractably achieved.   
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Abstract — In the context of focal epilepsy, the simultaneous 
combination of electroencephalography (EEG) and functional 
magnetic resonance imaging (fMRI) holds a great promise as a 
technique by which the hemodynamic correlates of interictal 
spikes detected on scalp EEG can be identified. 

The fact that traditional EEG recordings have not been able 
to overcome the difficulty in correlating the ictal clinical symp-
toms to the onset in particular areas of the lobes, brings the 
need of mapping with more precision the epileptogenic cortical 
regions. On the other hand, fMRI suggested localizations more 
consistent with the ictal clinical manifestations detected. 

This study was developed in order to improve the knowl-
edge about the way parameters involved in the physical and 
mathematical data, produced by the EEG/fMRI technique 
processing, would influence the final results. The evaluation of 
the accuracy was made by comparing the BOLD results with: 
the high resolution EEG maps; the malformative lesions de-
tected in the T1 weighted MR images; and the anatomical 
localizations of the diagnosed symptomatology of each studied 
patient. The optimization of the set of parameters used, will 
provide an important contribution to the diagnosis of epilepto-
genic focuses, in patients included on an epilepsy surgery 
evaluation program. 

The results obtained allowed us to conclude that: by associat-
ing the BOLD effect with interictal spikes, the epileptogenic 
areas are mapped to localizations different from those obtained 
by the EEG maps representing the electrical potential distribu-
tion across the scalp (EEG); there is an important and solid 
bond between the variation of particular parameters (manipu-
lated during the fMRI data processing) and the optimization of 
the final results, from which smoothing, deleted volumes, HRF 
(used to convolve with the activation design), and the shape of 
the Gamma function can be certainly emphasized. 

Keywords — fMRI, BOLD, EEG, Epilepsy. 

I. INTRODUCTION  

The simultaneous acquisition of electroencephalography 
(EEG) and functional magnetic resonance imaging (fMRI) 
has been increasingly used in focal epilepsy to correlate the 
hemodynamic response to the interictal spikes detected on 
EEG. However EEG recordings have presented some diffi-
culties in correlating the ictal clinical symptoms to the onset 

in particular areas of the lobes, whereas fMRI suggested 
localizations more consistent with the ictal manifestations. 

To further understand the differences between EEG and 
fMRI localizations it is important to study how the different 
parameters involved in the processing of physical and 
mathematical fMRI data can influence the final results in 
terms of consistency and proximity to the lesions observed. 

In order to achieve that we analyzed two of our patients 
in detail, by varying some of the main fMRI processing 
parameters and compared the results with the EEG data and 
the lesion locations. 

II. MATERIALS AND METHODS 

We studied two patients with a diagnosis of idiopathic 
OLE, submitting them to a 120-min EEG recording outside 
the scanner, with a cap of 64 AgCl electrodes. The position of 
each electrode was obtained using an electromagnetic digi-
tizer PATRIOT. We used a sampling rate of 256 Hz, filters of 
0.5–70 Hz. One week after this procedure, a session of func-
tional MRI was performed while simultaneously recording 
the EEG (37 eletrvodes along the scalp and 2 located in the 
chest). Each patient demonstrated a single, topographically 
stable, paroxysm type. This was the main neurophysiological 
criteria for selection of patients for this study. Informed con-
sent was obtained from the parents of the patients. 

Source analysis of the EEG was done in spikes detected 
visually in recordings obtained outside the scanner for both 
patients. The EEG was high pass filtered at 3 Hz, and spikes 
with good signal to noise ratio were aligned by the peak 
amplitude to produce an average spike. The sources were 
obtained from instantaneous regional dipoles at the peak of 
averaged spikes, with a standard three layer Boundary Ele-
ment Model (BEM) of volume conduction (conductances of 
0.33, 0.0042, 0.33 S/m for scalp, bone and brain), provided 
in the Source2 software package (Neuroscan, El Paso, Mex-
ico). Standard electrode positions were also used. 

The EEG/fMRI consisted in the acquisition of blocks of 
150 brain volumes for patient 1 and 140 brain volumes for 
patient 2, each one made of 34 EPI images (in plane resolu-
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tion 3.75 mm and slice thickness of 7 mm, no spacing; FOV: 
24 x 24 cm; matrix: 64 x 64; flip angle of 90 ) obtained with a 
TE = 50ms, a TR = 2.275 s (patient 1) and TR = 2.475 s, (pa-
tient 2), corresponding to periods of 351 s and 357 s of con-
tinuous and simultaneous monitoring. 5 blocks were obtained 
per patient, providing 175v5 s of simultaneous monitoring for 
patient 1, and 1785 s for patient 2. A brain T1 weighted anat-
omic sequence (in plane resolution 0.94 mm and slice thick-
ness of 1.3 mm) was obtained in the same session. 

Images were acquired in a 1.5T GE CVi/NVi scanner, 
while the EEG was recorded through a set of AgCl elec-
trodes connected to an amplifier located outside the scanner 
room through carbon fiber wires (MagLink, Neuroscan, El 
Paso, TX, U.S.A.). The cap did not produce detectable arti-
facts in the MRI sequences, so these could be processed 
without any special correction. The EEG was corrected for 
artifacts induced by the magnetic field and rapidly changing 
imaging gradients offline using commercial software (Scan 

4.3.2, Neuroscan). The time of occurrence of spikes was 
determined by visual inspection and used to classify the 
acquired image volumes, resulting in sequences of events of 
interest used to build an event-related paradigm. 

The preprocessing and paradigm-related analysis of the 
fMRI was performed using the FSL software package [1]. 
In order to perform this study, a set of important parameters, 
involved in the fMRI data preprocessing, was initially se-
lected. The tests presented along the study reveal the influ-
ence of each parameter in the accuracy of BOLD activation 
maps, and also its contribution to false positives. To model 
the haemodynamic function a standard Gamma function 
with derivatives was used [2] (with a FWHM of 3 s [3] and 
a mean lag of 5 s [4]). Four and twenty-four spikes were 
analyzed, respectively, for patients 1 and 2. The EPI se-
quences were corrected for movement and slice acquisition 
time and smoothed with a Gaussian kernel of FWHM 
5.2 mm [5]. No initial volumes from the acquired fMRI 
sequence were deleted. A local autocorrelation correction 
was used and z statistic images generated. The correction 
for the multiple comparison problem was done using a clus-
ter threshold with p = 0.05. [3] 

Representation of dipoles on individual brain anatomy 
was performed by adjusting the fiducial points (nasion, 

Fig. 1 Variation of some important parameters used in the fMRI data 
preprocessing. The left side of each brain slice image corresponds to the 

right side of the real brain. 
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preauricular points, inion, and vertex) of the BEM model on 
the individual 3D T1 MRI. 

III. RESULTS 

In order to improve the knowledge about how parameters 
involved in the fMRI data preprocessing influence the final 
results, we have performed several tests consisting in vary-
ing each parameter in a certain range, which included the 
group of values that had already been verified as scientifi-
cally reasonable.  

The results of each test are represented by a sequence of 4 
axial slices of the brain that includes the region of interest for 
each patient. The identification of this region was made by 
combining both information of the malformative lesion de-
tected in the T1 weighted MR image, and the anatomical lo-
calization of the diagnosed symptomatology of each studied 
patient. 

We have observed that each patient is a case on its own 
and should be studied individually. In this paper, in order to 
demonstrate the importance of these parameters and their 
individual variation we present the results of two of our 
patients. 

For the “Deleted Volumes” test (patient 2), different 
BOLD activation maps were performed. The option of de-
leting the first 3 volumes of this sequence shows to be the 
best option, since the BOLD clusters detected are over the 
primary motor cortex area (Fig. 2, 3b), considerably near 
from the malformative lesion (Fig. 3a). These results are 
also consistent with the diagnosed symptomatology, since 
the patient has moved his right hand during the seizures. 

In the study for the “Haemodynamic Response Function” 
(patient 1) parameter were included another two tests, in 
order to evaluate the influence of the Gamma function’s 
shape in the BOLD activation distribution map. The “Mean 
Lag” test showed that there was a restricted range of values 
(4 and 5) where it was possible to identify some BOLD 
clusters. The “Stddev” test for 1 s reveals a cluster located 
over the cortical left occipital region, in the same axial plan 
as the malformative lesion detected for this patient. For the 
rest of the haemodynamic response functions studied, only 
the set of Gamma-basis functions did show some BOLD 
clusters. Some of these clusters seem to be highly signifi-
cant since they are near the expected area (Fig. 1, 2b). 

The test for “Smoothing” (patient 2) reveals the great in-
fluence of this parameter in the production of accurate 
BOLD activation maps, since it is intimately related to the 
size of the clusters. However, its bad use may hide impor-
tant clusters or even produce false positives. 

The evaluation of the accuracy of the results that showed 
better correlation to the expected information, was made by 

 

Fig. 2 Patient 1: (a) T1 weighted MR images identifying the malformative 
region;  (b) BOLD fMRI images showing the cluster over the cortical left 
occipital region, near the malformative region; (c) Regional dipole model 
applied to calculate the electric source of the detected spike (EEG). (d) 3D 

fMRI BOLD activation map (rendering). 

Table 1 Coordinates corresponding to the center of the detected 
malformative lesion, cluster BOLD and EEG source position for patient 1. 

 Position 

 X (mm) Y (mm) Z (mm) 

Lesion 128 62 64 
Cluster BOLD 138 51 61 
Regional Dipole (EEG)* 126 71 85 

Table 2 Distances between the cluster BOLD, the lesion, and the regional 
dipole for patient 1. 

 Lesion (mm) Regional Dipole (mm) 

Cluster BOLD 15.17 33.47 
Regional Dipole 22.93 - 

Table 3 Coordinates corresponding to the center of the detected 
malformative lesion, cluster BOLD and EEG source position for patient 1. 

 Position 

 X (mm) Y (mm) Z (mm) 

Lesion 140 89 104 
Cluster BOLD 143 92 101 
Regional Dipole (EEG)* 150 109 98 
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comparing the BOLD results with: the Regional Dipole 
EEG maps (Fig. 2c, 3c); the malformative lesions detected 
(Fig. 2a, 3a) in the T1 weighted MR images; and the ana-
tomical localizations of the diagnosed symptomatology of 
each studied patient. The correlation between the results 
(for the best set of parameters) has been analyzed through 
the measurement of the distances between the center of each 
focus for patient 1 and 2 (Table 2, 4). 

The results reflect a very good correlation between the 
malformative lesion and the cluster BOLD (closest to the 
expected area) for each patient. For The Regional Dipole 
results presented a reliable GOF (0.959 and 0.953 for pa-
tient 1 and 2), and the estimated EEG sources are about 2.3 

cm apart from the malformative lesion for both patients, 
showing also a good correlation between results. 

IV. CONCLUSIONS  

The results obtained allowed us to conclude that: by as-
sociating the BOLD effect with interictal spikes, the epilep-
togenic areas are mapped to localizations different from 
those obtained by regional dipole maps (EEG); there is an 
important and solid bond between the variation of particular 
parameters (manipulated during the fMRI data processing) 
and the optimization of the final results, from which 
smoothing, deleted volumes, HRF (used to convolve with 
the activation design), and the shape of the Gamma function 
can be certainly emphasized. 
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Table 4 Distances between the 3 types of results for patient 2.

 Lesion Regional Dipole 

Cluster 5.20 19.32 
Regional Dipole 23.15 - 

Fig.3. Patient 2: (a) T1 weighted MR images identifying the malformative 
region;  (b) BOLD fMRI images showing the cluster over the primary 

motor cortex area, near the malformative region; (c) Regional dipole model 
applied to calculate the electric source of the detected spike (EEG). (d) 3D 

fMRI BOLD activation map (rendering). 
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Abstract — In view of the worldwide increasing number of 
pulmonary diseases such as asthma bronchiale and COPD 
(Chronic Obstructive Pulmonary Disease) and the increasing 
scarcity of resources in health care systems it is necessary to 
find a treatment form, which supports and complements the 
conventional medical care and monitoring, without increasing 
time and personnel requirements. Such a system is realized by 
means of  the Telemetric Personal Health Monitoring System 
(TPHM), which was developed by the Heinz-Nixdorf Lehrstuhl 
für Medizinische Elektronik. TPHM stands for a system, that 
embeds a wireless communication between physician and 
patient into a network, which consists of monitoring devices of 
vital functions and transmitter devices. In this case the moni-
toring device is a mobile aeroplethysmograph combined with 
an inhalation device. 

Keywords — telemedicine, home monitoring, health moni-
toring, spirometry, pulmonary therapy 

I. INTRODUCTION  

According to estimates of the World Health Organization 
WHO 300 million people suffered from asthma and 255,000 
died of it in the year 2005. Asthma is the most common 
chronic disease among children. Asthma deaths will in-
crease by almost 20% in the next 10 years, if urgent action 
is not taken [1]. 

Asthma bronchiale is a chronic inflammatory of the res-
piratory tracts. The obstruction of the airways is spontane-
ous and reversible by means of treatment. The causes for 
the disease are a spasm of the bronchial muscles, an in-
flammation and swelling of the bronchial mucosa and the 
increased secretion of mucus. The inflammation causes an 
increase of sensitivity of the respiratory tracts to many 
stimuli [2]. 

The main symptoms are sudden shortness of breath and 
coughing fits. The obstruction becomes apparent during the 
expiration, because the width of the respiratory tracts, 
caused by the secretion, is smaller than during the inspira-
tion. 

Asthma triggers are allergens, air pollutants such as ex-
haust gases or tobacco smoke, fog, cool air and medicines. 
Other triggers are a genetic disposition, physical exercise 
and psychological factors. 

According to further estimates of the WHO (2007) 210 
million people have COPD, heavy form of pulmonary dis-
ease, and 3 million people died of COPD in 2005. COPD 
will become the fourth leading cause of death worldwide by 
2030. 

The clear difference to the simple chronic bronchitis is 
the strong obstruction of the respiratory tracts. COPD is a 
slowly developing chronic disease, which is characterized 
by increasing irreversible damage and progressive obstruc-
tion of the airways. Symptoms are shortness of breath, per-
sistent cough with sputum production. 

COPD is caused by pollutants, which are inhaled during 
a longer period. These pollutants are particularly caused by 
tobacco smoke, air pollution, occupational treatment of 
organic and inorganic material, infection or genetics. If the 
pulmonary disease has progressed so far, that conventional 
therapy is not helpful anymore and the patient suffers from 
persistent shortness of breath, the lung transplantation fol-
lowed by therapy is the last possibility of treatment. 

II. APPROACH 

A. Intention 

If a pulmonary disease is detected by the physician dur-
ing a simple lung functional test an aeroplethysmograph can 
help the patient for a better evaluation of his own state of 
health, therapy methods and progress of the therapy. Addi-
tionally, a better prognosis can be provided in this way. 
Mobile devices are used particularly for a fast examination 
of pulmonary functions in order to estimate the health status 
of the patient [3]. 

For therapy it is important to identify the trigger of the 
illness first. Allergic asthma can be treated well by a spe-
cific immunotherapy (Hyposensibilization). In case of the 
other forms of pulmonary disease it would be a great benefit 
to avoid the trigger of the disease to prevent the patient´ s 
state of health changing for the worse. Depending upon the 
severity level of the illness medicines which act anti-
inflammatory, immunosuppressive or breath-way-extending 
have to be applied as well. These medicines are mostly 
applied by an inhaler. 



510 M. Guel, A. Scholz, D. Dill and B. Wolf 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

In this case it is essential to monitor the effect of the 
therapy and medication to the patient’s state of health. 

This allows a henceforth optimal adjustment of medica-
tion and dosage. Much attention is given to the so called 
‘Home Monitoring’, a modern form of care for chronically 
ill patients that considers the whole care chain including 
prevention, diagnosis, therapy and rehabilitation. 

As core-element the technology of telemedicine is de-
ployed. In combination with, by now, easy accessible and 
wide spread communication networks this technology al-
lows the care of the patients’ independent from their where-
abouts. Thereby the patients have to measure their illness-
specific parameters regularly whereas the acquired data is 
automatically forwarded to the physician in charge. 

So the number of physician-patient contacts can be in-
creased at lower costs per contact compared to ordinary 
home visits by the doctor [4]. The time and locally inde-
pendent therapy of patients’ matches the growing tend to 
mobility and the demand to reduce health care costs.  

Due to permanent monitoring, changes concerning the 
illness pattern can be captured earlier and particularly ag-
gravations detected in time and best possible absorbed. 

Telemedical care in this case means the inclusion of a 
cellular phone as interface between the patient’s measure-
ment device and the physician’s monitoring feasibility. 

B. Materials und Methods 

Within the framework of the telemedicine-group at the 
Heinz Nixdorf-chair für Medizinische Elektronik a system 
has been developed that allows a better monitoring of repre-
sentative human biological parameters (Fig. 1). 

Especially developed diagnosis tools and 3rd party diag-
nosis tools have been upgraded with a self-designed trans-
ceiver module based on Bluetooth-technology and are now 
capable of telemetry. 

Now data can be sent wireless from the measurement de-
vice to the cellular phone. Especially designed software for 
the phone has been developed to enable a smooth commu-
nication. The data could also be graphically displayed on 
the phone’s display or be forwarded via the ordinary GSM-
communication standard. The sent data is stored and proc-
essed in a data base and then delivered as email to the phy-
sician in charge. 

Already at the beginning of 2004 a prototype of a Blue-
tooth-based aeroplethysmograph was developed at the 
Heinz-Nixdorf-Lehrstuhl für Medizinische Elektronik of the 
technical university of Munich (Fig. 2). The aero-
plethysmograph already based on the principle of measuring 
differential pressure. For this application a Mitsumi Blue-
tooth chip as single-chip solution has been applied. Prob-

lems occurred at the data transfer and, in addition, high data 
rates were not possible. Bad power management also ap-
peared as a big disadvantage. 

The second prototype followed in the middle of 2004. 
Again the principle of measuring differential pressure has 
been applied. But this time a microcontroller and a separate 
ALPS-Bluetooth-module were used. Problems with this 
version of prototype were the imprecise amplifier and sen-
sor. Therefore the differential amplifier circuit has been 
reviewed but it turned out that the symmetrical structure of 
the circuit led to calibration problems. 

The pulmonary diseases described at the beginning can 
easily be treated by inhalation of steam with water soluble 
medicaments or brines added. The medicament is directly 
brought to the airways and therefore acts in-situ. This 
avoids unwanted side effects, that might happen e.g. in the 
gastrointestinal tract during a treatment with pills 

A good therapy support is given e.g. by the electrical in-
halator OMRON Micro-AIR. At the end of 2004 as part of a 
project a device for the inhalator OMRON Micro-AIR has 
been developed that registers the on and off times of the 
inhalator and sends the data via Bluetooth to a mobile 
phone. Because of its very small dimensions this device can 
easily be applied everywhere. A water soluble medicament 
will be sputtered by ultrasound into most minute, respirable 
pieces. 

Thanks to the increasing distribution of cellular phones 
in general and of those with integrated Bluetooth technol-
ogy specifically additional acquisition of technology is not 
necessary in most cases. A basic feature at this juncture is 
the easy usability of mobile phones. Of course, the phone 

 
Fig. 1 components of the TPHM-system 



Telemetric Personal Health Monitoring Systems forAsthma and Chronic Obstructive Pulmonary Disease 511 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

has to be preconfigured, but for a successful data transfer it 
only has to be in Bluetooth range. No intervention by the 
patient is needed to send the measured data. The data trans-
fer via email will be automatically activated after a success-
ful measuring. 

The regularly transmission of the pulmonary function pa-
rameters ensures an intensive connection of the patient to a 
centre that is specialized for this kind of disease. The health 
care by a physician will not be affected [5]. The system 
tends to create a more close collaboration and hence a better 
compliance of the patient. 

III. RESULTS AND DISCUSSIONS 

With the use of the mobile phone as a relay device we 
faced different kinds of problems with the handling of the 
device. 

Three premises have to be fulfilled so that the data can be 
transmitted successfully. Firstly software has to be installed 
on the mobile phone. Patients or physicians are generally 
not capable of that. Secondly the phone has to be able to 
establish a connection to the internet. This is usually pre-
configured, but only valid for a specific SIM-card or coun-
try. At last the routing has to be defined (the address the 
email has to be sent to). The TPHM-System sends the mes-
sages via email. So an email-outgoing-server (SMTP), a 
target address and the type of encrypting in the mobile 
phone has to be defined. 

In summary one can say that the configuration has to be 
done by a service technician. 

As an alternative a Bluetooth modem for stationery home 
usage that can be easily connected to every telephone socket 
could be considered. One disadvantage would be that the 
patient cannot transmit his data at any time. The transfer 
would only happen, when the patient is at home. In most 
cases this would be sufficient. The handling is easy and can 
be done directly by the user. Only the routing has to be done 
by a technician. This has not to be done locally. 

IV. CONCLUSIONS  

Depending on the application different forms of the TPHM-
System have to be applied. One should consider how rele-
vant a single measured value is and how dangerous a wrong 
measured value for the patient could be. 
 
    In case the applications’ task is to analyse the data statis-
tically and to document it a system should be chosen that 
sends the data once in a while. Systems like that can easily 
be realized with the help of a stationary TPHM-modem.  
    If it is necessary to intervene immediately according to 
the measured values, a mobile phone has to be applied. But, 
attention, the accessibility of the mobile phones is often not 
sufficient to ensure a data transfer. That means the applica-
tion is in this case (no GSM-Service or battery empty) not 
capable of fulfilling its task. 
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Fig. 2 Telemetric Personal Health Monitoring System for monitoring of 
bodily functions [4]. In this case the system combines a newly developed 

aeroplethysmograph for measuring pulmonary functions with an inhaler for 
applying medicaments with integrated documentation of the applying times
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Abstract — Multiple imaging approaches are currently used 
for diagnosis and surgery planning of hepatobiliary tumors 
and living donor liver transplantations. Conventional imaging 
studies remain insufficient to demonstrate the individual anat-
omy. Refinements in CT technology with the introduction of 
«multidetector-row» CT scanners and implementation  of 
mathematical methods on computerized digital data enabled 
CT based 3D- visualizations. This renders preoperative sur-
gery planning more reliable and reproducible. Since the appli-
cation in oncological liver surgery has been studied  previ-
ously, our interest focussed on pancreatic- and biliary tract 
tumors including preoperative work-up in living donor liver 
transplantation. A total of 29 patients were assessed. CT based 
3D- display provided accurate preoperative visualization and 
computerized  risk analyses for  safety margins of pancreatic- 
and biliary- tract tumors. In living related liver transplanta-
tion the 3D- procedure may help to recognize vascular variants 
and to define the splitting line. The results may have major 
impact on patient selection and in our opinion allow better 
planning of the appropriate surgical approach.  

Keywords — 3D visualization, - computertomography,- 
hepatobiliary cancer, - living donor liver transplantation,- 
computer assisted surgery, - image guided surgery  

I. INTRODUCTION  

Hepatobiliary- and pancreatic surgery as well as  liver 
transplantation have shown considerable developments, 
mainly due to improvements of surgical techniques, diagnos-
tic imaging modalities and postoperative care. Recent devel-
opments of imaging techniques with the implementation of 
computer technologies have enabled a new quality of visuali-
zation consisting in 3D- representation to realize image 
guided and computer assisted surgery. These developments 
allow enhanced precision in preoperative planning and image 
guided surgery using intraoperative navigation tools. This is 
already practiced in neuro-, maxillo-facial and orthopaedic 
surgery .  

3D- visualizations of visceral organs failed in the past be-
cause of technological limitations to create image data with 
minimal motion artifacts and lack of stable computerized im-
age processing technologies. The introduction of «multidetec-
tor- row» helical CT, however, has offered the opportunity to 

create digital data with minimal motion artifacts [1]. The ap-
plication of a variety of dedicated and robust computerized 
image processing steps succeeded in visualizations, which 
enable precise localization and exact in- depth representation 
of tumors especially in surgery of liver cancers [2,3].   

Because of limited availability of postmortal liver donors, 
the challenging technique of living related liver donor trans-
plantation (LDLT) has gained increasing application world-
wide. Especially this field reinforced the interest in computer-
ized preoperative 3D- visualizations. Adult-to-adult LDLT is 
technically demanding. The liver has to be splitted into in a 
well preserved right lobe representing the graft and a remnant 
left liver lobe without any damage to the donor. To achieve 
these aims accurate anatomical and functional work- up for 
surgical planning is mandatory. The same holds true for plan-
ning of oncological resections in biliary- and pancreatic tu-
mors. To analyze the clinical impact of computerized 3D- 
visualizations in hepatobiliary – pancreatic surgery and LDLT 
we performed a collaborative study with the IT- research insti-
tute MeVis, Bremen , Germany. 

II. MATERIAL AND METHODS 

A total of  29 patients were assessed by CT based 3 D- 
visualization techniques. 12 patients were analysed for pan-
creatic-, 4 patients for biliary tract tumors and 13 patients 
for LDLT. CT scans were performed with a 4 slice «multi-
row-detector» helical scanner machine (Siemens Volume 
Zoom®, Siemens Erlangen ,Germany). For computer as-
sisted 3D- viszualisation data were transferred to the IT- 
Research Institute MeVis, Bremen, Germany. 3D- image 
processing of original CT- data included segmentation of 
specific anatomic and pathologic structures. For relevant 
vascular structures centre lines were calculated. A hierachi-
cal mathematical model representing the vascular tree was 
created. This allowed calculation of individual vascular 
territories. Computerized “surgery planning” included vir-
tual insertion of splitting lines in LDLT and safety margins 
in oncologic patients. Results were displayed either one by 
one or in arbitrary combinations in both, 3D- and overlayed 
to the original CT data [2,3]. 
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III. EXPERIMENTS AND RESULTS 

A. Pancreatic Tumors 

3D- visualization of pancreatic tumors succeeded in 11 of 
12 cases. In a single case of cancer of the papilla of Vater with 
the tumor mass localized within the duodenum visualization 
was unsatisfactory. In 2 patients arterial variants of the com-
mon hepatic artery originating from the superior mesenteric 
artery could be displayed. Visualization of vascular structures 
in the vicinity of  the tumor succeeded in all cases. Involve-
ment of regional arteries by the tumor (A. gastroduodenalis  
n= 3, SMA n= 1, Celiac trunk n= 1, A. lienalis n=1)  and/ or  of  
the venous mesenterico- portal trunk (portal vein n= 1, conflu-
ens n= 2, SMV n= 1, V. lienalis n= 1) could be shown in 5 pa-
tients. On the basis of computerized surgery planning, resec-
tion of the tumor seemed likely in 9 cases. Operative proce-
dures for cure were performed in 9 patients. Palliative surgery 
was carried out in 2 patients because of multivisceral tumor 
infiltration. In all patients the specific findings (tumor size, 
localization, vascular involvement) obtained by 3D– CT visu-
alization could be reconfirmed intraoperatively. Because of 
non-resectability one patient was treated with palliative che-
motherapy.  

B. Biliary-Tract Tumors 

3D- CT based visualizations demonstrated localization, 
extraluminal extend and involvement of adjactend vascular 
structures within the liver hilum and the hepatoduodenal 
ligament. Longitudinal ductal tumor extension could be dem-
onstrated as well. ERC- and MRC- examination revealed 
biliary- tract tumors classified as Bismuth type IV  in 1, Bis-
muth type I  in 2 and tumor of the distal common hepatic duct 
in one case. 3D- CT based visualizations were discrepant in 2 
cases. ERC- and MRC classified Bismuth type I tumors ap-
peared as Bismuth type II/IIIa in 1 and as a tumor originating 
from the gall bladder in 1 case. Compared to conventional 
radiological methods, 3D- CT based visualizations seem to be 
more precise to determine the extend of tumor spread and 
vascular involvement. Thus 3D- CT based visualizations rep-
resenting the advantage of a single non- invasive examination 
of biliary tumors may complement conventional diagnostic 
tools and may improve treatment planning. 

C. Living Donor Liver Transplantation  

3D- imaging studies were performed in 13 consecutive 
candidates evaluated for adult-to-adult living donor liver 
transplantation. Appropriate computerized 3D- visualiza-
tions of the arterial anatomy succeeded in 11/ 13 (84%) 
candidates. In the anatomy and the  branching of the portal-, 

the hepatic veins  could be visualized in all (13/13; 100%); 
clarification of the biliary tract anatomy succeeded in all of 
the 7 (7/7,100%) patients studied. Courses and branching 
points of the hepatic arteries, veins, bile ducts in  relation to 
the intended splitting line could be displayed in a multidi-
rectional view and in arbitrary combinations. Hepatic artery 
variants  were detected in 5/13 (38.5%) patients. Display of 
the crucial segment IV artery succeeded in 11/13 (84.6%) 
patients. Both variants of the portal vein anatomy (n=2; 
15.4%) were related to a trifurcation with early branching  
to the right liver lobe. Anatomic variants of hepatic vein 
ramification were observed in 6/13 (46.8%) patients. Com-
puterized 3D-CT cholangiographic visualization provided 
precise mapping of the caliber, branching points, course and 
the relation to associated vascular structures. The course of 
the common and the hepatic bile ducts up to the to the 3rd 

order branches was  clearly displayed. Variant bile duct 
anatomy with insulated drainage of the  liver segment V 
into the cystic duct was detected in 1/7 patients. Adverse 
reactions related to the iodine content of biliary contrast 
agent used were absent in the observed patient set. In sum-
mary, our data indicate that 3D-CT based visualization fa-
cilitates diagnostic work-up with high accuracy. Multiple 
examinations especially with regard to invasive diagnostics 
may be avoided in future. 

IV. CONCLUSION 

Research on computer assisted surgery has expanded rapid-
ly allowing application for clinical procedures on routine 
basis. Two fields of engineering technologies are required 
to realize computer assisted surgery in visceral organs: (1) a 
surgical simulation system to realize planning according to 
the condition and anatomical feature of the patient, (2)  an 
image fusion system which is applicable for visceral organ 
surgery and acts as an apperatus for image guided surgery.   
Application of  computerized segmentation techniques on 
digital data derived from computer tomography facilitate 
3D-  geometrical and structural organ analyses. Computer 
simulations permit multiple viewing perspectives. Interac-
tive insertion of resection lines ensures preoperative identi-
fication of “safety margins” and “areas of risk” in oncologi-
cal patients and in living related liver donors. Results 
achieved are accurate and robust. Data may be used as a 
“virtual road map” during surgery.    

Because of the inability of precise intraoperative registra-
tion image-fusion during visceral surgery render computer 
assisted surgery presently impossible. Physiologic organ 
shifting and soft organ composition with deformation dur-
ing surgical manipulation are obstacles. The actual manual 
operating process is guided by fusion of visual and tactile 
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information. For image assistance and representation during 
surgery developments in the design of modern operating 
rooms with the operational availability of computer tech-
nologies offer an interim solution. Consequently computer-
ized 3D- visualizations can be transferred and displayed on 
flat screen monitors near to the surgical field.  

A. Pancreatic Tumors 

Imaging of pancreatic tumors shows considerable pro-
gress. About 35% of pancreatic tumors are demonstrated to 
be resectable with curative intent [4]. Assessment of re-
sectability, in most cases remains unclear until surgical ex-
ploration. Conventional diagnostics often fail to provide 
accurate assessment of regional tumor infiltration. Further 
limitation is the inability to depict small hepatic and perito-
neal metastases. Neither conventional CT techniques, nor 
MRI and angiography can rule out these problems. From the 
surgical point of view 3 issues have to be addressed clearly 
by the preoperative staging of pancreatic tumors: (1.) local 
resectability; (2.) lymph node metastases and (3.) distant 
metastases. Accuracy for these determinants can be estab-
lished by CT-  and MRI in 71% and 70% respectively [5]. 
Computerized CT based 3D- visualization techniques may 
allow improved precision of staging pancreatic tumors that 
includes: (1.)  interactive visualization of the pancreatic 
tumor  (2.) tumor size (3.) display of the vascular anatomy; 
i.e. variants which are essential for surgical dissection and 
lymphadenectomy; (4.) tumor involvement of vessels; (5.) 
preoperative computerized resection planning in order to 
ensure adequate “safety margins”. The potential of CT 
based 3D- visualizations to detect metastatic lymph nodes 
remains to be shown on biological imaging stuidies such as 
PET-CT scanning. In summary, our preliminary experience 
suggests that 3D- modeling of CT data should be included 
in staging of pancreatic tumors in selected cases. Small peri-
toneal and hepatic metastases can not be visualized suffi-
ciently. In such suspected cases laparoscopy is useful and 
favorable compared to diagnostic laparotomy.  

B. Biliary- Tract Tumors 

Evaluation of biliary- tract tumors is an assessment of re-
sectability, since resection is the only effective therapy. 
Resectability ranges between 10- 50% with 5-year survival 
rates of 20%.  Preoperative staging must assess 4 critical 
issues: (1.) extend of tumor within the biliary tree, (2.) vas-
cular invasion, (3.) hepatic lobar atrophy, (4.) metastatic 
disease [6]. Cholangiography (ERC) demonstrates the loca-
tion of the tumor and the ductal extent of the disease. The 
procedure however carries a considerable risk. In addition 
MRC provides information regarding patency of hiliar vas-

cular structures, presence of nodal and distant metastases 
and of lobar atrophy. There are a few limitations including 
cost, availability, operator dependence, patient tolerance 
and representation. In biliary- tract tumors experience with 
3D- CT based visualizations is rare. CT based 3D- visuali-
zation meet above mentioned requirements. Quality and 
accuracy in the accomplished investigations in our opinion 
was superior to MRC. CT based 3D- visualizations provide 
improved tumor localization and a virtual view of vascular 
structures within the liver hilum and the hepatoduodenal 
ligament (Fig.1). 3D- mapping probably allows  meticulous 
tumor dissection and effective protection of crucial vascular 
structures. In hilar bile duct tumors preoperative visualiza-
tion of the course, the caliber and the branching of bile 
ducts will facilitate intraoperative identification for bilidi-
gestive reconstruction. Application of the procedure is lim-
ited due to possible side effects of the contrast medium [7]. 
The procedure however may be indicated in cases of non-
obstructed bile ducts (living donor liver candidates) or in 
patients with contraindications to PTC and MRC.   

C. Living Donor Liver Transplantation 

3D- CT based visualizations achieved increasing accep-
tance in the work-up of in living donor liver transplantation 
especially in the Asian world. The complex anatomy of the 
liver with high incidence of vascular variants reinforces the 
necessity for accurate preoperative vascular imaging. Up to 
one-third of potential donors may not be eligible for the 
procedure because of unsuitable vascular anatomy [8]. CT 
based 3D- visualization is non- invasive. Our data presented 
suggest that the method has achieved a robust standard. The 
procedure gives essential and detailed information about: 
variants of the hepatic artery, origin of the artery to segment 

 

Fig.1 Computerized 3D visualization of a hilar biliary duct tumor, adjac-
tend vascular structures the virtual oncological resection plane. Raw data 

with corresponding CT-scan  and MR- cholangiography. 
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IV, anatomy of portal and hepatic veins, variants of the bil-
iary- tract. In addition the liver volume can be calculated. In 
our opinion the results of 3D- visualization of CT- based 
cholangiograms were as good as those by ERC and seem to 
be superior than MRC- scans. According to our experience 
preoperative interactive simulation of the splitting line in 
the donor liver is of major value because as it identifies “ar-
eas at risk”. These are margins along the splitting line of 
potential arterial devascularization or venous congestion 
(Fig.2). In conclusion, 3D- CT based visualization seems to 
be a valuable tool in order to perform this surgical proce-
dure with high accuracy and to minimize potential risks to 
the donor and the graft.  

 

Fig.2 Simulation of the living donor remant after  virtual dissection  of the 
left lobe lateral segment graft for a pediatric liver recipient. The splitting 

line follows the falciform ligament. Resultant areas of  portal venous con-
gestion  are visualized. 
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Abstract — Symbolic dynamics was used to investigate the 
effect of breath-holding on brain functional Magnetic Reso-
nance Imaging (fMRI). Data from 5 subjects, available as an 
open Internet database, were used. Three conditions were 
compared: resting (RS), breath-holding (BH) and sensorimo-
tor-finger tapping (SM), the last two with on-off task period of 
30 seconds. A symbolic dynamics parameter P(n), equal to the 
proportion of brain voxels with positive derivatives at each 
scan in a run, was calculated from the blood oxygenation level 
dependent (BOLD) signal. The robustness of P(n) was assessed 
by comparing the results of the original data to those with 
preprocessed data, as well as with the data split into odd and 
even slices. Statistical analyses of P(n) in the frequency domain 
indicated global, periodic effects at the BH frequency in all 20 
BH runs, in 3 out of the 20 RS runs and in 10 out of the 40 SM 
runs. The technique may be useful in the analysis of brain 
activity and vasoreactivity. 

Keywords — fMRI, breath-holding, symbolic dynamics.  

I. INTRODUCTION  

Functional magnetic resonance imaging (fMRI) relies 
mainly in the effects of changes in the balance between oxy- 
and deoxyhemoglobin in the blood that perfuses neural 
tissues to indirectly assess brain activity [1]. This balance is 
modified, among other factors, by changes in local blood 
flow, which in turn relates to neural activity [2].  

Corrections are usually applied to compensate for mo-
tion, distortions in the main magnetic field and other arti-
facts [3], but there may be other confounders to this signal, 
since it conveys all the sources of changes in perfusion. One 
of such confounder is hypo- or hypercapnic vasoreactivity 
that may be caused by changes in lung ventilation [4]. Be-
sides being a potential source of true image artifacts, for 
instance by changes in thorax susceptibility, lung ventilation 
may also affect local tissue perfusion.  

Two main mechanisms may explain this effect: distur-
bances in hemodynamics (cardiac output, venous return, 
arterial pressure profile) and variations in blood gases 
[5,6,7]. The latter effect may be especially important in 
what concerns the partial pressure of CO2 (PCO2) in blood, 
and may be exploited intentionally as a means to study 
vasoreactivity[5]. 

This work aims at evaluating a new technique, the sym-
bolic dynamics (SD), to study the global effects of respira-
tion in fMRI, using coarse encoding of the blood oxygena-
tion level dependent (BOLD) signals, obtained by weighting 
the image on T2*. 

II. MATERIALS AND METHODS 

A. Experimental protocol 

The data utilized is part of the First BIRN project data-
base (http://www.nbirn.net) [8]. Five right-handed male 
subjects, ages 20 to 29, were scanned twice, in different 
days, on a 1.5 T Siemens scanner. For each day, 8 runs from 
3 different tasks were analyzed: 2 resting state (RS), 2 
breath-holding (BH) and 4 sensorimotor (SM).  

In the BH task, the subjects held their breath at end-
inspiration (apneusis) for 15 s, followed by 15 s of rest. This 
30-s period was repeated 8 times for each run. In the sensori-
motor task the subjects performed finger-tapping for 15 s 
according to a 3-Hz audio cue, alternating with a 15 s inter-
val of rest; the sequence was performed 8 times for each 
run. In the resting task, subjects were told not to think of 
anything and just relax for the entire duration of the run. 

In this study, fMRI volumes comprised 35 slices (each 
4 mm thick) acquired in interleaved fashion, each one with 
64x64 voxels in a 22 cm field of view; the repetition time (TR) 
was 3 s and echo time (TE) was 40 ms. Every run lasted 
about 4,5 min, resulting in 85 volumes scanned per run. 

B. Preprocessing  

In the derivation of the SD parameter, the fMRI data was 
employed both with and without two typical preprocessing 
algorithms in fMRI studies: slice-time correction (STC), 
which synchronizes slices, and motion correction (MC). 
which corrects for head movements. In this work, either 
STC or both (STC+MC) were applied. 

C. Symbolic Dynamics 

The methodology employed in this study is summarized 
in Figure 1. Firstly, a volume of interest VOI was derived 
for each run by setting: 
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where V(x,y,z,n) is a voxel in the n-th scanned volume of the 
run and M(x,y,z) is a binary mask defined by: 
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which depends on a intensity threshold Tmask, established 
based on the histogram of Vmean(x,y,z), the time-average of 
all voxels’ fMRI signals:  
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This way, the background image can be differentiated from 
tissue voxels. The forward difference of the time series of 
each voxel was calculated as: 
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and a symbolic operator was used to transform the deriva-
tive series, according to its tendency (eq.5): 
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Hence S(x,y,z,n) is a 4-D binary time series which indicates 
when the fMRI signal of each voxel is increasing or de-
creasing. For a single voxel, S(x,y,z,n) keeps track of the 
direction of its derivative, disregarding the amount of 
change. Then, a measure of global changes was obtained, 
based on the number of symbols “1” in S(x,y,z,n), and a 
symbolic time series for a VOI was defined as:  
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Such normalized parameter, which we referred to as “n-

th positive proportion” (P(n)), gives an insight of how syn-
chronously the voxels within the brain are varying. If there 
is some hemodynamic or other physiological event affecting 

a large fraction of the tissues within the mask, most voxels 
will likely change simultaneously, which would be reflected 
in P(n). Only the last 80 points of P(n) for each run were 
kept in the present study, since the tasks had an adaptation 
time that spanned the first 5 scans. 

D. Data Analysis: Time Domain 

Initial exploratory analysis included calculating mean 
values and total power of all P(n) series. In order to examine 
its periodic behavior at the frequency of breath-holding 
(fbh = 0.033 Hz), the coherent average of P(n) series was 
performed by cutting them into 8 10-sample (30 s) intervals 
and finding the average of the 8 segments. 

E. Data Analysis: Frequency Domain 

For each series, the power spectral density (PSD) was es-
timated by the Welch’s periodogram method, using 90-s 
intervals (30 samples) and a Hanning window without over-
lapping, after removing linear trends from the series. Also 
the mean PSD between sessions from the same subject was 
calculated. For each subject, the mean PSD for correspond-
ing tasks was obtained, and the mean of the normalized 
PSDs between subjects was also computed (see Figure 2). 

F. Data Analysis: Monte Carlo Simulation 

A Monte Carlo simulation with 10.000 surrogates of P(n) 
tested the hypothesis of random contribution of power at fbh. 
A c.d.f. derived from the histogram of the surrogates’ 
PSD(fbh) provided the critical values at p = 0.05 to test each 
series’ power at this frequency. 
In the time domain, an analogous simulation was run for 
each of the 10 samples of the time-averaged P(n), for each 
session, testing its value against expected values from the 
10.000 surrogates. Series with significant samples in a peak 
and valley of a cycle were considered significantly different 
(i.e. modulated at the period of time-averaging). 

Figure 2: Analysis in the frequency domain. The PSD of P(n) is calculated 
after linear detrending. The power spectra from different sessions are 

averaged and normalized per subject, and then averaged again per task. 
This results in one PSD per task for each combination of volume  

and preprocessing of the fMRI data.  

 

Figure 1: Block diagram of the methods. After fMRI preprocessing, the 
volume of interest is chosen with an intensity mask. The parameter P(n) is 

calculated, and analyzed in the time and frequency domains. 
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Figure 3. Top: examples of P(n) series from subject # 3. Bottom: Power Spectral Density plots of P(n) normalized by total power. Left: breath-holding task. 
Middle: resting task. Right: sensorimotor task. Raw data (continuous line), STC corrected data (--) and STC +MC corrected data (o). On the PSD plots only: 

odd slices (x) and even slices (:); vertical bars indicate one standard deviation. Note the 35% power contribution at breath-holding frequency. 

G. Data Analysis: Spectral F Test 

A Spectral F test (SFT) was used in order to compare the 
power at fbh of the normalized mean PSDs per subject, be-
tween tasks [9]. The SFT compares the ratio of power at each 
frequency from two different power spectra with a critical 
value from Fisher’s F distribvution, in order to test the hypo-
thesis that the contributions are different. Mean normalized 
PSDs from breath-holding and resting tasks of each subject 
were compared. 

III. RESULTS 

Examples of P(n) series can be seen on top of Figure 3, for 
each of the three tasks: breath-holding, resting and sensori-
motor, respectively. Each graph contains series of the same 
session before and after fMRI data preprocessing. The P(n) 
series in breath-holding tasks show well defined cycles, with 
varying amplitude ranging from 0.4 to 0.6, whereas in the 
other tasks there is more random behavior and smaller power.  

The bottom graphs in Figure 3 show the estimates of  
the PSD for P(n) series of the five possible dvata types, sepa-
rated by task. The bottom left graph represents the general 
behavior of breath-holding tasks’ PSD, with a distinguished 
peak at the task frequency of 0.033 Hz, and smaller peaks at its 
harmonics.  

The PSDs of the resting tasks show distributed power 
and no visible peaks, while in the sensorimotor tasks there 
are small peaks, but with no concentration of energy com-
pared to the rest of the power spectra. 

Figure 3 shows no evident differences between the 
curves regarding the preprocessing. Likewise, the bottom 
graphs suggest there are no significant variations between 
power spectra obtained with half of the slices. The curves in 
Figure 4 from one subject represent the general results 
found for time-averaging and significant samples. The re-
sults of the spectral F test were significant for all five sub-
jects (p<0.01), as the power at fbh in breath-holding sessions 
was significantly greater than that in resting ones. 

Monte Carlo simulations showed that all 20 breath-
holding runs had significant peaks at fbh (p = 0.05) whereas 
only 3 resting runs exhibited such behavior (Table 1). How-

Table 1. Number of significant (S) and non-significant (NS) time- and 
frequency-domain runs as tested with the Monte Carlo methods. 

Frequency-domain results inside parentheses. 

Task runs raw STC STC+MC 

    S NS S NS S NS 

RS 20 1(3) 19(17) 0(2) 20(18) 2(2) 18(18) 

SM 40 2(10) 38(30) 5(6) 35(34) 5(6) 35(34) 

BH 20 19(20) 1(0) 20(20) 0(0) 20(20) 0(0) 
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ever, 10 out of the 40 sensorimotor runs also had signifi-
cantly different peaks. Similar results were found in the 
time-domain Monte Carlo simulation.  

IV. DISCUSSION 

The parameter P(n) identified a global, periodic effect at 
the fbh of 0.033 Hz in breath-holding tasks, modulated by 
the respiratory maneuver, as in other works [5,6]. The spec-
tral peak at fbh in the PSD of P(n) seems to reflect the 
breath-holding maneuver, given that the task period is of 
30 s, which is not present in the RS task. Another evidence 
for the modulatory hypothesis is the presence of harmonics 
of fbh in the PSD of the P(n) series of the BH tasks, which is 
also absent in other tasks’ P(n) power spectra. 

The five combinations of data types analyzed (whole 
volume, odd or even, with or without preprocessing) re-
sulted in similar mean normalized PSDs, thus showing the 
robustness of P(n) as a global measure of change in the 
BOLD signal. This parameter extracted the same informa-
tion before or after corrective algorithms (STC and MC) or 
with the odd or even halves of the slices. That may be a 
consequence of the global effect of respiration in the whole 
brain’s vasoreactivity [10], so that a large proportion of 
voxels’ fMRI signals vary in a coherent way. On the other 
hand, in the resting task there was no periodic variation in 
respiration, and hence the fMRI signal did not seem to be 
affected in the same way, showing no spectral peaks con-
centrating the energy of P(n). The periodic behavior at some 

sensorimotor runs could be attributed to external cueing at 
the task frequency. Besides, the chosen value of p is some-
what high, and may be excessively tolerant. Further study 
may be necessary to determine the value of p to give highest 
accuracy, sensitivity and specificity. 

V. CONCLUSIONS  

The symbolic dynamics parameter P(n) was capable of 
reflecting the global effect in breath-holding tasks, with or 
without fMRI data preprocessing, thus showing its robust-
ness. This method can be applied in brain vasoreactivity 
research, and also in the investigation of global effects on 
the brain fMRI signal.  
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Figure 4. Time-averaging of P(n) series from subject # 3, of the three tasks: 
breath-holding (red, large cycle), resting (blue) and sensorimotor (black, with 
3 circles). The circles represent statistically significant (i.e. non-random) 

samples, compared to the Monte Carlo simulation with surrogates of P(n). 
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Abstract — This work proposes a hybrid segmentation 
method based on Morphological Operators and on a Gaussian 
function constraint to delimitate the search dominium, both 
used for tumor segmentation purposes The Watershed opera-
tor was also used to find tumor contour. The proposed method 
was firstly evaluated using gear simulated images (eight and 
sixteen teeth with different width and height), a power speckle 
noise of 10% and a contrast ratio of 10:53 referred to the 
background. The hybrid method was also applied to 200 ultra-
sound (US) breast images. For assessing the segmentation 
performance, similarity parameters (overlap ratio, RS, nor-
malized residual mean square value, nrv, and mean distance 
between contours, dmed) based on the predefined shape or on 
the US tumor contour depicted by an expert as a gold stan-
dard. The segmented contour of the gear simulated images 
obtained with the hybrid method better preserves the original 
shape. This finding was evident for both gears, which is par-
ticularly important since the teeth mimic contour irregulari-
ties. For the US breast images, the proposed method keeps the 
tumor boundaries without aggregating improper structures, 
resulting in RS > 50% for 91% of the images, nrv < 40% for 
70%, and dmed < 5 pixels for 77% of the cases. These findings 
suggest that the hybrid method represents more realistically 
tumor contours, which is a vital diagnosis characteristic. 

Keywords — Breast ultrasound images, morphologic opera-
tors, segmentation. 

I. INTRODUCTION  

Malignant tumors generally infiltrate the surrounding tis-
sue, resulting on an irregular or imprecise contour on the 
ultrasound image. Thus, the segmentation of such structures 
should be capable of identifying and preserving the morpho-
logical characteristics essential for the analysis.  

Several works [1-3] have used the contour delineated by 
an experienced radiologist, even when computer-aided 
methods are proposed. However, operator-dependent proce-
dures are highly susceptible to variations [4-6]. 

Despite the speckled nature of echograms, which makes 
image segmentation and object delineation a difficult task, 
various researchers [7-11] have developed segmentation 
procedures for supporting radiologists recognize abnormal 

areas on US breast images as well as for their own com-
puter-aided diagnosis (CAD) systems. 

The present work proposes a hybrid segmentation 
method based on Morphological Operators [11] and on a 
Gaussian function constraint to delimitate the tumor search 
dominium [7], both used for tumor segmentation purposes. 

II. MATERIAL AND METHODS 

A. Database 

In this study, using a 7.5-MHz linear array B-mode 40-
mm ultrasound probe (Sonoline – Sienna ®Siemens) with 
axial and lateral resolutions of 0.45 mm and 0.49 mm, re-
spectively, 200 breast tumor US images were acquired at 
the Cancer National Institute (Brazil - Rio de Janeiro). For 
each image, a rectangular ROI including the tumor and the 
area around it were determined by an experienced radiolo-
gist. Besides, the radiologist depicted all tumor contours and 
classified them as irregular (74) or regular (126). 

B. Existing segmentation Techniques 

The technique proposed by [7], denoted here Hh, applies 
a 10 x 10 median filter to reduce speckle. The resulting 
image Imed is inverted and multiplied by a Gaussian con-
straint function placed at the manually defined tumor center. 
The variances in the lateral and height directions are esti-
mated applying the Sobel edge detection filter to Imed. Dif-
ferent potential tumor margins are defined using a gray-
level threshold procedure. The potential margin that maxi-
mizes the Average Radial Derivative (ARD) utility function 
is chosen as the tumor contour [7]: 

( )

1( ) ( ) ( )
P k

ARD k I P r P
N

 (1) 

where I is the processed image and r is the vector in the 
radial direction from the geometric center. The value k, 
where the maximum of ARD occurs, is the chosen gray-
level to segment the tumor. The Hh segmentation tends to 
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yield ‘‘lesion-like’’ margins, outlining its general shape 
however it may miss details such as spiculation or high 
irregularity. 

The technique described by [11], denoted here Aa,  
applies Morphologic Operators to the image and its histo-
gram to reduce the gray-levels and to find the best threshold 
value to segment the tumor. Initially, the Opening by Re-
construction operator (with a square Structuring Element 
(SE) of 3 x 3 pixels) is applied to reduce speckle and in-
crease contrast among distinct regions. Next the morpho-
logical Open operator (3-pixel line SE) is applied to the 
histogram of the reconstructed image to remove irrelevant 
peaks and the Watershed operator is then employed to de-
termine histogram modal regions. The resulting detected 
regions are numerically labeled and sorted in ascending 
order to construct an image with a smaller number of gray-
levels. Then, the Minima Imposition operator is used to 
enhance the tumor from the image background. The result-
ing image tends to present well-defined regions, and hence, 
well-defined histogram peaks, the first ones characterizing 
the tumor region. Then the gray-level corresponding to the 
maximum gradient of the histogram cumulative-area curve 
was used as a threshold value to obtain a binary image SAa. 

The application of MO tends to preserve tumor contour 
details, which is a main feature to identify malignancy [1]. 
However, the inclusion of nearby areas having gray-levels 
similar to the tumor region is a drawback of this technique. 

C. Hybrid segmentation method 

The proposed segmentation method uses MO to process 
the image and the segmentation obtained with Aa [11] and 
Hh [7] as markers to the Watershed operator. These markers 
help determine regions where the flooding can occur. The 
external Watershed marker is obtained by applying a mor-
phological Dilatation to the segmentation provided by Hh 
and an internal Watershed marker is defined as the intersec-
tion between Aa and Hh segmentation results. 

Before the Watershed operation, the original image is 
homogenized to avoid over-segmentation. With this aim, 
the image was filtered with an Opening by Reconstruction 

followed by a Closing by Reconstruction, and to enhance 
the tumor boundary, a morphological gradient was applied 
to the filtered image (Fig. 1). Then the Watershed operator 
is applied to the resulting image, using the predefined inter-
nal and external markers, to obtain the final tumor contour. 

D. Simulated images 

The hybrid method and the techniques proposed by [11] 
and [7] were first applied to simulated images for assessing 
their performances. Gear images (150 x 150 pixels) were 
simulated with eight (G8) and sixteen (G16) teeth (35-pixel 
radius), gray-level of 10 and 10% of multiplicative speckle 
noise. The image background has a gray-level of 53 with 
40% of multiplicative speckle noise. The contrast between 
the gear and the background is obtained by the difference 
between their respective gray-levels as follows 10:53. The 
gray-level and speckle noise values were defined empiri-
cally. 

The gears teeth have different height (4 to 7 pixels) and 
width (5 to 11 pixels) designed to assess the ability of the 
segmentation techniques in detecting contour irregularities. 

E. Segmentation procedures evaluation 

The performance of the three methods (Hybrid, Hh, Aa) 
was assessed by calculating three parameters: overlap ratio 
(RS) [7], normalized residual mean square value (nrv) [11], 
and average distance between contours (dmed) [12]. These 
parameters were determined between the segmented image 
by one of the methods (Si) and the simulated image, or the 
segmentation depicted by the radiologist (So). Hence, the 
overlap ratio can be defined as [7]: 

( ) ,
( )

i o

i o

Area S SRS
Area S S

  (2) 

where the symbols  and  mean the intersection and  
union areas, respectively. So when the areas have the same 
shape and size and are in the same position, RS is equal to 
unity. 

The parameter nrv is defined as [11]: 

( )
( )
i oArea S S

nrv
Area So

  (3) 

where  represents an “exclusive-or” operation. Hence, if Si 
and So are congruent, nrv = 0. 

The third parameter is the average distance between con-
tours (dmed) Si and So, which is based on [12]: 

( , ) min ,j j i j
i

d t M t m t T  (4) 

 
(a) 

 
(b) (c) 

Fig. 1: Steps of the hybrid method: (a) original ROI, (b) processed ROI 
and (c) morphological gradient with superposed markers (white). 
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where T = [t1,t2,t3...tn] and M = [m1,m2,m3...mk] are the set of 
pixels from contours Si and So, respectively, and || - || is the 
Euclidian distance between two pixels. Hence, the parame-
ter dmed is estimated as the mean value of d(tj,M). 

The parameters RS, nrv and dmed were calculated as the 
average of 10 simulated images generated by varying one of 
the simulation variables, and keeping all the others fixed. 

III. RESULTS 

A. Simulated images 

The segmentation technique results for the G8 gear are in 
Fig. 2. The Aa technique is able to depict the eight teeth 
with different heights and widths. However, the contour 
adds small structures outside of the original contour 
(Fig. 2b). On the other hand, the Hh technique tends to 
smooth the teeth, while restricting the contour to the object 
boundary (Fig. 2c). The hybrid method preserves contour 
details, rejecting similar structures beyond the gear, and 
distinguishing the teeth in height and width (Fig. 2d). 

Similar behavior is observed in the results for the G16 
(Fig. 3). The hybrid method (Fig. 3d) and the technique Aa 
(Fig. 3b) are capable of identifying all sixteen teeth on the 
contour and teeth height and width variations as well. On 
the other hand, the technique Hh (Fig 3c) fails to depict the 
irregularities represented by the smaller teeth. However, Hh 
and hybrid methods restrict the segmentation to the object 
region, while Aa tends to add regions next to the object. 

The average values of RS (Table 1) indicate that the best 
performance is achieved by the hybrid method (96%), while 

Hh (90%) is the worst. Similarly, the average values of nrv 
(Table 2) suggests the hybrid method as the best (4.1%). 
Besides, Hh presents the worst performance (10.8%). Fi-
nally, the average values of dmed (Table 3) show clearly the 
hybrid method with the highest performance (0.6), while the 
worst was brought by Aa (1.9). 

B. Breast US images 

The three methods (hybrid, Aa and Hh) were applied to 
200 breast US images and results assessed against a radi-
ologist-defined contour. An example of the results for an 
irregular tumor is in Fig. 4. The technique Hh tends to 
smooth contour details (Fig. 4a), while Aa (Fig. 4b) and the 
hybrid (Fig. 4c) methods preserve irregularities. However, 
Aa (Fig. 4b) adds unwanted regions to the contour. 

The hybrid method segmented 77% of the tumors with 
dmed < 5 pixels, against 56% of Aa and 66% of Hh. Be-
sides, 70% of tumors segmented using the proposed method 
resulted in a lower nrv (< 40%) compared to that of Aa 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2: Eight-tooth gear image simulated using 10:53 object-background 
contrast and speckle noise of 40% and 10% to background and teeth gear 
respectively. The (a) G8 image with its original contour (in white), and 

respective contours depicted by (b) Aa, (c) Hn and (d) the hybrid method. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3: Sixteen-tooth gear image simulated using 10:53 object-background 
contrast and speckle noise of 40% and 10% to background and teeth gear 
respectively. The (a) G16 image with its original contour (in white), and 

respective contours depicted by (b) Aa, (c) Hn and (d) the hybrid method. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4: Example of ROI presenting an irregular tumor depicted by the 
radiologist (yellow) and the contours obtained using (a) Hh, (b) Aa and (c) 

the hybrid method (all of them in red). 
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(57%) and Hh (61%), hence indicating more congruence. 
Considering RS > 50%, the hybrid method also achieved a 
better performance (91%) than Aa (83%) and Hh (77%). 

The best performance of the hybrid method was statisti-
cally evaluated by a paired t-test (  = 0.05), considering as 
alternative hypothesis (H1) that the average values m1 and 
m2 are not equal (for each parameter), as indicated in Ta-
ble 4. The null hypothesis (H0) that the average values m1 
and m2 are equal was rejected for all parameters. 

IV. DISCUSSION AND CONCLUSION 

The Aa technique was capable of segmenting tumors pre-
serving details, which are essential for morphological analy-
sis. This result suggests that MO´s can adequately segment 
tumor irregularities. However, Aa technique can aggregate 
adjacent areas with gray-levels similar to the tumor region. 
The Gaussian constraint function in the Hh technique re-
duces the chance of merging those spurious structures; how-
ever, the median filter used in this technique smoothes the 
contour irregularities. The proposed hybrid method, on the 

other hand, was capable to preserve the boundaries without 
including alien structures. The performance of this method 
was superior to Aa and Hh techniques for all studied pa-
rameters. Besides, the paired t-test indicated a significant 
difference among the segmentation techniques. These find-
ings suggest that the hybrid method follows more realisti-
cally the tumor contour, which is a prime diagnosis feature. 
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Table 1 Average values of RS (%) 

Gear Radius 
(pixels) 

Speckle 
noise (%) Contrast Technique 

G8 G16 35 10 10:53 
Aa 93.5 92.5 93.9 93.3 93.4 
Hh 91.3 90.0 91.4 91.0 91.1 

Hybrid 96.0 93.1 96.1 95.8 95.9 

Table 2 Average values of nrv (%) 

Gear Radius 
(pixels) 

Speckle 
noise (%) Contrast Technique 

G8 G16 35 10 10:53 
Aa 6.9 8.2 6.5 7.2 7.0 
Hh 9.3 10.8 9.3 9.6 9.5 

Hybrid 4.2 7.4 4.1 4.3 4.3 

Table 3 Average values of dmed (pixels) 

Gear Radius 
(pixels) 

Speckle 
noise (%) Contrast Technique 

G8 G16 35 10 10:53 
Aa 1.9 1.5 1.8 1.9 1.4 
Hh 1.2 1.3 1.3 1.3 1.3 

Hybrid 0.6 0.6 0.6 0.6 0.6 

Table 4 P-values of the paired t-test (  = 0.05) 

Technique 
1 

Technique 
2 

RS 
H1: m1 < m2 

nrv 
H1: m1 > m2 

dmed 
H1: m1 > m2 

Aa Hh p < 0,002 p < 0,0002 p < 0,001 
Aa Hybrid p < 0,0001 p < 0,0001 p < 0,0001 
Hh Hybrid p <0,002 p < 0,008 p = 0,042 



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 524–527, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

Image Analysis of DNA Repair and Apoptosis in Tumor Cells 
with Differing Sensitivity to DNA Damage 

A. Ivanov1, M. Ivanova2, J. Erenpreisa3, S.V. Gloushen2, T. Freivalds4 and M.S. Cragg5 

1Paterson Institute of Cancer Research, Manchester, UK; 
2 Belarussian State University, Minsk, Belarussia; 

3Latvian Biomedicine Centre, Riga, Latvia; 
4Latvian Institute of Experimental and Clinical Medicine, Riga, Latvia; 

5Tenovus Research Laboratory, Southampton University School of Medicine, Southampton, UK 

Abstract — Homologous recombination of DNA double strand 
breaks was previously found to be protective against apoptosis in 
tumor cells lacking p53 function. Here, we studied the spatial 
and temporal relationship between the two processes in a pair of 
lymphoblastoid cell lines with wild-type or mutant p53 status. 
Clonogenic assays revealed that p53 mutant WI-L2-NS cells 
were ~ ten-fold more resistant to X-ray damage than p53 wild 
type TK6 cells and displayed 2-3 times lower levels of apoptosis 
24 h after irradiation. The kinetics of DNA damage and repair 
after irradiation (5 Gy) were assessed by immunofluorescent 
staining for g-H2AX and Rad51, and DNA stained with DAPI. 
Using image analysis in the three (red/green/blue) fluorescence 
channels we found that repair foci were more prevalent in the 
p53 mutant radioresistant WI-L2-NS cells at many time points: 
2.2 versus 1 per nucleus at 5 min, 3.2 versus 1.6 at 6 h, and 6.1 
versus 3.6 at 72 h post-irradiation although the number of repair 
foci were equal at 24 h (8.8). Furthermore, the average size of 
foci in TK6 cells was smaller at all times post-irradiation 
(p<0.001). In contrast to the functional repair foci which were 
characterised by the co-localisation and high concentration of g-
H2AX and Rad51, in pre-apoptotic cell nuclei, foci with greater 
quantities of g-H2AX relative to Rad51 were prevalent. The g-
H2AX-predominant foci colocalized with little or no Rad51 and 
fused in a pattern typical of apoptotic chromatin. This pattern 
was seen more often in TK6 cells, where at 6 h the sum area 
occupied by g-H2AX was seven-fold higher than that of the 
Rad51 label. In contrast, WI-L2-NS cells displayed 
approximately equal areas of both components. These data 
suggest that formation of stable functional repair foci 
topologically protects the chromatin from relaxation and 
initiation of apoptotic fragmentation. 

Keywords — tumors, DNA repair, apoptosis, image analysis. 

I. INTRODUCTION 

Tumor cells lacking p53 function are selected during tumor 
progression and are resistant to therapy with DNA damaging 
agents. Homologous recombination (HR) of DNA double 
strand breaks (DSB) was previously found to be abnormally 
enhanced in p53 mutated tumor cells resulting in a reduction 
in tumor cell death through apoptosis [1,2]. Although it is 

generally accepted that failed DNA repair leads to 
apoptosis, the spatial relationship between the two 
processes and its dependence on p53 status is unknown. In 
mammalian cells, the signaling cascade downstream of 
DNA damage phosphorylates histone H2AX (termed g-
H2AX) at sites of DSB. In turn, g-H2AX plays a critical 
role in the organization of DNA repair foci by helping to 
recruit DNA repair factors involved in HR, such as the 
recombinase Rad51 [3].  g-H2AX forms at sites on the 
chromatin where DSB are present, including those sites 
where extensive apoptotic DNA fragmentation is 
occuring. Therefore, we applied immunofluorescent 
staining of g-H2AX and Rad51 and used image analysis to 
study the topological and kinetic relationships between 
HR and apoptosis, in a pair of linked human 
lymphoblastoid cell lines with wild-type (wt) or mutant 
(mut) p53 status. 

II. MATERIALS AND METHODS 

Human lymphoblatoid cells lines TK6 and WI-L2-NS 
were obtained from the ATCC and grown in suspension in 
RPMI medium with 10% fetal calf serum. WI-L2-NS is a 
p53 mutated cell-line derived from the same source as the 
p53 wt TK6. Cells were irradiated using a Gulmay D3 225 
X-ray source with a dose rate of 0.77 Gy/minute. Samples 
were analysed by flow cytometry and immunofluorescent 
staining for g H2AX/ Rad51/DNA as detailed previously 
(Ivanov et al., 2003). Images were obtained by Axiocam 
(1300x1030) equipped with a calibrated Sony DXC 390P 
colour video camera. Image analysis was performed using 
Image Pro Plus 4.1 software (Media Cybernetics; REO 
2001, Riga, Latvia). To discriminate DNA repair foci, the 
image was segmentated using 180-255 empirically chosen 
intensity levels. Students t- and non-parametric sign-test 
were used for statistical analysis of measurement results. 
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III. RESULTS 

Clonogenic assay: Clonogenic assays from three 
independent experiments showed that the p53 mut WI-L2-NS 
cells are approximately ten-fold more resistant to X-ray 
radiation than the related p53 wt TK6 cells. 

Kinetics of the cell cycle: DNA flow cytometry revealed 
that 60% of irradiated TK6 cells and about 75% of WI-L2-NS 
cells have passed the first S-phase and arrived in the G2 arrest 
compartment at 24 h post 5 Gy irradiation (in control, G2-
fraction comprised 22-26%, in the both tumours). Mitotic 
cycling restarted then, albeit at a low level, and returned to 
the normal level between day 5 to 7. Between d.2 to d.5, WI-
L2-NS formed about 20% of polyploid cells (>4C), while 
TK6 produced almost none.  

Apoptosis:  The amount of apoptosis determined as the 
sub-G1 fraction by DNA flow cytometry at 24 h comprises 
7% for WI-L2-NS and 15% for TK6. However later the 
difference increases further: at 72 h 65% of TK6 cells are in 
apoptosis, while only 25% of WI-L2-NS cells are apoptotic.  

Topological analysis of the DNA repair by HR:  Repair 
foci were observed in both cell-lines within 5 min post-
damage. Notably, they were first assembled from diffuse 
forms of g-H2AX and Rad51 at the interface between the 
condensed chromatin and the interchromatin (nuclear matrix) 
space. Larger areas of g-H2AX and Rad51 were observed in 
WI-L2-NS 5 min after damage and the average number of 
repair foci per cell was 2.2 as compared with 1.0 for TK6 
cells (Table 1). 

Table 1. Kinetic analysis of g-H2AX and Rad51 components after irradiation 
determined by immunofluorescent staining and image analysis. Only foci 
containing both g H2AX and Rad51 components were scored as repair foci. 

Time after 
irradiation 

5 min 6 h 24h 72h 

Cell line TK6 WI- 
L2- 
NS 

TK6 WI- 
L2- 
NS 

TK6 WI- 
L2- 
NS 

TK6 WI- 
L2- 
NS 

Number of 
repair 

foci/cell 

1.0 2.2 1.5 3.2 8.8 8.8 3.6 6.1 

Average area 
of Rad51 foci 

(pxl) 

38.4 45.1 51.0 56.8 52 53.6 43.9 49.3 

Area 
occupied by 
Rad51/ cell 

37.6 98.8 78.9 182.7 456 471 160 301 

Area 
occupied by 

H2AX/cell 

14.0 54.6 584 319.0 663 513 196 328 

 

 

Fig.1. Segmentation of g-H2AX repair foci saturated with Rad51  
in a WI-L2-NS cell, 6 h post-irradiation 

 

Fig.2. Segmentation through g-H2AX foci binding negligible amounts  
of Rad51 in a TK6 cell, 6 h post-irradiation 

More effective formation of repair foci in WI-L2-NS 
was also observed at 6 h post-damage (3.2 versus 1.5 per 
nucleus) and notably, at this term the sum area occupied 
by g H2AX in TK6 was seven-fold higher than the sum 
area of the Rad51 label, while this difference in WI-L2-
NS cells was only 1.7 (Table 1). 

The difference was also seen by one-line, three-colour 
(red, green, blue) scanning through the repair foci. In WI-
L2-NS the highly colocalized concentration of g-
H2AX/Rad51 sharply defined the functional repair foci 
(Fig.1). 

In contrast, Rad51 was much less prevalent in the 
centre of large g H2AX foci in many irradiated TK6 cells 
(Fig.2).  

The g-H2AX-labelled foci, which were free of Rad51, 
tended to cluster and fuse forming the chromatin pattern 
typical of early apoptotic cells (Fig.3).  

The discrepancy between the cell lines was diminished 
at 24 h, when similar amounts of cells were arrested in the 
G2 cell cycle compartment. At this time, both cell-lines 
showed similar levels of g-H2AX and Rad51 staining and 
the highest average number of repair foci per nucleus (8.8)  

 Ra

gH

D
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was apparent (Table 1). Some cell nuclei in both cell lines 
became free of both components (presumably having repaired 
the DSB). However, at 72 h, the difference in HR foci again 
showed the higher repair potential of the WI-L2-NS cells (6.1 
versus 3.6 foci in TK6 cells). The average size of Rad51 foci 
in TK6 cells between 6-72 h was determined to be statistically 
smaller by the non-parametrical sign test (p<0.001). At 72 h, 
some of WI-L2-NS polyploid cells displayed giant repair foci 
of heterogenous size, with high concentration of the both 
components and increased local DAPI binding (Fig.4).  

IV. DISCUSSION 

Here we analysed the DNA damage response in two 
different lymphoblastoid cell lines derived from the same 
source which differ in their p53 status. After ionising 
irradiation, both cell lines formed HR repair foci containing 

colocalized g-H2AX and Rad51. However, the p53 
competent TK6 cells had a reduced ability to target Rad51 
to g-H2AX-signaling foci coincident with the timing of 
the first (6h) and further (72h) S phases. Recombination in 
S-phase is assumed to be illegitimate as it favours 
mutation. Mutations arising as a result of enhanced 
recombination repair were found previously in WI-L2-NS 
cells as compared with TK6 [4]. More recently, a specific 
helicase Srs2 has been discovered which normally 
prevents uploading of Rad51 to the DNA replication 
processivity clamp [5]. Our data indirectly suggest that 
this mechanism may be p53-dependent, while 
phosphorylation of H2AX in the damage-signalling 
cascade may be independent of p53. The topological 
consequence of the restricted association of Rad51 with 
the g-H2AX foci was evidenced by their structural 
deterioration, multiplication of g-H2AX domains and 
decrease in DAPI binding. In contrast, the unrestricted 
binding of Rad51 to g-H2AX repair sites in p53 mut 
polyploid WI-L2-NS cells leads to the formation of 
enormous, well-shaped foci and notably – to the local 
increase of DAPI binding. DAPI is a DNA intercalating 
dye whose binding is dependent on both its DNA content 
and double-strandedness: DAPI does not bind single-
stranded DNA. Therefore, our observations suggest that 
Rad51 may prevent relaxation of the DNA in the HR 
repair foci. Possibly, Rad51 filaments may penetrate into 
the sites of damage, locating single strand breaks (SSB) 
searching for the homology to ‘plug’ the breaks, thus 
favouring staining with DAPI. The relaxation of 
chromatin in the Rad51-depleted g-H2AX-foci was 
observed by us as the initiating step switching the 
chromatin from attempts of HR towards the initiation of 
apoptosis in the p53-competent TK6 cells. Excessive g-
H2AX formation was shown to appear during apoptosis 
concurrently with the initial appearance of high molecular 
weight DNA fragments [6]. These high molecular weight 
DNA fragments observed during apoptosis are produced 
by topoisomerase II (Topo II). Paradoxically, Topo II has 
also recently been linked with preventing mutagenic DNA 
repair by illegitimate non-homologous recombination [7]. 
Therefore, currently the temporal regulation of this 
process is unclear – i.e. whether initial apoptosis started 
by Topo II is then interrupted by binding of Rad51 to SSB 
(shifting Topo II activity from DNA cleavage to 
religation) or the whether the DNA repair by HR fails, 
releasing Rad51 and thus allowing apoptosis to initiate 
(via Topo II). Regardless, it seems clear that protection 
from apoptosis by HR in p53-deficient tumor cells occurs 
in the chromatin providing these cells with genotoxic 
resistance and increased mutagenicity, thus promoting 
tumor progression. 

 
Fig.3. Clustering and fusion of multiple g-H2AX foci in a pre-apoptotic 

TK6 cell nucleus. 
 

 
Fig.4. Giant repair foci segmented in a polyploid WI-L2-NS cell nucleus, 72 

h post irradiation. 

DAPI 

g-
H2AX 

Rad51 
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V. CONCLUSION 

A restriction in binding of Rad51 recombinase to g-H2AX 
HR repair foci was observed in S-phase in p53 wt TK6 
lymphoma cells, compared to the p53 mutated counterpart 
WI-L2-NS. The inability to stably bind Rad51 leads to a 
visible relaxation of the DNA resulting in the multiplication 
and fusion of g-H2AX domains in early apoptotic chromatin. 
These data indicate that prevention of apoptosis in p53-
deficient tumor cells occurs through HR at the level of the 
chromatin.  
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Abstract — Algorithms for interactive and automatic optic 
nerve disk parameterization are presented in this paper. 
Parameterization of the optic nerve disk is done by detection of 
the disk boundaries and calculation of parameters describing 
it. Automatic and interactive algorithms and user interface are 
designed and implemented in Matlab (The MathWorks, Inc.) 
programming environment. Interactive identification of the 
optic nerve disk boundaries was done by experienced 
ophthalmologist. Reference points interactively placed by 
physician on the nerve disk boundary then approximated by 
ellipse. Those boundaries were used as reference boundaries 
for the evaluation of automatic boundaries detection 
algorithm. Automatic algorithm is based on removing of 
vessels by segmentation and approximation and then using 
derivative image and verification algorithm to determine 
boundary location. Optic nerve disk boundary is then 
approximated by ellipse. Comparison of interactive and 
automatic algorithms shows that automatic algorithm worked 
well enough on more than 80% of images (in 300 images 
dataset). 

Keywords — image processing, optic nerve disk, eye fundus, 
edge detection. 

I. INTRODUCTION 

Ophthalmoscopic evaluation and tracking of changes of 
the eye fundus is important diagnostic method in 
ophthalmology. Photography of the eye fundus helps in 
documentation and follow-up of the eye fundus conditions 
and also other diseases. Evaluation of the eye fundus images 
is complicated because of variety of the anatomical 
structures and possible changes in case of eye diseases and 
requires good experience from the expert. 

Main components of the eye fundus imaged by 
photography are optic nerve disk, fovea and blood vessels. 
The optic nerve disk (OND) is the exit site for all retinal 
nerve fibers. This is the part of the eye that carries visual 
information from the eye to the brain. OND lesions have a 
predilection for suppressing the eye function and cause the 
following clinical signs: reduction of visual acuity for 
distance and near, afferent pupillary conduction defect, 
dyschromatopsia (impairment of color vision), diminished 
light brightness and contrast sensitivity, visual field defects. 

Description of the OND in clinical practice is done by 
experienced ophthalmologist. However it introduces large 
variability due to the human interpretation [1]. Development 
of automated, quantitative methods for OND analysis would 
be the right way for the decreasing of variability of 
interpretation results. 

II. METHODS 

A. Description of OND features 

Optic nerve disk (see Fig. 1) is oval shaped, usually (but 
not always) bright spot in the eye fundus. OND is also 
entering point of retina vessels. In the centre of the optic 
nerve disk is the pit, called excavation – the normally 
occurring depression, also called physiological excavation 
or cup.  The tissue between the outer edge of the cup and 
the outer margin of the disc is called neuroretinal rim. 

Usually ophthalmologists estimate the parameters of the 
morphology of the optic nerve disc, excavation (cup) and 
neuroretinal rim visually. They estimate the following 
parameters: boundary distinctness; boundary shape; vertical 
and horizontal diameters of the optic disc; the area of the 
optic disc; vertical and horizontal diameters of the optic cup 
(excavation); area of the optic cup; area of the neuroretinal 

Fig. 1 Eye fundus image and optic nerve disk. White arrows point to the 
external OND boundary, black arrows point to the excavation boundary. 
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rim; four disc sectors of neuroretinal rim; the ratio between 
vertical diameters of the cup and disc; the ratio between 
horizontal diameters of the cup and disc; the color of the 
optic nerve disk. 

OND appearance can be very various. Shape can vary 
from circular to extended oval. Disk boundary can be 
distinguished as steep contrast change, but can be also just 
noticeable by vessels winding or can be surrounded by 
bright oval due to peripapillar atrophy, congenital and 
myopic crescents (conus). Presence of vessels also 
complicates view and outline of the OND boundary. 
Excavation boundary is even more complicated and can be 
identified not in every image. 

B. Interactive OND boundaries detection and 
parameterization 

Interactive optic nerve disk boundaries detection was 
realized by interactively placing several points on the 
boundary and then approximating them by ellipse. 
Detection of the OND boundaries was done by experienced 
ophthalmologist. We identified that ellipse describe well 
enough the shape of the OND boundaries. Also description 
by the ellipse is compact and it has good approximation of 
OND in “not clear situations”. As “not clear situation” we 
assume intervals of boundaries with vessels and not distinct 
OND boundary intervals. In such way placing of several 
points on distinct boundary we get OND estimation by 
ellipse. 

Algorithm for interactive OND boundaries detection was 
as follows: 

1. Point OND center 
2. Crop area of OND 

3. Place twelve points on OND external boundary 
4. Approximate OND external boundary by ellipse 
5. If approximated boundary satisfies, continue, if not 

– correct some points and go to step 4 
6. If OND excavation boundary is distinguishable, 

place twelve points on this boundary 
7. Approximate OND excavation boundary by ellipse 
8. If approximated boundary satisfies, continue, if not 

– correct some points and go to step 7 
9. If two boundaries exists, calculate neuroretinal rim 

width distribution 

Algorithm was implemented in Matlab (2007a, The 
MathWorks, Inc.), compiled to stand alone executable 
program (see Fig. 2), installed in clinics and used by 
experienced ophthalmologists. 

We calculated 14th numerical parameters using ellipses of 
external and excavation boundaries of OND. There were 
four groups of parameters: optic nerve disc, excavation, 
neuroretinal rim and ratios between these parameters. 
Parameters were used for ophthalmological data 
classification [1]. 

C. Automatic OND boundary detection 

Automatic methods for OND boundary detection are 
using different techniques: image pixel classification [2], 
graph search [3], active contour [4] or anatomical structure 
model based [5]. Our approach for boundary detection 
realizes graph search technique. 

As a starting point of processing, OND centered and 
cropped images were used. Algorithm for automatic OND 
boundary detection was as follows: 

1. Coimpare and choose red, green or intensity image for 
further processing: 

a. calculate standard deviation of red, green and 
intensity images 

b. choose image with maximum standard 
deviation 

2. Make the mask of vessels: 
a. Filter image by vessel adjusted steerable 

filters [6] 
b. Convert filtered image to binary using Otsu 

threshold 
c. Extend vessels mask by dilation 

3. Eliminate vessels from OND image: 
a. Interpolate OND image inward vessel mask 

4. Transform OND image into polar coordinates in regard 
to image center 

5. Search along transformed image for two biggest 
intensity gradient negative peaks and label them as 
candidate pixels for boundary Fig. 2 Interactive OND parameterization tool 
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6. Remove candidate pixels that are on vessels using 
vessels mask  

7. Group candidate pixels to candidate lines 
8. Select candidate lines according to continuity  
9. Transform candidate pixels into rectangular coordinates 
10. Approximate candidate OND boundary lines by 

ellipse 

Algorithm was implemented in Matlab (2007a, The 
MathWorks, Inc.) environment. 

D. Evaluation of automatic OND detection 

Evaluation of automatic OND boundary detection was 
done by comparing automatically outlined boundary 
(automatic detection, AD) with the boundary outlined 
interactively by experienced ophthalmologist (ground truth, 
GT). Some indices were calculated for comparison [7, 8]: 
 overlap index 

areaADareaGT
areaADareaGTOI   (1) 

 true positive fraction (sensitivity) 

areaGT
areaADareaGTS   (2) 

 true negative fraction (specificity) 

areaGT
areaADareaGTareaADareaGTS  (3) 

 similarity Kappa index 

areaADareaGT
areaADareaGTKI

2
1  (4) 

 accuracy: 

areaGT
areaADareaGTareaADareaGTA

2
2  (5) 

III. MATERIALS 

Data set consisted of 300 eye fundus color photographs 
obtained using Canon C60UVi fundus camera in 
Department of Ophthalmology, Institute for Biomedical 
Research, Kaunas University of Medicine. Patients had 
diagnosis of: glaucoma, glaucoma with myopia, suspected 
glaucoma, hyperopia, myopia and normal refraction. Image 
size was 3072x2048 pixels and image compression format 
was JPEG. After interactively pointing OND center the 

image was then cropped to 501x501 pixels keeping the 
optic disc in the center. 

An experienced ophthalmologist marked optic nerve disk 
boundary by placing twelve points on it using previously 
described software. This boundary was then used as a 
reference for the evaluation of the automatic boundary 
recognition results. 

IV. EXPERIMENTS AND RESULTS 

Automatic algorithm was applied on all data set images. 
Fig. 3 illustrates two successful cases of automatic OND 
boundary outlining. Table 1 presents indices for comparison 
of ground truth and automatic algorithm results. 

Fig. 4 illustrates two typical not successful cases of 
boundary outlining. The first case failed due to the bright 
conus of OND that give much sharper image intensity 
variation in comparison with the true OND boundary, 

Table 1  Comparison  of ground truth and automatic algorithm results 
OI S+ S- KI A 

80,5±10 % 95,7±10 % 80,1±15 % 88,8±7 % 87,9±7 % 

 

Fig. 3 Comparison of boundaries outlined by physician (GT) and 
automatic algorithm (AD): successful case. 

 

Fig. 4 Comparison of boundaries outlined by physician (GT) and 
automatic algorithm (AD): not successful case. 



Parameterization of the Optic Nerve Disk in Eye Fundus Images 531 

_______________________________________________________________  IFMBE Proceedings Vol. 20  _________________________________________________________________  

outlined by physician. The second case failed due to not 
successful vessel removal, leading to incorrect candidate 
pixels determination. 

V. DISCUSSION 

Results show that automatic OND boundary outlining 
works good on images with expressed OND boundaries 
without pathologies. Boundaries with pathologies usually 
are overestimated, i.e. area of automatically outlined 
boundary cover area of true boundary. Analysis of this 
situation showed that positive peaks of intensity gradient 
could be used as boundary features. It is due to intensity 
transition from low to high in conus area of OND border 
versus to transition from high to low in usual case. 

Better removing of vessels from OND image also could 
improve results. The main drawbacks in used method for 
vessel removing were filter design for the “mean” vessel 
and global threshold for vessel mask. 

Outlining of excavation boundary is much more 
complicated due to mostly not expressed boundaries in eye 
fundus image. 

Overall performance of proposed automatic algorithm for 
OND boundary outlining can be stated to be more than 
80%. 
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Abstract — Medical image 3D visualization is one of the fun-
damental processes in medical diagnostics. Using the acquired 
3D images it is possible to find the volume of pathology zone, 
which is the evidence of a specific disease. As a consequence, 
two problems emerge: visualization of 3D medical images and 
pathology zone extraction from acquired images. 

Available imaging software in some cases provides the con-
struction of 3D images based upon various medical data ob-
tained by computer tomography, magnetic resonance imaging, 
scintigraphy, etc. But further processing of these images (im-
age segmentation, pathology zone extraction) can result in loss 
of information during initial image reconstruction. Further-
more, existing medical imaging software does not provide the 
automatic extraction of regions of interest. As a consequence, 
often pathology zone volumes are calculated manually and that 
results in lack of precision. 

In this work methods for solving these problems are pro-
posed. This work describes an approach of 3D model recon-
struction from medical images by using detailed initial infor-
mation obtained for forming DICOM files. For extraction of 
pathology zones and volume estimation an automatic proce-
dure of region calculation is proposed. The described methods 
can provide practical improvements to the reliability of medi-
cal diagnostics. 

Keywords — Medical images, segmentation, visualization, 
volume estimation, pathology zone.  

I. INTRODUCTION  

Medical images, acquired with computer tomography 
(CT) or magnetic resonance (MR), are widely used in medi-
cine for patient diagnosis. One of the most important tasks 
of medical experts is pathology zone detection and its meas-
urement. To successfully solve this task several problems 
have to be considered: image segmentation and further 
pathology zone extraction, estimation of diameter or volume 
of the zone. Standard medical software provides solution for 
these problems to some extent, but the results are not al-
ways satisfactory. The process of pathology zone extraction 
in some cases is very difficult and time consuming. Often 
the detection of pathology zone and its volume estimation is 
so complex, that the physicians prefer to measure only the 
pathology zone’s maximum axial and coaxial diameters. 
Although it is clear, that precise volume estimation could 
offer great help to the physicians in patient diagnostics. 

Also, the medical software is very specific, it is usually 
installed only on one work station that is linked to medical 
hardware and that is not always convenient.  

To solve these problems, several algorithms for segmen-
tation, volume measurement and 3D visualization are pro-
posed in this work. The software is developed for medical 
images of a brain in DICOM format that are acquired with 
computer tomography and magnetic resonance. 

II. MEDICAL IMAGES 

Illustrations used in this work are medical images of a 
brain, acquired with magnetic resonance and provided by 
the Institute of Radiology, Riga Stradinš University (using 
General Electric GE Signa HDx 1,5T). Figure 1 illustrates 
an example of such images.   

 

 

Fig. 1. Examples of medical image of a brain acquired  
with magnetic resonance 
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The initial images are in DICOM format [1]. Most mod-
ern ultrasound devices, X-ray photography systems and 
computer tomographs use DICOM image format (Digital 
Imaging and Communications in Medicine image) for stor-
ing images. DICOM is a universal data format which allows 
storing series of images as well as much additional informa-
tion about these images. A single file contains both a header 
(which stores information about the patient's name, the type 
of scan, image dimensions, etc).  

DICOM format allows storing the images in 16-bit pal-
ette, which is 65536 grayscale levels; this opens great pos-
sibilities for computer diagnosis, because additional data 
may be processed. 

III. SEGMENTATION 

There are many known approaches to medical image seg-
mentation [2], [3], [4]. However, these approaches are not 
without disadvantages (some require priory information 
input, like seed points, or histogram threshold levels, some 
cannot clearly extract the pathology zone). That is why in 
this work it is proposed to use a new semi-automatic seg-
mentation method [5]. The method is based on several seg-
mentation algorithm combinations (Fig.2). 

The method combines one existing region-based segmen-
tation algorithm for background extraction and two devel-
oped algorithms that are based on histogram threshold. 
Segmentation algorithms are combined with developed 
image enhancement algorithm that is based on image histo-
gram enhancement and existing segmentation result post-
processing algorithm. Figure 3 illustrates the result of the 
segmentation method on images of a brain acquired with 
magnetic resonance. 

 

IV. VISUALIZATION 

For 3D visualization of medical objects an algorithm us-
ing standard OpenGL graphic library is proposed. The 3D 
model is based on contours acquired from segments on 2D 
medical image slices. The object can be extracted using 
histogram thresholds (for the whole brain) or the semi-
automatic segmentation algorithm (for the pathology zone). 
Figure 4 illustrates the visualized objects. 

 

Fig. 2. Segmentation method 

 

Fig. 3. Segmentation results. Top: initial image. Middle: segmented image. 
Bottom: extracted pathology zone 
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Fig. 4. 3D visualization. Top: visualization of brain using histogram 
thresholds. Bottom: visualization of segmented pathology zone 

V. VOLUME ESTIMATION 

The proposed volume estimation method of pathology 
zone consists of the following. 

First the area of diseased zone is measured on every 
slice. For this the number of points in each pixel has to be 
calculated. The additional information in DICOM file (im-
age dimensions and distance between pixels) allows repre-
sentation of the area in physical values (mm2). 

Volume of the pathology zone is calculated according to 
the formula : 

n

i
ivV

1
,   (1) 

where  
n  is the number of slices where pathology zone is detected; 

iv  is the volume of the zone between the segments of 
pathological slice and it is calculated according to the trape-

zoid volume formula, meaning that the segments are appro-
ximated with rectangles: 

)(
3
1

2211 SSSSHvi , (2)  

where  
 H is the distance between the 2D slices; 
 1S  is the area of pathology zone in slice i  ; 

 2S is the area of pathology zone in slice 1i . 

Figure 5 illustrates volume estimation for each iv . 

VI. CONCLUSIONS 

In this paper, several algorithms for medical image proc-
essing are proposed. The necessity for development of a 
new program is caused by disadvantages in existing medical 
software (for General Electric GE Signa HDx 1,5T): 
1) difficulties in pathology zone extraction and volume 

estimation (available only for standard volumes: 
spheres, cubes); 

2) difficulties using standard software in different work 
places – the analysis can only be performed on the 
computer linked to the medical hardware. 

The developed program can be installed on any com-
puter. That will allow the physicians to diagnose the medi-
cal images outside the hospitals. The program includes 

Fig. 5. Volume estimation for vi 
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semi-automatic segmentation algorithm that allows making 
the work of physicians less time consuming. The program 
also allows manual pathology zone correction.  
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Biomedical Image Processing Based on Regression Models 
A. Lorencs, I. Mednieks and J. Sinica-Sinavskis 

Institute of Electronics and Computer Science, Riga, Latvia 

Abstract — The problem of detecting specific objects or 
anomalies (OA) in tissue samples of living beings from their 
digital images is considered. Taking into account that pixel 
values in images (brightness levels) can be interpreted as sums 
of values related to physical objects and realizations of additive 
random variables, regression method (RM) for detection of 
OA was developed. It is based on mathematical approach of 
statistical analysis of regression models, coupled with hierar-
chic clustering method. 

Keywords — pattern recognition, linear regression, biomedi-
cal image processing, computer- aided diagnostics, clustering. 

I. INTRODUCTION  

Various formal methods have been developed for auto-
mated pattern recognition and classification. A wide spec-
trum of deterministic and statistic, analytic and structural 
(synthetic), training- based and conservative methods are 
described in [1,2,3]. 

Applicability of the particular method is largely deter-
mined by the form of information representing the category 
of real scenes to be analyzed. If this information is mainly 
of stochastic nature, classification rules must be based on 
statistics. However, it does not mean that the decision rules 
will be statistic; in all cases they will be formulated deter-
ministically and, by chance, may lead to wrong decisions. 

In this work we propose a pattern recognition method 
based on the assumption that scenes under consideration are 
represented by digital images formed from matrices 

)( ijaA  of rational numbers. At the same time it is as-
sumed that acquisition of digital images can be influenced 
by random factors that introduce additive Gaussian noise 
with a definite variance. As a result, two images obtained 
from the same object in the same conditions may differ. 
Excellent description of analysis methods of such phenom-
ena in the form appropriate for physicians is given in [4]. 

Regression method presented in this work is based on the 
same assumption that lays in the background of many pat-
tern recognition methods except for so called statistical 
recognition of universal sets (see [3]). To apply the regres-
sion method, it is necessary that scenes of the analyzed 
category can be divided into the finite set of classes. This 
results in division of digital images into the same number of 
classes a1 KK ,...,  so that ts KK  for all ts . Of 

course, there may not be a digital image of a scene related to 
none of the classes iK . 

Finally, it is assumed that sufficient number of images 
from each class is available for investigation. This condition 
is necessary to fulfill in order to form an efficient system of 
rules for classification of images to be used in practice. 

Some ideas of the regression method are found in [5, 6]. 
Scientific publications [7,8] indicate that, in the field of 

medical diagnosis, assumptions formulated above can be 
fully satisfied. Digital mammograms and chest radiographs 
can be exploited for the development of automated diagnos-
tic systems. Number of such projects is foreseen to increase 
in the future.  

II. IMAGE TRANSFORMATION WITH RM 

Without limiting the generality of RM it may be assumed 
that digital images of all analyzed scenes are given with 
matrices of fixed size, i.e. nm,AA . Let us relate the image 
with the rectangle P  in the first quadrant of the xoy  plane 
extending 1n  units on the x  axis and 1m  units on the 
y  axis. 

Let us assume that the continuous geometric surface ex-
ists, analytically described within the rectangle P  by func-
tion ),( yxzz with property ijajiz ),( . 

More precisely, ija  is the sample taken from the universe 
represented by the random variable XjizX ij ),( , where 
X  is a random variable with the mean value 0EX  and 

variance 2DX . A well-grounded assumption is that 2  
is rather small and therefore ijajiz ),( . 

If we choose appropriate set of basis functions 
),(),...,,(),,( 10 yxfyxfyxf K  defined in rectangle P  so 

that its elements form a linearly independent system of 
functions, then the unknown value ),( yxz , Pyx ),(  may 
be expressed as a linear combination of functions ),( yxfk  
with appropriate coefficients k , i.e. ),( yxz  can be well 
approximated by the expression 

),(
0

yxf k

K

k
k .   (1) 

Unknown coefficients k  ensuring the „sufficiently 
good” approximation of ),( yxz  can be estimated on the 
basis of the least squares method using the elements ija  of 
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the matrix nm,A . Such approach leads to the following algo-
rithm for the calculation of estimated values k̂  of coeffi-
cients k . 

Let us define the matrix 

)(1, skKmn fF ,   (2) 

where )),(),...,,(),,((),...,,( 1010 jifjifjiffff KsKss  and 
jins . If 1Kmn , we will obtain the non-singular 

matrix 

FFM T    (3) 

with dimensions )1()1( KK ,  where T  denotes 
transpose operation. 

As the matrix M  is not singular, the inverse matrix 1M   
exists. By enumeration of elements ija  of matrix nmA ,  in 
the same sequence as values of basis functions, we obtain 
the column vector of size nm : 

T
mnaaa ),...,,( 21a .  (4) 

The sought estimate ˆ  of the vector  is calculated us-
ing to the following formula: 

aFM T1ˆ .  (5) 

As the digital image of the scene quite often is a matrix 
with rather large dimensions, practical implementation of 
the RM usually is based on fragmentation of nm,A  into sub-
matrices of smaller size. When the fragmentation is applied, 
care should be taken to ensure that the size of the feature set 
of the scene does not exceed the size of the sub-matrix. Let 
us assume for now that the values of m  and n  are not large 
and can be practically used for implementation of the first 
stage of the regression method, i.e. estimation of vectors of 
regression coefficients ˆ . Using the sets of available digital 
images aSSS ,...,, 21  related to classes aKKK ,...,, 21  of 
scenes under investigation, we calculate the sets of vector 
estimates aTTT ,...,, 21 . Obviously the cardinality of sets iS  
and iT  is equal. It is preferable that the sets are sufficiently 
large. 

III. CLUSTERING OF THE VECTOR SETS OF REGRESSION 
COEFFICIENTS 

The next stage of realization of the RM is clustering of the 
sets iT . To perform this, it is necessary to choose the distance 
or similarity measure. Rather often the Euclidean metric is 
used, i.e. distance between two vectors 1

ˆ  and 2
ˆ  is defined as 

K

k
,k,kd

0

2

2121
ˆˆ)ˆ,ˆ( .   (6) 

In some cases, Jordan’s metric is applied, i.e. distance is 
calculated as 

kk
Kk

d ,2,1
,0

21
ˆˆmax)ˆ,ˆ( .  (7) 

More distance metrics are possible that meet the axioms 
of metric spaces, namely identity axiom, symmetry axiom 
and triangle axiom. On the basis of the chosen measure of 
distance, it is possible to define the similarity or closeness 
measure )ˆ,ˆ( 21s  of two vectors, e.g.  

)ˆ,ˆ(
21

21)ˆ,ˆ( des .  (8) 

Obviously, the inequality 1)ˆ,ˆ(0 21s  will hold. 
Similarity measure )ˆ,ˆ( 21s  may be defined also in a 

different way, independently of a distance measure. For 
example, it can be defined by the expression 

1
ˆˆ

ˆˆ

2
1)ˆ,ˆ(

2

0
,2

2

0
,1

0
,2,1

21
K

k
k

K

k
k

K

k
kk

s . (9) 

One of the most appropriate clustering methods, preferred 
also here, is the hierarchic clustering. Its implementation in 
any case is based on assumption that, initially, each element 
(vector) of each set iT  forms one cluster. To perform the fol-
lowing steps of clustering, it is necessary to define the distance 
measure between any two clusters. The similarity measure can 
be also used instead. The only difference (at least for tradi-
tional cases) will be that, in the case of using distance measure, 
the closest clusters will be merged, but in the case of using 
similarity measure, the most similar clusters will be merged. 

Distance between any two clusters 1C  and 2C  is usually 
defined as 

21
),(1),(

21
21

CC
d

CC
CCd

y ,x
yx , (10) 

where C  denotes the cardinal number. 
If the -th step of hierarchic clustering has produced 

clusters: 1,iC ; 2,iC ; ...; 
iiC , , then the 1 -th step results 

in merging of two closest of them (according to the chosen 
distance measure). Researcher should choose the criterion 
for stopping the clustering process relevant for the particular 
classification task. 

Potentially large cluster size may render their direct ap-
plication impractical. Therefore the proposed approach 
recommends to replace the resulting clusters by their cen-
ters, i.e. vectors defined in a special way. The simplest case 
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is when the center Cx  of cluster C  is defined by the ex-
pression  

Cx
xx

CC
1 .  (11) 

For the following analysis cluster is represented by its 
center. 

IV. CLASSIFICATION OF IMAGES 

If the digital images of scenes under investigation are 
matrices of rather small dimensions, their fragmentation for 
forming classification rules is not necessary. If this is met, 
classification rule nmAR ,  is formed using the resulting set 

iiii ,2,1, ;...;; uuu  of cluster centers obtained from sets iT , 
where ji,u  is the center of resulting cluster 

jiC , ; ij ,...,2,1 ; i - number of resulting clusters formed 
from set iT . We start then with transformation of image 

nm,A  into the estimate ˆ  of the coefficient vector of the 
chosen regression model. After that, the distances of this 
vector to all cluster centers ji,u  are calculated and mini-
mum distance obtained as  

ji
j

i dd
i

,
,1

ˆminˆ u, .  (12) 

Rule nmR ,A  is defined as a functional, which takes the 
value q ( aq ,...,2,1 ) if and only if  

ˆˆmin
,1

qi
ai

dd .  (13) 

Value q  of the functional nmR ,A  is interpreted as a de-
cision to relate the image nm,A  to the class qK . Obviously, 
such decision may also prove wrong due to different rea-
sons. 

If the dimensions of images under investigation are too 
large, fragmentation of matrices nm,A  is performed first into 
matrices of sufficiently small and fixed dimensions. Sets iT  
are then formed as sets of regression coefficient vector 
estimates. In this case, rules R  defined above are applied to 
sub-matrices of full digital images. After that, a classifica-
tion rule R  for the entire images is formed, using the „vot-
ing” principle. If the majority of N  fragments nm ,A  of the 
full image nm,A  were classified as related to class qK , then 
the whole image is classified as related to class qK . Such 
tradition “voting” in systems for medical diagnostics might 
be too trivial to provide effective classification; suitable 
solution could be based on application of weighing coeffi-
cients for the “votes” of each category. In the case of two 

classes only, this leads to selection of the threshold  such 
that 1)( ,nmAR  if and only if the number of fragments, 
for which the 1)( ,nmAR , exceeds . 

Different modifications of rule R  are possible. One of 
such modifications is exploited in the project where the 
method was approved, described below. 

V. FINAL NOTES 

The proposed RM of pattern recognition is not qualified 
as fully novel. The elements of the approach are found e.g. 
in [5,6,7]. Its first principles are given in publications [5,6] 
and even in a more generic form as in [7]. There are differ-
ences also related to mathematical correctness. In addition, 
the proposed method is tightly coupled with the set of clus-
tering techniques. As a result, the proposed RM has the 
following degrees of freedom: 

1. Selection of the appropriate system of basis functions 
2. Selection of fragmentation size of the full digital image 

of the scene under investigation 
3. Selection of metric for calculation of distance (resp. 

similarity measure) in the vector space of linear regres-
sion coefficients 

4. Selection of metric for calculation of distance (resp. 
similarity) between the clusters 

5. Selection of procedure for clustering of the set of coef-
ficient vectors  

6. Selection of classification rules of digital images 
7. Selection of procedure of forming the cluster centers  

Selection of pre-processing procedures of digital images is 
left outside the specifics of the RM. However, these can be 
of crucial importance to ensure the effectiveness of the RM. 

The proposed method was developed and successfully 
used in European FP6 project MODULINSPEX for detec-
tion of small foreign objects in meat products by processing 
their X-ray images in real time mode. Initial digital images 
were transformed using the median filter. The set of basis 
functions contained 25 members; dimensions of the ana-
lyzed image fragments were 2525  pixels; distances be-
tween the vectors of regression coefficients were calculated 
using the Jordan’s metric. Hierarchic clustering method [9] 
was used for clustering of vectors of regression coefficients. 

The solved task illustrated in Fig. 1. In Fig.1a,b,c, a sam-
ple fragment containing foreign object is depicted; Fig.1d 
shows the ‘normal’ fragment. 35 fragments containing for-
eign object and 75 ‘normal’ fragments were used for clus-
tering resulting in 7 and 5 clusters correspondingly. 100 
fragments from images of meat samples were processed 
then; they were classified by calculating distances to the 
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centers of these clusters. As a result, all fragments were 
classified properly as containing or not containing a foreign 
object. 

The task solved within the MODULINSPEX project was 
not related to medical diagnostics or biological analysis. 
However, the mathematical approach is generic and exposes 
features that bring it close to problems faced in biomedical 
image processing. It is proposed for development of com-
puter aided diagnostic systems (potential applications in-
clude but are not limited to mammography, radiography) 
based on processing of digital images regardless of the 
technology used to obtain them. 
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Fig. 1.  a),b),c) - fragments with foreign object; d) “normal” fragment. 
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Abstract — Voxel-Based Morphometry (VBM) is a tech-
nique for analyzing inter-group neuroanatomic differences, 
frequently used to study a number of neurologic diseases. An 
important limit to the diffusion of VBM is related to the length 
of the recruiting process, due to the need of homogeneous and 
statistically significant samples. Therefore, quite often the need 
to search for statistically significant differences between small 
samples arises. The opportunity of analyzing small samples 
with VBM should be carefully considered. In each sample 
there could be one or more subjects with atypical local anat-
omic characteristics (outliers) that are not identifiable a priori, 
thus leading to erroneous inferences about the specific struc-
tural features correlated to the studied pathology. It follows 
the need to evaluate the limits within which including a certain 
number of outliers can be accepted when relying on small 
samples. The robustness of VBM performed within SPM2 with 
respect to the inclusion of outliers was studied by implement-
ing in MatLab sets of virtual phantoms with predetermined 
characteristics. A matrix of voxels cubes was superimposed on 
the preprocessed gray matter image of each scanned subject. 
Each cube has a uniform gray level, while its intensity distribu-
tion within each group is Gaussian with controlled group mean 
and variance. Variance and mean difference were chosen 
according to data from two ongoing clinical studies. The model 
implemented shows that applying VBM to small samples could 
lead to erroneous inferences. The minimum number of sub-
jects should be evaluated according to specific variance and 
group mean difference values of the experimental samples. The 
implementation of virtual phantoms enabled the quantitative 
evaluation of outliers effects when performing VBM on small 
samples. This approach provides the clinicians with a support 
tool for evaluating the reliability of the results yielded by VBM 
analyses and for planning the recruiting process. 

Keywords — VBM, outliers, phantoms, SPM, MRI. 

I. INTRODUCTION  

During the last decade, the study of neuroanatomic dif-
ferences between samples drawn from different populations 
has been developed by means of objective morphometric 
techniques, such as Voxel-Based Morphometry (VBM). 
VBM is a common method for processing Magnetic Reso-
nance Imaging (MRI) data that allows a voxel-by-voxel 

definition of altered structures of the brain, showing con-
centration or volume differences in cerebral tissues [1]. This 
method enables disclosing statistically significant local 
morphological differences between samples, while dis-
counting macroscopic individual anatomic differences [2]. 
It can be used to study a number of pathological conditions 
(schizophrenia, anorexia-bulimia, epilepsy, Down’s syn-
drome, alexithymia, etc.) and to study healthy subjects [3]. 

An important limit to the diffusion of VBM is related to 
the need of homogeneous and statistically significant sam-
ples [4, 5]. This limit is especially relevant for paediatric 
applications, because recruiting sufficiently large pathologi-
cal and control samples can be particularly time consuming. 
Hence, quite frequently the need to search for statistical 
significant differences between small samples arises. This 
could invalidate the statistical analysis and the resulting 
clinical assessment. 

The opportunity of analyzing small samples with VBM 
should be carefully considered. This technique involves a 
normalization step, that is, the volumes representing single 
subjects are mapped onto the same stereotactic space by 
means of a low spatial frequency deformation field [2]. This 
way, large scale differences are removed and corresponding 
anatomic structures are overlapped. Subsequently, local 
differences are evaluated by means of a univariate statistical 
analysis. Thus, one can think of VBM as a processing tech-
nique that enables disclosing possible statistically signifi-
cant morphological differences between populations, when 
recognizing individual alterations by means of other meth-
ods wouldn’t be possible. This means that in VBM analyses 
one cannot control the input to the statistical tests, so that in 
each sample there could be one or more subjects with struc-
tural abnormalities (outliers) that are not identifiable a pri-
ori. Even if the clinician can state that a given patient be-
longs to a certain pathological category, evaluating a priori 
if that particular subject shows a local concentration or 
volume variation of a cerebral tissue type could not be pos-
sible. 

It follows the need to define the limits within which in-
cluding a certain number of subjects with atypical anatomic 
characteristics in a sample can be accepted and the analysis 
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reliably answers the experimental question, that is, whether 
or not the pathology is correlated to specific structural fea-
tures of the corresponding population. If the statistical 
analysis is carried out on relatively small samples, the oc-
currence of one or more subjects with atypical local anat-
omic characteristics can invalidate the analysis, thus leading 
to erroneous inferences about the anatomic characteristics 
correlated to the pathological population. 

This study was carried out to assess to what extent inter-
group differences highlighted from the statistical analysis of 
VBM preprocessed data can be considered reliable when 
relying on small samples. To attain this goal, tools for con-
trolling the input to the statistical tests are needed. We im-
plemented a model consisting in sets of virtual phantoms 
obtained by superimposing matrices of voxels cubes with 
predetermined characteristics (gray level distribution, mean 
and variance for each group) on the preprocessed gray mat-
ter images of real subjects. Group mean and variance value 
ranges were chosen according to the results yielded by the 
analysis of clinical data. The ultimate purpose of this study 
is giving the clinician the chance of making use of an ad-
vanced method such as VBM, while knowing the limits 
within which the results obtained can be considered reliable. 

II. MATERIALS AND METHODS 

A. Subjects. 

Experimental data from two ongoing research projects at 
“Bambino Gesù” Children’s Hospital of Rome were used 
to obtain group mean and variance value ranges for the 
models. These studies (hereinafter referred to as “A” and 
“B”) pertain to two diseases with a clinical hypothesis of 
gray matter alteration. Twelve patients (eight males and 
four females, age 15,99±2,18) and twelve healthy control 
subjects (eight males and four females, age 16,00±2,26) 
were recruited for study “A”, while eighteen female patients 
(age 15,76±1,95) and eighteen female healthy control sub-
jects (age 15,64±2,24) were recruited for study “B”. 

B. Structural MRI Scanning Protocol. 

MRI was performed on a 1.5T Siemens Magnetom Vision 
scanner. A 3D structural MRI was acquired on each subject 
using a T1-weighted 3D MPRAGE sequence (TR=11.4 ms, 
TE=4.40 ms, slice thickness=1 mm, in-plane resolution of 
1x1 mm, NEX=1, flip angle=15°, slice thickness =1.25 mm; 
voxel size: 0.97x0.97x1.25, acquisition matrix 200x256, 
field of view 250x250). 

C. Preprocessing of Structural Data. 

Several variations in the implementation of the VBM 
preprocessing algorithm have been proposed in literature 
[6]. The most common implementation, however, is the 
optimized VBM. With respect to the standard approach, 
optimized VBM prevents abnormal cerebral regions from 
compromising the morphological analysis of other regions-
of-interest as a consequence of the low spatial frequency 
deformation field applied while normalizing individual 
scans to a standard stereotactic space [1, 3]. This is obtained 
by using optimized normalization parameters for each kind 
of tissue, thus ensuring that highlighted statistically signifi-
cant differences can be attributed to the kind of tissue being 
analyzed. 

Individual structural images of each subject (for both 
studies, “A” and “B”) were then preprocessed in SPM2 
[Wellcome Department of Cognitive Neurology, London, 
UK; http://www.fil.ion.ucl.ac.uk/spm/] according to the 
following steps.  

1. Registration of the individual images to a reference 
stereotactic space (Montréal Neurological Institute T1 
template). 

2. Segmentation of the normalized images in gray matter 
(GM), white matter (WM) and cerebrospinal fluid 
(CSF). 

3. Spatial normalization of the original structural images 
in native space to the GM a priori probability map in 
the template stereotactic space. 

4. Segmentation of the images obtained from the opti-
mized normalization. 

5. Smoothing of the segmented GM images with an 8 mm 
Gaussian kernel. 

D. Analysis of Preprocessed Data. 

Preprocessed data were analyzed to obtain group mean 
and standard deviation of voxels gray levels over the whole 
brain for both studies, “A” and “B”. The same analysis was 
repeated for the most significant cluster, which was differ-
ent for the two studies. Table 1 shows the voxels mean gray 
level, the standard deviation averaged over the whole brain 
and over the most significant cluster and the maximum 
standard deviation. For cluster analyses, mean and standard 
deviation were calculated over those voxels belonging both 
to the most significant cluster and to the main anatomical 
area of the cluster as defined according to an automatic 
anatomical labeling algorithm [7]. Only voxels with a prob-
ability 10% of being GM were included in the analysis. 
Results in Table 1 enabled specifying value ranges for vari-
ance and group mean difference in the model. 
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Table 1 Mean and standard deviation in patients and control groups (gray 
level of preprocessed GM concentration images). 

E. Virtual Phantoms. 

In order to obtain controlled data for evaluating the  
effects of outliers, we designed and implemented sets of 
digital phantoms in Analyze 7.5 data format 
[http://mayoresearch.mayo.edu/mayo/research/robb_lab/]. 
The virtual phantoms were created using MatLab 7.0 code 
[http://www.mathworks.com/products/matlab/] and MRIcro 
1.40 [http://www.sph.sc.edu/comd/rorden/mricro.html] 
software. 

Groups with different numbers of subjects (7 to 20) were 
generated so that analyzing the effects of outliers for differ-
ent sample dimensions was possible. For each set of phan-
toms, two identical groups of subjects were created. A 3D 
matrix of 4x4x4 voxels cubes was superimposed on the 
preprocessed GM image of each subject of the two groups. 
Each cube has a uniform gray level, while its intensity dis-

tribution within each group is Gaussian with controlled 
group mean and variance. The difference between group 
means varies along the anterior-posterior direction (Fig. 1) 
up to 50% of a predetermined gray level (100, in the range 
0÷255), with 5% steps. The reference gray level was chosen 
according to the values in Table 1. The number of outliers 
(subjects of the first group with the same mean values as the 
ones in the second group) varies along the left-right direc-
tion. This way, simulating the effect of including in a group 
of pathological subjects one or more patients that do not 
show the typical morphological characteristics of the pa-
thology was possible. Standard deviation varies along the 
foot-head direction and was set to 10, 15, 20, 25, 30 and 50 
for both groups. 

III. RESULTS 

For each set of phantoms, a statistical parametric analysis 
(one-tailed t-test) for comparing the two groups of subjects 
was performed within SPM2. Maps representing statistically 
significant results for each group mean difference and group 
variance values were obtained. The maps also enable as-
sessing the effects of including outliers in a sample. 

In Fig. 2 an example of the results yielded by the statisti-
cal analyses is shown. Fig. 3 represents the minimum statis-
tically significant group mean difference as a function of the 
samples dimensions, for different numbers of outliers. Ac-
cording to the group mean and average standard deviation 
values in Table 1, results for standard deviation levels of 10 
and 15 are represented. 

Fig. 2 Statistical parametric map obtained by comparing two groups of 15 
subjects each, represented on the MNI single subject template (t-test with-

out correction for multiple comparisons, p=0.001, T=3.41). 

Study “A” Study “B” 
 Control 

group 
Patients 
group 

Control 
group 

Patients 
group 

Mean 93.2 92.4 92.8 82.5 
Mean 
difference -0.8 -10.3 

Average 
Standard 
Deviation 

14.9 16.7 14.8 15.5 
Whole 
Brain 

Maximum 
Standard 
Deviation 

53.7 59.3 52.5 61.6 

Mean 97.3 120.9 117.7 100.0 
Mean 
difference 23.6 -17.7 

Average 
Standard 
Deviation 

9.6 9.3 9.9 14.8 
Most 
Significant 
Cluster 

Maximum 
Standard 
Deviation 

14.0 17.0 19.0 24.0 

 

Fig. 1 Phantoms for evaluating the effects of outliers on the results of 
VBM analyses. Subjects of the first group show the following behavior. 

While the first subject (left) has the typical values of its own sample in all 
the cubes, the cubes of the last column of the second subject have the 

typical distribution of the ones of the second group, the third subject be-
haves in the same way for the last  two columns, etc. 
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Fig. 3 Minimum statistically significant group mean difference as a func-
tion of the samples dimensions, for different numbers of outliers. Top: 

standard deviation=10. Bottom: standard deviation=15. According to the 
simulation results, with a standard deviation of 10, groups of 12 subjects 
are sufficient to account for up to 1 outlier when analyzing the most sig-

nificant cluster in study “A”, while larger samples would be needed assum-
ing that 2 or more outliers were included. 18 subjects per group are just 
sufficient for highlighting statistically significant differences in the most 

significant cluster in study “B”. 

IV. DISCUSSION 

Simulation results in Fig. 3 show that outliers may com-
promise the results of VBM analyses performed on small 
samples, thus leading to erroneous clinical inferences. As 
the number of subjects increases, the effect of outliers is 
less significant. 

Results were compared to those obtained from the ex-
perimental data of studies “A” and “B”. The number of 
subjects for study “A” (12 subjects per group) is sufficient 
for reliably analyzing the GM concentration differences in 
the most significant cluster (group mean difference=23.6, 

with standard deviation averaged over the cluster 10, see 
Table 1), assuming that up to 1 outlier was included in the 
sample. According to values in Table 1, 18 subjects per 
group are just sufficient for highlighting statistically signifi-
cant differences in the most significant cluster in study “B” 
and a larger sample would be desirable. 

V. CONCLUSIONS  

In this study a model for assessing the effects of includ-
ing in VBM analyses subjects that do not have the typical 
anatomic characteristics of their group (outliers) is pre-
sented. Sets of digital phantoms were implemented to study 
these effects for different sample dimensions. 

The results yielded by the simulations confirm that sam-
ple dimensions are a critical aspect to consider while de-
signing a VBM study. 

The present work is aimed at providing the clinician with 
a support tool for evaluating the conditions under which the 
clinical results yielded by VBM analyses can be considered 
acceptable and for driving the recruiting process. This is 
furthermore important in paediatric trials where this process 
is frequently particularly time consuming. 

Further developments of the model are needed to take 
into account additional preprocessing and statistical analysis 
parameters. 
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Abstract — Stroke Monitor as a computer-assisted support 
of ischemic stroke diagnosis was presented in this paper. Com-
puter analysis, processing and image understanding was based 
on nonenhanced CT examinations acquired in hyperacute 
phase of stroke. The multiscale extraction of the subtlest signs 
of hypodensity in diagnostically important areas was designed 
to improve standard diagnosis procedure based on CT scan 
soft-copy review. Proposed method includes evidence-based 
description of ischemic conditions and changes, deskulling and 
segmenting of unusual areas, the analysis of hypodensity signs 
across scales and subbands with noise reduction and hypoden-
sity extraction. Following visualization forms of empowered 
hypodensity symptoms localizes suggested ischemic areas in 
source brain image space. Increased visibility of cerebral 
ischemia for difficult-in-diagnosis cases was experimentally 
noticed and improved diagnostic value of CT was concluded. 

Keywords — hyperacute stroke, CT, multiscale analysis, 
computer aided diagnosis. 

I. INTRODUCTION  

Stroke is the third major reason of death after cardiac and 
oncologic diseases. Computed tomography (CT) plays a 
crucial role in the evaluation of stroke patients however it is 
not sufficient enough in the meaning of extraction of hypo-
dense area corresponding with infracted cerebral tissues in 
hyperacute stage. Many infarcts do not emerge on CT until 
hours after the onset of stroke. On the initial CT-scan, per-
formed during the hyperacute phase of stroke, (0-6h) the 
hypodensity defined as any area in the brain with density 
lower than normal surrounding brain tissues does not have to 
be seen. Early indirect findings, like obscuration of 
gray/white matter differentiation and effacement of sulci, or 
"insular ribbon sign", may be noticed instead. Afterwards, it 
becomes possible to detect a slight hypodense area of infarc-
tion either in the cortices or the basal ganglia. The recent 
advent of thrombolytic therapy for hyperacute stroke treat-
ment makes the earliest detection of areas of hypoattenuat-
ing ischemic parenchyma exceedingly important [1-4]. 

During the initial 3 h of ischemia, the intracellular in-
crease in water and sodium contents is almost exclusively 
confined to the gray matter. Between 4 and 6 hours after 

onset of ischemia the neurons begin to shrink, the synaptic 
gaps enlarge with expansion of astrocytic end feet, which 
lasts up to 24 h after ischemia. Infarcted region is character-
ized by loss of the borders between white and gray matter 
and focal swelling with effacement of the gyri. This swell-
ing, due to intracellular cytotoxic edema, provokes decrease 
of tissues density in CT, which reaches maximal values 
between 24 and 48 h after infarction.  

Furthermore, the attenuation coefficients of brain paren-
chyma vary, mainly due to the differing thickness of the cra-
nial vault. Dense bone lowers the energy of the beam and 
thus, increases attenuation. M. Bendszus et al. [5] found inter-
individual differences, i.e. bone artifacts, of up to 14 HU in 
brain parenchyma at comparable scan levels. The sufficient 
accuracy, stability and linearity of CT number and degrada-
tion of contrast resolution caused by noise, are the next prob-
lem. The CT number for water should ideally be zero, but the 
actual value changes because of variations in the stability of 
the detector system or x-ray source. Normally, these varia-
tions (i.e. standard deviation of the water value) are very 
small and most scanners should be able to stay within 2 HU of 
zero for water. The mean CT number measured over the cen-
tral test ROI (region of interests) should be in the range of 4 
HU, which is close to the possible changes within acute 
ischemic region. 

Nevertheless, it is evident that the early changes with 
ischemia occur, but may vary within the limited range of HU 
scale depending on cerebral infarct case, discrepant patient 
characteristics, bone artifacts, non-optimum scanning and 
acquisition conditioning. The hypodense changes are slight, 
and ischemic area is not well outlined or contrasted (with low 
gradient, ill defined margins). Because of the limited human 
image perception, these subtle, noisy and relatively formed 
first ischemic signs can often be out of detection range. Typi-
cal preview window of width 80 HU gives maximum notice-
able change of 1-2 grey shade within the first 4 h of ischemia.  

The purpose of proposed computer assistance was to im-
prove diagnostic value of emergency CT scans through 
increased visibility of hypodensity changes in hyperacute 
ischemic stroke cases. Suggested processing method was 
based on multiscale image data processing, denoising, le-
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sion pattern identification and description, and final extrac-
tion optimized by visualization procedure.  

II. STROKE MONITOR 

An intelligent data visualization method that extracts, 
strengthens, detects and communicates hypodensity as sig-
nature of ischemia to the observers was proposed. Stroke 
Monitor complements conventional CT scan view with 
highly specific to infarct cases display. Multiscale transfor-
mations were used to analyze image content basing on spa-
tially distributed soft tissue properties over different scales 
and subbands. Hypodensity may be effectively identified 
through hierarchical local data processing, analysis, signal 
energy compaction and information ordering. Post-
processing in space-scale domain is less susceptible to local 
perturbations, artifacts, and beneficial noise suppression and 
selective contrast enhancement is possible.  

Initial two-stage segmentation of the regions susceptible 
to ischemic density changes was applied to eliminate false 
indications in diagnostically unusual areas. False positives 
have to be avoided, since treating ineligible patients with 
intravenous thrombolysis is associated with an unacceptable 
risk of hemorrhage and death. Low density (clearly not 
ischemic) areas were not intended to be empowered or ex-
tended by processing procedure masking or simulating 
ischemic hypodensity. Thus, brain tissue areas with low 
density were fulfilled with higher density tissue (certainly 
not ischemic) properties and processed for final visualiza-
tion. The essential procedure of hypodensity extraction was 
based on multiscale data processing. Image wavelet decom-
position with separated horizontal-vertical kernels, curvelets 
with 2D kernels (much better describing curvature of mar-
gins) [6] and mixed curvelet-wavelet transformations with 
adaptive thresholding of the coefficients distributed across 
scales and subbands were used. 

Consequently, procedure of stroke-oriented computer as-
sistance was based on brain tissue extraction in 3D mul-
tislice space, segmentation of diagnostic ROI as white and 
gray matter except sulci, prior ischemic scars etc., extension 
of the brain tissues for marginal and missing space after 
deskulling and segmenting of unusual areas, combined 
multiscale transformation with denoising and semantically 
defined features extraction in scale-space domain, visualiza-
tion of processed CT scans in different, complementary 
forms – see Fig. 1. 

A. Basic algorithm 

The successive steps are as follows: 
1. Segmentation of diagnostic ROIs 

a) the brain extraction to remove non-brain tissue from a 
CT volume (to deskull the brain in the image) through 
region growing, arranged in 3D space of successive 
slices, where the initial set of seeds were grown-up 
across successive slices to regular region of the brain tis-
sue identified in CT acquisition expanse;  
b) selection of the only tissue regions which are suscepti-
ble to ischemia called diagnostic ROIs; clear brain sulci, 
prior ischemic scars and other structures useless in acute 
stroke detection were discarded; designed method of 
mixed growing-thresholding was applied with weighted 
average filtering for noise reduction, detection of low den-
sity seeds based on adaptive thresholding, growing low 
density regions with adaptive membership function, ad-
justing of indicated areas to make them regular, smooth 
and big enough sized;  

2. Hypodensity extraction 
a) smooth complement of diagnostic ROIs with mean 
values of neighbor areas providing the continuity of 
density function and absence of any lower density fields; 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Stroke Monitor algorithm – general view. 
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b) multiscale transformations accovrding to different 
procedures:  
 only curvelets (according to FDCT implementation 

[7]) with adaptive soft thresholding of curvelet coef-
ficient modulus for subtle denoising and increasing 
the local mean data variability for perception im-
provement – PP monitor form,  

 curvelets followed by non-perfect orthogonal wave-
lets tspline2 (kernel defined by low pass analysis fil-
ter h~ =[1/4,2/4,1/4]) for soft detector indications – 
DD monitor form,  

 two wavelets kernels: tspline2 followed by atrial 
(kernel defined by low pass analysis filter 
h~ =[0.01995, 0.04271, 0.05224, 0.29271, 
0.56458, 0.29271, 0.05224, 0.04271, 0.01995]) 
for definite perception improvement – SE monitor 
form; 

 wavelets tspline2 followed by curvelets for clear de-
tector indications – DE monitor form; 

c) brain tissue mapping to source CT scans space and 
merging with background view of the scans; the brain 
areas processed in multiscale domain are reconstructed, 
adaptively converted to suitable presentation scales and 
respectively fitted to the source image with skull, scalp 
and surrounding tissue in the best view window; 

3.  Visualization of diagnostic image content 
a) display arrangement with contrast enhancement by 
adaptive histogram equalization of processed data in 
brain tissue area;  
b) alternative and complementary view of image data 
processed according to 4 multiscale procedures; addi-
tionally, 3D view of segmented regions or structures 
may be used to assess brain morphology. 

III. EXPERIMENTS 

Retrospective evaluation of 52 sets of examinations con-
ducted in patients admitted with symptoms suggestive of 
stroke was undertaken by four radiologists unaware of the 
final clinical findings. All of the selected cases were consid-
ered as having no direct signs of hyperacute ischemia in the 
localization corresponding with clinical manifestation and 
follow-up studies (reported more exhaustively in [8]). At the 
first stage only the CTs performed at the admission were 
evaluated, after a month the same scans were evaluated 
again with additional use of wavelet-based Stroke Monitor 
(SE monitor form). Subtle tissue attenuation changes were 
investigated, denoised, extracted and visualized. Follow-up 
CT exam and/or clinical picture confirmed or excluded the 

diagnosis. Sensitivity of 0.641 and specificity of 0.688 was 
gained for the wavelet-based stroke monitor aided divagno-
sis. However, for certain cases SE monitor occurred com-
pletely ineffective causing reduction of sensitivity from 0.58 
to 0.5 and specificity – from 0.75 to 0.33. 

Basing on the above results and concluded efficiency limi-
tations additional post-processing based on complementary 
forms of visualization with curvelets and improved segmen-
tation of stroke susceptible regions has been designed and 
performed later on for selected examinations regarded as 
difficult. A test set consisted of 6 CT exams of brain selected 
as extremely difficult in diagnosis basing on false decision of 
specialists and unusual role of Stroke Monitor in the experi-
ments. For 3 clinically confirmed cases of acute stroke ap-
pearance the time between the onset of symptoms and the 
early CT examination was ranged from 1 to 5 hours. 3 other 
were clinically confirmed normal cases.  

Preliminary subjective tests were performed to verify the 
efficiency of extended Stroke Monitor implementation. The 
valid presence and indicated position of asymmetric hypo-
dense signs compared to the reference diagnosis (the loca-
tion and size of the infarct) based on follow-up CT and MR 
scans were the performance criteria.  

First of all, the clearness of Stroke Monitor indications 
for extremely difficult cases was tested. According to sim-
ple test rules monitor usefulness was verified even by non-
specialists, biomedical engineers or medicine students with 
the aim of preliminary assessment of Stroke Monitor with 
different forms of visualization. 9 observers participated in 
the experiments (one radiologist, 4 medical students and 4 
biomedical engineers or students).  

The observer conviction of hypodensity extraction and 
any false suggestions dominantly affected responses in 
ischemic stroke detection procedure. Further enhancement of 
hypodensity based on improved Stroke Monitor in diagnosti-
cally difficult cases increased sensitivity and specificity of the 
diagnosis in comparison to basic SE form. Sensitivity for 6 
difficult cases increased from 0.5 to 0.89, specificity – from 
0.33 to 0.7 and predictive value positive – from 0.38 to 0.74. 
An example of different visualization forms were presented in 
Fig. 2.  

According to observers opinions, extended to 4 forms 
Stroke Monitor improved the diagnosis for difficult cases 
because of distinct visibility of hypodense signs or generally 
ischemic susceptibility for test examinations. Improved 
perception of subtle tissue density distribution made image 
content assessment and interpretation more accurate. Soft 
and hard indications of detection forms increased signifi-
cantly stroke detection efficiency.  
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IV. CONCLUSIONS  

Combining the effects of standard CT scans review with 
Stroke Monitor assistance provided a better diagnosis of 
stroke. Presented consideration and test results indicated 
that hypodensity-oriented perception improvement with 
well-defined detection of ischemic areas may facilitate the 
interpretation of CT scans in hyperacute infarction.  

Optimized multiscale extraction of ischemic changes with 
effective ROIS segmentation and different, complimentary 
forms of content visualization extends capabilities of com-
puter assistance tools in a way that was useful for inexperi-
enced observers, especially for difficult cases of ischemia. 

In consequences, the reliable computer aided diagnosis 
with expressive display of distinct ischemic signs can con-
siderably improve ischemic stroke diagnosis by increased 
objectivity, content perception improvement, clear observer 
conviction resulting in higher decision sensitivity and speci-
ficity. Increased usefulness of hyperacute CT examinations 
because of improved diagnostic value of visualized image 
content was concluded. 

Further optimization of computer-based understanding of 
stroke presence in CT scans is required. Planned prospec-
tive studies will let evaluate the impact on further treatment 
of hyperacute stroke patients. 
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Fig. 2 The effects of computer assistance for stroke diagnosis improve-

ment (top to bottom, left to right): view of CT scan, enhanced visibility of 
diagnostic ROI with segmented unusual areas (white), three visualization 
forms of Stroke Monitor – PP, DD, SE, DE, follow up CT and DWI with 

indicated visible ischemic changes. 
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Abstract — The craniocervical junction (CCJ) comprehends 
the brainstem, proximal cervical spinal cord and cerebelar 
structures and is subjected to several congenital anomalies and 
anatomic variations. Although the morphological abnormali-
ties are present at birth, many patients develop symptoms 
after third and fourth decades.  

Magnetic Ressonance Imaging (MRI) analyses were per-
formed for 61 patients with these malformations towards dis-
criminating the degree of compression, elevated signal in fluid 
sensitive sequences and presence of syringomyelia. The sever-
ity of skeletical disturbances correlated with the degree of 
neural tissue damage, with shorter base skull (represented by 
basilar hypoplasia) and greater basilar invagination (elevation 
of odontoid tip) correlating with compression and signals of 
tissue injury. The small posterior fossa correlated to a higher 
frequence of tonsilar invagination, and with higher incidence 
of syringomyelia. 

Eight patients had brainstem auditory evoked potentials 
(BAEP) tests. 2 patients did not presented compression of 
neuro-axis; 2 showed compression and magnetic signal altera-
tion, and 4 presented syringomyelia. One patient with com-
pression and hyperintense signal in fluid sensitive sequences 
presented the greater delay in intervals I-III and I-V of audi-
tory pathway. All patients with syringomyelia presented longer 
I-V interval, even after decompressive surgery. All patients 
with significant compromise to neural tissue showed assyn-
chronic waves on binaural acquisition, with phase shift of 
wave V. 

MRI is an important tool to assess the morphological ab-
normalities of craniocervical junction. The discrepance be-
tween the duration of compressive injury and appearence of 
symptoms do not allow understand whether functional im-
pairment is secondary to compressive state or to unknown 
neural tissue incipient malformations. BAEP analyses of these 
patients are not routinelly done, and these previous data dem-
onstrated that the image and functional correlation can lead to 
unrevealing features of morphophysiology of the craniocervi-
cal juntion malformations.   

Keywords — congenital malformation, magnetic resonance, 
evoked potential, spinal cord, brainstem. 

I. INTRODUCTION  

A large spectrum of congenital anomalies and anatomic 
variations can affect the craniocervical junction, disturbing 
the interaction between bones of base skull and the first 
cervical vertebrae and thus can damage the central nervous 
system (CNS) structures such as brainstem, proximal spinal 
cord and cerebelar structures, as well as it can compromise 
the posterior encephalic vascularization [1].  

The first postmortem studies, done by Chiari, in 1891, 
described a group of malformations that bears his name 
consisted by tonsilar ectopia with varying degrees of cere-
belar caudal displacement through foramen magnum and 
narrowing of medullar tissue, followed or not by other CNS 
anomalies [2].  

Symptoms are related to direct compression to neuro-
axis, or indirectly by compression of vascular structures or 
by secondary syringomyelia. Frequently, patients show a 
pleomorphic and insiduous presentation that vary as chronic 
headache, sensory and motor neural impairment with or 
without pyramidal liberation, gait disturbances, cerebelar 
ataxy, cranial nerve compromise (disphagy, trigeminal pain, 
auditory disturbances, etc) syncopes and vascular syn-
dromes [1]. Many patients remain asymptomatic or with 
mild and unespecific symptomatology till adult age and this  
features can be associated to underdiagnosed cases with 
consequent higher level of unsuccessful treatment. 

The progresses in medical imaging provided non inva-
sive assessment to CNS and its skeletum. Computed tomo-
graphy (CT) enables bone structures detailed analyses, but it 
do not define precisely the subarachnoid space, the intraca-
nalicular and paraspinal soft tissues, which is better 
achieved with MRI [3]. Because of its multiplanar capabili-
ties and advanced contrast differentiation MRI permits 
anatomic evaluation and correlation with signals of neural 
tissue injury, such as edema, gliose and demyelinization as 
areas of increased signal intensity in fluid sensitive se-
quences [4], being the best way to detect syringomyelia. 

Medical imaging gives a static picture of the patients, and 
as symptoms change with age, physiological condition may 
evolve. Important and well recognized cranial nerve nucleus 
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(V, VI, VII and VIII) lie in midbrain and pons, making this 
a critical area for these neural pathways [5]. Particularly, the 
VIII nerve function is easily assessed by electrophysiologi-
cal tests. Evoked auditory electrical potentials gets trough 
periferic nerve and coclear nucleus to brainstem, excites the 
superior olivary nucleus and reaches the superior pons and 
inferior culliculi. Clinical and experimental studies have 
recorded five waves of electrical auditory potentials in 
brainstem, I and II reflecting the periferical activity of VIII 
nerve, and III, IV and V waves representing the central 
brainstem conduction [6]. 

In this study, 61 MRI of patients with congenital CCJ 
anomalies were retrospectively analised, aiming at describ-
ing the morphological particularities of these conditions. A 
percentage of these cases had brainstem auditory evoked 
potentials (BEAP) recorded, and a brief discussion of the 
patients physiological condition was also done. 

II. METHOD 

A. MRI data aquisition 

Three radiologists retrospectively analyzed 61 patients 
(28 male; 35 female) aged between 11 and 81 years old, 
selected by presenting at least one of the following varia-
tions: clivus-canal angle below 150°, measured by the 
cross-section of Wackenhein line and the medullary canal, 
behind axis; basilar invagination, defined as violation of 
Chamberlein line for more than 7mm by the odontoid tip; 
tonsilar invagination, when cerebelar tonsils are displaced 
more than 5mm underneath the foramen magnum; presence 
of basioocciput hypoplasia (BOH), defined with clivus 
lengh less than 4.0cm, or presence of atlanto-occipital as-
similation, observed as fusion of the atlas to occipital bone 
(Figure 1).  

The image techniques varied slightly, but aways included 
2T MR sequences T1 spin echo for anatomic evaluation 
(time of echo (TE): 12 to 16ms); time of repetition (TR) 520 
to 650ms) and T2 fast spin echo was the chosen fluid sensi-
tive sequence (TE: 126 to 128ms; TR: 3900 to 7300ms) 
multiplanar views. The slice thickness was within 3 to 6mm 
and reconstruction matrix varied from 256x256 to 320x252. 

Patients were dived into: group 1(G1)- absence of neuro-
axis compression; group 2(G2)- neuro-axis compression 
without signal alteration in T2; group 3(G3)- neuro-axis 
compression and increased signal in T2; group 4(G4)- sy-
ringomyelia.   

B. Brainstem auditory evoked potential (BAEP) 

Eight patients, who are still under clinical treatment, and 
five controls had BAEP recorded. Bilateral data acquisition 

was performed for each patient and control. One patient had 
the right ear measurement excluded because of conductive 
auditory deficit secondary to a tympanoplasty as a sequelae 
of infectious otitis in infancy. 

Surface active electrodes were placed bilaterally in the 
auricular lobe (A1: right; A2: left) refered to Cz (Interna-
tional system 10-20). Ground electrode was placed at Fz. 
Click stimuli were presented monoaurally at 60 to 65dB 
above the individual acoustic limiar with masking noise to 
contralateral ear 40 to 50dB below the stimulation intensity, 
and binaurally recorded simultaneouslly. At least two se-
quences of 1000 clicks at 10Hz rate were performed for 
each side. Aditional 5Hz rate sequences were presented to 
patients aiming at a better evaluation of assynchronic waves 
observed during data acquisition. Low (10Hz) and high 
(3kHz) frequencies filters were applied. 

Latencies (ms) of waves I, III and V were measured to-
wards calculating intervals I-III, I-V and III-V. 

The study was approved by the local ethics committee 
(CEP-UNICAMP, #073/2007). 

Statistic analysis was done by XLSTAT 2007.8.01, for 
Windows. T-tests were applied and p value below 0.05 was 
considered significant.   

         
Fig. 1 Sagital MRI at CCJ of patient with BOH with short clivus (arrow), 
tonsilar invagination (star) and secondary syringomyelia (expantion of  
medullary central canal filed with cerebral spinal fluid showing high signal 
in T2 (left) and low signal in T1(right).   
Wackenhein line (doted) and cervical canal (interrupted line) cross-section 
demonstrated reduced clivus-canal angle and odontoid violation of Cham-
berlein line (white line) demonstrating basilar invagination.   
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III. RESULTS 

A. Morphological description 

Table 1 shows the mean of each morphological parame-
ter for groups 1 to 4, and the percentage of tonsilar invagi-
nation. There is a progressive reduction of clivus-canal 
angle and clivus lenhg, combined with higher degrees of 
odontoid violation of Chamberlein line paralleled to the 
severity of neural tissue damage.  

Groups 2 to 4 are characterized by crescent compromise 
of neural tissue. They are similar by presenting significant 
violation of Chamberlein line, compared to group 1 
(p<0.05). Although chronic compression can lead to neural 
tissue suffering, the signals of actual injury are present only 
in groups 3 and 4. Those subjects present significant shorter 
posterior fossa (represented by clivus lengh) when com-
pared to groups 1 and 2 (p<0.05). Group 2 showed no sig-
nificant difference of this parameter compared to group 1 
(p>0.05). 

The relationship between short posterior fossa and eleva-
tion of cervical spine was evident with the greatest degrees 
of basilar invagination in patients with BOH (p<0.05). The 
groups with increased signals of CNS injury also showed 
this relationship (Figure 2). 

Table 1: Morphometric abnormalities for groups 1 to 4 

Morphometric abnormality G 1 G 2 G 3  G 4 

Clivus-canal angle 145° 131.2° 115.1° 121.6°

Clivus lengh 3.51cm 3.14 cm 2.73 cm 2.27 cm

Basilar invagination 7 mm 12.3 mm 12.0 mm 13.3 
mm 

Tonsilar invagination 20.7% 63.6% 40% 81.8% 

 Basilar invagination x posterior fossa 
dimension

0

1

2

3

4

1 2 3 4
Gr oups

Violat ion of  Chamberlein line Clivus lengh

 
Fig. 2  Graphic demonstranting the relationship between the clivus reduc-

tion and odontoid violation of Chamberlein line. 

Groups 3 and 4 show the most severe compromise of 
CNS, but they are not the same qualitatively. The most 
significant difference is that group 3 presented significant 
decrease of clivus-canal angle compared to groups 1 and 2 
(p<0.05) and it was significant below group 4. Although the 
mean of the angles in group 4 was inferior than group 1, it 
was not statistically different compared with group 2 
(p>0.05). Other discrepance between group 3 and 4 was the 
incidence of tonsilar invagination, which is more frequent in 
group 4 (81.8%) than in group 3 (40%). These findings 
allow to hypothesize that elevated signal in neural tissue is 
more frequently correlated to anterior compression, while 
syringomyelia can be linked to posterior obstruction and 
possible compromise of the normal cerebral spinal fluid 
flow trough foramen magnum.  

B. Electrophysiological analysis 

Patients 1 and 2 are classified in group 1 and did not 
have surgical treatment indication. Patient 3 belong to group 
3, but did not undergo to surgical procedure and persists 
with compression to neuro axis. Patient 4 is similar to pa-
tient 3 but was surgical decompressed before the BAEP 
analisys. Patients 5 to 8 presented syringomyelia and also 
had preview surgical decompression of CCJ. 

The control latencies intervals I-III, I-V and III-V means 
were respectively 2.20ms (SD: 0.08), 4.26ms (SD: 0.20) 
and 1.92ms (SD: 0.11), and is similar to previous literature 
data [6,7]. Patients with no considerable compression to 
neuro-axis showed no significant differences in intervals I-
III and I-V compared to control (p>0.05). The only differ-
ence for these patients appeared in interval III-V, increased 
in patient 1 (p<0.05).  

The most considerable delay in interval I-III appeared in 
patient 3 (p<0.05) who presented persistent compression to 
neuro-axis. This subject also demonstrated prolonged inter-
vals I-V and III-V (p<0.05). The same intervals measure-
ments was normal in patient 4 (p>0.05), after surgical pro-
cedure. 

Although patients 5 to 8 show no longer compression to 
neuro-axis after surgical procedure, the latencies and inter-
vals did not achieve normal values. The interval I-V is sig-
nificantly increased for patient 5, 6 and 8 (p<0.05) and in-
terval III-V is increased for patients 6 and 8 (p<0.05). 

Normally, when simultaneous records are made binau-
raully after monaurally stimulation, auditory evoked waves 
are almost synchronic in brainstem. In controls, the contra-
lateral shift between waves V is about 0.21ms (SD: 0.09) 
(Figure 3). Patients 3 to 8 presented assynchronic waves, 
with significant longer shift between waves V (p<0.05) with 
10Hz rate stimuli (Figure 4).   
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Fig. 3  Control BAEP. Inferior waves correspond to stimulated ear. No 
significant shift appear between superior contralateral aquisition. 

Fig. 4 . Patient 8 BAEP. Right ear stimuli (inferior waves) show less 
defined and lower amplitude picks. Contralateral simultaneus aquisition 
(superior waves) demonstrate phase shift delay, especially for waves III 

to V. 

IV. DISCUSSION 

The atlanto-axial and atlanto-occipital joints have higher 
levels of mobility compared to the rest of vertebral spine 
allowing movements around three axes [8]. The stability of 
this region demands a complex and intact skeletic and liga-
mentar structure. The congenital bone malformations de-
scribed in this study disfigure the anatomic relationships 
leading to chronical instability. It has been described in the 
literature the progressive aspect of basilar invagination 
probably secondary to increased “slippage” at the atlas over 
the axis [9]. 

Small posterior fossa frequently is related to cerebelar 
tonsils downshift with congenital narrowing of the liquoric 
space at the CCJ[10,11]. The consequent abnormal cerebral 
spinal fluid pressures and flux through the foramen magnum 
can be associated to fluid into spinal cord tissue and secon-
dary syringomyelia. 

The actual approach to CCJ congenital anomalies is 
based on medical imaging, especially MRI, providing de-
tailed morphological visualization which correlates with 
signals of tissue damage. But conventional MRI gives a 

static picture of the pathology and the progressive aspect of 
these anomalies demands a clinical and physiological fol-
low up. 

Brainstem evoked potentials tests provide an inexpensive 
and noninvasive approach to these patients and this study 
has demonstrated a good correlation to the severity of the 
compressive state and with some irreversible conditions 
(syringomyelia).  

A combined biomedical instrumentation, with an evolut-
ive physiological attention, can add evolutive approach to 
these conditions and maximize the value of anatomic 
evaluation with MRI, avoiding underdiagnosed cases and 
helping to achieve the best treatment strategy. 
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Abstract — Decrease of radiation dose to patients and its 
management is important for modern radiographic imaging 
procedures. Computed radiography (CR) provides broader 
dynamic range and high potential for post-processing, lower 
radiation dose while maintaining usual image quality could be 
promoted. There is sufficiency of experiments, which finds 
clinical possibilities of patient dose reduced from usage of CR 
systems. However the experiments correlating radiation dose 
and x-ray image quality have not been found. Therefore the 
current research is directed to find ways to reduce patient dose 
keeping up the quality of x-ray image using CR system. The 
quality of image was evaluated as the contrast and lateral 
resolution. The Plexiglas phantom and test plate “ETR-1” 
were in use as the radiated objects. The x-ray machine “Bucky 
Diagnost” was employed to supply radiation flow. The digital 
images were provided both the Automatic Exposure Control 
(AEC) and manual modes. The voltage range from 40 to 90 kV 
was in use. The radiation dose was varied because of the mA s 
control. The dose was estimated because of detected Air 
Kerma (microGy m2) by the DAP meter. The results demon-
strated that the dose could be decreased on for 40-75% keep-
ing the quality of image. 

Keywords — Computed radiography (CR), CR systems, pa-
tient dose reducing. 

I. INTRODUCTION  

Decrease of radiation dose to patients and its manage-
ment is important for modern radiographic imaging proce-
dures. Computed radiography (CR) provides broader dy-
namic range and high potential for post-processing, lower 
radiation dose while maintaining usual image quality could 
be promoted.  

CR technology has been around since the early 1980s 
and has been widely accepted as a digital image acquisition 
process that produces images equivalent to conventional x-
ray film-screen systems. CR is a process for capturing digi-
tal radiographic images. The phosphor plate captures and 
"stores" the x-rays. The image is "developed" in a CR 
reader instead of a film processor. The CR reader extracts 
the information stored in the plate and produces a digital 
image.  

In our radiology departments, digital imaging is already 
in use.  Since conventional film-based imaging is currently 

being replaced by phosphor plate technology, a comparison 
between both technologies is made. 

There is sufficiency of experiments, which finds clinical 
possibilities of patient dose reduced from usage of CR sys-
tems. However the experiments correlating radiation dose 
and x-ray image quality have not been found. Therefore the 
current research is directed to find ways to reduce patient’s 
dose keeping up the quality of x-ray image using CR sys-
tem. 

II. MATERIALS AND METHODS 

This examination was very important, because in our 
country are valid the National regulations, which describes 
necessity of patient’s dose decreasing in radiography (1). 

The examination was performed in Diagnostic Radiology 
department of Paul Stradins clinical hospital.  

The x-ray machine: The x-ray machine “Bucky Diag-
nost” was employed to supply radiation flow. The digital 
images were provided both the Automatic Exposure Control 
(AEC) and manual modes. The voltage range from 40 to 90 
kV was in use. 

Radiated objects: The Plexiglas phantom (40 mm) and 
test plate “ETR-1” (the set for radiological equipment’s 
quality checks) were in use as the radiated objects. 

Dose measuring: The radiation dose was varied because 
of the mA*s control.  

The dose was estimated because of detected Air kerma 
(microGy m2) by the DAP meter.  

Air kerma method is based on air kerma as conventional 
quantity that takes into account two-staged process of en-
ergy transfer from indirectly ionized particle to medium. 
Generally, this method, underestimates true value of ab-
sorbed dose, however air kerma is widely accepted and 
many national metrology organizations, including ours, 
developed air kerma primary standards. 

X-ray detector: We used medium sensitivity “Kodak” 
phosphor plate as x-ray detector (the same phosphor plate 
for each exposure).  

Examination: In first we needed to check what is the 
dose dependency of mA*s. We took the different mA*s 
values for exposure and measured dose by DAP meter. The 
results of measurements are shown in Fig. 1 and in the Ta-
ble 1.  
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Fig. 1 Dose dependency of mA*s 

Table 1 Dose dependency on mA*s 

kV mA*s microGy*m2 
40 0,5 0,16
 40 0,63 0,23
 40 1,25 0,52
 40 2,5 1,11
 40 5 2,29
81 0,5 1,46
 81 0,63 1,85
 81 1,25 3,69
 81 2,5 7,38
 81 5 14,72

125 0,5 3,42
 125 0,63 4,18
 125 1,25 7,95
 125 2,5 15,43
 125 5 30,55

It was clear that dose dependency of mA*s was linear. 
Furthermore than larger was kV, than steeper was a curved 
line, which shows dose changes. 

When the dose dependency of mA*s was detected, we 
could start the examination.  

The first examination’s part was done by using AEC 
mode, because in AEC mode the x-ray machine automati-
cally finds optimally mA*s for exposure to acquire good 
image quality.  

We irradiated Plexiglas phantom with X-ray. The source-
image-distance (SID) was the same for all exposures (115 
cm). The field of x-ray collimation was 18 x 24 cm (the 
phantom’s size was the same).  The kV range was from 40 
to 90. The object placement’s diagram is shown in Fig. 2. 
All values of dose and mA*s were documented.  

 

Fig. 2 Placement diagram 

The second examination’s part was done by using man-
ual mode with decreased (in comparison with AEC) mA*s 
values. The mA*s values were decreased step by step, that 
far, until image quality still good. 

Image processing: We performed image processing, by 
using “Kodak Direct View CR 500” system. Then images 
were printed.  

Image quality: The quality of image was evaluated as the 
contrast and lateral resolution.  

For lateral resolution’s estimation the particular region 
on the test object’s image was used.  

Image contrast (for each image separately) was calcu-
lated using optical density values, which were measured by 
sensitometer/densitometer “Duolight”. 

III. RESULTS  

The results of lateral resolution’s comparison and some 
results of contrast’s comparison (between images, which 
was acquired in AEC mode and manual mode) are shown in 
this chapter. The lateral resolution’s comparison is shown in 
Fig. 3. The contrast’s comparison for different kV is shown 
in both Fig. 4 and 5.  In this chapter in all figure’s legends 
A= AEC mode, but M = Manual mode. 

As it is shown in fig.3, lateral resolution acquired in AEC 
mode and in manual mode are the same. 
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Fig. 3 Lateral resolution’s comparison 
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Fig. 4 Contrast’s comparison (50 kV) 
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Fig. 5 Contrast’s comparison (70 kV) 

As it is shown in fig.4-5, contrast in AEC mode is even 
little worse than in manual mode. 

The dose acquired in AEC mode and in manual mode 
also was compared. The dose comparison’s results are 
shown in Table 2 (column “Relative dose”) and in Fig. 6.  

The decreased values of mA*s, which were used in man-
ual mode, are shown in Table 3. Used these values of mA*s  
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Fig. 6 Dose comparison 

Table 2 Dose in AEC mode  

kV mA*s microGy*m2 Relative dose 
40 23,7 11,8 161,42271 
50 6,34 6,09 159,00783 
60 2,79 4,2 175 
70 1,59 3,33 158,57143 
80 0,98 2,83 154,64481 
90 0,59 2,46 140,57143 

Table 3 Dose in manual mode with decreased mA*s values 

kV mA*s microGy*m2 
40 16 7,31 
50 4 3,83 
60 1,6 2,4 
70 1 2,1 
80 0,63 1,83 
90 0,5 1,75 

in manual mode dose was reduced, but image quality was 
still good. 

IV. CONCLUSIONS  

As it is shown in Fig. 3 – 6, used manual mode, both 
contrast and lateral resolution are still good, but dose is 
reduced for 40 – 75%.   

In our examination we found, that using phosphor plate it 
is possible to reduce patient’s dose and keeping up image 
quality.  

We wish to continue researches like this, because we 
wish to develop the new standards for radiography examina-
tions using phosphor plate, which will allow us to reduce 
patient’s dose more, keeping up image quality. 
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Abstract — The aim of this study was the evaluation of re-
sults of IMRT plans verification and derivation of criteria of 
acceptance for future verifications. The absolute film dosimetry 
for total planned dose distribution was evaluated. The accep-
tance criteria were derived for the gamma evaluation concept.  

About 200 IMRT plans, mainly for head/neck and pelvic 
regions, were verified using the phantom. The plans were gen-
erated using Varian Eclipse treatment planning system. The 
verification plans were created using the CT images of the 
phantom. Kodak EDR2 films were placed in the phantom for 
the measurements of the dose distributions. Two methods of 
calculation of the gamma factor were compared: Depuydt and 
in-house developed (INH). The acceptance criteria were de-
rived for the gamma evaluation concept. 

In about 75% of evaluated plans the fraction of points for 
which gamma index value < 1 was more than 95% for the cal-
culation algorithm of gamma factor proposed by Depuydt. For 
the INH algorithm in about 60% of cases the fraction of pass-
ing points was more than 95%.  

The acceptance criteria for IMRT plans verification based 
on the gamma concept must depend on the quality of equipment 
and materials used. Also the verification software and the calcu-
lation algorithm may influence on the results of verifications.  

Keywords — gamma evaluation, film dosimetry, IMRT plan 
verification 

I. INTRODUCTION  

Verification of the planned dose distribution became a 
very important question since the intensity modulated radio-
therapy (IMRT) was introduced into clinical use. Highly 
modulated fluencies of the beams obtained in IMRT pro-
duce high gradients of the dose. High dose gradients appear 
often between critical structures and a target. In such cases 
not only the dose levels require verification but also spatial 
dose distributions must be checked.  

Small geometrical shifts in the range of 1-3 mm between 
calculated and measured dose distributions give high differ-
ences of dose. Hence the gamma factor composed of spatial 
and dose components was proposed by Low et al. in 1998 
[1] to describe differences between calculated and measured 
dose distributions. The first implementation of the gamma 
evaluation for IMRT plan verification was performed by 
Depuydt et al. 2002 [2]. 

II. MATERIALS AND METHODS 

A. Treatment planning 

Eclipse (Varian, USA) treatment planning system was used 
for planning 200 IMRT cases mainly for head/neck and pelvic 
regions. Field settings and numbers of monitor units of the 
plans were copied for the phantom CT images and the dose 
distribution were recalculated. The calculated dose distribu-
tion was exported for comparison with the measured one. 

B. Measurements and data processing 

The CarPet phantom [3] (ESTRO Quasimodo project) 
was used for measurements. The anthropomorphic phantom 
consist of about 20 slabs 1 cm thick between which Kodak 
EDR2 films were sandwiched. The films in the phantom 
were irradiated using all fields of the plan for recording the 
total dose distribution. A calibration film was generated [4] 
using programmed dynamic multileaf collimator (dMLC) of 
Clinac 2300 C/D (Varian, USA) linear accelerator. The ir-
radiated films and the calibration film as well as the non 
irradiated film were processed next day with Protec 45 
Compact film processor. The processor is featured with 
automatic regeneration of developing and fixing solutions. 
After processing of few square meters of a film, a small 
amount of fresh developer and fixer is added to replace 
worn agents. The processor is routinely used for processing 
of check films. Thus, the temperature of chemical agents 
and the time of developing and fixing were set to optimal 
conditions for diagnostics films. The processor was filled 
with Agfa G138i developer and Agfa G334i fixer. After 
processing, the films were digitised using Vidar VXR-16 
Dosimetry Pro scanner. Digital images were obtained with 
16-bit depth greyscale and 72 dpi resolution.  

C. Verification 

The digital images were converted into 2D dose maps 
with IMRTCompare software using the calibration film and 
the background image. The calibration curve based on the 
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Fig. 1 Histogram of results of verifications for Depuydt implementation of 
the gamma evaluation. On the horizontal axis fraction of points passing 

gamma < 1 criterion.  

 Fig. 2  Histogram of results of verifications for INH implementation of the 
gamma evaluation. On the horizontal axis fraction of points passing 

gamma < 1 criterion.  

calibration and background films was created using FilmCal 
(PTW Freiburg) software and imported into IMRTCompare 
in-house developed verification system together with im-
ages of the films and the calculated dose distributions. The 
images converted into 2D dose maps were matched and 
compared in the system against the calculated dose distribu-
tions. In the software two methods of calculation of the 
gamma factor were implemented: Depuydt [2] and in-house 
developed (INH). For the gamma evaluation, 3 mm spatial 
parameter and 3 % of the planned dose in isocenter was set 
[1] for both implementations. The acceptance criteria were 

derived for the rectangular region embedding the 80 % 
isodose. The fraction of points from rectangular region 
passing the gamma < 1 criteria was recorded for each plan. 

III. RESULTS  

In 76 % of evaluated plans the fraction of points for 
which gamma index value < 1 was more than 95 % for the 
calculation algorithm of gamma factor proposed by 
Depuydt. For the INH algorithm in about 61 % of cases the 
fraction of passing points was more than 95 %. For accep-
tance criteria set as 90 % passing points, 86 % and 74 % 
plans would be accepted for the Depuydt and INH algo-
rithms respectively. 

IV. CONCLUSIONS  

The acceptance criteria for IMRT plans verification based 
on the gamma concept must depend on the quality of equip-
ment and materials used. Also the verification software and 
the calculation algorithm used may influence the results of 
the verification. Thus, the series of verifications must be 
performed in order to eliminate the sources of systematic 
measurement or calculation errors by tuning the planning 
system or the measurement methodology. Then evaluation 
of the range of stochastic uncertainties must be included in 
the procedure of evaluation of the acceptance criteria. 
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Sensitivity of the Brain to Microwave Radiation 
H. Hinrikus, M. Bachmann and J. Lass 
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Abstract — This study is focused on evaluation of sensitivity 
of the brain to external microwave radiation. Up to this time 
all requirements and limitations established by national and 
international regulations and recommendations for safety of 
electromagnetic fields (EMF) are based on the quantitative 
data of EMF thermal effect. Analysis of different approaches 
for estimation of sensitivity of the brain were applied in this 
study: theoretical sensitivity of living cell to microwave radia-
tion, hypothesis of the quasithermal effect, experimental data 
of microwave radiation effects on the brain, special experi-
ments to avoid thermal effect, experiments at radiation power 
density lower and higher than thermal limit. As a result it was 
shown that statistically significant changes occurred in the 
EEG rhythms at microwave radiation power densities about 
10 dB less than thermal limit. Clear dependence of the results 
on modulation frequency confirmed that the effect has 
nonthermal origin. The intensity of the effect is not linearly 
related to the applied field power density. 

Keywords — EMF effect, cell model, safety limits, field ef-
fect, quasi-thermal effect  

I. INTRODUCTION  

Effects of microwave radiation on the human brain have 
become of major interest with increasing applications of 
telecommunication devices [1]. Up to this time all regula-
tions and limitations established by national and interna-
tional authorities for safety of electromagnetic fields (EMF) 
are based on the quantitative data of the EMF thermal ef-
fect. Thermal heating is still the only commonly approved 
mechanism for microwave radiation effects. Despite many 
investigations, the difficulties in independent replication of 
the experimental results cause doubts in non-thermal effects 
and mechanisms behind the effects are still unclear.  How-
ever, some experimental results showed effect of the mi-
crowave exposure on the brain at the microwave field 
power densities much less than the thermal limit [2, 3].      

This study is focused on evaluation of sensitivity of the 
brain to external microwave radiation. Theoretical estima-
tions of the sensitivity based on cellular model are taken 
into consideration. Results of experiments specially planned 
to reveal non-thermal field effects of modulated microwave 
radiation on the human electroencephalographic (EEG) 
rhythms are presented and discussed. Comparison of theo-
retical sensitivity and experimental results creates a bases 

for estimation of real sensitivity of the human brain to mi-
crowave radiation.  

II. METHODS 

A. Theoretical estimation of sensitivity at cellular level 

Theoretical estimation of sensitivity of the living tissue 
to external microwave radiation has been based on the sim-
plified model of the cell. [4,5,6]. The model for estimation 
of the level of electrical noise on the cell membrane taking 
into account 1) only thermal noise [4] or 2) thermal and shot 
noise, and including the excess noise caused by conduc-
tance fluctuations due to stochastic opening and closing of 
ionic channels [5,6] was developed. 

An electrical model of cell would be proposed as follow-
ing: a number of current sources (ionic channels) are con-
nected in parallel to the receiving system input (membrane) 
[5,6]. These sources are switching on and off stochastically 
and cause noise. The receiving system input has a capacity 
C and resistance R equal to the membrane capacity and 
resistance. These parameters determine the time constant of 
the system. The membrane resistance depends on number of 
open channels and can change million times [7]. The time 
constant of the cell as a receiving system varies also 
strongly.  

The internal noise of receiver consists of thermal noise at 
membrane resistance and current noise caused by ionic 
current of channels. Two components of electrical noise, 
thermal and shot noise are fundamental and well described 
by a physical theory. The thermal noise due to random 
thermal fluctuations in electrical potential or voltage pre-
dicted is described by Nyquist formula. The shot noise due 
to fluctuations of number of current carriers is described by 
Schottky formula. The spectral density of noise power or 
fluctuations spectrum (SDPFS) S is selected as a parameter 
to be used for comparison of noise of different origin and 
estimation of threshold sensitivity of the cell. In calculations 
of noise for living cell we used typical numerical values for 
cell parameters: membrane resistance R = 1 M , single 
channel current I = 1 pA [8]. The SDPFS of current noise 
due to thermal fluctuations is ST = 1.72 x 10-26 A2/Hz. The 
SDPFS due to current carrier number fluctuations for single 
channel is SI = 0.3 x 10-30 A2/Hz. The noise caused by 
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current fluctuations in single channel was substantially less 
than the thermal noise. Nevertheless, the current carrier 
fluctuations take place in all of open channels. The total 
noise at cell's membrane is caused by all of these fluctua-
tions. Let us assume that the ion's transfer processes in dif-
ferent channels are independent. In this case the SDPFS of 
the current noise when an average of 10 4 channels are 
conducting is SI  = N x SI = 0.3 x 10-26 A2/Hz. This level 
of current noise at cell's membrane corresponds to the 
model when all N channels are simultaneously open and the 
number of open channels is constant. Total noise power 
spectral density on the cell’s membrane Sn=2x10-26 A2/Hz.   

The sensitivity of the cell as an electromagnetic radiation 
receiver is determined by internal noise of the cell and it's 
effective receiving area SR. The size (radius) of the cell a is 
substantially less than the wavelength of the radiation, 
therefore the cell can be discussed as an elementary an-
tenna. The effective receiving area of the cell as an antenna 
is equal to it's geometric area. For a typical mammalian cell 
the radius is about of 10 m what is small indeed by com-
parison with microwave wavelength. The calculated value 
of sensitivity for typical parameters of cells is about of  
10-7-10-8 W/ m2 Hz. The minimum field to which a cell 
can respond is about of 10 -6 - 10 -7 V/m Hz1/2. 

B. Theoretical estimation of sensitivity based on the field 
quasi-thermal effect 

The high frequency microwave field cannot cause any 
regular changes in the ions movement due to their small 
absorption cross-section (microwaves wavelength is much 
larger than cells dimension) as well as inertial properties 
and viscosity of the liquid medium [9]. However, the high 
frequency field can cause fluctuations and vibration of the 
charged particles and membranes. This phenomenon is 
similar to the effect caused by Brown motion, initiated by 
temperature, and results in the same effects – the mobility 
of the ions and fluctuations in membrane motions are in-
creasing – but without rise in temperature [10,11]. The high 
frequency EM field and temperature have analogous effects 
on biological structures.  

Such a quasi-thermal field interaction, caused by the low-
level microwave exposure, does not lead to heating and to 
an increase in tissues’ temperature. Anyway, the fluctua-
tions, initiated by the high frequency EMF in ions move-
ment and membranes, affect the gating variables and nerve 
cell properties as an increase in temperature does. Even a 
small difference in temperature (2 K) causes changes in 
transfer rate coefficients of the gating variables and Hodg-
kin-Huxley model needs correction of the rate constants 
with the factor 3.48 [12]. An increase about 1K in tempera-

ture has been reported to cause changes in mental ability 
and performance [13,14].  

The energy levels, sufficient for quasithermal field effect, 
can be estimated by comparison of the thermal and EMF 
energies.  The thermal energy, related to an increase in 
temperature T=1K, is kT = 1,38·10-23J. The electrical 
equivalent to the thermal energy eV=kT= 1,38·10-23J and 
voltage V= kT/e  10-5V, where k is the Boltzman constant 
and e is the electron charge. 

The electromagnetic disturbance of a thermal equilibrium 
in neurones (cells radius r 10 m), equivalent to an in-
crease in temperature 1 K, can be introduced by the electric 
field value of E= V/r  1V/m, and the equivalent field 
power density S=0.0026W/m2. 

C. Experiment: selection of modulation frequencies 

Distinction of the temperature or the microwave field 
produced effects can be based on their time-frequency char-
acteristics.  

The heating of human tissues depends on: radiation 
power absorption rate (SAR), heat conduction, heat conven-
tion and blood perfusion rate inside the tissues. As shown 
by model analysis, the thermal response is governed by two 
time constants: one pertains to heat convection by blood 
flow, and is of the order of 20-30 min for physiologically 
normal perfusion rates; the second characterizes heat con-
duction and varies as the square of a distance that character-
izes the spatial extent of the heating. Experimental investi-
gations of the temperature distribution in human brain and 
other tissues confirm, that the thermal time constant is large, 
about hundred seconds [15].  

The field effect depends on field strength inside the tis-
sue and on its electric polarisation. The relaxation time for 
the field effects is much shorter, about of 0.001s for the 
most low-frequency alpha dispersion [16].  

Application of the modulated microwave exposure would 
help to distinguish the thermal or non-thermal origin of the 
effect. Suitable type of modulation, as 100% amplitude 
modulation with duty cycle 50%, provides constant average 
power of radiation and leads to constant heating and tem-
perature rise in the case of different modulation frequencies. 
If the period of modulating voltage T is selected much 
shorter than the thermal time constant, and longer than the 
relaxation time constant for field effect 100s>T>0.001s, 
such exposure produces different dependencies on modula-
tion frequency in the cases of thermal and field effects. In 
this case heating, produced by the average power of radia-
tion, and SAR do not depend on modulation frequency and 
the effect of thermal origin should be independent of modu-
lation frequency. Any dependence on modulation frequency 
should be related to the phenomena different from average 
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heating. The modulation frequencies 7, 14 and 21 Hz were 
selected. 

D. Experiment: subjects, exposure and recordings  

The experiments were carried out on a group of healthy 
volunteers, 13 young persons (aged 21-30), 4 male and 9 
female.  

The applied microwave exposure (450 MHz, 1 W) was 
modulated at 7 Hz, 14 and 21 Hz. Ten cycles of the expo-
sure (1 min off and 1 min on) at fixed modulation frequen-
cies and sham exposure were applied. The measured field 
power density near the head was 0.16 mW/cm2. The specific 
absorption rate (SAR) was calculated using SEMCAD 
software. The calculated spatial peak SAR averaged over 1 
g was 0.303 W/kg.   

The changes in the electroencephalographic (EEG) sig-
nals were selected as a measure for evaluation of the effect 
of microwave radiation. Cadwell Easy II EEG measurement 
equipment was used for the EEG recordings. The EEG was 
recorded using 9 electrodes, which were placed on the sub-
ject's head according to the international 10-20-electrode 
position classification system. The channels for analysis 
were chosen to cover the entire head: frontal- FP1, FP2; 
temporal- T3, T4; parietal- P3, P4; occipital- O1, O2; and 
the reference electrode Cz. The EEG recordings were stored 
on a computer at 400 Hz sampling frequency.  

The method of integration of differences was used for 
EEG analysis [17]. The relative differences of the average 
energies for segments with and without microwave expo-
sure were calculated for every cycle. Integration of the dif-
ferences over ten cycles of exposure was applied and char-
acteristic measure Sn of for a subject n was calculated.  

III. RESULTS AND DISCUSSION 

The calculated average relative changes in energy of dif-
ferent EEG rhythms with and without microwave radiation 
in percents – the parameter Sn averaged over 8 electrodes 
and 13 subjects – are presented in Fig. 1. The graphs illus-
trate the effect of the microwave radiation calculated in 
different EEG rhythms at 7 Hz, 14 Hz and 21 Hz modula-
tion frequencies for the whole group. By comparison of the 
graphs for exposed and sham recordings one can conclude 
that microwave radiation modulated at frequencies 14 Hz 
causes remarkable increase in the EEG alpha and beta1 
rhythms’ energy. Modulated at 21 Hz microwave radiation 
enhanced alpha, beta1 and beta2 energy. Microwave expo-
sure at the lowest modulation frequency 7 Hz does not pro-
duce any significant changes in the EEG rhythms energy. 

The exposure at any modulation frequency does not affect 
theta rhythms. 

Clear dependence of the microwave radiation effect on 
modulation frequency at permanent heating provided by 
exposure conditions confirms non-thermal origin of the 
effect. Calculated SAR value 0.3 W/kg was much lower 
than the thermal limit 2 W/kg. Significant changes in EEG 
and cerebral blood flow have been reported also by other 
researchers at SAR values 0.5-1 W/kg [18, 19]. Applied in 
this experiment field power density 1.6 W/m2 was below the 
safety limits in ICNIRP recommendations and IEEE stan-
dards [20, 21].  

Results of theoretical calculations of sensitivity to radiof-
requency exposure, field power densities and SAR values at 
which the significant changes in physiological parameters 
during different experimental studies were reported as well 
as guidelines of the International Comission on Non-
ionizing Radiation Protection and IEEE Standards are pre-
sented in Table 1. Alterations in physiological parameters 
caused by microwave exposure were experimentally de-
tected at field power densities much higher than the calcu-
lated theoretical sensitivity. A reason is high natural vari-
ability of the parameters, for example EEG, and difficulties 
in detection of changes related to microwave exposure. 
Existing regulations are based on experimentally approved 
thermal effects and resulted in much higher values than the 
experimental data. It is important to underline that even 
short-term laboratory experiments do not provide informa-
tion about long-term (years) effects of the microwave expo-
sure. Therefore precautionary limits for EMF safety should 
have not higher but lower values than the field power den-
sity and SAR levels at which alterations in physiological 
parameters were approved in laboratory experiments. 
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Fig. 1 The relative changes in the EEG rhythms energy of the recording 
segments with and without microwave radiation at different modulation 

frequencies for the whole group (n=13), significant marked *. 
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Table 1 Values for theoretical sensitivity, experimental results and 
established regulations for EMF safety levels 

Origin Frequency 
(MHz)  

Electric 
field  

(V/m) 

Power 
density  
(W/m2) 

SAR 
W/kg

Cellular model  10 -2-
10 -3 

10-4  

Quasi-thermal ef-
fect 

 1 0.0026  

Nerve cell dam-
age, Salford et al., 

2003 

900  2.4 0.02 

EEG, Hinrikus et 
al. 

450  1.6  0.303

EEG and blood 
flow, Curcio et al. 

2005 

900   0.5 

EEG and blood 
flow, Huber et al. 

2002 

900   1 

10-400  28 2  
400–2000  1,375 

f0,5 
f/200  

2000-300 
000 

61 10  

ICNIRP guide-
lines 1997  

10 -10 000   2 
(head) 

100-400  27.5 2  
400-2000   f/200  
2000-100 
000 

 10  

IEEE Std C95.1-
2005 

100 000-300 
000 

 (90f-
7000)/200 

 

IV. CONCLUSIONS 

The performed analysis shows clearly that even short-
term laboratory experiments confirm evidence of significant 
changes in human brain physiology at field power densities 
and SAR values much lower than the health protection 
limits recommended in official regulations. 
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The Impact of the Anomalous Magnetic Field of the Earth on Demographic Indices 
(using Latvia as an example) 

L. Kartunova1, V. Vetrennikov1 
1“Urboekolo ija” Ltd., Riga, Latvia 

Abstract — An analysis is given in the article of the impact 
of the anomalous magnetic field of the earth on the 
demographic indices of the population of the Latvian districts 
and parishes. 

Magnetic anomalies in the Latvian territory are caused by 
the rocks and iron ore of the crystalline basement. The 
intensity of the anomalous magnetic field in Latvia varies from 
-2000 nT (in the area of Seda) to + 10 000 nT (the Garsene 
anomaly). 

Observations were carried out in 10 districts of Latvia. 
Using one of them as an example, it was demonstrated that the 
demographic indices change depending on the intensity of the 
anomalous magnetic field, and it was shown at which intensity 
values the population growth acquires negative values. Data of 
the birth rate, mortality and natural population growth of the 
Ogre District (Latvia) for the time period from 1989 to 1999 
was used. 

The results of the study of the distribution of the Latvian 
cities and towns in the anomalous field are presented. 

Keywords — anomalous magnetic field of the earth, 
demographic indices change. 

I. ANOMALOUS MAGNETIC FIELD IN LATVIA 

The magnetic field (hereinafter referred to as “MF”) in 
Latvia must be considered an integral part of the MF of the 
Earth in general – the Earth as a cosmic body. The MF of 
the Earth is divided into: 

 the main MF, created by the sources situated inside the 
Earth (predominantly, in the liquid part of the Earth 
core); 

 the external MF of the near-Earth space (the 
magnetosphere), created as a result of the interaction of 
the main MF with the flow of charged particles (the 
solar wind). That MF is the most dynamic; the 
variations of its intensity are associated with the solar 
activity phenomena. 

The main MF creates 96-99% of the intensity of the 
general MF of the Earth. It magnetises the rocks of the 
Earth crust containing ferromagnetic minerals and creates 
anomalies, the intensity of which depends on the quantity of 
ferromagnetic materials in rocks. 

The magnetic anomalies in the Latvian territory are 
created by rocks and iron ore in the crystalline basement. 
The spatial body of the anomalies forms the anomalous MF 
of an area. That field has an irregular configuration formed 
by an alternation of linear and mosaic, positive and negative 
anomalies. Their intensity varies considerably: from 
negative values, reaching a few hundred nT to several 
thousand nT with the positive sign. 

The most intensive positive magnetic anomalies are 
situated in the areas of the occurrence of magnetic ore, 
while the most intensive negative magnetic anomalies are 
situated in the areas of the occurrence of migmatite-granite 
with a low content of ferromagnetic minerals. 

The highest values of the intensity of the anomalous MF 
are observed in the central part of Latvia: the Garsene 
anomaly (+10000 nT) in the Jekabpils District, The Staicele 
anomaly (+8000nT) in the Limbazhi District, the Anna 
anomaly (+7000 nT) in the Cesis District, the Birzgale 
anomaly (+6000 nT) in the Ogre District, the Inchukalns 
anomaly (approximately 5000 nT) in the Riga District [1, 
2]. The Vidzeme Region is the most abundant in large 
positive anomalies, while they are quite scarce in the 
Kurzeme Region. The MF intensity in Riga, the capital of 
Latvia, varies from +300 nT to +1400 nT. 

A simplified scheme of the anomalous MF in Latvia is 
shown in Fig. 1.1. It shows the field components, which 
influence the demographic indices of the population, i.e. the 
anomalies, the intensity of which exceeds 700 nT; local 

 
Figure 1.1. Scheme of the anomalous MF in Latvia 

1 – positive MF; 2 – negative MF; 3 – zero line of MF; 4 – positive 
MF with the intensity > 700 nT; 5 – local anomalies containing 

ferromagnetic minerals. 
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magnetic zones of the iron ore nature; and the zero line, 
subdividing the positive and the negative values  
of MF. 

II. THE LOCATIONS OF THE EXISTING SETTLEMENTS 
IN THE ANOMALOUS MF OF LATVIA 

All the living organisms are influenced by the MF of the 
Earth. In the scientific literature, dealing with the impact of 
MF organisms, many publications contain the results of the 
studies of the external MF, in particular, magnetic storms on 
organisms. The smallest number of studies deals with 
investigations of the impact of the main MF of the Earth on 
the living organisms, although their importance is evident. 

The low frequencies of the MF of the Earth are close to 
the frequencies of MF in humans; due to that, complex 
biochemical processes, which take place in the human body, 
are very sensitive to the variations in the intensity of MF of 
the Earth. It is supported by the studies carried out by 
scientists in different countries: Y.A. Holodov. V.P. 
Kaznacheev, L.S. Kartunova, A.S. Golovatsky, M.P. 
Zhidkov, O.S. Tkachenko, M.A. Persinger, D.R. Russell 
and many others [3-7]. 

During the process of evolution, organisms have adapted 
to life in the anomalous MF of the Earth of certain intensity, 
choosing by intuition the territories near the MF zero line. 
Studies in Latvia, USA, Russia and other countries have 
demonstrated that 0 nT is the optimum intensity of MF for 
life, as well as the adjacent zone with the intensity varying 
within ± 300 ÷ 500 nT. 

Practically all the historical settlements in Latvia, built as 
locations for long-term habitation, are associated with the 
zone of the zero line (like on a string) (see Table 2.1). The 

system of settlements in the Dobele District of Latvia could 
serve as an example (Fig. 2.1) [5]. 

There are 54 cities/towns of the all-Latvian and district 
importance in Latvia. Out of those, 44 cities/towns are 
situated along the MF zero line or near it (in the zone with 
the field intensity of up to ± 500 nT). 

The old towns, built as settlements, are situated along the 
zero line or near it. The former fortresses, which developed 
into towns later, are exceptions. E.g., the town of Izborsk 
(the Pechory District, Pskov Province, Russia (the intensity 
of MF from +500 nT to + 700 nT), Bauska (+700 nT), 
Limbazhi (– 700 nT), Ikshkile (+1000 nT) etc. Fortresses 
were constructed at highs, near tectonic faults, in the MF 
gradient zone. The settlements appearing near fortresses 
developed in the unfavourable MF zone involuntarily. 

During the construction of new towns during the 20th 
and 21st centuries, such as Olaine (> 700 nT), Seda  
(- 1000 nT), Strenchi (+ 2000 nT), Ogre (+ 2000 nT) etc., 
the factor of the impact of geophysical fields was ignored,  
because it was unknown. 

At the moment, the old principles of distribution of 
settlements are lost, while the new knowledge exists on the 
theoretical level only and has not been incorporated into the 
legislation. Still, first attempts at the development of the 
norms of the permissible intensity of MF of the Earth were 
made. 

An additional safety criterion was introduced in Sweden 
and some other countries as a recommendation, stating that, 
at the locations of night entertainment and gathering of 
children, the intensity of MF must not exceed 2000 nT [8]. 

First textbooks of applied geophysics for students of 
higher educational establishments were published [7, 8]. 
The textbooks set forth the task of achieving “the 
sustainable development of the human civilization”. That 
task cannot be achieved without taking the impact of 
physical fields, including MF of the Earth, into 
consideration [8]. 

III. THE IMPACT OF THE ANOMALOUS MF IN LATVIA  
ON DEMOGRAPHIC INDICES OF THE POPULATION 

The presence of the MF is a necessary condition for life. 
Still, it can develop successfully only within a certain range 
of the values of its intensity. Any considerable deviation 
from the values of that range could lead to the appearance of 
consequences, which negatively impact the organisms. 

There is no hazard of an immediate depth for humans. 
They continue to live, but systematic problems appear in the 
activity of the most important systems: the reproductive, 
nervous, endocrinous, cardiovascular and digestive ones. 
The organism reacts upon the conditions, which are 

 
Figure 2.1. Distribution of settlements of the Dobele District  

in MF of the Earth. 
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unsuitable for it, by pathological changes, which are a sort 
of “payment for life” under the conditions that differ from 
the normal ones [5, 6]. 

Outside the range of the MF intensity, which is optimum 
for life (± 500 nT), the following phenomena are observed: 
a gradual increase in disease rate, which leads to the 
decrease in the birth rate and natural population growth, as 
well as an increase in the mortality rate. Besides, the normal 
sex structure of the newborn changes towards the 
prevalence of males, the character of the human behaviour 
changes etc. 

The investigations of the authors of this article, carried 
out in ten Latvian districts and abroad, allowed to ascertain, 
which demographic indices of population are formed in the 
MF of different intensity. The data of the state demographic 
statistics and MF indices for different parishes were used in 
the investigations. 

As a result, the general regularity, which is common for 
all the areas, was established: 

Demographic indices improve when the MF intensity 
values become closer to zero. 

Now we shall discuss that regularity in the graphic 
format, using the Ogre District as an example. 

The Ogre District is situated in the central part of Latvia, 
to the southeast from Riga. It incorporates 16 parishes and 4 
towns: Ikshkile, Ogre, Kegums and Lielvarde. 

A map of the anomalous MF of the Ogre District is 
presented in Fig. 3.1. The MF has a complex differentiated 
configuration and demonstrates certain regularities. Those 
regularities are reflected in the objective existence of  
the natural interrelation of anomalies creating a certain type 
of MF.  

The intensity of MF in the western part of the Ogre 
District is much higher than that in the eastern part of the 
district. 

Calculations of the average indices of mortality, birth 
rate and population growth for the time period from 1989 to 

1991 and the average values of intensity of MF for separate 
parishes are presented in Table 3.1. 

The values of the indices of birth rate, mortality and 
natural population growth of the Ogre District in MF of 
different intensity are presented below (Figures 3.2, 3.3, 
3.4). 

Figure 3.2 demonstrates that the birth process is stable in 
the MF with the intensity of up to 1000 nT, then the 
deterioration of the indices and their dispersion are 
observed, being a proof of the instability of the process. The 
growth of the birth rate indices occurs parallel to the 
decrease in the intensity of MF. 

 
Figure 3.1. Scheme of anomalous MF in the Ogre District. [6] 

Table 3.1. Average values of the indices of mortality, birth rate and 
natural population growth in parishes and towns of the Ogre District during  

1989 - 1999, and average values of MF in those areas [6] 

Average values,  
persons/1000 residents per year 

No. Area Birth 
rate 

Mortality 
rate 

Natural 
population 

growth 

Average 
MF 

intensity 
in the 

area, nT 
1. Birzgales 12.1 15.9 -3.8 1892 
2. Ikshkile 7.1 14.5 -7.4 1479 
3. Kegums 9.3 13.1 -3.7 1144 
4. Keipene 12.5 12.3 +0.3 276 
5. Krapes 15.1 11.9 +3.2 817 
6. Ledmane 10.8 13.9 -3.0 1499 
7. Lielvarde 10.9 11.9 -0.9 1715 
8. Lauberes 11.8 13.9 -2.1 653 
9. Mazozolu 13.4 15.1 -1.7 546 

10. Madlienas 13.9 15.4 -1.5 626 
11. Mengele 14.7 10.6 +4.0 668 
12. Ogre 9.3 11.3 -2.9 1298 
13. Ogresgala 9.9 13.2 -3.2 2375 
14. Rembates 11.7 14.5 -2.7 2304 
15. Suntazhu 12.8 14.8 -2.0 1298 
16. Taurupes 13.2 14.6 -1.3 998 
17. Jumpravas 9.0 13.2 -4.3 2255 

 
Figure 3.2. The area of values of average birth rate indices  

of the population of the Ogre District for the time period 1989 - 1999  
in MF of different intensity. [6] 
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Figure 3.3. The area of values of average mortality rate indices  

of the population of the Ogre District for the time period 1989 - 1999  
in MF of different intensity. 

 
Figure 3.4. The area of values of natural population growth indices  

of the population of the Ogre District for the time period 1989 - 1999  
in MF of different intensity. [6] 

A similar regularity is observed in the variations in the 
mortality rate indices of the population of parishes: the 
closer the field intensity is to zero, the lower the mortality 
indices for the population of parishes of the eastern part of 
the Ogre District (Mengele, Krape, Keipene etc.). 

Figure 3.4 shows the area of the indices of the natural 
population growth in parishes of the Ogre District in MF. 

Positive values of natural population growth were 
observed only in the parishes where the average MF values 
do not exceed 750 nT. The trend of the graph demonstrates 
that the improvement of the indices occurs alongside with 
the decrease in MF intensity. 

Similar results were obtained in other investigated areas 
as well, which allows to make the following conclusions: 

The MF of the Earth considerably influences the values 
of the demographic indices of population. The intensity of 

MF equal to 0 nT and that close to zero (from – 500 nT to 
+ 500 nT is optimal for the organism. The intensity value of 
± 1000 nT could be recommended as the maximum 
permissible value for long-term residence of population. 

The MF of the Earth in Latvia creates favourable 
conditions for the establishment of settlements in the zero 
nT zones, which is the most favourable for population. 

The passing of legal acts incorporating the necessity of 
taking geophysical fields of the Earth into account would 
allow to improve the demographic situation in the country 
considerably and would contribute to stable development of 
settlements. 
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Development of the Positron Emission Tomography Center: 
Medical and Physical Aspects 
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Abstract — The study results of the PET facilities creation 
and design adaptation to the local conditions are analyzed. The 
PET Center development algorithm is proposed, detailed and 
implemented for oncology PET Center. Approach includes 
medical and physical studies, development of medical and 
technical requirements and conception as well as the initial 
data for the object projecting.  

Keywords — positron emission tomography, PET-Center, 
development 

I. INTRODUCTION  

The Positron emission tomography (PET) is relatively 
new technology of the preventive medicine which appeared 
in 1970-th. The PET is more often used in oncology (90%), 
neurology (5,5%) and cardiology (4,5%) [1, 2].  The PET-
Center is created for realization of this technology, mainly 
used with  [18F]-fluorodeoxyglucose (FDG), labeled by 18F. 
It is intended for a cyclotron production of short lived ra-
dionuclide’s,  15O, 13N, 11C, 18F, synthesis of the of the PET-
radiopharmaceuticals (PET-RP) and expressed clinical use 
of the PET-RP [3 ,4].  

In Russia with approximately 150 million inhabitants 
there are only four clinical PET-Centers and four PET–
departments (not having their own PET-RP production) in 
Moscow and St-Petersburg. 12 PET-scanners are applied in 
all. Today the actual task for Russia is a creation of big 
federal PET Centers capable to provide the multimode di-
agnostics of the population with high throughput in a nu-
merous regions. 

The assurance of economic efficiency of an expensive 
and complicated PET-Center and maintaining of radiation 
safety standards [5] should be provided by detailed devel-
opment and careful planning of this object in the initial 
stage with the participation of qualified medical physicists, 
facility architect and vendor of PET equipment. The re-
search approach to PET-Center creation [6-8], as an alterna-
tive to the simplest replication of the present PET-Centers, 
is especially important for the healthcare programs elabora-
tion in Russia and, particularly, for PET introduction in its 
regions.  

It is associated with the features of the country which 
population lives in large territory with the essentially differ-
ent levels of the medical institutions equipment and staff 
support. At present in Russia a big PET-Centers are first 
requested [8] with the following parameters: the number of 
the combined PET and the computer tomographs (PET/CT) 
not less then 3, high throughout put, presence  of the adja-
cent departments of the traditional diagnostic radiology as 
SPECT and/or MRI. Today there are no such PET-Centers 
in Russia. The detailed procedure of their development 
including the social, economic, medical, physical, techno-
logical, educational aspects and also problems does not 
exist [7-8]. Medical and physical aspects of the PET-Center 
development and the results of the development algorithm 
realization in practice are described in this paper. 

II. MATERIAL AND METHODS 

The planning, exploitation, radiation safety, technical and 
manpower maintenance of the dedicated PET-Centers in 
Russia and abroad are studied. The results of the PET appli-
ance in clinical practice and research have been investigated. 
The literature survey of the issues in creating and exploita-
tion not introduced in Russia PET-Centers with combined 
PET/CT technology [2, 4, 5-9] has been analyzed.  

The dedicated PET facilities (cyclotron-radiochemistry 
complex, PET-department and block of technical rooms and 
supplies) were planned referring to the GMP rules and 
GOST.  

The radiation shielding of the personal from the patients 
with injected PET-RP has been calculated for the functional 
rooms of PET and adjacent SPECT departments referring to 
recommendations of AAPM TG 108 [10]. For such calcula-
tions the following factors affecting the amount of the 
shielding required for PET-department were used: the num-
ber of patient imaged, the amount of radiotracer adminis-
tered per patient, the period of time that each patient re-
mains in the PET-department, and the location of the 
facility and its general environs. The weekly dose DTot at a 
point d (m) from NW patients with injected PET-RP during 
the uptake D WU ( Sv) for time tU (h) and from the patients 
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during PET-scanning DWS( Sv) for time tS are calculated 
respectively on formulas [11]: 

 D WU = 0.092 x NW  x A0 x tU  x RtU / d2 

 D WS = 0.092 x NW  x A0 x FU x tS  x RtS / d2 

where FU = exp (-0.693tU /110) is a administered activity A0 
(MBq) decreasing for the uptake time, R – reduction factor 
[11]. Then the total weekly dose DTot at a differ rooms of 
PET-Department is determined. In accordance with federal 
code of regulation (NRB) the occupational effective dose 
limit for the personal of A and B class is 20 and 5 mSv/year 
and for the general public is 1 mSv/year. With apply of such 
dose limits and occupancy factor (T) the transmission factor 
B is calculated and then the concrete shielding thickness is 
estimated using table data [11].  

Yearly/daily radionuclide’s balance, PET-RP workflow 
and utilization, the patient and personal dose values were 
estimated. 

Two decision strategies for selection of candidates for 
surgical cure of the most spread oncology disease non-small 
cell lung carcinoma (NSCLC) were compared with use of 
the clinical results [11]: CT along (strategy 1) and CT+PET 
(strategy 2). Sensitivity of the diagnostic procedures in so 
called decision trees [12] has been analyzed. The PET in-
troduction additional cost (referring to Moscow region 
medical procedures prices) as well as the patient life expec-
tancy change was calculated as result of the NSCLC restag-
ing with PET use [11].  

The output parameters of the developed PET-Center have 
been calculated in accordance with the social and epidemi-
ology conditions of served territory and the technical and 
technological particulates of the PET-Center dedication. 

III. RESULTS 

Proposed is the algorithm of the dedicated PET-Centers 
development which has been realized in practice for the 
planning of such objects in several Russia regions. This 
algorithm includes: 

A. 1. The medical and physical investigations of the  
PET-Center creation and exploitation features  

The subject of the study are the epidemiology conditions 
of served region and its needs in PET diagnostic, clinical 
and scientific tasks, types and cost-effectiveness of diagnos-
tic exams, patients’ workflow and radionuclide’s balance,  
adaptation of technology to the real clinical conditions, 
sources of positron and gamma radiation in the PET-Center 
and radiation shielding of personal and precision equipment. 

B. 2. The elaboration of medical and technical requirements 
for the PET-Center creation (in accordance with GMP 
and GOST)  

The requirements to the PET facilities design planning, 
equipment parameters; staff qualification and quantity, 
equipment service, radiation shielding of the personnel, 
patients and environments, waste utilization, prophylactic 
and liquidation of radioactive contaminations are formu-
lated. 

C. 3. Development of the PET-Center conception  

The conception includes the strategy and economic as-
pects of the PET-Center creation and exploitation, the plan-
ning of the functional rooms, workflows of the patients, 
personal and patients with injected RP, service realization, 
staff training, interlineal and interdepartmental interaction, 
FDG supply in other nearby clinics. 

D. 4. Development of the PET equipment and technologies 
initial data’s for the PET-Center projection 

This work is performed with vendor of the equipment to 
provide the optimal planning of dedicated PET-Center.  The 
initial data include technologies, technical parameters of 
equipment and its layout adapted to the local conditions as 
well as the parameters of the radiation sources in the PET-
Center and radiation shielding calculation data. It includes 
also recommendations for organization of technical service, 
delivery of spare parts and personal training.  

The proposed algorithm of the PET-Centers development 
has been realized in planning such object for oncology in 
one of Russia regions with nearly 3 000 000 inhabitants and 
yearly new cancer cases about 13 000. The results of pa-
rameters and characteristics development of such PET-
Center are reported. 

On Fig. 1 the schematic layout of the PET- and SPECT-
departments functional rooms as well as the set of corre-
sponding main equipment are shown. 3 PET/CT scanners 
and one gamma-camera are planned to provide the PET-
Center throughout put of 8 000 patients/year and 6 000 
patients/year respectively. The patient’s injection quantities 
of PET-RP labeled by 18F, 11C and 13N are related as 
80:15:5. The workflows of the patients, patients with in-
jected RP and personnel are pointed out on Fig.1.  

In the Table 1 the calculated values of D WU, DWS, DTot, B 
and radiation shielding thickness are presented. The follow-
ing parameters were used in these calculations: NW=60, 
tU=1 h, tS=0.5h, A0=555 MBq, RtU=0.83, RtS=0.91. The d 
values are determined form the schematic room’s layout 
(Fig.1). The recommended thickness of the concrete radia-
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tion shielding for the PET- and SPECT department rooms 
are in the range of 0-17 cm.   

The cost increasing per patient of the NSCLC diagnostic 
and cure with the PET introduction for diagnostic of all 
patients (group of 79 people) was 80 Euro. The gain of life 
expectancy per patient was 0,327 year. Thus the PET ex-
aminations for the NSCLC management are a cost-effective 
and allow gaining the patient life at an annual cost of 250 
Euro/life year saved/patient.    

IV. DISCUSSOIN 

The pre-projecting performance executed according de-
veloped algorithm gives one opportunity to estimate degree 
of local conditions readiness for the PET-Center creation 
and PET technology installation, discover the medical, 
physical, technical and managing problems and solve them 
during scientific accompaniment of the project. The elabo-
rators of Russian healthcare programs should pay attention 
to the document developed on this stage in order to stimu-
late active PET penetration in Russia since the availability 
of this method in the country is still limited.  

The developed schematic layout of the PET-department 
functional rooms (Fig.1) as well as information on distances 
from potential sources in the uptake rooms and PET-scanner 
rooms to points of interest, along with the target weekly 
dose values, occupancy factors, radiation shielding thick-
ness (Table 1), the PET-Center balance radionuclide calcu-
lations is required and used by architect company for this 
object planning and designing. The shielding requirements 
for the PET-department are different from those of SPECT 
–department. This is due to the high energy of the annihila-
tion and positron radiation and the fact that the patients with 
injected PET-RP are the dangerous constant source of radia-
tion in the PET-Centers with high through put. 

The PET diagnostic accuracy and clinical effectiveness is 
high [11, 12]. It leads in the case of some oncology de-
ceases (for example, NSCLC) to the cost-effective diagnos-
tics and cure in spite of the high cost of the PET equipment 
and gain of the patient life expectancy.  

According to the results of calculations had been done in 
this paper the recommended optimal ratio is one PET/CT 
scanner for 1 000 000 inhabitants.  

 
Fig.1. Room layout of the PET-department in the PET-Center. The schematic is used for the calculations given in the Table 1. 

Workflow:  solid arrow – non radioactive patients; dotted arrow – radioactive patients; dashed arrow - personal 
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V. CONCLUSION 

Development of the PET-Center is an important stage in 
its creation and has to be done in close cooperation with 
clinical medical physicists, architects and the PET equip-
ment vendor specialists. Proposed PET-Center development 
algorithm and its detailed realization can be recommended 
for the use if there are no existing analogs or adaptation for 
local conditions and clinical tasks is needed.  
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Table 1  table specificationTable 1. Dose, transmission and concrete shielding calculation data for a dedicated PET-department 

 Uptakedis-
tance, 

m 

Scanner dis-
tance, 

m 

DWT, 
Zv x 
106 

T DWU, 
Zv 

DWS, 
Zv 

DTot 
Zv x 
106 

B Concrete 
shield, 

cm 
Gamma 
camera 

16 18 20 8 18 20 100 1 10 8 8 15 3 2 46 >1 - 

SPECT control 
room 

12 14 16 5 17 18 100 1 
 

18 13 10 38 3 3 85 >1 - 

99mTc-injection 
room 

11 14 17 8 20 15 100 1 21 13 9 15 2 4 64 >1 - 

FDG injection 
rooms 

10 14 17 12 22 9 400 1 25 13 9 67 2. 12 68 >1 - 

PET control 
room 1,2 

9 10 10 3 6 18 100 1 31 26 26 105 26 3 217 0.461 9 

PET control 
room 3 

7 9 12 3 15 22 100 1 52 31 18 105 4 2 212 0.471 9 

Corridor 1 2.5 2.5 2.5 2.5 4 8 100 0.25 407 407 407 152 59 15 1447 0.275 13 
Corridor 2 7 10 13 7 18 4 100 0.25 52 26 15 19 3 59 174 0.460 9 
Corridor 3 2.5 2.5 2.5 2.5 10 15 100 0.25 407 407 407 152 95 4 1472 0.270 13 

Patient room 7 11 13 4 14 12 100 1 52 21 15 59 5 7 159 0.629 4 
Office 1 2.5 4 7 6 13 8 100 0.25 407 159 52 26 6 15 665 0.602 7 
Office 2 2.5 4 7 4 8 16 100 1 407 159 52 59 15 4 696 0.144 17 
Office 3 11 14 17 7 15 24 100 1 21 13 9 19 4 2 68 >1 - 
Office 4 4 7 9 16 16 4 100 1 159 52 31 4 4 59 309 0.324 12 

Hall 5 9 11 11 15 8 100 1 102 31 21 8 4 15 181 0.552 7 
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during Oddball Task 
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Abstract — The aim of this study was experimental investi-
gation of the effects of low level modulated microwaves on 
human electroencephalographic (EEG) visual event-related 
potentials. Thirty healthy volunteers were exposed and sham 
exposed to electromagnetic field (EMF) (450 MHz, 
0.16mW/cm2) modulated at 21Hz modulation frequency dur-
ing visual oddball tasks. During the task the participants had 
to distinguish infrequent target stimuli from frequent standard 
stimuli. The task consisted of visually presented random ball 
shape stimuli, of which the 25% were target and 75% were 
standard stimuli. There were two tasks for a subject - EMF 
exposed task and sham exposed task. One task lasted 10 min-
utes, during the exposed task the EMF was switched on and off 
in one-minute intervals, so that the participants performed 
half of the task in exposed condition (EMF ON) and half of the 
task without the exposure (EMF OFF). The sham exposed task 
was identical to exposed task, except the EMF generator was 
switched off all the time. For analysis of the EEG event-related 
responses the channel Pz was used. The EEG responses of a 
task were grouped into four different categories taking into 
account the EMF exposure condition (ON, OFF) during the 
response and the response type (standard, target). The re-
sponses were averaged by categories. The EMF ON and OFF 
potentials were compared pair-wise. There were no statisti-
cally significant differences in responses in sham exposed 
tasks, neither in standard nor in target response components. 
In the exposed task the group mean N100 amplitude (meas-
ured from standard response) was -3,41±4,54 V in EMF ON 
category and -2,50±4,71 V in EMF OFF category, this differ-
ence was statistically highly significant (p< 0,00009). Differ-
ences in another components’ amplitudes, latencies and in RT 
between EMF ON and OFF conditions were not significant 
during exposed tasks. It was concluded that modulated micro-
wave effect has stronger impact on sensory components of 
EEG visual event-related potentials compared to later stages of 
visual information processing.  

Keywords — RF exposure, visual perception, psychological 
effects, evoked potentials 

I. INTRODUCTION  

Modulated microwave effects on electroencephalo-
graphic (EEG) event-related potentials (ERP) has been the 
subject of extensive discussion during the last decade. Most 
researches in this field are done because of massive spread-
ing of wireless communication devices and growing public 

concern about probable health risk of the electromagnetic 
radiation emitted from the devices and networks.  

In the study by Hamblin et al (2004) they examined the 
effects of electromagnetic fields emitted by GSM mobile 
phones on human EEG event-related potentials and per-
formance during an auditory task with 12 subjects [1]. Par-
ticipants of the study performed an auditory oddball task 
while they were exposed to electromagnetic field (EMF) of 
an active mobile phone during one session and sham ex-
posed during another. Each condition lasted 1 h and the two 
sessions were done one week apart. For EEG ERP analysis 
they used phase-locked methods. The analysis showed that 
N100 amplitude and latency to non-targets were reduced 
when exposure and sham exposure conditions were com-
pared. P300 latency to targets was delayed in the exposure 
condition and also the reaction time (RT) increase was ob-
served in expose condition. The results suggested that mo-
bile phone exposure may affect neural activity, however 
caution should be applied due to the small sample size. In 
the next ERP study by Hamblin et al (2006) they increased 
the sample size to 120 subjects and decreased the EMF ex-
posure time to 30 minutes. The results of that study showed 
no significant difference between exposure conditions for 
any auditory or visual ERP component nor RT. As their 
previous positive findings were not replicated, it was con-
cluded that there is currently no evidence that acute mobile 
phone exposure affects auditory N100 and P300 nor visual 
P100 and P300 amplitudes and latencies neither RT [2]. A 
study by Papageorgiu et al (2006) found that EMF emitted 
by mobile phone affect pre-attentive information processing 
reflected by P50 auditory evoked potential [3]. In the visual 
perception study by Rodina et al (2005) with face masking 
task it was shown that recognition of stimuli was better un-
der the sham exposure conditions compared to exposed 
condition (450Mhz, modulation 7Hz) but the actual differ-
ence was only 5%. It was concluded that early stages of 
visual information processing are overwhelmingly robust 
and routine (and adaptively significant) activities, so that the 
low level 7 Hz modulated electromagnetic field effects ex-
erted upon it are extremely weak [4]. In the visual perception 
study by Lass et al (2006) the EMF (450Mhz, modulation 
40Hz) effects were examined with attention blink phenome-
non that can be described as impairment of the identification 
of the second of two targets if it is presented less than about 
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500 ms after the first. The results showed that 40 Hz modu-
lated EMF had no immediate effect on attentional blink 
characteristics of human visual perception [5]. The studies 
by Lass et al (2006) and Rodina et al (2005) have been dif-
ferent compared to mobile phone experiments described 
above in the extent that the electromagnetic field carrier had 
lower frequency (450MHz) and the modulation was simpli-
fied compared to a GSM standard. In these studies the sim-
ple on/off modulation was used where modulation frequen-
cies were inside the EEG frequency band (7 or 40Hz). 

The results of the described studies are quite different 
and contain contradictions when compared to each other. It 
is a clear indication to the fact that EMF effects on cogni-
tive functions can not be easily detected and the interpreta-
tion of the results is extremely complicated. The reasons for 
that might be that the sensitivity to EMF is very different 
with different individuals and depends also very much on a 
physiological condition of a subject during the experiment. 
The aim of the current study was to experimentally investi-
gate the effect of modulated microwave radiation in EEG 
ERP responses by method introduced by Polish (2004) and 
combine it with an original design of the EMF exposure 
setup [6]. The idea of exposure setup is to keep the experi-
mental conditions for a subject as uniform as possible in 
order to minimize the fluctuations of the physiolocigal con-
dition and ERP responses by unknown factors. This goal is 
achieved by recording the reference and exposed responses 
in a mixed way during the same task and making the ex-
posed and sham exposed tasks in the same day in short time. 

II. METHODS 

A. Subjects and Recording Conditions 

30 adult subjects participated in the current study. The 
group of volunteers consisted of 12 male and 18 female 
subjects, aged between 19 and 36 years with a mean age of 
25 years. All participants were healthy, without any known 
medical or psychiatric disorders, and had normal or cor-
rected to normal visual acuity. All subjects gave their in-
formed consent before the start of the experiment.  

EEG activity was recorded at the Fz, Cz, and Pz elec-
trode sites, referred to linked earlobes, using forehead 
ground, with impedances at 5 k  or less. Additional bipolar 
electrodes were placed at the outer canthus both eyes, also 
above and below the left eye to measure EOG activity. The 
data were recorded using a sampling rate of 500 Hz and 
bandbass filtered (0.05-40 Hz). All data were recorded us-
ing Compumedics Neuroscan (7850 Paseo Del Norte El 
Paso, TX 79912, USA) electrode cap, Syn Amps² amplifer 
and amplifer headbox. 

B. Exposure Conditions  

Electromagnetic radiation of 450 MHz was generated by 
a signal generator (model SML02, Rhode & Swartz Mu-
nich, Germany). The radio frequency signal was 100% 
pulse-modulated using a modulator (SML-B3, Rhode & 
Swartz, Munich, Germany) at frequency of 21 Hz (duty 
cycle 50%). The signal from the generator was amplified by 
a power amplifier (model MSD-2597601, Dage Corpora-
tion, Stamford, CT, USA). The generator and the amplifier 
were carefully shielded. The output power of 1 W electro-
magnetic radiation was guided by a coaxial lead to the 13 
cm quarter-wave antenna, (NMT450 RA3206, Allgon Mo-
bile Communication AB, Stockholm, Sweden), located 10 
cm from the skin on the left side of head. The spatial distri-
bution of the power density of electromagnetic radiation 
was measured by a field strength meter (Fieldmeter C.A 43, 
Chauvin Arnoux, Paris, France). The measurements were 
done by the Central Physical Laboratory of the Estonian 
Health Protection Inspection. The calibration curves of the 
dependence of field power density on the distance from the 
radiating antenna were obtained from these measurements, 
performed under real experimental conditions. During the 
experiments a Digi Field C field strength meter (IC Engi-
neering, Thousand Oaks, CA, USA) was used to monitor 
the stability of the electromagnetic radiation level. The 
average field power density of the modulated microwave at 
the skin on the left side of head was 0.16 mW/cm2 as esti-
mated from measured calibration curves. The specific ab-
sorption rate (SAR) was calculated using SEMCAD 
(Schmid & Partner Engineering AG, Zurich, Switzerland) 
software. The finite difference time domain (FDTD) com-
puting method with specific anthropomorphic mannequin 
(SAM) specified in IEEE Standard 1528 was applied. The 
calculated spatial peak SAR averaged over 1 g was 0.303 
W/kg, which is below the thermal level. In current study 
every subject performed two identical cognitive tasks, one 
of which was with exposure and the other was with sham 
exposure. One task lasted 10 minutes, during the exposed 
task the EMF was switched on and off in one-minute inter-
vals, so that the participants performed half of the task with 
RF exposure (EMF ON) and half of the task as reference 
(EMF OFF). The sham exposed task was identical to EMF 
exposed task, except the EMF generator was switched off 
all the time. 

C. Visual Task Description 

All subjects performed a visual oddball task, where they 
had to distinguish infrequent target stimuli from frequent 
standard stimuli by pressing the mouse button. The task 
consisted of randomly appearing ball-shaped stimuli, of 
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which 25 % were targets and 75 % were standards. The 
sequence of the stimuli was generated by the system Com-
pumedics Neuroscan STIM² 4.0. There were two different 
sequences of stimuli (one for exposure task and another for 
sham task) and the order of the sequences was counterbal-
anced. The target stimulus was a blue circle with 2 cm di-
ameter and standard stimulus a blue circle with 4 cm diame-
ter [6]. Stimuli were presented in the middle of the black 
computer screen. The duration of every stimulus was 100 
ms. The inter stimulus interval (ISI) was variable during the 
task in order to minimize habituation. ISI range was 1-2 
seconds, mean 1,5 seconds. Altogether 400 stimuli were 
presented on the computer screen during one 10-minute task 
(Fig. 2), of which 100 were targets and 300 standards. The 
subjects were instructed to respond to the target as quickly 
as possible by pressing the left mouse button and to refrain 
from responding to standard stimuli. 

D. Experimental Procedure 

During the experiment, the room was dark and the par-
ticipants were sitting in front of the 17” computer monitor 
with a viewing distance of approximately 80 cm. The moni-
tor was calibrated at color temperature 6500K and lumi-
nance 200 cd/m2. The subjects were instructed to avoid 
movements and keep all eyes on the middle of the screen 
during tasks. During the pauses between the tasks the lights 
were put on and the subject was asked how he/she was 
feeling and whether he/she felt tired.  

The experimental session started with a practice task 
(3min) and continued with two successive experimental 
tasks (10min both), one of which was exposure task and 
another sham task. There were 2 minutes resting time be-
tween the practise task and the first experimental task, and 
10 minutes resting time between two experimental tasks. 
The whole session for a subject lasted 35 (3+2+10+10+10) 
minutes and was carried out on the same day, every subject 
had only one experimental session. EEG activity was re-
corded only during the experimental tasks. The order of 
experimental tasks (exposure versus sham) was counterbal-
anced as well as order of stimuli sequences. The subjects 
were blind to the exposure time and duration, the antenna 
was located near the right side of the head during all ex-
perimental tasks. 

E. Data Processing 

Eye moving artifacts were reduced, using Compumedics 
Neuroscan Edit 4.3.3 software. The method employs a re-
gression analysis in combination with artifact averaging [7]. 
After that the signal was low pass filtered 30 Hz (48 dB 
octave/slope) and continuous EEG was offline epoched to 

800 ms responses with a 200 ms prestimulus baseline. 
Every epoch was baseline corrected using prestimulus in-
terval -200 to 0 ms. Epochs, where the voltage in VEOG or 
HEOG channels exeeded +-100 uV (in range -50 to 400 
ms), were removed from the analysis. The epochs were 
grouped into four different categories taking into account 
the EMF condition (ON, OFF) and the response type (stan-
dard, target). The responses were averaged by categories. 
After the grouping and averaging process we had four dif-
ferent ERP responses for every experimental task for every 
subject (target EMF ON, standard EMF ON, target EMF 
OFF, standard EMF OFF). One averaged ERP standard 
signal contained approximately 150 epochs and target signal 
approximately 50 epochs. The reaction times (RT) for target 
recognition were also recorded, valid mouse clicks had to be 
between 100-800 ms from the stimulus onset. The compo-
nents’ amplitudes were measured relative to the mean of 
prestimulus baseline, with peak latency defined as the time 
point of the maximum positive (P) or negative (N) voltage 
within the latency window. Peak amplitudes and latencies 
were detected from Pz channel. Sensory evoked potentials 
(P100, N100, P200, N200) were measured from standard 
and P300 from target stimuli. Peaks’ latency windows were 
defined as follows: P100(130-200ms), N100(170-230ms), 
P200(220-280ms), N200(250-350ms), P300(300-600ms). 
After software peak detection, waveforms were inspected 
manually to ensure that the peaks identified were genuine 
and proceeded each other in the correct order. Scalp distri-
bution data from Fz and Cz channels were used for correct 
Pz peak detection. If the P300 wave had two peaks, the 
second peak was taken for the analysis. In addition to sub-
jects averaged EEG ERP responses, grand mean responses 
over all the subjects were calculated. 

F. Statistical Analysis 

The zero hypothesis was that the EEG event-related po-
tential component latencies, amplitudes and reaction times 
of the subjects to the target stimuli (RT) could not be differ-
ent in EMF ON and EMF OFF conditions during the same 
task. The mean values of EMF ON and OFF response pa-
rameters were compared pair-wise by two tailed Students’ t-
test (p<0.01 considered to be significantly different). The 
exposed and sham tasks were analysed separately. 

III. RESULTS 

The only parameter found significantly different when 
comparing the mean values of the parameters in the differ-
ent EMF categories was N100 (p< 0,00009) amplitude in 
the exposed task. In the exposed task the group mean N100 
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amplitude (measured from standard response) 
was -3,41±4,54 V in EMF ON category and -2,50±4,71 V 
in EMF OFF category. In EMF ON category the N100 am-
plitude was 1.1 V (36%) lower compared to EMF OFF 
during the same task. The P100 amplitude was lower in 
EMF ON category (3,47± 4,85 V) compared to EMF OFF 
category (4,01±4,55 V) but the significance was on border-
line (p<0,014). No significant differences were found when 
sham task categories were compared. 

This effect can also be observed on the grand mean re-
sponse figure (Fig. 1) for standard stimuli, EMF ON grand 
mean has different amplitude at N100 compared to other 
three grand mean ERP responses on the same figure. More-
over, standard EMF ON grand mean response has noticea-
bly lower amplitude compared to other standard responses 
from 150ms-300ms relative to stimulus onset. 

In our experiment, mean RT in exposed tasks is some-
what shorter than in sham tasks. Respectively in millisec-
onds: 375 (EMF ON) and 374 (EMF OFF) versus 380 
(sham 1) and 378 (sham 2). However within the same task 
the RT differences were not statistically significant. 

IV. CONCLUSIONS  

The results confirmed that EMF effects on visual cogni-
tive processes are extremely weak and the detection of these 
effects is difficult. It was shown that modulated microwaves 
have rather strong impact on early (sensory) components of 
visual event related potentials (N100 amplitude) compared 
to later stages of visual information processing during the 
oddball task. No evidence was found that low-level 
450MHz EMF modulated with 21Hz could alter EEG ERP 
response latencies or subject reaction times. 
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Abstract — The results of the implementation of Radiother-
apy Verification Program based on the application of the com-
pletely independent from TPS algorithm for dose calculations 
in checking of patient’s treatment plans are presented in this 
paper. Algorithm includes calculation of the absorbed dose 
from photons scattered in the patient, calculation of the pri-
mary kerma transmission in the patient, calculation of the 
primary kerma variation in the air with collimator settings, 
and corrections for heterogeneities in the patient.  

The results include checks of the dose plans of 90 patients 
performed in the clinical routine work.  

It is shown, that the dose deviation between TPS and RVP 
is shifted towards positive side, indicating non normal distribu-
tion. Deviations vary in the interval from -4 % to +8%, with a  
median value of +2.97 % and standard deviation of 1.99.  

After the installation of the verification program estimated 
findings in the dose plans, calculated using old 2D planning 
system, were serious enough to show the inefficiency of the old 
system and to stop its operation.  

Keywords — Radiotherapy, Co-60 source, dose calculation, 
dose verification. 

I. INTRODUCTION  

A number of oncological patients increase rapidly. Most 
of them have radiotherapy as a part of their treatment. Pa-
tients’ treatment with high energy photons is very promising 
today. Therefore the requirements to deliver a prescribed 
dose to the certain target in modern radiotherapy are grow-
ing fast. Patient’s treatment process is computerized, start-
ing with the patient’s data mapping and ending with the 
dose delivering to the patient. However errors can occur 
along the procedures chain. It is reported, that due to enter-
ing or replacing data occurring small mistakes can influence 
15 % of treatments [1]. The prescribed dose errors larger 
than 5 %, may influence the clinical outcome of the treat-
ment [2]. This might be prevented if treatment plans are 
checked before the first treatment. It is very important to 
notice, that the most of radiotherapy clinics are using differ-
ent calculation algorithms for checking of dose plans, how-
ever the same input data are used for both: treatment plan-
ning system (TPS) and dose calculation algorithm. It is one 

of the ways for the reduction of the errors in the dose plans. 
Nevertheless, the better way is to use independent calcula-
tion algorithms, which use the input data different from TPS 
algorithms for the dose calculations.  

Despite of the fact, that the orthovoltage and cobalt units 
are going to be replaced by megavoltage linear accelerators, 
gamma therapy treatments are quite often used to treat pa-
tients in Lithuania. Summing up the situation – cobalt units 
are old and the planning systems that are used for this 
treatment planning are also very old. Due to these reasons 
possible errors may occur. To reduce the probability of 
possible errors, dose treatment plans should be checked 
before the treatment using different checking algorithm than 
the TPS algorithm is. 

Completely independent from the TPS algorithm is pre-
sented in this work. Proposed algorithm includes calculation 
of the absorbed dose from photons scattered in the patient, 
calculation of the primary kerma transmission in the patient, 
calculation of the primary kerma variation in the air with 
collimator settings, and corrections for heterogeneities in 
the patient. 

Radiotherapy Verification Program (RVP) was created 
and installed at one of the oncology hospitals of Lithuania 
for the testing of the algorithm in a clinical routine work, 
when Co-60 unit was used for the patient’s treatment. 

II. MATERIALS AND METHODS 

The absorbed dose D at the calculation point can be di-
vided into its primary (subscript p) and scatter (subscript s) 
components. The total absorbed dose D can be written as: 

ssppsp KKDDD , (1) 

where K is kerma, and  is dose-to-kerma ratio. 
Primary dose Dp is dose delivered from photons that have 

not interacted previously in the irradiated volume. Scatter 
dose DS is dose delivered from photons that have interacted 
before at least once.  

The scatter dose is nearly equal to scatter kerma [3], so 
we can consider that s = 1. In a case of clinical planning 
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according to ICRU (International Commission on Radiation 
Unit and Measurements) recommendations [2], the calcula-
tion point of the dose is situated as close as possible to the 
central position of the area with a modest dose gradient. 
Equilibrium of electrons will be achieved in this area and if 
so, p can be equated to one [4]. 

By defining scatter-to-primary kerma ratio  = Ks / Kp 
[3], the total dose can be written as D = Kp (1+ ). It is pos-
sible to write primary kerma as Kp = Kp,0·T, where Kp,0 
is“free in-air” primary kerma (primary kerma at the calcula-
tion point without surrounding medium), T is transmission 
factor, which accounts for the attenuation of the primary 
kerma in the medium.  

The “free in-air” primary kerma relative to a reference 
field Kp

rel = Kp,0 / Kp,0,ref is measurable quantity [5], which 
depends on the collimator setting c, defined at isocenter (the 
head-scatter factor H(c)), the distance f from the X-ray 
source (the inverse-square law I(f)), and the presence of a 
tray factor for block support (transmission factor of the 
shadow tray k’

0,t(c)): 
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The head-scatter factor H is defined as: 
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where an are coefficients, c is the square field size. 
The inverse-square law I is given by: 

2

)(
f

f
fI ref ,  (4) 

where f is a distance between the source and the calculation 
point, fref is reference distance. 

By relating the dose-per-time D/t to the reference situa-
tion, the final expression for the absorbed dose D in the 
medium can be written as [6]: 
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The transmission factor T for the radioactive source (Co-
60) is defined by an exponentially based linear attenuation 
coefficient  in water for the primary photons: 

zezT )( ,  (6) 

where z is the depth at the calculation point. 
The (5) equation is used for the calculations performed in 

respect to the central axis. It means that the calculations are 
made for the symmetric fields. Otherwise, the absorbed 
dose-per-time evaluation for the unsymmetrical fields re-
quires assessing the additional coefficients. We are focusing 

our work only on the old gammatherapy (Co-60) units, for 
which there are no possibilities and thus no needs to deter-
mine the unsymmetrical fields.  

Semi-empirical formalism [7] has been used for the de-
termination of the scatter to primary kerma ratio: 

zsw
zsazs ),( .  (7) 

The field size s corresponds to equivalent square field 
size at the depth z in the medium. The parameters a and w 
are linear functions of the linear attenuation coefficient  
[7]. 

Heterogeneities in the patient are handled by replacing 
the physical depth by the radiological depth for the trans-
mission of the primary kerma (Equation 2). Only bulk den-
sities are used for the lung (0.3 g/cm3) and bone (1.2 and 1.5 
g/cm3). 

The above described algorithm was computerized and the 
“Radiotherapy Verification Program” (RVP) was created on 
the basis of it. Working panel of RVP is presented in Fig. 1. 
Initial version of this program was created at Malmö Uni-
versity Hospital (Malmö, Sweden) for the checking of the 
MU calculations in linear accelerator. After some changes 
and improvements this program was adopted for the check-
ing of the time calculations at Co-60 unit and was installed 
for the application at the Oncological Hospital of Kaunas 
Medical University (Kaunas, Lithuania). 

III. RESULTS AND DISCUSSION 

A. Evaluation of the independent dose algorithm 

Comparison of deviations between calculated doses us-
ing usual algorithm (PDD - percentage depth dose ratio 
method) as a function of the depth and exposure field size 

 

Fig. 1 Working panel of Radiotherapy Verification Program. 
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for Co-60 unit are shown in Fig. 2. The deviations are in 4 
% range for the different depth z and field sizes. The largest 
deviations were observed in the large exposure fields for the 
case of small treatment depths. The deviations were found 
being about 2 % for the larger treatment depths. Medium 
treatment depths are dominant in the clinical practice and 
only for few localizations (breast, skin) the treatment depths 
are small. 

Values of measured PDD were compared to those PDD 
values, which were obtained from the calculations using 
SPR method, and were used for the evaluation of the inde-
pendent dose calculation method (Fig. 3). Normalization of 
the PDD curves at 10 cm depth, which corresponds to 
nearly all clinical cases, was performed prior to the evalua-
tion. 

The highest deviations for shallow depths and largest ex-
posure fields were found. If we eliminate shallow depths, 
the disagreement between measured PDD and calculated 
PDD are from the range from 2.9 % to 1.3 %. (Mean dis-
agreement – 0.3 %). Absorbed doses in the undersurface 
layer represent electrons generated in the exposed media. If 

we would evaluate the electrons generated in the treatment 
head, it could be possible to evaluate doses in the shallow 
depths.  

In real clinical practice most of patients are treated using 
source-axis distance (SAD) method. For this reason it was 
necessary to evaluate the time, which is needed for the de-
livery of the constant doses in the case of different field 
sizes under isocentric conditions, using independent calcu-
lation method (SPR). The evaluated time values were com-
pared with a time, which was manually calculated from a 
simple formalism based on calculations of percentage depth 
dose (PDD) when delivery of doses was performed under 
the same treatment conditions as it was mentioned above. 
Dose deviations occurring due to the different time evalua-
tion methods as a function of the field size and depth are 
shown in Fig. 4. It is to assume, that approximately all de-
viations lay within the interval of -2 % to +2 % for the dif-
ferent field sizes and different depths. It is good agreement 
of these two calculation methods. The largest deviation 
were found for the largest fields (> 17x17 cm2) and for the 
largest depths (z = 20 cm). 

Due to rather small deviations (± 2 %) between the doses 
calculated by SPR and PDD methods at the isocentric con-
ditions, the decision was made to implement the independ-
ent dose calculation program “Radiotherapy Verification 
Program” in the routine work for the checking of dose 
treatment plans. The deviation tolerances were increased to 
±5 %, to cover the deviation (± 3 %) of treatment planning 
system calculations and PDD manual calculations plus the 
deviation of (± 2 %) for the comparison of SPR and PDD 
methods. It was decided to perform manual checks of the 
dose plans using PDD calculation method, if calculations 
using SPR exceed 5 % tolerance. For the manual calculation 
the tolerance was decreased to ± 3 % and the requirement 
was set, that in the case, when the doses in the plan exceed 
manual calculation tolerance, the plan must be immediately 
recalculated. 
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Fig. 2. Deviations between PDD and SPR as a function of the depth and 
the field size for Co-60 (SAD = 75 cm). 
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Fig. 3 Measured PDD (dots) and calculated using SPR method PDD(lines) 
as a function of field size (SSD = 75 cm). The PDDs are normalized at the  

10 cm depth. 
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Fig. 4 Deviation between PDD and SPR as a function of the field size and 
the depth for Co-60 (SAD = 75 cm). 
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B. Practical application of the independent dose algorithm 

The treatments for 87 patients were planed at the isocen-
tric conditions by TPS and checked by RVP, using SPR 
method. 208 fields as total were checked. The investigation 
results were processed statistically. The distribution of the 
deviations obtained from the comparison of RVP and TPS 
is shown in Fig. 5. It was found, that the distribution of 
deviations is shifted towards a positive side of dose devia-
tions. The deviations varied from -4 % to +8 %, with a 
mean deviation of 2.97 % and a standard deviation of 1.99 
%. Results of the performed investigation are similar to 
those obtained from the investigation in which linear accel-
erator was used as a source of the patient’s exposure. Ac-
cording to the data calculated for LINAC [8], the standard 
deviation was 2.05 %. It is to assume, that our deviation 
curve do not follow the form of normal distribution. The 
shift to the positive side of deviation could be due to the 
calculations, performed using the old 2D planning system. It 
was not possible to change the beam data in this system, 
while this data was programmed using the values, indicated 
in the old dose atlases of the Co-60 unit, that were derived 
long time ago. Comparison of measured PDD and calcu-
lated by dose planning system PDD showed a disagreement 
of about 3 %. After establishing of this fact, it was decided 
do not use the old dose planning system for the isocentric 
planning any more. 

On the other hand, Fig. 5 indicates, that 12 % of plans are 
outside of RVP tolerance level. Almost all of these plans 
were recalculated due to the changes of physical depth to 
the radiological depth. Considering that 70 % of patient 
plans were calculated using this old treatment system, 
which was taken out of the operation, the number of the 
plans that are outside the tolerance level decreased to 4 %. 
The figure was approximately the same as for the LINAC, 

where the number of the plans exceeding a tolerance level 
made 3.9 % [8]. 

IV. CONCLUSIONS  

Radiotherapy Verification Program which uses an inde-
pendent calculation algorithm is a good and easy tool for the 
routine plan checking for gamma therapy treatment. Devia-
tion between the doses calculated using PDD and SPR 
methods for the SSD treatment vary in the range of (± 2 %) 
for the medium depths. Estimated deviation between meas-
ured PDD and calculated PDD using SPR was 3 %, as well 
as 2 % deviation was found between the doses calculated by 
PDD and SPR methods using SAD treatment method.  

12 % of investigated dose plans exceeded the tolerance 
limits set for the independent checking with RVP, and 
needed manual recalculation using PDD method. This num-
ber was reduced to 4 % due to the decision to take this unef-
ficient 2D planning system out of the operation. 
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Abstract — Intensity Modulated Radiotherapy (IMRT) is 
extensively used for cancer patients treatment in modern Ra-
diotherapy Clinics. Patient-related Quality Control (QC) is 
essential part of IMRT clinical implementation, as fluencies of 
Intensity Modulated (IM) fields has to be independently veri-
fied prior to delivery of the IMRT plan to the patient. In most 
cases, combination or ionometric and film dosimetry is in use 
for patient-related QC. The aim of this study was to evaluate 
volume-averaging effect of different ionization chambers used 
for ionometric dosimetry of the IMRT fields. 

Examination of the response of three ionization chambers of 
different sensitive volumes was performed, using set of static and 
IM fields. Chambers were cross-calibrated in static field of size, 
sufficient to cover with homogeneous dose chamber with the 
largest sensitive volume. Dynamic IM fields with different dose 
gradients through chamber sensitive volume were designed. 
Fluencies of all IM test fields were verified by means of the film 
dosimetry. Measurements in the penumbra region of the static 
field were used to separate effects of dynamic dose delivery from 
the chamber averaging effect. Penumbra profile of the static field 
was acquired using all detectors under investigation. 

Differences in the chambers response larger than 8% were 
found for measurements in high dose gradients both in pe-
numbra of static field, and in gradient region of the dynamic 
IM field. Chamber of the largest volume had worst results in 
penumbra region of the static field and largest deviation from 
analytically reconstructed penumbra of IM fields.  

Keywords — Intensity Modulated Radiotherapy, ionometric 
dosimetry, quality control. 

I. INTRODUCTION  

Intensity Modulated Radiotherapy (IMRT) is a confor-
mal radiotherapy technique. Using this technique it is possi-
ble to achieve a better dose conformity to the tumor volume 
and an increased sparing of normal tissues. IMRT is very 
complex technique and therefore it demands a high level of 
quality control both in the operation of the equipment and in 
the delivery of treatment to individual patients [1]. 

Ionization chambers are the preferred radiation detectors 
for measuring absorbed dose in IMRT fields. Absolute dose 
measurements using ionization chambers (ICs) is still the 
gold standard check for IMRT treatments [2]. Dose meas-

urements with ICs reflect the average dose value over their 
volumes [3]. Usually the beam central axis (CAX) is used 
for reference dose measurements, but that may cause large 
dose variations in IMRT fields. Consequently there will be 
reduced accuracy in the measurements. 

A special interest is caused by penumbra and high dose 
gradient regions. Absolute patient related dosimetry in these 
regions can suffer from considerable high errors. 

The aim of this work was to evaluate influence of spatial 
resolution of three different detectors widely used for rela-
tive dosimetry of the IMRT fields.   

II. MATERIALS AND METHODS 

A. Test field configuration 

Static test field was designed (10 x 10 cm2). The point 
dose measurements were made at the CAX as well as at the 
ten points in the penumbra region of the field.  

The dose in the same points was measured for the dy-
namic IM field. The dynamic IM test field was made so that 
in a middle part of the field (10 x 10 cm2) fluence was ho-
mogeneous but at each side there were regions with a high 
dose gradient like a penumbra region of the static field 
(Fig. 1). 

In the IM test field, to get a dose profile like open static 
field, intensity was modulated using so called “sliding win-
dows” technique (Fig. 2).  

 

Fig. 1 Fluence of dynamic IM test field 
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The farthest measurement point was located 55 mm from 
CAX. The penumbra region of both test fields was scanned 
with 1 mm step. All measurements were normalized to the 
CAX measurements in order to make a comparison between 
different detectors used in this study.  

B. In-phantom measurements 

Measurements were made with linear accelerator (linac) 
Clinac 2100C/D (Varian Medical Systems, USA). This 
accelerator is a dual photon linac equipped with a multileaf 
collimator (MLC). The MLC has 40 opposed leaf pairs. 
Each MLC leaf is 6 cm thick made from wolfram with leaf 
transmission 1,5%-2% for 6MV photon energy. A width of 
each MLC leaf is 1 cm at the level of the isocenter.   

Fields were irradiated with 6MV photon beam with dose 
rate 300 MU/min.  

Radiation beam incidence was perpendicular to the sur-
face of a water phantom. The water phantom used in our 
measurements is Blue Phantom from Scanditronix Well-
höfer. The Dose measurements were performed at a depth 5 
cm and source-axis distance (SAD) 100 cm. 

Three radiation detectors were used. PTW 30006 “Far-
mer” type chamber with its active volume 0,6 cm3; PTW 
31002 “Semiflex” type IC 0,125 cm3; Scanditronix Wellöfer 
semiconductor p-type diode model PFD3G (Fig. 3). All of 
the detectors are of cylindrical geometry with diameter of 
active area 6,1 mm, 5,5 mm and 2,0 mm respectively [4]. 

ICs were positioned with their longitudinal axis parallel to 
the beam axis, while diode was positioned vertically. The 
diode used in this work was with inherent tungsten shielding. 

C. Film dosimetry 

Dose profiles for static field as well as for dynamic field 
were acquired using film dosimetry. Films were irradiated 
in water equivalent phantom at a depth of 5 cm at the iso-
center plane. Kodak® X-Omat films were used for the mea-
surements.  

Films were calibrated using method proposed by Chil-
dress et al. [5]. During measurements calibration film was 
exposed together with test films. The calibration field con-
tains 9 dose levels (1,23 – 95,63 cGy). Areas with different 
dose levels were formed using dynamic MLC (dMLC) static 
sequence. Irradiated films were digitized using film scanner 
Vidar 16 VXR (Vidar Systems Corporation, USA) with 
resolution 75 dpi in 12 bit mode (point size 0,339 mm). 
Scanned films were stored in 12-bit TIFF format, for further 
processing using DoseLab 4.0 software [6]. Optical density 
image was converted to the dose image using calibration 
curve, acquired by means of calibration film.  

III. RESULTS AND DISCUSSION 

Dose profiles, acquired in the 1 cm wide penumbra re-
gion of the static test field as well as IM dynamic field, are 
represented in Figure 4.  

In the graph on the left (Fig. 4a), dose profiles for static 
test field are shown. As one can see, these dose profiles for 
static field represent a response of detectors in a penumbra 
region.  

This graph also demonstrates that ICs with large volume 
have smeared signal in high dose gradients. More sensitive 
and thus more suitable for dose measurements in the pe-
numbra region are semiconductor detectors and radio-
graphic films. 

From the dose measurements in the penumbra region of 
the static field one can also see, that the smallest detector is 
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Fig. 2 Dose profiles of static and dynamic test fields acquired  
using film dosimetry 

 

Fig. 3 Radiation detectors used for phantom measurements. a) “Farmer” 
type chamber; b) “Semiflex” ionization chamber and c) Scanditronix 

Wellöfer semiconductor p-type diode 

a) 

b) 

c) 
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more precise than both ICs. This graph shows that in uni-
form dose region, both low dose and high dose, all of the 
detectors, used in this study, have similar response. 

Completely different situation is in the dynamic mode 
(Fig. 4b). Results show that only in a uniform and high dose 
region effect of spatial resolution of the detectors is lowest. 
In the high dose gradient and low dose region this effect is 
considerably high.   

It is possible to extrapolate acquired data to a response of 
the detector with zero dimensions. In this way we can esti-
mate deviation of each detector due to spatial resolution. In 
order to do this, the measurements results of all detectors at 
a single measured point were extrapolated with polynomial 

regression to detector size with zero dimensions. Recon-
structed penumbra represents results of polynomial regres-
sion analysis. Than, it is possible to calculate individual 
deviation for each detector under investigation (Table 1, 
Figure 5). 

Figure 5 shows dose deviations from reconstructed pe-
numbra for detectors under investigation for static field 
(Fig. 5a) and dynamic field (Fig. 5b). There is inconsistency 
in the response of detectors in areas with similar dose gradi-
ent in static and dynamic fields. On average Farmer type 
chamber shows greatest deviations from reconstructed pe-
numbra. This can be partially explained by its large sensi-
tive volume, which is in accordance to literature data [7, 8].  
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Fig. 4 Dose profiles in the penumbra region of a) static field and b) IM 
dynamic field acquired with different detectors. 
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Table 1 Deviation from point detector 

Static field Dynamic field Off axis 
distance, 

mm Farmer 0,6 PTW 0,125 Diode Farmer 0,6 PTW 0,125 Diode 
-55,0 59% 60% 51% 23% 26% -3% 
-54,0 57% 58% 44% 37% 39% -4% 
-53,0 61% 62% 44% 54% 54% -7% 
-52,0 55% 60% 36% 57% 62% -9% 
-51,0 51% 56% 29% 31% 40% -4% 
-50,0 45% 54% 33% -7% 2% -3% 
-49,0 28% 36% 26% -18% -10% 1% 
-48,0 15% 20% 18% -16% -8% 3% 
-47,0 4% 10% 13% -9% -3% 3% 
-46,0 -1% 4% 7% -4% -1% 2% 
-45,0 0% 4% 6% -2% 0% 2% 

 

Nevertheless one can see deviations of opposite sign in 
dynamic field as compared to static field for both ionization 
chambers.  

IV. CONCLUSIONS  

A correct modeling of the beam penumbra is especially 
important in IMRT because IM beam may have areas of 
high dose gradient anywhere in the field not only at the 
boundaries [9]. 

Farmer type IC is not suitable for IMRT field measure-
ments due to its relatively large volume. 

Both ICs have shown great difference of dose measure-
ments in the region of high dose gradient. This can be par-
tially explained by its large sensitive volume, but neverthe-
less there exist deviations of opposite sign in dynamic field 
as compared to static field for both ionization chambers. 
This fact could not be fully explained at present moment 
and requires additional investigation. 
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Abstract — Concerning the importance of radiography tech-
niques for diagnosis of disease and considering daily applica-
tion and emerging new techniques in radiography from one 
hand and potential misuse of radiation and exposure to pa-
tients and personnel from other, it seems necessary the meas-
ure the amount of received radiation in current radiography 
procedures. The aim of this research is to determine the sur-
face dose to patients in chest and skull radiography procedures 
in the hospitals of Mazandaran medical science university and 
compare those to given standards for such examinations from 
national and international recommendations. 

The study was based on the procedures, performed at six x-
ray machines in six hospitals of the medical science university. 
Totally 120 patients with normal BMI, undergoing prescribed 
chest and skull examinations were involved. The exposure 
parameters, such as kVp – mAs product, film-screen combina-
tion and overall procedure setup at the all 6 x-ray machines 
were similar, thus provided unbiased evaluation of the surface 
dose. Surface dose was measured, using LiF thermoluminis-
cent dosimeters (TLD). TLD after calibration was attached to 
the back and front skin surface of patients and after exposure 
TLD5 radiance was read with TLD reader. 

The average surface dose, measured for patients undergo-
ing examinations of posterior – anterior view for pectoral, 
profile view for chest and posterior – anterior or anterior – 
posterior view of skull and profile view of skull where 0.51 , 
3.36 , 7.25 and 7.59 mGy, respectively. These figures exceed 
recommended standards.  

To decrease patient surface dose, such measures, as periodic 
and continuous on – the – job education as well as supervision 
could increase technical and technological knowledge and rise 
awareness about radiation protection issues, thus improving 
the situation in hospitals. 

Keywords — Radiography Standards, Radiography, Ter-
moluminescent Dosimetry, TLD. 

I. INTRODUCTION  

Radiology is one of the important therapeutic and medi-
cal diagnosing ways that effective utilization of this tech-
nology was done along with definite and organized ways. 
Considering current protective situation and comparing it 
with valued standards (1ICRP, 2NCRP, 3NRPB) is a key 
                                                           
1 International Commission on Radiological Protection 
2 National Council on Radiation Protection 

factor to ensuring and profitability of this technology (1). 
Radiography units are of basic and expensive units in every 
medical center. It could be said that investment in this part 
is more them all anther parts. It is very expensive to protec-
tion proceeding against ionization ray, ionizing air ventila-
tion and providing need full physical space for different 
radiography machines, particularly the biologic traces of the 
radiation are at the center focus of radiography personnel's, 
patients and their companions(2).  

Statistics show that more them %80 of clientele to hospi-
tals need to the kind of radiography (3). Disturbance in 
using trend of radiography machines result in giving unsuit-
able radiography report in one hand and in the other hand 
incorrect diagnosing and consequently the health of patients 
subject to danger (3), Additionally, about taking doses by 
patients, particularly in radiology units at the highest level 
of researching studies for their current importance and con-
sider this in different aspects (4,5). Resultant radiation from 
diagnostic radiology machines could be have unnatural 
symptoms on radiology personnel's , particularly  when they 
don’t observe the security points and international commis-
sions recommendations of protection against radiation 
(ICRP) and the problems regarding to machinery quality 
control in these units and result in destructive effects of 
radiations on personnel's and clientele(6). Precision measur-
ing and continents and personnel's and comparing it with 
published information's and data by ICRP and Britain ra-
diologic protection national board protocol (4DRL) 

About the rate of taking dose in a year, taking dose in a 
year can significantly help about keeping health of radiog-
raphy patients and personnel's and decreasing effects resul-
tant of radiation(7). Iran in one of a few countries that didn’t 
give perfect and specific information in this case and be-
cause of noncompliance of necessary considerations doesn't 
have data bank. Although these measure in some provinces, 
but complete information's were not presented about the 
measurements and the rate of taking dose, especially inpa-
tients. There fore, it is not impossible to comparison of 
taking dose by patients to international standards in Iran. 

So, lack of information and data bank show the impor-
tance of study about it. Result of measurements can affirm 
                                                           
3 National Radiological Protection Board 
4 Diagnostic Reference Level 
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the importance of complete protective considering against 
radiation to decreasing the destructive effects of radiations 
in radiology personnel's and patients.  

Aim of this study is investigation of the taking dose rate 
in patient’s skin in radiography techniques in chest and 
skull in Mazandaran medical science university hospitals to 
getting the necessary information about taking radiation and 
giving it to respective organizations 

II. MATERIAL AND METHODS 

This is descriptive –sectioning study that considered six 
x-ray devices in six hospitals in Mazandaran medical sci-
ence university (according to information they had the most 
clientele during 1385). the program in determining the ref-
erence dose was according to the national radiological pro-
tection board in Britain (DRL) 1992 (8). In this protocol 
was given complete information about selecting dosimeters 
of termluminescent , calibration of termluminescent  do-
simeters, the way of selecting patients, proposed radiogra-
phy for their reference dose and analyzing way of data(8). 

So, the numbers of sample considered 120 people ac-
cording to national radiological protection board in depend-
ability 95 percent. In every studied university were selected 
20 patients with normal BMI (Body mass index)(20 – 25) 
and the age about 40 years – old (standard deviation 10 
years). Because the severity of radiation that have an ideal 
effect on negative depends on the thickness and dimensions 
of body and these two factors are dependent of the patient 
weight, so, in this study the patients were selected both sex 
with the average weight of 65 10 kg and the ways of 
selecting patients according to their weight was done along 
with national radiological protection board instruction (8). 

According to resulted information's in 1385, the most cli-
entele to radiology units of Mazandaran medical science 
hospitals were tested by one of current techniques of radiog-
raphy – experimentally such as posterior – anterior and 
lateral view of chest and skull. Five patients were tested to 
measuring the rate of surface dose in every foregoing tech-
nique. So, 20 patients in each hospital were selected for 
these four techniques. 

It is noticeable that the composition situation, m as, kvp, 
kind of amplifier sheets, device daily work and the way of 
using x-ray device in these centers close in possible to inde-
pendence of measuring surface dose to foregoing subjects. 

To measure surface dose was done thermo luminance do-
simeter. The kind of suitable dosimeter was Lif (TLD-100) 
because was equal with tissue in atomic number. And have 
many sensitivity and its dimensions is small (1*3*3 mm) 
and response of this dosimeter in low energy is bather than 

the other. TLD’s response to radiation depends to the differ-
ent factors and it can change when a factor changes. So’ 
TLD’s chips and reader system should be calibrated. Cali-
bration in this study was done in 3 steps and all the TLD 
chips were aniline before calibration (9). 

For this purpose, we used two – steps aniline standard 
way. In first step, each TLD chip, which have a specific 
number, was set on a metal sheep according to its numera-
tion and was left for an hour in 400 C0 and at the second 
step was closed the door of oven after reaching to 80 C0 and 
was leaved in this temperature for 24 hours 

After that the oven was turned off and the TLD chips 
were cooled at the room temperature. According to two-step 
aniline standard way, cooling chips was done slowly in two 
steps. 

At the third step, because similar TLD chips don’t have a 
similar response against getting radiations, was determined 
ECC(Element correction coefficient) for each TLD chips. For 
this reason, the TLD’s were leaved on a sheet in several 
close lines according to their numeration and were settled 
under radiation by the radiology device in radiology units. 

The quantity of radiation in this step was not important 
and was attempted all TLD chips would at the center of 
radiation field with the minimum distance each other to 
preventing the effect of anode in the quantity of radiation. 
Then each TLD was read by TLD reader. We specified this 
with (Qi). 

It was averaged for all Qi (Q1) and was calculated their 
standard deviation (SD). TLDs that their reading was de-
leted. And were averaged again and then the ECC of each 
crystal was calculated by formula (1). 

ECCi = Q/Qi  (1) 

According to the way of doing this study to measuring 
TLD. They were transmitted to radiography units after cali-
bration. Dosimeter was installed on the back and the skin of 
patients and all TLDs were read by TLD reader after getting 
radiation and the results were received. 

140 TLD chips were used in this study and 20 TLDs 
were kept beside the other as a witness of environment dose 
(field radiation) in a specific box and weren’t settled under 
radiation. In each reading, the average of TLD chips reading 
as an environment field radiation declined from the installed 
TLD’s reading on the back and skin of patients to prevent-
ing the effects of field radiation in final results of the sur-
face dose in examined patients. 

These results also showed the maximum getting dose 
were for the devices of hospitals in Imam Sajjad (Ramsar 
city) and Shohada (Noshahr city). In Table 2 have been 
shown the surface dose extents in patients for different 
maximum kilo voltage (70-105 kvp). 
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III. CONCLUSIONS 

The result of this study of determining the patients sur-
face dose in radiology units of Mazandaran Medical Science 
University hospitals showed that getting surface dose by 
patients and also their substitute dose correspond with coun-
tries such as China and Tanzania that according to the 
earned information had the most clientele in last year 
(10,11,12). But the results were slightly higher there the 
extents in the United States, Greece, Nigeria and Bangla-
desh (12, 13). Averaged result of skin surface dose in these 
countries was 0.25 for chest posterior – interior view, 0.61 
for lateral view of chest, 1.69 for interior – posterior and 
posterior in skull, and 1.14 for lateral view of skull. Com-
parison these rates to the results were shown in Table 2 we 
see that calculated skin surface dose in this study is slightly 
higher than these results, as the maximum getting dose by 
the patients in foregoing techniques respected the devices of 
lmam Sajjad (Ramsar city) and Shohada (Noshahr city) 
hospital. Of course, it should be said because the rates of 
skin surface dose are different according to the different 
maximum kilo voltage (KVP), these diversities may be 
consequence of using the different maximum kilo voltage. 
Because the x-ray generators which work more because of 
raising the number of radiographies in each day may in-
crease the calculated surface dose, so the centers with the 
same volume work were considered to preventing the rais-

ing of surface dose in each day because of increasing clien-
tele (14,15,16). 

But comparison the result of this study with the deter-
mined standards by international organization showed that 
all calculated surface dose was higher that the authorized 
doses by Britain national radiological protection board 
(DRL) (8, 17, 18 , 19). 

Executing the quality control programs and the quality 
guarantee is necessary hn every six month, because the 
excessive dose in patients will raised yearly accumulation 
dose and as a result will increased the risk of affecting to 
cancers and the problems consequence of radiation in popu-
lation. According to ICRP recommendation, the maximum 
allowable dose should not be higher them 1(msv) to pre-
venting possible emergence of accessing sickness (20, 21, 
22). 

Related to surface dose or getting dose by patients, sev-
eral reports yearly were represented by NRPB, ICRP and 
NCRP. 

Quality control and decreasing getting dose by patients is 
very important in most countries. The results showed to 
decreasing the surface dose in patients should execute peri-
odic and continues on- the-job educations addition to im-
proving radiography devices and also achieve to higher 
level of technical technological and protection knowledge 
with continues supervision and consideration to maintaining 
the health of radiography personnel's and patients. 

Table 1  table specification 

Hospital name Posterior anterior view of 
chest 

Lateral view of chest Anterior posterior or poste-
rior anterior view of skull 

Lateral view of skull 

Imam ali (amol) 0.33  0.12 1.9   0.12 3.19 0.27 1.92 0.57 

Imam Khomeini  (sari) 0.53   0.13 1.61   0.81 2.36 0.68 1.69 0.14 

17 shahrivar (amol) 0.59   0.45 1.25  0.49 2.69 0.37 1.75 0.36 

Imam reza Amol 0.72   0.66 1.27   0.63 3.57 0.31 2.03 0.17 

Imam sajad Ramsar 0.75   0.57 1.46   0.28 3.85 0.19 2.01 0.47 

Data: average standard deviation 

Table 2  Surface skin patients in different radiography examinations from chest and skull view according to mGy for maximum kilo voltage (70 –105 
kvp) with normal BMI and it’s comparison to standard National Radiological Protection Board (DRL). 

Type of radiography test Surface dose  

Average   standard deviation e 

Maximum and minimum of surface 
dose 

National Radiological Protection 
Board (DRL) 

Anterior posterior view of chest 0.56   0.35 0.19-1.32 0.15 

Lateral view of chest 1.4   0.47 0.80-2.34 0.75 

Anterior posterior or posterior 
anterior view of skull 

3.08   0.44 1.68-4.04 2.3 
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Abstract — Two decision strategies for selection of candi-
dates for non-small cell lung carcinoma surgical cure from the 
group of 79 patients were compared: one employing computer 
tomography (CT) along (strategy A) and one employing CT + 
positron emission tomography (strategy B). The B strategy in 
decision tree has showed higher cost and a gain of the patient 
life expectancy (LE). The estimated LE gain of B strategy 
versus A strategy is 0,327 year. The incremental cost-
effectiveness ratio is 250 Euro/life year saved/patient. 

Keywords — cost-effectiveness, lung cancer, positron-
emission tomography. 

I. INTRODUCTION  

At present lung cancer continues to be a major health prob-
lem worldwide. In Russia mortality rate from this disease is 
more than 60,000 (~20% of cancer mortality).The surgical 
resection is a standard treatment method of the non-small cell 
lung carcinoma (NSCLC) from patients with not established 
distant or extended lymph metastasis. Because of significant 
mortality and cost associated with this method it is important 
to select accurately the potential surgical candidates.  

In many clinical cases the results of the computer tomo-
graphy (CT) e aminations are not determined for NSCLC 
staging and require using of the additional and more inva-
sive diagnostics studies. Therefore apply CT only often is 
not enough for the management of patients. Last time the 
method of whole-body positron emission tomography (PET) 
with [18F]-fluorodeoxyglucose (FDG) is often used for di-
agnostics and staging of NSCLC [1, 2]. PET sensitivity and 
specificity is essentially higher as compared with CT [3-5]. 
Apart from PET is unique method for detection of distant 
metastasis which is unsuspected after conventional imaging. 

Earlier the superior accuracy of the PET versus the CT for 
the staging of NSCLC and the cost-effectiveness (CE) of the 
PET with FDG (clinical effectiveness and cost effect) in the 
management of this disease was shown [7-10]. The clinical 
evidence regarding economic impact of PET introduction in 
Russia is currently absent though it would be actual for the 
new health programs and technologies development today. 

The CE value of the PET for lung cancer had not been stud-
ied in Russian clinical centers. Results of the studies per-
formed in other counties can not be used for the mentioned 
above purpose because of differences in healthcare systems, 
epidemiology, prevalence of disease and cost data.  

The aim of this study is to compare the CE of the stan-
dard imaging technique with and without FDG PET in the 
staging and management of NSCLC from Russian health-
care perspectives. Another aim is to demonstrate the deci-
sion analysis using for quantitative estimation of the role of 
any diagnostic imaging technique in the management of 
disease. 

II. MATERIALS AND METHODS  

The group of 79 patients with NSCLC established by his-
tological analysis was included at present study. Two deci-
sion strategies for selection of candidates for surgical cure 
were compared: one employing CT only (strategy A) and 
one employing CT and PET (strategy B). The strategy A is 
a conventional procedure including NSCLC diagnostics 
(roentgenoscopy study and fibrobronchoscopy with mor-
phology confirmation of disease), resectability assessment 
of the primary pulmonary nodule with undergoing of the 
chest CT examinations as well as excluding of the tumor 
process generalization (ultrasound (US) of abdominal cavity 
organs and neck-supraclavicular zones, skeletal scintigraphy 
(SG), brain CT). The patients with established CT-positive 
lymph node involvements were undergone for chemother-
apy (ChT) or combined treatment (neoadjuvant chemother-
apy+surgical cure). Patients with CT-negative results were 
undergone for surgical cure (SC) or combined cure (CC). 

In B strategy all patients (including those with distant 
metastasis) underwent whole-body PET diagnostics with 
FDG. Patients with PET-positive results went on to have a 
transbronchial  punction biopsy (BP) with morphology 
examination to confirm that they are not a surgical candi-
dates. Patients with PET-negative results were undergone 
for SC or CC. In result of the additional diagnostic exams 
and/or morphology verification of the nodule involvements 
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SC (or CC) and ChT were prescribed for a patients with 
false-positive  and false-negative results respectively. 

  Quantitative modeling with using of so called decision 
trees had been performed for assessment of the clinical 
effectiveness and cost of A and B strategies apply for the 
NSCLC staging. We used decision-tree sensitivity analysis 
(described elsewhere [8-10]) based on current clinical data 
of N.N. Blokhin Russian Cancer Research Center [1] for a 
patients with pulmonary cancer (NSCLC, stages I-IV). The 
model disease prevalence (0.327 [9]) refers to the preva-
lence of surgically unresectable disease in the group of 
diagnosed patients with established NSCLC.  

Decision models of the protocols established from quan-
titative decision analysis [8] and local practice [1] were 
structured with two outcomes (expected costs and life ex-
pectancy (LE)). Decision tree models were constructed with 
two competing strategies (CT + PET vs. CT along). The 
medical literature was surveyed to determine a mean and 
range for all variables of interest (prevalence, sensitivity, 
specificity, mortality, life e pectancy).The identified data 
are listed in the Table 1. Applied costs of a diagnostics 
procedures and cure (EUR) are average for Moscow region.   

Expected costs and LE, as measured by life year saved 
(LYS) were estimated for each strategy. Then the incre-
mental C  ratio (ICER) [5] was calculated to compare these 
two strategies and to determine the most effective one.  

ICER = (CostA - CostB) / (LEA – LEB) (1) 

The ICER indicates the cost of one patient life year saved 
as a result of additional PET-diagnostics using, and it is 
expressed as a units of Euro per LYS. 

III. RESULTS 

Effectiveness of the PET using for NSCLC diagnostics 
was determined on two aspects: changing of this disease 
management and ICER value acceptability. In the Table 2,3 
the results of the NSCLC clinical management and staging 
obtained on two strategies are shown.   

Figure 1 depicts a decision tree that directly compares A 
and B strategies. In this tree PET-positive and CT-positive 
refer to positive for metastasis.  In B strategy all patients 
have CT imaging as well to insure proper anatomical infor-
mation to the surgeon and diagnostic exams to exclude 
generalization of the tumor process. 

Analysis of the tree showed the gain of expected cost  
of B strategy as compared with A strategy ~ on 2,5%. Corre-
sponding costs of A and B strategies calculated using data  
of the Table 1-3 and Fig.1 were 3215 Euro and 3295 Euro 
respectively.  

However the cost increasing entailed LE value gain. The 
estimated LE gain for B strategy as compared with A strat-
egy is 0,327 year. The ICER value as calculated using (1) is 
about of 250 Euro/LYS/patient However the cost increasing 
entailed LE value gain. The estimated LE gain for B strategy 
as compared with A strategy is 0,327 year. The ICER value 
as calculated using (1) is about of 250 Euro/LYS/patient 

Table 1  Baseline and range of variables used in the analysis  

Variable Baseline Range Refer-
rence 

Prevalence 0.327 0.28-0.38 [9], [10] 
CT 
Sensitivity  
Specificity 
Mortality  
Cost (2 studies) 

 
0.61 
0.79 

0.000025 
153 

 
0.5-0.71 

0.66-0.89 
0-0.0005 

 
   [3] 
   [3] 
   [9] 

PET 
Sensitivity  
Specificity 
Mortality  
Cost  

 
0.9 

0.91 
0     

545 

 
0.67-0.91 
0.82-0.96 

0 

 
   [3] 
   [3] 
   [9] 

 
Biopsy 
Sensitivity  
Mortality  
Cost (BP +US+SG) 

 
1.000 
0.007 
161 

 
 
 
 

 
  [9] 
  [9] 

SC 
Mortality  
Cost 

 
0.03 
3 150 

 
0-0.2 

 
   [9] 

CC 
      Mortality  

Cost 

 
0.03 
3 690 

 
0-0.2 

 
   [9] 

ChT 
Cost 

 
475 

  

LE (years) 
SC, N1/N0, M0 
SC, N2/N3, M0 
SC N0-3, M1 
ChT  N2/N3, M0 
ChT  N0-3, M1 

 
4.5 
1.8 
0.5 
1.8 
0.5 

  
   [11] 
   [12] 
   [11] 
   [11] 
   [11] 

Table. 2 Results of the disease staging and management on A strategy   

Treatment  
modality 

Stage of       
disease 

Quantity    
of patients 

% 

ChT 
 

1 
N2/N3 

5 
11 

6.33 
13.92 

SC N1/N0, M0 29 36.71 
CC N2/N3 34 43.04 

Table. 3 Results of the disease staging and management on B strategy 

Treatment  
modality 

Stage of       
disease 

Quantity    
of patients 

% 

ChT 1 
N2/N3 

9 
19 

11.39 
24.05 

SC N1/N0, M0 22 27.85 
CC N2/N3 29 36.71 
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Fig. 1 Decision tree (a) of the algorithm with conventional (CT) staging (strategy A) and (b) of the algorithm with additional FDG-PET (strategy B). A 
squares represent a decision nodes, circles are change nodes and triangles are terminal nodes: neg.-negative, pos.-positive  
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Table. 4 Results of the stage and management changing  after PET 
performance  for the group of 79 patients  

Strategy  Strategy B LE  – 
LEA 

Q-ty Stage / 
Planned maage-
ment 

Q-
ty  

Restaging / 
Corrected manage-
ment 

 

5 
5 
2 
1 
1 
3 
3 

N0 / SC 
N1 / SC 
N1 / SC 

      N2 / CC 
      N1 / SC 
      N1 / SC    
      N0 / SC 

5 
5 
2 
1 
1 
3 
3 

       M1 / ChT 
       N3 / ChT 
       N3 / ChT 
       M1 / ChT 
       M1 / ChT 
       N3 / CC 
       N1 / SC 

   0,001 
   0,003 
   0,001 

0,000 
0,000 

   0,000 
    0 

5 
1 

N2 / CC 
N2 / CC 

5 
1 

 N0 / SC 
 N1 / SC 

   0,171 
   0,034 

2 
1 

M1 / ChT 
      M1 / ChT 

2 
1 

 N1 / SC 
       N3 / ChT 

   0,101 
0,016 

IV. DISCUSSION     

Compared with baseline strategy, the PET introduction 
changed clinical management from 37% of patients.   The 
strategy B reduced the number of patients directed for SC 
and CC (for 7 and 5 people respectively) from the patient 
group in which PET scan had shown M1 or N2/N3 in medi-
astinal lymph nodes. At the same time the number of pa-
tients to whom was planned ChT was increased on 12 peo-
ple (Table 2,3). The gain of LE for 0.327 LYS is the result 
of improved staging achieved mainly by the disease stage 
decreasing because of more high PET  sensitivity and speci-
ficity as compared with CT (Table 1). 

The calculated ICER value of 250 Euro/LYS indicates 
that the national healthcare system spent about 250 Euro for 
one patient LYS. Extra cost of 250 Euro for one life year 
saved is by far lower then internationally used threshold of 
about 50 000 Euro/LYS [7] and could be tolerated for eco-
nomic situation in Russia.  

Some quantitative differences of established in this paper 
parameters (LYS, ICER) from published earlier data can be 
explained by differ costs of medical procedures in Russia 
and in those countries where such studies were carried out  
or by differ stages limitations in involved groups of patients. 
Such groups included patients with benign and malignant 
tumors (415 Euro/LYS, 0,68 year [5]), with respectable 
tumors of I, II, IIIa stages (143 Euro/LYS, 0/014 year [7]), 
with tumors of I, II, IIIa, IIIb stages (1038 Euro/LYS, 0,607 
year [10], with respectable and unresectable tumors of I – 
IV stages (- 1455 Canadian dollars/LYS, 0,008 year [4]).    

V. CONCLUSION     

Strategy A is dominated by strategy B, which is more 
expensive, but also more effective. As a preliminary result, 
our analysis confirms that in Russia the introduction of the 
PET examinations for the NSCLC clinical management is a 
cost-effective and result in higher diagnostic accuracy and 
gaining of LE for 0,327 year at an annual cost of 250 Euro. 
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Abstract — Collimators are typically used for the acquisi-
tion of nuclear medicine images. Coded apertures provide an 
alternative means of acquisition, and under specific conditions 
are associated with a signal-to-noise-ratio advantage. However, 
under the near-field conditions of nuclear medicine, the point 
spread function is no longer ideal, and near-field artifacts 
result. Our previous work has highlighted three potential 
advances, but in each case, application results in the loss of 
count statistics. An array of limited-field-of-view coded aper-
tures reduces near-field artifacts, but decreases the number of 
counts of radioactivity that are acquired. A thin and highly 
transparent coded aperture allows for ease of manufacture, a 
potential increase in resolution, and a reduction of thickness 
artifacts. A greater number of counts must be acquired if the 
signal-to-noise-ratio is to be maintained. Coded aperture reso-
lution can be enhanced without modification of either the open 
fraction of the material or the field-of-view of the system. The 
size of each element in the array is decreased, and the total 
number of elements in the coded aperture pattern is increased. 
However, a smaller pattern element collects fewer counts of 
radioactivity. The design of an ultra-near-field system is pro-
posed, which increases counting efficiency, provided that 
gamma camera sensitivity is able to follow suit. The design is 
tested by means of a ray-tracing computer simulator, which 
utilizes a two-dimensional digital Shepp-Logan phantom as a 
distributed source. Simulation results are presented for the 
prior state-of-the-art, and for the proposed design, under both 
near-field and ultra-near-field geometries. Severe artifacts 
arise under ultra-near-field conditions. Nevertheless, results 
show that the proposed design leads to both artifact reduction 
and an enhancement of resolution, relative to the state-of-the-
art and without adjustment of either dose or acquisition time. 

Keywords — Nuclear medicine imaging, Coded apertures, 
Artifact reduction, Count statistics, Ultra-near-field system. 

I. INTRODUCTION 

Collimators are typically used for the acquisition of nu-
clear medicine images [1]. Coded apertures provide an 
alternative means of acquisition, and under the far-field 
conditions of astrophysics [2] are associated with a signal-
to-noise-ratio (SNR) advantage [3]. 

Under the near-field conditions of nuclear medicine the 
point spread function (PSF) is no longer ideal, and near-
field artifacts result [4]. The SNR decreases further for 
distributed objects [3]. 

Our work has highlighted potential improvements, which 
allow for the reduction of both near-field and thickness 
artifacts, and allow for an optimal resolution to be achieved 
[5–7]. Application of these advances would, however, result 
in the loss of count statistics. 

This paper proposes an ultra-near-field system design, in 
which the improvements can be implemented without cost 
to either dose or acquisition time. 

II. METHOD 

A. Background 

A coded aperture has numerous pinholes, which increase 
the open fraction of the aperture without degradation of 
resolution. The pinholes multiplex the source, but are ar-
ranged so as to allow a unique reconstruction [8]. 

Coded aperture theory is defined for far-field two-
dimensional (2D) noise-free data [2]. Provided that the 
autocorrelation function of the aperture pattern is a delta 
function, an ideal image PSF is achieved [8]. Perfect aper-
ture properties, however, do not give an ideal PSF under 
ideal near-field conditions. 

B. Near-field artifacts 

The mask anti-mask technique reduces near-field arti-
facts, by means of 90 ° rotation of the aperture [4], but 
ghosting remains [5]. Relative to the far-field scenario of 
astrophysics, incident gamma-rays are not parallel. 

Geometric analysis shows that for a single point source, 
the maximum change in measured activity at the detector 
tends toward zero under far-field conditions [5]. The analy-
sis also shows that at a given height above the detector, 
detector size can be used to manipulate the change in inten-
sities [5]. That is, a limited field-of-view (FOV) controls the 
change in intensities, and can therefore limit near-field 
artifacts. 

A radiation attenuation tube can enclose the coded aper-
ture and can extend from the source to the detector. This 
quasi-collimator limits the FOV [5]. 

A matrix of identical limited-FOV coded apertures al-
lows the FOV of the system to be maintained [5]. However, 
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the FOV of each individual coded aperture decreases, as do 
the number of counts of radioactivity that are acquired. 

C. Thickness artifacts 

Thickness of the aperture material introduces collimation 
effects. The convolution model [8] associated with coded 
aperture imaging does not hold, and thickness artifacts re-
sult. 

Thin coded apertures are advantageous. Apertures of mi-
crometer range thickness exist [9, 10], but use is limited to 
photon energies at which the material thickness is opaque. 

Thin and highly transparent aperture material attenuates a 
low percentage of incident gamma-rays, which decreases 
the contrast and increases the quantization of the acquisition 
[6]. The projected patterns become less recognizable and 
noise results. 

If a pixel of the gamma camera has an appropriate bit-
depth, and if a sufficient number of counts of radioactivity 
is acquired, high transparency need not be associated with 
significant quantization effects [6]. Phantom-based experi-
mental results have indicated that the quality of a highly 
transparent aperture image can approach that of an opaque 
aperture image [6]. 

An aperture that is for example 10 times thinner, simpli-
fies manufacture and allows for a 10 times improvement in 
aperture resolution, without an increase in collimation ef-
fects. Nevertheless, a greater number of counts of radioac-
tivity must be acquired if the SNR is to be maintained. 

D. Optimal resolution 

The partial volume effect arises if the measured activity 
due to a point source is distributed between pixels of the 
detector [1]. The total measured activity does not alter, but 
the peak is not correct. The solution requires the illumina-
tion of a 2 by 2 detector pixel area, such that at least one 
pixel is fully illuminated [8]. The peak of the measured 
activity is then correct. 

Gamma camera pixel size limits image resolution, as it 
sets the smallest sample acquisition interval. Resolution is 
also limited by the requirements of the partial volume ef-
fect, and by the PSF of the detector. 

The resolution of a coded aperture can be designed for 
optimal performance with a specific gamma camera, with-
out modification of either the open fraction of the material 
or the FOV of the system [7]. A decrease in the size of all 
pattern elements is balanced by an increase in the total 
number of elements. 

The illumination of a 1 by 1 detector pixel area sets a 
sample threshold, below which a greater number of pattern 
elements cannot be measured [7]. Any further enhancement 

of resolution must reduce the open fraction of the aperture 
material. The partial volume effect aside, a coded aperture 
element that illuminates a 1 by 1, as opposed to a 2 by 2 
detector pixel area, is then optimal. 

Coded aperture simulation results have shown that the 
partial volume effect has little influence on the distributed 
sources that are frequently imaged in nuclear medicine [7]. 
Nevertheless, optimal resolution requires smaller pattern 
elements, which collect fewer counts of radioactivity. 

E. Ultra-near-field conditions 

Each of the potential advances reduces count statistics. A 
greater number of counts of radioactivity must then be ac-
quired if the SNR ratio is to be maintained. This can theo-
retically be achieved with an increase in dose, an increase in 
acquisition time, or with the use of a higher sensitivity sys-
tem. 

A practical solution is to position the source much closer 
to the camera in an ultra-near-field system design. Geome-
try increases the proportion of activity at the camera crystal, 
which enhances the counting efficiency of the system, pro-
vided that gamma camera sensitivity is able to follow suit. 

Ultra-near-field conditions are expected to lead to the 
presence of severe artifacts. An array of thin and highly 
transparent limited-FOV coded apertures, however, has the 
potential to control both near-field and thickness artifacts. 

F. Design efficiency 

An array of limited-FOV coded apertures that contains n 
individual apertures gives 1 / n the activity at the detector. 
That is, a specific point of the source illuminates only a 
single limited FOV. 

Thin aperture material simplifies the construction of pat-
terns that are not self-supporting. If the self-supporting 
pattern has an open fraction f1, and the non-self-supporting 
pattern has an open fraction f2, use of the latter increases 
activity at the detector by f2 / f1. 

A highly transparent aperture material of attenuation a1, 
as opposed to an opaque material of attenuation a2, must 
give a2 / a1 times the activity at the detector. However, this 
is only applicable to the closed fraction of the aperture pat-
tern, 1 – f2. 

Smaller pattern elements reduce the count statistics of the 
reconstructed image, but do not alter activity at the detector. 
A source positioned at a fraction 1 / r of the distance in-
creases the activity at the detector by r2. 

Basic analysis of an ultra-near-field design that incorpo-
rates each of the independent theoretical advances then 
gives the increase in activity at the detector A as: 
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The potential increase in bit-depth b of the gamma 
camera acquisition is then: 
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G. Design specifications 

As opposed to a single coded aperture, a 3 by 3 array of 
limited-FOV coded apertures allows for near-field artifact 
reduction [5]. Relative to a tungsten sheet of thickness        
1 mm, 100 m thick tungsten foil allows for the reduction 
of thickness artifacts [6]. At the energy of Technetium-99m 
(140 keV), the former gives an opaque aperture with an 
attenuation of 97 %, while the latter gives a highly trans-
parent aperture with an attenuation of 29 %. 

The coded aperture pattern is based on the modified uni-
formly redundant array (MURA) [3], which has an open 
fraction of 50 %. By contrast, the no-two-holes-touching 
(NTHT) [3] self-supporting implementation attains an open 
fraction of only 12.5 %. 

A 1 by 1, as opposed to a 2 by 2, detector pixel area pro-
jection does not alter the open fraction of the aperture mate-
rial [7]. At one quarter the distance, use of equations 1 and 2 
gives A = 11.89, or an additional 3.57 bits of data. That is, 
unless limited by the gamma camera, system sensitivity can 
be improved relative to the prior state-of-the-art. 

H. Testing 

The concept is tested by means of a ray-tracing computer 
simulator. The model incorporates imaging geometry, 
thickness and transparency of the aperture material, and 
finite aperture hole widths. 

Gamma camera digitization effects and the count statis-
tics associated with radioactivity are included. Note that the 
sensitivity of the gamma camera is assumed to allow an 
increased count rate, and that the PSF of the gamma camera 
is modelled as ideal. 

Simulation results are presented for the prior state-of-the-
art, and for the proposed design, under both near-field and 
ultra-near-field geometries. Acquisition bit-depth is altered 
for each specific system, such that both the dose and the 
acquisition time remain constant. 

III. RESULTS 

A 2D digital Shepp-Logan phantom [11] is utilized as a 
distributed source (Figure 1). The mask anti-mask tech-
nique, which requires 90° rotation of the aperture [4], was 
applied to all images. 

A root-mean-square error (RMSE) measurement is used 
to quantify the results. It is computed over the full image, 
and represents the percentage by which a pixel of the source 
differs from the corresponding pixel of the phantom [12]. 

Prior state-of-the-art: Under near-field conditions the 
prior state-of-the-art, viz. a single self-supporting opaque 
coded aperture, is affected by both near-field and thickness 
artifacts (Figure 2). b increases by 4 relative to Figure 2 
under ultra-near-field conditions, but there is a substantial 
increase in the RMSE measurement (Figure 3). 

Proposed design: The radiation attenuation tubes are 
modelled so as to result in the absence of data in regions 
that correspond to tube walls. Results are presented without 
interpolation. Note that for this reason, computation of the 
RMSE measurement does not consider the absent data. 

b decreases by 0.5 relative to Figure 2 under near-field 
conditions, and the theoretical advances require increased 
count statistics (Figure 4). By comparison, ultra-near-field 
conditions increase b by 3.5 relative to Figure 2. Both the 
RMSE measurement and artifacts are reduced (Figure 5). 

IV. DISCUSSION 

Ultra-near-field conditions substantially worsen artifacts 
with the prior state-of-the-art. The proposed design reduces 
the sensitivity of the system and decreases the SNR. 

An ultra-near-field geometry coupled with the theoretical 
advances, however, not only reduces near-field and thick-
ness artifacts but also enhances resolution – without degra-
dation of the SNR, and without alteration of either dose or 
acquisition time. It is left for future work to verify the re-
sults by means of clinical phantom studies. 

 

Fig. 1 2D digital Shepp-Logan phantom 
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Fig. 2 Near-field prior state-of-the-
art, RMSE of 50 % 

 

Fig. 3 Ultra-near-field prior state-
of-the-art, RMSE of 97 % 

 

Fig. 4 Near-field proposed design, 
RMSE of 54 % 

 

Fig. 5 Ultra-near-field proposed 
design, RMSE of 34 % 

V. CONCLUSIONS 

Near-field and thickness artifacts are associated with the 
use of coded apertures in diagnostic nuclear medicine. 
Theoretical advances have the potential to reduce such arti-
facts, but decrease count statistics. 

An ultra-near-field system design allows for an increase 
in the counting efficiency of the system, provided that 
gamma camera sensitivity is able to follow suit. However, 
with the prior state-of-the-art, severe artifacts arise under 
ultra-near-field conditions. 

The proposed design is modelled as a 3 by 3 array of  
100 m tungsten foil, 29 % attenuation limited-field-of-
view coded apertures, which illuminate a 1 by 1 as opposed 
to a 2 by 2 detector pixel area. 

The simulation results show that the improved efficiency 
associated with an ultra-near-field geometry can then be 
traded for both artifact reduction and an enhancement of 
resolution – relative to the prior state-of-the-art and without 
adjustment of either dose or acquisition time. 
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Abstract — Nanoscale functionalization of semiconductor 
quantum dots with biomedical structures is promising for 
many applications and novel studies of intrinsic properties of 
both constituent systems. Results of our study of structural 
properties of the nanoscale functionalized colloidal 
semiconductor quantum dots such as CdS ZnS-capped CdSe, 
TiO2 functionalized  with biomolecules such as short peptides 
and cells will be presented. The use of semiconductor quantum 
dots as biotags has emphasized use of the semiconductor 
luminescence to determine the location where chemically 
functionalized semiconductor quantum dots bind to a 
biomedical sample. We study semiconductor quantum dots 
functionalized with peptides composed of the following amino 
acid chains: CGGGRGDS, CGGGRVDS, CGGIKVAV, and 
CGGGLDV, where R is arginine, D is aspartic acid, S is serine, 
V is valine, K is lysine and L is Levine. The RGDS, RVDS, 
IKAV, and LDV sequences have selective bonding affinities to 
specialized transmembrane cellular structures known as 
integrins of neurons and MDA-MB-435 cancer cells, 
respectively. We found that the quantum confinement and 
functionalizing in biomedical environments plays in altering 
and determining the electronic, optical, and vibrational 
properties of these nanostructures as well as demonstrated the 
effectiveness to use semiconductor quantum dots as integrin 
sensitive biotags. 

Keywords — Nanoscale Functionalization, semiconductor 
quantum dots. 

I. INTRODUCTION  

In recent years, the design, synthesis and applications of 
nanometer-scale particles have been the subject of intense 
fundamental and applied research. Current research activity 
involve development of novel, nanostructured materials 
specifically, semiconductor quantum dots with special 
emphasis on their size-dependent properties that determine 
a broad range of applications. Using self-organized colloidal 
chemical syntheses, such nanoparticles quantum dots, can 
be obtained with sub-nanometer precision having sizes from 
1 to 10 nm. Due to the discrete structure of optical 

transitions in semiconductor quantum dots structures, 
thermal depopulation of the lowest states that involved in 
the emitting processes is inhibited. Thus, semiconductor 
quantum dots are predicted to provide superior performance 
in sensor purposes. Especially applications of the 
semiconductor quantum dots functionalized with 
biomedical structures have been highlighted recently by a 
broad variety of applications [1-5] in the study of 
subcellular processes of fundamental importance in the 
biomedicine.   

In this work, a set of key issues underlying the nanoscale 
functionalization of colloidal semiconductor quantum dots 
such as CdS, ZnS-capped CdSe, and TiO2, functionalized  
with biomolecules such as short peptides and cells by using 
inelastic laser light scattering and photoluminescence 
spectroscopy will be presented. Such functionalization of 
semiconductor quantum dots with biological structures is 
promising for many applications and novel investigations of 
intrinsic properties of both constituent systems though it is 
in an early stage of development. One intriguing application 
is the use of SQDs as biotags that has emphasized use of the 
semiconductor luminescence to determine the location 
where chemically functionalized SQDs bind to a biological 
sample. In the present study chemically prepared CdS SQDs 
are functionalized with different type of peptides. They 
were composed of the following amino acid chains: 
CGGGRGDS, CGGGRVDS, CGGIKVAV, and 
CGGGLDV.  

Since protein hydration is known to be a key factor 
affecting protein energy balance, we also studied a role that 
water and other biological environments may play in 
stability, surface properties, dynamical and structural 
charactetistics of these molecular systems.  

As will be seen the cysteine (C) amino acid links to 
SQDs (in the case of CdS) via the thiol link, the GGG 
sequences of glycine (G) amino acid, provide a spacer in the 
amino acid chain. At the same time the RGDS, RVDS, 
IKAV, and LDV sequences have selective bonding 
affinities to specialized transmembrane cellular structures 
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known as integrins of neurons and MDA-MB-435 cancer 
cells, respectively.  

Clearly, CGGGLDV and CGGGIKVAV functionalized 
CdS nanocrystals have potential applications in the study of 
cancer and the neuronal currents in neurons.       

In addition to investigating RGDS and RVDS binding 
properties, this study investigates the interaction between 
colloidal CdS nanocrystals and the CGGGIKVAV and 
CGGGLDV peptides by measuring absorption, 
photoluminescence and vibrational inelastic laser light 
scattering spectra for these SQD-peptide complexes.  

Particular emphasis is placed on determining the changes 
in the optical properties of the surface states as a result of 
being functionalized by the peptides. 

We found the roles that the quantum confinement and 
functionalizing in biomedical environments plays in altering 
and determining the electronic, optical, and vibrational 
properties of these nanostructures as well as demonstrated 
the effectiveness to use SQD as integrin sensitive biotags. 

These studies [1] emphasize the determination of the 
binding site rather than determination of how the interaction 
between the SQDs and the biological structure changes the 
electronic and optical properties of SQDs.  

Recent efforts to study the interaction between SQDs and 
biological structures have investigated the binding of 
peptide-functionalized colloidal SQDs to transmembrane 
proteins in the bilipid membranes of cells [2]. In this study 
SQDs are bound to CGGGRGDS peptide through the thiol 
link between the cysteine (C) amino acid and the SQD. 

II. EXPERIMENTAL PROCEDURES 

For our optical measurements the CdS SQDs were 
functionalized with peptides composed of the following 
amino acid chains: CGGGRGDS, CGGGRVDS, 
CGGIKVAV, and CGGGLDV.  

The investigated peptide-functionalized colloidal CdS 
nanocrystals were synthesized using techniques of colloidal 
chemistry [4].  

Specifically a 5mM solution of CdCl2 (36.6 mg of CdCl2 
in 40 mL of H2O) was titrated with mercaptoacetic acid 
until a pH of 2 was achieved. Concentrated NaOH was then 
added dropwise until a pH of 7 resulted.       

Upon mixing this solution with a 5mM solution of 
Na2S·9H2O, a yellow colloidal suspension of CdS was 
formed. The functionalization of the colloidal CdS SQDs 
with peptides was accomplished by introducing 5 mg of 
CGGGRGDS in 2 mL of CdS suspension, 3 mg of 
CGGGRVDS in 2 mL of the CdS suspension, 2.4 mg of 
CGGGIKVAV in 5 mL of the CdS suspension, and 1.8 mg 
of CGGGLDV in 5 mL of the colloidal CdS suspension. 

III. RESULTS AND DISCUSSIONS 

To determine whether the conjugation of peptides with 
semiconductor quantum dots has any effects on the optical 
properties, absorption spectra before and after attachment of 
peptides were measured. Based on these results, it appears 
that the attaching of peptide to the surface of the quantum 
dots does not affect the absorption properties of the dots 
significantly.  The absorption spectrum in all cases shows 
well resolved features corresponding to inter-band optical 
transitions between quantized electron and hole states and 
the detected peaks can be assigned to transitions with 
significant oscillator strength. The observed absorption 
spectra of CdSe-ZnS quantum dots before and after 
conjugation with GGGGLDV peptide show the band at 545 
nm is assigned to 1S(e)-1S3/2(h) transition, which is blue 
shifted with respect to bulk band gap of 1.751 eV.  

In the absorption spectra of the CdS nanocrystal 
suspension with and without peptides for the cases of 
CGGGIKVAV and CGGGLDV, respectively, we found that 
there is a strong absorption peak in each of these spectra at 
about 440 nm. The band gap of bulk CdS at 10K is 2.58 eV 
(480.6 nm) and the band gap increases to ~ 2.8 eV (439.9 
nm) for a CdS SQD dots as a result of the quantum 
confinement. By comparing the absorption edge with these 
scaling results, the diameter of the SQDs in the CdS 
suspension is estimated to be about 3 nm. 

Since the electronic transitions of the QDs are strongly 
size dependent, the inhomogeneous broadening of the optical 
transitions is mainly due to similar but not identical particles 
in the sample - size and shape distribution. The typical 
steady-state photoluminescence spectrum of the CdSe/ZnS 
QDs-GGGC complex obtained at the room temperature 
(Fig. 1) shows highly symmetric an exciton emission 
Gaussian (red) band centered at 604.16 nm with the 26.83 nm 
full width at the half maximum. From the fit parameters the 
size distribution is estimated to be around 2%.  

 

Fig.1. Room temperature photoluminescence spectrum of  CdSe-ZnS 
quantum dots functionalized  with  GGGC peptide. 
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Fig. 2 shows the inelastic laser light (532 nm) scattering 
spectrum of the CdSe-ZnS quantum dots functionalized 
with RGD peptide demonstrating typical Raman lines. 

Titanium is useful and a widely used material for 
biomedical applications in dentistry and restorative surgery 
due to his excellent mechanical properties. Titanium dioxide 
is not a direct bahdgap semiconductor and its 
nanocomposites also possess the biologically and 
chemically unique property of a light – inducible nucleic 
acid endonuclease, which could provide a new means of 
using a photon-excited transitions for gene therapy.  

The mechanism of peptide absorption on a surface of 
titanium dioxide is subject of ongoing studies. The surface 
of titanium dioxide quantum dots has a negative partial 
charge.  The negative charge developed in a titanium–oxide 
nanoparticles is assumed to be due to partially bonded 
oxygen atoms (titanium–O-) at the nanoparticle surface [6]. 
The neutral hydroxylgroup bonded at the nanoparticle 
surface (titanium–OH) also plays a very important role in 
the chemical equilibrium involving the positively and 
negatively charged nanoparticles and ions present in 
peptides can combine with the TiO2 quantum dots. 

Figure 3 demonstrates the typical inelastic laser light 
(532 nm) scattering spectrum of the TiO2 quantum dots 
(lines at 158, 461 and 625 cm-1) suspended in high-purity 
water to form stable colloids and then slow evaporated at a 
constant temperature. Note that water adsorption at titanium 
dioxide quantum dots surfaces is a crucial process in many 
applications of this material.  

We find that the spectrum is similar to that of the bulk 
anatase phase TiO2 crystal with an exception of the 
observed blueshift of the frequency and increase of 
linewidth of the phonon lines. The observed spectral 
changes as well as high intensity and still narrow lines 
indicate on formation of the long-range order and high 
crystallinity of the TiO2 nanocrystals. comparison to the 

bulk anatase and can be definitely prescribed to the Eg The 
most intense line at 158 cm-1 exhibited approximately 15 
cm-1 blueshift in optical phonon confinement of the anatase 
phase of the TiO2 quantum dots. The influence of the 
phonon confinement can be quantitatively estimated in 
terms of spatial correlation model [6]. This shows that the 
crystalline size of the TiO2 quantum dots is approximately 4 
nm. Theoretically calculated value of the confined phonon 
linewidth of 26 cm-1 is smaller then the measured one of 32 
cm-1 indicating to the contribution of the non-stoichiometry 
effect. We note that the additional contribution to the 
observed broadening of the confined phonon line can be 
caused by interfacial vibrations as well [7]. 

To examine the role of peptide selectivity in the binding 
of quantum-dot–peptide (QDP) complexes to cells, the 
binding of CGGGRGDS-functionalized and CGGGRVDS-
functionalized quantum dots to cancer cells the MDA-MB-
435 cell line has been used and examined by direct 
observation under a fluorescence microscope to determine 
the presence or absence of quantum dots bound to the cells.   

Figure 4 shows MDA-MB-435 cells as viewed with 
white light exposure.  The general features of the cells are 
clearly visible.  The image of this same group of 
CGGGRGDS-functionalized cells was then illuminated 
with 360-nm radiation and light was collected through a 
filter with a window in the 435-nm to 490-nm band.   

As seen in the associated image in Fig. 5, the 
CGGGRDGS-based SQD-peptide complexes are bound to 
the MDA-MB-435. The binding is indicated by the 
collection of radiation near the 440-nm emission line of the 
lowest state of the CdS quantum dots with diameters of 
approximately 3 nm.  On the other hand, similar images of 
cells exposed to CGGGRVDS-based QDP complex show 

 

Fig. 3. Inelastic light scattering spectra of the TiO2 nanocrystals suspended 
in high-purity water. The spectrum is obtained in a backscattering 

geometry using 532 nm excitation laser line. 

 
Fig. 2. Inelastic laser light (532 nm) scattering spectrum of CdSe-ZnS  

quantum dots functionalized  with RGD peptide. 
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no sign that the QDP bind to the cells.  These results 
demonstrate peptide selectivity in the binding of QDP 
complexes to MDA-MB-435 cells.  In addition, these 
finding demonstrate the utility of using peptides to link 
quantum dots the transmembrane proteins and to use 
quantum dots as integrin sensitive biotags. 

IV. CONCLUSIONS  

Our findings indicate that optical studies of 
semiconductor quantum dots in biological environments 
provide essential information on the interaction between 
quantum dots and their environments. We have identified 
amino acid sequences capable of interacting with 
biomaterials.  

These results have demonstrated the integrin-selective 
binding of CdS QDP complexes to integrins of MDA-MB-
435 cells. The demonstrated sensitivity of the optical 
spectra opens a new way to a wide range of studies of how 
integrated semiconductor quantum dots-biological 

structures acquire modified properties as a result of their 
mutual interactions.  
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Fig. 4. Image of MDA-MB-435 cells under illumination by white light. 

 

Fig. 5. Image of MDA-MB-435 cells functionalized with the 
CGGGRDGS-based SQD-peptide complexes. 
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Abstract — Determination of endocytotic ability of cancer 
cells could improve tumor treatment results. The aim of this 
study was to investigate morphological aspects of development 
in HeLa (Henrietta Lacks cervical cancer cells) microcells and 
to quantitatively estimate the endocytotic capability of these 
cells. 

The HeLa cell line was maintained at 37 C in DMEM 
medium 3-4 days. Cell samples were supravitally stained with 
different markers (acridine orange, water soluble CdSe/ZnS 
nanoparticles, Indian ink, carmine red). Cell photographs 
were taken using a Leica DM6000B microscope connected to a 
DFC 490 digital camera. Microscope images were analyzed 
and measured with an IPP 5.0 image analysis program. 
Geometrical and photometrical measurements were obtained 
in order to distinguish particular cell classes in HeLa cell line 
subpopulations. 

We found that different markers accumulate more in 
specific morphological states of cancer cells. An increased 
mean cell fluorescence intensity suggested greater endocytosis 
capability in early microcell development stages. We observed 
water soluble CdSe/ZnS nanoparticle accumulation and cell 
surface binding in all cell classes, but significant enhancement 
of fluorescence intensity was observed in microcells. Although 
we used different sizes of nanoparticles with different 
fluorescence emission spectra in our experiments, we acquired 
fluorescent emission spectra very similar to supravital staining 
with red and green nanoparticles, suggesting that nanoparticle 
spectral properties are determined by mutual binding with cell 
structures. 

All supravital staining methods (Indian ink, carmine red, 
acridine orange (AO), red and green CdSe/ZnS nanoparticles) 
allowed determination of different endocytotic capabilities in 
various HeLa cancer cell classes. Measured fluorescence 
intensities and degrees of endocytosis are highly correlated, 
allowing characterization of endocytosis ability of different 
cancer cell classes. 

Keywords — microcell, endocytosis, nanoparticles 

I. INTRODUCTION 

Previous studies [1; 2] have demostrated that cancer cells 
may undergo a process termed “sporosis” (figure 1) – a 
cancer cell‘s self-renewal process in which mother cells can 
give rise to several microcells (in less than one percent of 
cases). Microcells are characterized by a round or oval 
form, scanty cytoplasm and homogenously and intensively 

stained nuclei; they are metabolically very active and 
naturally resistant to anticancer agents. Microcells are 
transformed cells. They develop some stem cell-like 
properties (cell surface markers vimetin and CD68). 
Effective cancer stem cell marking in anti-cancer drug 
delivery could stop the development of cancer. Exploration 
of endocytosis in cancer cells could improve tumor 
treatment results. The aim of this study was to investigate 
HeLa (Henrietta Lacks cervical cancer cells) microcell 
development and to estimate the endocytotic capacity of 
these cells. 

II. METHODS 

The HeLa cell line was maintained at 37 C in DMEM 
medium for 3-4 days. Cancer cell samples were supravitally 
stained with different markers: acridine orange (AO) (30 
min.), Indian ink, carmine red and water soluble Cd/Se/ZnS 
Nanocrystalle nanoparticles (2 hours). Cells were fixed in 
acetone, dehydrated, clarificated and mounted in specific 
medium (Canada balsam or fluoromount). 

Microscopic photographs were taken using a DFC 490 
digital camera. Images were analyzed and measured with an 
IPP 5.0 image analyzing program. Geometrical and 
photometrical measurements were obtained in order to 
distinguish particular cell classes in HeLa cell line 
subpopulations. Data about cells` area, density and 
roundness were gathered. A confocal Leica TCS SP2 AOBS 
microscope was used to measure emission spectra. 

Fluorescence intensity was measured in the green color 
channel in samples stained with AO and water soluble 
nanoparticles. The degree of endocytosis was calculated in 

 
Fig. 1 – Cell classes in samples stained with red nanoparticles.  

1 – first microcell class; 2 – second microcell class;  
3 – third microcell class; 4 – matured cells; 5 – mother cells 
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all samples (stained with one dye) and gained using the 
formula: 

IgIr
IgIrEC   (1) 

Where: EC – endocytosis capability; Ir – fluorescence 
intensity in red channel; Ig – fluorescence intensity in green 
channel. 

Sample staining with AO. The HeLa cell population 
was divided into five classes. The first class of microcell 
development (figure 1.A) – small roundish or oval, light red 
cells in mother cells; second microcell class (figure 1.B)  – 
small roundish cells, in which orange cytoplasm and a 
bright yellow nucleus can be distinguished; third microcell 
class (figure 1.C) – small cells with nucleus and cytoplasm, 
segregated from mother cells; fourth class – matured cell 
(figure 2.) – spindle like cells with green, stained cytoplasm, 
many nucleoli in nucleus; fifth class – mother cells – cells 
where microcell development could begin. 

Sample staining with nanoparticles. The HeLa cell 
population stained with green (figure 3) and red 
nanoparticles (figure 4) was also divided in 5 cell classes. In 
these pictures cell classes differed with fluorescence 
intensity (higher for microcells) and in size (microcells are 
smaller). 

III. RESULTS 

A. Emission spectra measurements 

Although red and green nanoparticles have different 
spectral ranges (as shown by the manufacturer – maximum 
of emission at 545 nm for green and 635nm for red 
nanoparticles – see figure 7), emission spectra in HeLa 
cancer cells measured in our laboratory does not show great 
differences in wavelength at spectra maximum between red 
and green nanoparticles (figure 5,6). 

Microcells (stained with green nanoparticles), in 
comparison to mature cells, have a small displacement to 
longer wave length (figure 5.). This could be explained by 
nanoparticle interaction. Microcells show higher mean 
fluorescence intensity than mature cells (figure 6.). 

 
Fig.2 – Microcell classes in samples stained with AO 

 
Fig. 3 – Fourth class – matured spindle like cells in samples  

supravitally stained with AO 

 
Fig. 4 – Cell classes in samples supravitally stained with green 

nanoparticles. 1 – first microcell class; 2 – second microcell class;  
3 – third microcell class; 4 – matured cells; 5 – mother cells; 

 
Fig. 5 – The 1st phase of microcellular development, accumulation  

of carmine red. 1- cytoplasm; 2 – nucleus; (obj. 40x) 

 
Fig. 6 – The 2nd phase of microcellular development, accumulation  

of carmine red. 1 – cytoplasm; 2 – nucleus; 3 –cell's necrotic detritus.  
(obj. 40x) 

 
Fig. 7 – The 1st phase of microcellular development. 1 – first microcell 

class; 2 – residues of mother cell; 3 – matured cell 
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B. Supravital staining 

Staining with carmine red. The ability of cancer cells to 
perform active phagocytosis is proved by sample staining 
with carmine red. In supravital staining microcells become 
clearly visible (fig.8,9). In background cells necrotic 
detritus can be seen (fig.9).  

Supravital staining with Indian ink also marks 
microcells. At first Indian ink accumulates in the 
microcell`s nucleus (fig.10), but later it forms a thin layer 
around the cytoplasm (fig.11). 

 
Fig. 8 – The 2nd phase of microcellular development. 1 – Indian ink layer 

inside cytoplasm; 2 – microcell`s nucleus; 3 – mother cell  

 
Fig. 9 – Emission spectra of green nanoparticles in HeLa cells 

 
Fig. 10 – Emission spectra of red nanoparticles in HeLa cells 

 
Fig. 11 – Emission spectra of nanoparticles of different sizes 

in water solution 

C. Fluorescence intensity 

We measured fluorescence intensity in the first three 
classes of microcells in samples stained with AO (fig. 12). 
Mean fluorescence intensity shows statistically significant 
difference in microcells and mature cells, according to 
Student’s two-tailed t-test (p<0.001), but the difference 
between the first and second microcell classes is not 
statistically significant (p=0.43). 

In samples stained with green nanoparticles the highest 
mean fluorescence intensity is in the 2-nd microcell class 
(Fig. 13). The difference of mean fluorescence intensity in 
all microcell classes is statistically significant compared to 
mature cells (p<0.0001), but there are no differences 
between 1st and 2nd classes (p=0.21). The third class 
population is very small, which can be explained by cell 
loss due to their poor ability to attach to cover slips. Cells of 
the 3rd class are mostly suspended in medium. In some 
cases 3rd class cells can be seen above the cell monolayer. 

 
Fig. 12 – Fluorescence intensity staining with acridine orange 

 
Fig. 13 – Fluorescence intensity staining with green nanoparticles 
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In supravital staining with red nanoparticles (Fig. 14.) 
statistically significant differences in fluorescence intensity 
can be observed in all microcell classes compared to mature 
cells (p<0.0001) and between 1st and 3rd classes (p=0.018). 
Maximal mean fluorescence intensity is in the 3rd class 
(191±29.84) and the minimal intensity (31.91±9.42) is in 
mature cells. In general, fluorescence intensity has similar 
changes as samples stained with green nanoparticles. 

From our data, the influence of size difference between 
red and green nanoparticles on the endocytosis process is 
small. 

D. Endocytosis degree 

The degree of endocytosis is a parameter which is not 
dependent on fluorescence intensity, but is dependent on 
fluorescence emission spectra and on the concentration of 
AO in the cell. In this way, degree of endocytosis becomes 
cell class characterizing value. As a cell becomes more red, 
this number increases. 

Acquired degree of endocytosis (table 1.) in all classes is 
highest in 1st microcell class (0.23±0.12) but lowest in 3rd 
class (0.12±0.05). A greater endocytosis degree in 1st class 
cells is suggested by the explicit red color and therefore 
increased accumulation of AO. This endocytosis 
mechanism could be developed for accelerated substance 
uptake, which is necessary for young cell growth. A smaller 
degree of endocytosis in the third microcell class indicates 
lowered microcell endocytosis ability after separation from 
the mother cell. 

There are statistically significant ED differences in all 
three microcell classes (p<0.001) and between all microcell 
class compared to matured cells (p<0.001). 

Table 1  Endocytosis degree value in cells stained with acridine orange

Cell classes Endocyto
sis degree 

(whole cell) 

Endocyto
sis degree 
(nucleus) 

Endocyto
sis degree 

(cytoplasm) 
1st microcell class 0.23±0.12   
2nd microcell class 0.13±0.08 0.11±0.09 0.14±0.09 
3rd microcell class 0.09±0.04 0.07±0.06 0.10±0.04 
mature cells * 0.12±0.05 0.14±0.06 0.11±0.05 

* - statistically significant differences 

Degree of endocytosis cannot be determined in HeLa 
cells stained with red or green nanoparticles because all 
sample staining is a uniform green color. 

IV. CONCLUSIONS 

All used supravital staining methods (acridine orange, 
red and green CdSe/ZnS nanoparticles, Indian ink, carmine 
red) allow the determination of differences in endocytosis 
ability in various HeLa cancer cell classes. 

Measured mean fluorescence intensity and endocytosis 
degree are significant for characterizing the endocytosis 
ability of different cancer cell classes. Fluorescence 
intensity measurements can be used in samples stained with 
AO and nanoparticles, but endocytosis degree can be used 
only in samples stained with AO. 

Different markers accumulate more in specific 
morphological states of cancer cells called microcells. High 
mean fluorescence intensity indicates more intense staining 
and higher endocytosis capability in early microcell 
development stages. Highest endocytosis degree and mean 
fluorescence intensity parameter is the greatest in early 
developmental microcells and the least for mature cells 
(p<0.01). 

Although it is known that different sizes of nanoparticles 
have different fluorescence emission spectra, in our 
experiments red and green nanoparticles emission spectra 
become similar after supravital staining with water soluble 
CdSe/ZnS, suggesting that nanoparticle spectral properties 
are determined by mutual binding with cell structures. 
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Abstract — Human cells are the eukaryotic ones. Simulation 
of wide-spectrum electromagnetic radiation influence on eu-
karyotic cells was performed with yeast which is usually used 
now in molecular biological and medical biological investiga-
tions as the ideal model of eukaryotic system. The aim of the 
research was to observe possible induced alterations of the cell 
morphology. Atomic force microscopy (AFM) and electron 
scanning microscopy (ESM) have been applied to image the 
surface of cells exposed to electromagnetic radiation. 

Electromagnetic radiation was provided in a reactor tank 
due to high-voltage electrical discharge in water (HVD) [1]. 
The total accumulated discharge energy (E) density per cell 
solution volume was varied. 

AFM images were obtained for the free cells placed on a 
polycrystalline corundum (polycor) substrate. Ten specimens 
fields contained around 100 cells each were explored.  

HVD applied to the cells altered their surface morphology. 
Particularly, the surface became corrugated at E<50 J/ml. 
However higher levels of energy (>50 J/ml) could destroy part 
of the cells.  

Microbiological experiments evidenced that yeast cells sur-
vived after treatment showed higher rate of the proliferation in 
the fresh nutrient medium comparing it with control cells 
which were not subjected to HVD treatment. Besides that new 
population of yeast which was received in our experiments 
using as the inoculum cells survived after HVD treatment were 
more resistant to another stress – dehydration-rehydration.    

The reached results demonstrate that HVD could be applied 
to enhance proliferation rate of the culture as well as for the 
obtaining of more resistant population.  

Keywords — Atomic force microscope, high-voltage electri-
cal discharge, electromagnetic radiation, surface morphology, 
yeast cells. 

I. INTRODUCTION  

Influence of wide-spectrum electromagnetic radiation on 
eukaryotic cells had recently become a subject of particular 
interest, since a human being, whose cells are the eukaryotic 
ones, might be exposed to combined types of radiation in 
various spheres of activity. Modern technologies allow 
simulation of wide-spectrum radiation in laboratory envi-

ronment thereby providing a possibility to perform studies 
of its influence on cells.  

In this study we have investigated the wide-spectrum 
electromagnetic radiation influence on a yeast cell, as in 
molecular and medical biology it is considered to be an 
ideal model of eukaryotic system. The wide-spectrum radia-
tion was simulated on an HVD device.  

Resulting alterations caused in surface morphology of 
specimens can be examined in various ways. In our study 
we have chosen AFM as a major investigation method, 
considering it to be a powerful and prospective tool, and, in 
addition, ESM. To achieve more information about the 
physiologic effect of HVD treatment on cells we also per-
formed microbiological tests.  

II. MATERIALS AND METHODS 

A. Preparation of yeast cells’ samples 

Water suspension of yeast cells was filled into the reactor 
tank of an HVD device. A control sample of the suspension 
was taken before an each experiment session. After apply-
ing the HVD on the suspension, a sample of treated cells 
was taken. 

In order to prepare specimens for AFM measurements a 
drop of yeast suspension from each sample was applied on a 
separate polycor substrate and dried in air for 1 hour. In 
between AFM measurement sessions such samples prepared 
on polycor were stored in plates in a refrigerator. No addi-
tional methods of cells’ immobilization were used to pre-
pare the specimens for AFM measurements. 

Additionally there were also prepared samples of suspen-
sions for ESM measurements. 

B. HVD treatment 

A home-built HVD device was used to treat yeast cells 
with electromagnetic radiation. The treatment was applied 
on the cells inside the reactor tank of the device in water 
environment. A total accumulated discharge energy density 
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per volume of the suspension (E1) and per volume of the 
reactor tank (E) were diversified. In order to achieve that, a 
volume of the reactor tank (V), a filled volume of the reac-
tor tank (V1), a number of discharges (N), voltage per dis-
charge (U) and capacitance per discharge (C) were varied. 
The resulting applied E and E1 are summarized in Table 1. 

C. Atomic force microscopy 

Imaging of the cells was performed using AFM (Solver 
P47–PRO, NT–MDT) in semi-contact mode. Standard sili-
con probes for contact mode, type CSG10, with a typical 
spring constant of cantilevers of 0.1 N/m were used. We 
have chosen contact-type cantilevers due to their small 
spring constant that diminishes a risk to damage the cells 
when performing the surface scanning [2]. 

All measurements were carried out in air on dried speci-
mens. Surface topography measurements were performed in 
several regions of each sample, imaging areas of various 
sizes from 5x5 up to 50x50 m in order to obtain an image 
either of a single cell or of a group of cells. To get more 
detailed information about the surface of samples we addi-
tionally registered changes in cantilever oscillation magni-
tude over the scanned area.  

D. Electron scanning microscopy 

In this study ESM was used only as an additional imag-
ing tool in order to compare with the results achieved by 
AFM, as preparation of samples for ESM itself induces 
changes in the cells under investigation. Samples for ESM 
were prepared in a routine procedure. Comparing to AFM 
there were obtained images of larger areas – starting from 
10x8 and up to 200x150 m. 

III. RESULTS 

Obtained AFM mages of samples exposed to HVD were 
qualitatively compared to the corresponding control samples 
and, additionally, to ESM images. An AFM image of con-
trol sample is shown in Figure 1. 

It was noted that relatively small energy densities (fewer 
than 50 J/ml) induced alterations in the surface morphology 
of yeast cells causing their corrugation comparing to the 
control sample, which shows smooth surface of the cells 
(see Figure 2). 

Increasing the energy level over 50 J/ml partly destroyed 
the cells, as it is shown in Figure 3. It was not marked 
clearly on AFM images that increase in E1 at fixed E (see 
Table 1) would induce more damage to the cells, however 
microbiological tests evidenced that larger E1 induced 
overall slightly higher percentage of killed cells in the sam-
ple (from 6% of killed cells up to 10%).  

  

Fig. 1 AFM image of control yeast sample, image size 10x10 m  

 

Fig. 2 AFM image of yeast cells treated with HVD, image size 12x12 m, 
E = 10 J/ml, E1 = 10 J/ml 

Table 1 HVD energy densities 

E, J/ml E1, J/ml 
0 (control) 0 (control) 
1 1 
10 10 
50 50 
50 75 
50 83 
100 100 
100 149 
100 167 
150 224 
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Fig. 3 AFM image of yeast cells treated with HVD, image size 15x15 m, 
E = 50 J/ml, E1 = 83 J/ml  

 

Fig. 4 AFM image of yeast cells treated with HVD, image size 12x12 m, 
E = 150 J/ml, E1 = 224 J/ml 

 

Fig. 5 AFM image of yeast cells treated with HVD, image size 50x50 m, 
E = 100 J/ml, E1 = 149 J/ml 

 

Fig. 6 ESM image of yeast cells treated with HVD, 1 cm = 5 m,  
E = 150 J/ml, E1 = 224 J/ml 

Applying even larger E values increased the damage 
caused to the cells (Figure 4) and destroyed more cells in 
the sample, which can be seen if observing a larger scan 
area, as shown in Figure 5. A sample of ESM image show-
ing major destruction caused to yeast cells by the highest 
applied energy density can be seen on Figure 6.  

As in previous case with E up to 50 J/ml, also in case of 
applying HVD with higher energy densities, increase in E1 
at constant E (Table 1) did not result in changes visualized 
by AFM, but microbiological tests showed an increase in 
percentage of killed cells (from around 10% up to 20%).   

Further microbiological experiments with the yeast cells 
survived after being exposed to HVD evidenced that those 
cells showed a higher rate of proliferation in the fresh nutri-
ent medium if compared to the control cells.  

The new population of cells received using as the inocu-
lum yeast cells survived after the exposure to HVD was also 
more resistant to another stress dehydration-rehydration. 

IV. DISCUSSION 

The main objective of this work was to study possible  
alterations in the surface morphology of eukaryotic cells  
that might be induced by wide-spectrum electromagnetic 
radiation. 

It was shown that HVD of smaller energy densities 
causes corrugation of cells` surface. Increasing the energy 
density induces partly destruction of the cells. That might be 
explained by a dramatic mechanical impact that yeast cells 
undergo in the reactor tank. 

Qualitative analysis of the obtained images did not mark 
significant differences in the specimens exposed to varied 
E1 at constant E, however microbiological tests evidence 
larger percentage of killed cells in case of increasing E1 at 
constant E. It is a matter of further investigation. Using 
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AFM in such studies can be extended from only qualitative 
to quantitative evaluation of alterations induced in cells, if 
an appropriate calibration of the measuring tool is per-
formed [3]. 

The higher rate of proliferation showed by the yeast cells 
survived after the HVD treatment comparing to the prolif-
eration rate showed by the control group might be explained 
by assumption that HVD treatment kills weaker cells first, 
leaving only the strongest in the population, whilst the con-
trol group consists of all types of cells. This assumption 
might also explain another result of microbiological ex-
periments – new population of cells received from the sur-
vived yeasts is more resistant comparing to the control 
population. 

V. CONCLUSIONS  

Our study has evidenced that HVD treatment influences 
yeast cells inducing alterations in their surface morphology 
and in more severe treatment conditions partly destroying 
the specimens. 

Microbiological tests performed within this study show 
that HVD treatment might be applied on cells in order to 
enhance the proliferation rate of the culture and to get a 
more resistant population. 

AFM measurements proved to be a useful tool for quali-
tative evaluation of alterations induced in the surface mor-
phology of the specimens, as they are easily performed and 
does not require a sophisticate sample preparation.  
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Abstract — Electroporation mostly refers to the technique of 
permeabilizing cell membranes by applying short and intense 
electric pulses across a cell, such that the barrier function of 
the membrane is temporally disturbed. This allows various 
molecules, including plasmid DNA to pass across the 
membrane and induce their biological effects. The mechanism 
of the translocation of plasmid DNA through the 
permeabilized membrane is different from simple diffusion 
and remains poorly understood. In this in vitro study we used 
two types of pulses, high voltage, short duration (HV) and low 
voltage short duration (LV) pulses to evaluate cell 
electrotransfection efficiency in dependence of cell 
permeabilization (HV pulse) and DNA electrophoresis (LV 
pulse). Our results showed that DNA electrotransfer was 
mainly dependent on perneabilizing HV pulse. Differently 
from in vivo studies, this study showed that contribution of LV 
pulse to DNA electrotransfer is negligible. 

Keywords — electroporation, electropermeabilization, gene 
electrotransfer, gene therapy. 

I. INTRODUCTION  

Viral vectors are considered to be the most efficient 
method for gene transfer. However, the use of these vectors 
is compromised because delivery of the viral vectors is 
associated with host inflammatory and immune responses. 
As a good alternative to viral vectors, nonviral methods can 
be used. Although in comparison to viral vectors, nonviral 
methods are currently less effective, new developments 
allow one to believe in the future of these methods. 
Basically nonviral methods can be divided into chemical or 
physical. Among physical methods most widespread is 
electroporation, a method based on the application of 
electric field pulses to cells. In comparison to viral and 
chemical vectors, DNA electrotransfer has proved as 
simple, cheap, non-toxic and safe method for transfer of 
foreign genes into cells and tissues. Indeed, so far the 
method has been applied to transfer plasmid DNA to 
various types of the cells and various tissues [3]. The 
transfer of the method into clinical trials is basically 
restricted by insufficient transfection efficiency. Various 
groups around the World are working to optimise the 
method. Despite a good progress is achieved the final 
optimisation is difficult since the mechanisms of gene 

electrotransfer are still largely unknown. It is widely 
accepted that DNA transfer into the cells is possible only if 
cell permeabilization is achieved. However how DNA 
interacts with permeabilized membrane and what is the role 
of the DNA electrophoresis that takes place during delivery 
of the pulses is not well described [4, 5]. The hypothesis 
that efficiency of DNA electrotransfer is dependent on DNA 
electrophoresis originated from observations that longer 
pulses generally are more efficient [6]. Indeed, optimal 
conditions for DNA electrotransfer in murine muscles in 
vivo have been achieved using long 20 ms pulses [2]. To 
further characterise contribution of cell permeabilization 
and DNA electrophoresis two types of pulses, high voltage, 
short duration (HV) and low voltage short duration (LV) 
can be used [4, 7]. The experiment in vivo suggested that 
once cell permeabilization is achieved by HV pulse, DNA 
electrotransfer efficiency further depends of the 
electrophoretic LV pulse [1].  

Taking in account these results in a preset work we 
decided to understand what role takes short duration, high 
voltage (HV) and longer duration, low voltage (LV) pulses 
in electrotransfection in vitro. 

II. MATERIALS AND METHODS 

A. Cell culture. 

Chinese hamster ovary (CHO) cells were used. They 
were grown at 37°C and 5% CO2 incubator. Cells were 
grown in DMEM medium with 10% fetal bovine serum, 1% 
L - glutamine, 1% 100 U/ml Streptomycin penicillin 
solutions. 

B. Application of electrical pulses to the cells.  

HV and LV electric pulses were generated by custom 
made electroporator. This electroporator generates 1-9 
square-wave electric pulses r ranging from amplitude 0 to 
1200 V in amplitude, 10µs - 2s in duration, and 0.5 - 100 Hz 
in frequency. The electrical parameters of the pulses during 
the experiments were controlled by digital oscilloscope. 
Electroporation chamber was build by using 2 parallel 
stainless steel plate electrodes (20 mm lenth, 8 mm width) 
2mm apart.  
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For electroporation cells were washed and resuspended 
in a pulsing medium (10mM phosphate, 250 mM sucrose, 
1mM  MgCl2 ). 45 µl of cell suspension and 5µl GFP (green 
fluorescent protein) plasmid were placed between the 
electrodes, voltage pulses were then applied.  After 10 
minutes of the incubation cells were plated in Petri dishes 
with 2 ml DMEM and incubated at 37°C for 24 h. 

DNA electrotransfer efficiency was determined by 
evaluating the total and fluorescent number of the cells 
under fluorescence microscope. At each experiment 
conditions 6 photos have been taken. The cells were 
counted using Image tools program. 

For cell viability evaluation 45 µl of cell suspension and 
5µl of NaCl (solution of sodium chloride) were placed 
between the electrodes and treated with defined electric 
pulses. For electroporation evaluation 45 µl of cell 
suspension and 5µl of BLM (20nM) were placed between 
the electrodes, voltage pulses were then applied. After 10 
minutes the cell suspension was diluted. About 200 cells 
were plated in 35 mm diameter Petri dishes with 2 ml 
DMEM and incubated at 37°C for 6 days. Six days later 
cells were fixed with 96% ethanol and engrained with gram 
violet crystal dyes. Comprised cells colonies were counted 
with binocular.  

III. RESULTS 

The initial experiments were carried out to evaluate 
optimal HV (high voltage) pulse parameters that 
permeabilise nearly 100% of the CHO cells maintaining 
highest rate of viable cells. Permeabilization of the cells was 
detected by using nonpermeant cytotoxic drug bleomycin 
(20nM). The bleomycin has been proven to be a good 
permeabilization marker [8]. Indeed, bleomycin at 20 nm 
concentration has no effect on intact cells (data not shown), 
however kills those cells that undergone cell 
electroporation. 

As we tried to limit DNA electrophoresis we have used 
one short 100 s duration pulse. The results showed that 
optimal conditions for CHO cell permeabilization were 
obtained at 1200 and 1400 V/cm (Fig. 1.). At 1200V/cm 
88% of the cell were permeabilized, while 3% were killed., 
Therefore further experiment were performed with one 100 

s duration and 1200 V/cm intensity HV pulse. 
Similar experiment was performed to find out LV pulse 

parameters. We set up LV pulse duration to 100 ms and 
increased the voltage to the level that LV pulses just started 
to permeabilize the cells (Fig. 2).  

Preliminary results showed that LV pulse up to 100 V/cm 
of pulse strength does not induce CHO cell 
permeabilization. At this voltage 100% of the cells 

remained viable (Fig. 2). Further increase of the pulse 
strength resulted in net increase of the number of 
permeabilized cells At LV pulse strength of 300 V/cm 34% 
of the cells were permeabilized while 32% were killed 
(Fig. 2).  As we aimed to find out LV pulse conditions that 
do not permeabilize the cells, further experiment using HV 
and LV pulse combinations was performed at fixed 100 
V/cm LV pulse strength. 

In order to understand what is the role of HV pulse to the 
efficiency of DNA electrotranfer we used different number 
of HV pulses (1200 V/cm, 100 µs). Electrotransfer 
experiments were performed using GFP plasmid. No 
transfected cells were detected in the absence of electric 
field (Fig.3).  At one HV pulse 20 % of the cells were 
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Fig. 1. Electropermeabilization and viability of CHO cells using one 100 

s duration HV pulse in dependence of pulse strength 
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Fig. 2. Electropermeabilization and viability of CHO cells using one 100 

ms duration LV pulse in dependence of pulse strength 
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transfected. Further increase in HV pulse number resulted in 
increase of the number of transfected cells.  

Highest rate of transfected cells was obtained when 6 or 
8 HV pulses were used. The transfection efficiency at these 
pulse conditions were 51% and 57% respectively. Although 
some cells at these conditions were killed, viability of the 
cells remained high and was 85% and 80% respectively. 
Using 10 HV pulses resulted in slight decrease of the 
number of transfected cells. However the number of viable 
cells at these conditions decreased to 40% (Fig. 3). 

Efficient DNA electrotransfer in vivo can be achieved 
with combinations of HV and LV pulses. To evaluate the 
role of LV pulse for DNA electrotransfer efficiency we used 

various HV and LV pulse combinations. First we have tried 
to evaluate DNA electrotransfer efficiency in dependence of 
LV pulse duration. We used HV at previously determined 
conditions - pulse strength of 1200 V/cm and pulse duration 
of 100µs. The strength of LV pulse was fixed to 100 V/cm 
(Fig.4).  

At LV pulse duration of 10 ms a moderate number of 
transfected cells were obtained. However the number of the 
cells in this HV+LV pulse combination was very similar to 
the DNA electrotransfer efficiency obtained by HV pulse 
alone and was about 20% (Fig. 3). Interestingly, increase of 
LV pulse duration did not enhance efficiency of DNA 
electrotransfer (Fig.4). 

We also determined DNA electrotransfer efficiency using 
HV and LV pulse combinations in dependence of the 
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Fig. 3. Electrotransfection efficiency after applying various number of HV 

(1200 V/cm, 100 µs) pulses 
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Fig. 4. Electrotransfection efficiency using combination of 1HV  
(1200 V/cm, 100 µs) and 1LV (100 V/cm) pulses in dependence  

of LV pulse duration. 

1HV+xLV100ms
Control 1 2 4 6 8 10

N
um

be
r 

of
 c

el
ls

,%
N

um
be

r 
of

 tr
an

sf
ec

te
d 

ce
lls

,%

0

20

40

60

80

100

120
Number of cells
Number of transfected cells

 
Fig. 5. Electrotransfection efficiency using combination of 1HV 

(1200V/cm, 100µs duration) and various 1LV pulses (100V/cm, 100ms 
duration) in dependence of LV pulse number  
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Fig. 6. Electrotransfection efficiency using combination of1HV 
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number of LV pulses. Two LV pulse durations, 20 and 100 
ms were tested (Figs 5 and 6).  

The results showed that combination of 1HV (1200 
V/cm, 100 µs duration) pulse with different number of LV 
(100 V/cm, 20 and 100 ms duration) pulses did not increase 
of DNA electrotransfer efficiency. This was valid for both 
LV pulse durations tested (Figs. 5 and 6). Although 
comparing DNA electrotransfer efficiency obtained with 20 
and 100 ms pulse duration one can see higher number of 
transfected cells at 100 ms LV pulse duration, no 
dependence on pulse duration was obtained (Fig. 4). 

IV. DISCUSSION 

In this study we setup our experiments to evaluate the 
roles of high-voltage, short-duration (HV) and low-voltage, 
long duration (LV) pulses for efficient DNA electrotransfer 
into cells in vitro. Consistently with others and our previous 
in vitro and in vivo results, this study confirmed that DNA 
electrotransfer is possible only if cell permeabilization is 
achieved [4, 6, 2, 7]. Cell treatment with only one LV pulse 
(100 V/cm pulse strength, 100 ms pulse duration), that do 
not permeabilize cells had no effect for DNA electrotransfer 
(data not shown). Contribution of LV pulse on overall DNA 
electrotransfer efficacy we tested by applying LV pulse 1 s 
following HV pulse. In in vivo study such type of 
experiments revealed that once cell is electropermeabilized, 
DNA electrotransfer efficacy is governed by the parameters 
of LV pulse [1]. To further characterize how LV pulses 
facilitate DNA electrotransfer across the permeabilized 
membrane we setup this in vitro study. Contrary to in vivo 
studies, this work revealed that contribution of the LV 
pulses is negligible. Indeed, neither increase in LV pulse 
number, nor increase in LV pulse duration increased 
efficacy of DNA electrotransfer (Figs. 4-6). Although, 
various combinations of HV and LV pulses resulted in 
slightly variable electrotransfer efficacy, it did not differ 
significantly from the efficacy achieved with only HV 
pulse. How it happens that LV pulse in vivo facilitates DNA 
electrotransfer, but has no effect when applied to cell in 
suspension remains unclear. One possible explanation is 
possible taking into account cell stability differences when 
cells are arranged in tissue in vivo or in suspension in vitro. 

Indeed, applying LV pulse following permeabilizing HV 
pulse, electrophoretic forces the LV pulse target same cell 
membrane sites as HV pulse. This allows one to assume that 
electrophoretic forces of LV pulse bring DNA to 
permeabilized sites of the membrane where translocation of 
the DNA across the membrane happens. In addition, 
electophoretic forces directed to permeabilized sites of the 
membrane can itself facilitate translocation of the DNA into 
the cell. In in vitro case, cells are in suspension and can 
move freely. Therefore membrane sites facing the 
electrodes are constantly changing. So it is possible that 
after HV pulse cells orientation has changed and LV pulse 
targeted other place of the membrane, without induction of 
DNA electrophoresis and facilitated translocation of the 
DNA through the membrane. In the forthcoming 
experiments we are going to test this hypothesis by testing 
the roles of HV and LV pulses on cells grown in monolayer, 
were the cells are restricted form any rapid movements.  
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Abstract — Electrical oscillations of the yeast cell membrane 
in the frequency range 0.4-1.6 kHz were measured. Synchro-
nized cells in the M-phase generate greater power than the non-
synchronized cells. The results correspond to Pohl’s dielectro-
phoretic measurements and support Fröhlich’s hypothesis of 
endogenous electromagnetic fields in living cells.  

Keywords — bioelectromagnetism, microtubules, yeast cells, 
electric field 

I. INTRODUCTION  

Biological systems generate electromagnetic field above 
thermal level. It was detected in the optical [1], infrared [2] 
and MHz [3, 4] bands of the spectrum. Estimated generation 
mechanism varies in dependence on the frequency of the 
field. Nanomechanical vibrations of the yeast cell membrane 
of the order of magnitude of 1 nm were detected in the region 
of 0.5 – 2 kHz by Atomic Force Microscope (AFM) [5]. The 
authors estimate the origin of these nanomechanical vibra-
tions in the coordinated action of many proteins working in a 
concerted and cooperative manner and relate them to the 
metabolic activity of the cell. Levin et al. [6] observed nano-
scale oscillations (at low frequencies of 0.2 – 30 Hz) of hu-
man erythrocytes membrane with point dark field micros-
copy and linked them to MgATP-dependent dynamic assem-
bly of the sub-membrane skeleton. Spatial and time coherent 
properties of the erythrocyte membrane motions were de-
scribed from the results of ms time and nm spatial resolution 
measurements with diffraction phase microscopy [7]. 

Fröhlich postulated electrical polar vibrations in biologi-
cal systems giving rise to endogenous biological electro-
magnetic field [8-11]. The coherent vibrations are excited in 
systems with nonlinear coupling between elastic and polari-
zation fields excited by metabolic energy supply. 

The majority of proteins are electrically polar, for instace 
tubulin heterodimers. The static electric field is effectively 
screened by mobile ions under physiological conditions in a 
distance of a few nm. However, recently it was found that 
the strong electric field around the mitochondrial membrane 
may extend up to few m into cytosol [12] and the authors 
conclude that cytosol cannot be considered to be a simple 
ionic solution but more likely a heterogeneous hydrogel. 

Microtubules, a part of the cytoskeleton [13], are highly 
polar, deformable and dynamic structures. They resemble 
hollow tubes with inner and outer diameter of 17 nm and of 25 
nm, respectively (Fig. 1a). Microtubule consists of 13 (or 14) 
protofilaments. The building subunits are tubulin het-
erodimers composed of -tubulin and -tubulin (Fig. 1b). 
Heterodimers have high electrical dipole moment of over 
1000 Debye (10-26 Cm) and are responsible for the high elec-
trical polarity of microtubules. In the interphase, micro-
tubules are radially organized with their minus ends embed-
ded in a centrosome, which is located in the center of the cell 
near the cell nucleus. There are approximately 400 micro-
tubules in a cell, depending on the organism and the cell type. 
In the interphase, microtubules can exist as dynamically sta-
ble with a turnover rate of about 18 hrs or dynamically unsta-
ble with a turnover rate of 5-10 mins. The unstable micro-
tubules undergo dynamic growth (polymerization) and 
shrinkage (depolymerization), so-called “dynamic instabil-
ity” (Fig. 1c.). In the M phase microtubules are subject to 
treadmilling, i.e. polymerize at the plus end and depolymerize 
at the minus end (chemical plus and minus). 

 
Fig. 1a. Cross section of a microtubule 

 

Fig. 1b. Structural subunits of microtubules: protofilaments composed of 
tubulin heterodimers 

 

Fig. 1c.Detail of the plus end of a micrvotubule undergoing dynamic instability 
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Excitation of mechanical vibrations in microtubules 
(which are electrically polar) can give rise to electrical os-
cillations. Mechanical vibrations may be excited by: 

 release of energy stored in a microtubule by hy-
drolysis of guanosine triphosphate (GTP) to 
guanosine diphosphate (GDP) [14] 

 microtubule motor proteins (dyneins and kinesins) 
“crawling” along the microtubule [5, 15] 

 wasted energy in the form of heat released from 
mitochondria during the production of ATP by 
oxidative phosphorilation in the citric acid cycle 

Energy supply is a necessary condition for existence of 
the vibration states in the cytoskeleton. Extraordinary prop-
erties of microtubules (high shear deformability), layers of 
structured interstitial water in cytoplasm and high static 
electric fields created by surrounding mitochondria may 
participate in forming nonlinear conditions which comply 
with the Fröhlich’s requirements for coherent vibrations. 

In this paper, we present a direct experimental proof of 
existence of yeast cell electrical activity in kHz region. 

II. MATERIALS & METHODS 

A. Yeast cells 

Cold sensitive -tubulin mutant tub2-401 of yeast cells 
Saccharomyces cerevisiae (strain CUY67 Mata tub2-401 
ura3-52 ade2-101) was used. Evolution of the cells in the 
cell cycle can be synchronized by cultivation at the restric-
tive temperature (14ºC) when the microtubules cannot be 
formed. The mutant cells at the restrictive temperature con-
tinue in their pathway along the cell cycle up to the point 
before entering the M phase, which processes depend on the 
microtubules. Thus after certain time period all the mutant 
cells are stopped at the same point of the cell cycle. When 
the temperature is increased to the permissive temperature 
(  25 ºC) microtubules are reassembled and the mitotic 
spindle is formed. Therefore, start of the M phase in the 
cells cultivated under the restrictive temperature is triggered 
by the temperature increase above 25 ºC. Thus the cells are 
synchronized. Evolution of the M phase after the warm-up 
above the permissive temperature is described in detail in [4].  

We measured synchronized and non-synchronized cells 
in suspension. The cells were suspended in the aqueous 
sucrose solution. After warming to the permissive tempera-
ture, the cells synchronously enter the M-phase. 

B. Measurement system 

A schematic diagram of the measurement system is 
shown in the Fig. 2. 

 

Fig. 2. Schematic depiction of the measurement system used 

 

Fig. 3. Dimensions of the sensor used 

The crucial parts are the sensor and the preamplifiers 
(Fig. 3), which are located in the temperature stabilized and 
triple shielded box (electrically and magnetically by 
mumetal box). The effectiveness of the screening was veri-
fied in [4]. The batteries for the power supply of the ampli-
fier are located inside the screened box, too. At the bottom 
of a small cuvette there is an evaporated Pt layer forming 
one electrode. Detecting wire electrode cut at an angle to 
obtain a point end (about 50 nm) is at a distance of 8 m 
above the bottom of the cuvette. Dimension of 8 m corre-
sponds approximately to the diameter of a yeast cell. After 
sedimentation cells form a double layer at the bottom of the 
cuvette. Signal from the sensor is amplified inside the 
screened box. The preamplifier is connected to the spectrum 
analyzer through a coaxial cable. Control of the spectrum 
analyzer is provided by a PC program via GPIB interface. 
Spectral analyzer Agilent E4448A has been used. 

C. Measurement protocol 

Suspension with synchronized cells was cultivated at the 
temperature of 14ºC. Suspension with non-synchronized cells 
was cultivated at the temperature of about 30ºC. Before meas-
urement the test tubes with the suspension were warmed in a 
water bath of 28ºC for 3 minutes. Optical density (OD 600) of 
the suspension was 4.5 [4], which corresponds to concentra-
tion of about 2x108 cells per milliliter. Afterwards, the cuvette 
was filled with the 60  of suspension. Measurement started 
immediately after filling the cuvette. Cells sedimented at the 
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bottom of cuvette. Similar measurements of non-synchroniz-
ed cells were performed, too. 

D. Data processing 

Measured data have been processed with specified scripts 
of Python programming language. Modules used: matplot-
lib, pylab, Numeric, SciPy. 

III. RESULTS 

Measurements of the electrical activity of 25 synchro-
nized cell suspensions and 25 non-synchronized cell sus-
pensions have been carried out. Each measurement con-
tained at least 400 double sweeps in the region 0.4 –
 1.6 kHz (measured in two subbands of 0.6 kHz each)) with 
resolution bandwidth 1 Hz. Each double sweep and transfer 
of data to PC took 6s. Measured power is of the order of 
magnitude of 10-18 W. 

Fig. 4 shows average power of synchronized and nonsyn-
chronized cells. Two extreme cases in the measurements of 
synchronized cells, one of unexpectedly low power and one 
of unusually high power increased standard deviation (SD) 
by cca. 0.02 a.u. Each measurement was smoothed by mov-
ing average of 30 double sweeps wide windows to suppress 
the noise before taken for calculation of mean and SD. 

Fig. 5 depicts 25 measurements of synchronized and 
nonsynchronized cells each. In some cases, the measured 
powers of synchronized cells are of similar level or lower 
than that of nonsynchronized cells. The cells are cultured 
and treated under the same experimental conditions and the 
measurements are carried out always under the same proto-

col. Biological variability probably plays a role here. When 
we evaluate the cells that come from the same inoculation, 
electrical activity of the synchronized cells is higher than 
that of nonsynchronized cells (data not shown). 

IV. DISSCUSION & CONCLUSION 

Measurements described in this contribution show that 
the electrical activity of synchronized cells in the M-phase 
is greater than that of the nonsynchronized cells. It corre-
sponds to the experimental findings of Pohl et al. [3] based 
on dielectrophoretic attraction of dielectric particles to yeast 
cells indicating that their electromagnetic activity is greatest 
in the M phase. However, in our measurements, lower elec-
trical activity of nonsynchronized yeast cells may be also 
related to the energy depletion, since synchronized cells 
saved their energy when they are kept under restrictive 
temperature before measurement while nonsynchronized 
cells were normally active at the room temperature. 

   Electrical processes are important for cell activity. Cell 
cytoskeleton is a probable source of electrical polar vibra-
tions. Endogenous biological electromagnetic field may 
play important role on temporal and spatial organization of 
structures and processes in living systems at least on cellu-
lar level. Effects on transfer of reaction components, of 
charge and mass particles were theoretically analyzed [16-
18]. If one considers cell an electromagnetic resonator, the 
field distribution of various modes may play an important 
role in organization. Disturbed electromagnetic field can be 
related to pathological processes. One of the deepest distur-
bances in organization and regulation in multicellular sys-
tems is cancer. In cancer cell, regardless of their viral or 
other mutagenic origin, dysfunction of mitochondria and 
disintegration of the cytoskeleton are observed [19, 20]. 

 

Fig. 4. Mean power of cellular electrical activity in a frequency band 0.4-
1.6kHz, error bars – symmetric standard deviation 

 

Fig. 5. 25 measurements of synchronized and nonsynchronized cells each 
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Vibration states and generated electromagnetic field may be 
disturbed. The static electric field around mitochondria (and 
around microtubules too) is diminished, and the wasted 
energy efflux is cut off (the wasted energy may be used in 
microtubules in nonlinear processes). Restoration of mito-
chondrial function in cancer cells by treatment with di-
chloreacetate results in restoration of normal cell function or 
in apoptosis of aberant cells [19]. 
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Abstract — Virus like nanoparticles (VLP) are in use to be 
absorbed by cells to cause biological effects. To increase a local 
concentration of VLP, nanoparticles-carriers bringing the 
latter to the target cell could be employed. N-type and p-type 
Si semiconductor nanoparticles, to control adhesion of VLP 
were applied. Optical absorbance spectra and electron 
microscopy evidenced that VLP became connected to Si 
nanoparticles. Moreover, a density of the adhered VLP 
depended on the type of both semiconductor and VLP. 

Keywords — semiconductor nanoparticles, adhesion. 

I. INTRODUCTION 

Modern treatment of humans has come to a scale of the 
targeted cell due to advantages by nanotechnologies that 
became "the manufacturing technology of the 21st 
century"[1].  

Virus like particles (VLP) are in use for cell therapy 
because VLP recognize and easy penetrate via the cell’s mem-
brane. A typical diameter of VLP is around 25 nm. To do treat-
ment more effective, a local (in a vicinity of the cell) concen-
tration of VLP should be increased. To reach this, nanopar-
ticles that perform the VLP carrier function could be in use.  

Interaction between the particles is supplied by adhesive 
mechanisms, the latter having electrostatic nature. To 
influence this, an adjusted surface charge of the nanoparticles-
carrier could be employed. From this point of view n- or p-
type semiconductor, that surface is originally charged, could 
become as the carrier. This presentation is devoted to 
explore a possibility to use n-Si or P-Si to adhere VLP. 

 
Fig. 2.  The OA spectra of VLP 

 

 

Fig. 3. OA spectra of the VLP mixture with p-Si (a) and n-Si (a) 

 

Fig.1. A) SEM image of VLP3 on p-Si particle, B) SEM image of VLP3 
beside n-Si particle 

  A   B



Self – Assembled System: Semiconductor and Virus Like Particles 615 

_________________________________________   IFMBE Proceedings Vol. 20  ___________________________________________  

II. MATERIALS AND METHODS 

The crystalline p-Si and n-Si having specific electrical 
resistance 1 and 2 Ohm cm (for p-Si and n-Si, 
correspondingly) were in use to prepare nanoparticles. The 
latter were fabricated because of mechanical milling by the 
porcelain balls. As the result a typical size of the particles 
around 100 nm was achieved. The size and a shape of the 
nanoparticles were verified due to electron and atomic force 
microscopy. For this the scanning electron microscope 
(SEM) S4800 and atomic force machine (AFM) SOLVER-
PRO47 were in use, correspondingly. Three types (VLP1, 
VLP2 and VLP3) of VLP were selected for the experiment.  

The VLP were placed in a buffer solution and mixed with 
the semiconductor nanoparticles. The buffer was 
characterized with pH 7,8. Drops of the prepared solutions 
were dried and further analysed by the above electron 
microscope. Alongside optical attenuation (OA) of the 
solutions was measured.  The Helios Gamma UV/VIS 
spectrophotometer with photometric accuracy ±0.005A 
@1A was in use. 

III. RESULTS AND DISCUSSION 

SEM tests evidenced VLP were adhered on the Si 
nanoparticles. However, VLP3 demonstrated the highest 
capability for adhesion to p-Si in contrast with n-Si. 
Figure 1 demonstrates the example in this favour.  

OA results are delivered in Figure 2, 3. All VLP types 
demonstrated the maximums of absorbance (ab. unit) at 235 

and 260 nm. The Si particles in the buffer were 
characterized with the constant absorbance within the 
recorded wave length range. Mixture of VLP3 with p-Si did 
not have the maximum at 235 nm. However, the solution of 
VLP1 and VLP2 mixed n-Si did not have the same 
maximum.  This means that the VLP1 and VLP2 were 
bonded to n-Si, in spite of VLP3 coupled with p-Si.   

IV. CONCLUSION  

 VLP could be bonded to Si physically/chemically.  
 VLP1 and VLP2 demonstrates coupling with n-Si, but 

VLP3 – with p-Si nanoparticles.  
 Both p- and n- Si nanoparticles could be in use as the 

carries of eligible VLP. 
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Abstract — Using an oxenoid model and quantum chemical 
calculations, we have investigated a dependence of carcino-
genic potency of the benzene derivatives C6H5-X on a nature of 
substituents X. According to the model, a P450 enzyme breaks 
the dioxygen molecule and generates the active atomic oxygen 
species (oxens) which readily react with substrates. We suggest 
that a stability of the intermediate OC6H6-X with one tetrahe-
drally coordinated C atom relative to the original molecule 
C6H5-X determines a rate of enzyme mediated substrate bio-
transformation. Using Molecular Orbitals Linear Combina-
tions of Atomic Orbitals (MO LCAO) method and a Modified 
Neglect of Differential Overlap (MNDO) approach, we have 
calculated the total energies of molecules C6H6-X and those of 
arene oxides OC6H6-X. A difference Emin of these values 
determines an activation energy of oxidation reaction. We have 
shown that the compounds with the low Emin values are non-
carcinogenic, and oxidation of benzene ring seems to be the 
detoxication reaction here. Benzene derivatives with high 

Emin values belong to carcinogenic compounds. The reason is 
a low rate of detoxication in this case. 

Keywords — quantum chemistry, carcinogenicity, benzenes, 
oxygen, P450. 

I. INTRODUCTION  

Many chemical compounds require a biotransformation 
to exert the effects as the toxicants or tumor initiators [1-4]. 
Particularly, a concept of enzymatic activation of the pro-
carcinogens to the proximate and ultimate carcinogens has 
strong basis both in in vitro and in vivo studies and in the 
quantum chemical calculations of structure-carcinogenic 
activity relationships of the polycyclic aromatic compounds 
[5,6], of their alkyl-, nitro-, and aminoderivatives [7 - 9], of 
the haloidalkanes, and haloidalkenes [10 - 11].  

The oxidation catalyzed by a microsomal P450 
monooxygenase system is a common mechanism of the 
foreign compounds biotransformation. Cytochrome P450 is 
a very large and diverse superfamily of hemoproteins found 
in all domains of life. The P450 enzymes take part in the 
detoxication, biodegradation, and bioactivation reactions of 
chemicals.  

The most common reaction catalyzed by cytochrome 
P450 is a monooxygenase reaction, e.g. insertion of one 
atom of oxygen into an organic substrate (RH) while the 
other oxygen atom is reduced to water: 

 RH + O2 + 2H+ + 2e–  ROH + H2O. 

These enzymes have been identified from all lineages of 
life, including mammals, birds, fish, insects, worms, sea 
squirts, sea urchins, plants, fungi, slime molds, bacteria, and 
archaea. Human cytochromes P450 are primarily mem-
brane-associated proteins, located either in the inner mem-
brane of mitochondria or in the endoplasmic reticulum of 
cells. The cytochromes P450 metabolize thousands of en-
dogenous and exogenous compounds. Most cytochromes 
P450 can metabolize multiple substrates, and many can 
catalyze multiple reactions, which accounts for their central 
importance in metabolizing the extremely large number of 
endogenous and exogenous molecules. In the liver, these 
substrates include drugs and toxic compounds as well as 
metabolic products such as bilirubin (a breakdown product 
of hemoglobin). Cytochrome P450 enzymes are present in 
many other tissues of the body including the mucosa of the 
gastrointestinal tract, and play important roles in hormone 
synthesis and breakdown (including estrogen and testoster-
one synthesis and metabolism), cholesterol synthesis, and 
vitamin D metabolism. Hepatic cytochromes P450 are the 
most widely studied of the P450 enzymes. 

The benzene derivatives are known to be the typical sub-
strates of the cytochrome P450 mediated hydroxylation. It is 
well known that a rate of oxidation, a yield of the hydroxy-
lated products, as well as a toxicity of benzene derivatives 
C6H5-X depend strongly on a nature of substituent X.  

In this paper, we study the dependences of carcinogenic-
ity of the benzene derivatives on the basis of quantum 
chemical calculations using the so-called oxenoid model 
[12]. According to this model, the P450 enzyme breaks the 
dioxygen molecule and generates the active atomic oxygen 
species (oxens) [13]. The oxens readily react with substrates 
[12,13]. The relationships between the nature of substituents 
from one side and biological oxidation and acute toxicity of 
the benzene derivatives from another side as well as the 
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features of metabolism of di- and trichlorinated biphenyls 
by bacteria were studied using an oxenoid model in our 
recent paper [14]. 

We suggest that a stability of the intermediate OC6H5-X 

 

X

O H  
with one tetrahedrally coordinated carbon atom relative to 
the original molecule C6H5-X is a factor determining the 
rate of enzyme mediated substrate biotransformation. Using 
MO LCAO MNDO approach, we have calculated the total 
energies of molecules C6H5-X and arene oxides OC6H5-X. 
A difference between these values E determines approxi-
mately activation energy of oxidation reaction [12,14]. In 
our calculations of benzene derivatives C6H5-X, we have 
optimized the substituent geometries only. The structure of 
distorted benzene ring of the intermediates OC6H5-X was 
taken from paper [12]. The geometry of substituent X in 
intermediates OC6H5-X is suggested to be the same as in the 
original molecules C6H5-X. 

II. RESULTS OF CALCULATIONS 

In Table 1, the calculated values of activation energies 
Emin = min{ E(ortho), E(meta), E(para)}for the addi-

tion of oxygen to the C atoms of monosubstituted benzenes 
are presented together with the experimental data on the 
carcinogenic potency of benzene derivatives C6H5X is pre-
sented. The activation energies E(ortho), E(meta), 

E(para) correspond to oxidation of the ortho-, meta-, and 
para-positions. The Emin value of benzene C6H6 is taken as 
the energy reference point ( E(C6H6) = 0). The negative 

Emin values point on the stabilization of the arene oxide 
derivative of the C6H5X molecule relative to that of the 
benzene. The positive Emin values points on arene oxide 
destabilization. The carcinogenic potency of compounds is 
expressed using a numerical index TD50 (tumorigenic dose 
rate 50) in chronic-exposure animal experiments [15] for 
rats and mice. These values are taken from the Carcinogenic 
Potency Database (CPDB) – a unique and widely used in-
ternational resource of the results of 6540 chronic, long-
term animal cancer tests on 1547 chemicals [16]. In some 
cases, information from a Database Toxnet [17] was used 
too. The TD50 is the daily dose-rate in mg/kg/body 
weight/day which halves the probability of remaining tu-
morless to the end of the standard lifespan.  

The TD50 provides a standardized quantitative measure 
that can be used for comparisons and analyses of many  

Table 1. Activation energies Emin for arene oxides formation and 
carcinogenic potency of benzene derivatives C6H5X. The letters o, m, and p 

indicate the oxidation positions of compound. 

logTD50 rats 
mg/kg bw/day 

logTD50 mice 
mg/kg bw/day X Emin eV

male female male female
NHC2H5 –0.80 o NP NP NP NP 
NH2 –0.78 o – –   
OH –0.68 o NP NP NP NP 
OCH2CH3 –0.48 p NP NP NP NP 
OCH3 –0.39 p NP NP NP NP 
OCOCH3 –0.38 p NP NP NP NP 
NHCONHCH3 –0.37 p NP NP NP NP 
NHCON(CH3)2   –0.34 p NP NP NP NP 
C6H5 –0.17 p   – – 
CH=CH2 –0.17 o NP 1.37 2.32 2.32 
F –0.14 o NP NP NP NP 
i-C3H7 –0.11 p NP NP NP NP 
C3H7 –0.08 p NP NP NP NP 
C2H5 –0.08 p 1.86 1.86 3.20 3.20 
CH3 –0.07 p 3.49 3.49 – – 
COCH3 –0.07m NP NP NP NP 
i-C4H9 –0.06 p NP NP NP NP 

    CH2OH –0.03 p – – – – 
      H   0.00 2.23 2.23 1.89 1.89 

CHO 0.02 m – – 3.17 3.17 
COOH 0.04 m – – – – 
Cl 0.10 m p  2.39 – – – 
CCl3 0.10 m   –0.402 –0.402 
NO2 0.20 m 1.41 1.41 2.47 2.47 

issues in carcinogenesis. The range of TD50 values across 
chemicals that are rodent carcinogens is more than 100 
million-fold. Since the tumor(s) of interest often does occur 
in control animals, TD50 is more precisely defined as: that 
dose-rate in mg/kg body wt/day which, if administered 
chronically for the standard lifespan of the species, will 
halve the probability of remaining tumorless throughout that 
period. A low value of TD50 indicates a potent carcinogen, 
whereas a high value indicates a weak one. 

In the Table, minus signs point on negative experimental 
results in the CPDB database (absence of carcinogenic ac-
tivity), NP implies the absence of carcinogenic activity 
according to Toxnet Database, blank – data are absent.   

The calculated values Emin vary between -0.80 and 0.20 
eV. All the compounds in the Table 1 can be divided in two 
groups according to the values of the Emin:  

(i) Molecules with the Emin < – 0.17 eV. The oxidation 
of carbon ring of these compounds is greatly activated rela-
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tive to that of benzene and the phenols are expected to be 
formed readily. All these compounds are noncarcinogenic, 
and oxidation of benzene ring seems to be the detoxication 
reaction here; 

(ii) Molecules with the – 0.17 < Emin < 0.20 eV, the 
C6H6 compound itself being in this group. Here, the oxida-
tion of compounds is only slightly activated relative to that 
of benzene if the Emin < 0 or even deactivated if Emin > 0. 
There are carcinogenic compounds in this group. The rea-
son is a low rate of detoxication. Note, in a series of alkyl 
derivatives with X = CH3, C2H5, C3H7, i-C3H7, and i-C4H9, 
only molecules with methyl and ethyl groups are carcino-
genic probably because an enzymatic oxidation of a long 
alkyl chain is another detoxication mechanism.  
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Abstract — Microencapsulation of highly water soluble 
pharmaceuticals (solubility more than mg/ml) especially if high 
drug loading is required (more than 50%) is a big challenge. 
Biodegradable poly(lactic acid) (PLLA)  as coating material 
and polyvinyl alcohol as surfactant were found suitable for this 
purpose. Active substance was microencapsulated using 
slightly modified water-in-oil-in-water technique which in-
volves dissolving of the drug in water and polymer in methyl-
ene chloride and forming an emulsion in water using a surfac-
tant. Procedure of microencapsulation was followed by 
filtration and drying of product obtained. 

To evaluate the drug physical state in microcapsules pow-
der X-Ray diffractometry (XRD), differential scanning calo-
rimetry (DSC) and scanning electron microscopy (SEM) were 
used. Differential scanning calorimetry analysis confirmed 
absence of any drug-polymer interaction. At the same time 
decrease of glass transition temperature (Tg) of microcapsules 
testify that molecularly dispersed drug is forming a true solu-
tion with a polymer. X-ray diffraction patterns showed the 
changes of polymer crystallinity during the encapsulation 
procedure as well as decrease of crystallinity of the drug. SEM 
investigations showed the morphology of obtained product and 
demonstrated the drug location inside the capsule. 

Keywords — microencapsulation, drug delivery, differential 
scanning calorimetry. X-Ray diffractometry 

I. INTRODUCTION  

Over the past 20 years researchers have focused their at-
tention on biodegradable polymer microcapsules for drug 
delivery. One of the simplest methods to obtain microcap-
sules of biologically active agents is to physically mix or 
blend it with a polymer. In these systems it is suggested that 
the drug is not chemically attached to the polymer but it is 
simply encased within the polymer matrix. In this case drug 
remains in the biologically active form and can exert its 
effect upon the body as soon as it is released from the 
polymer matrix [1, 2].  

Recently, synthetic biodegradable polymers have been 
studied for various applications including controlled release 
drug delivery systems. [3, 4, 5, 6]. Biodegradability, bio-
compatibility and non-toxicity are the main properties of 
homo- and co-polymers of poly(lactic acid) (PLLA) and 

poly(glycolic acid) extensively used for preparation of con-
trolled release drug carriers. 

There are some variations of drug and polymer interac-
tion that determine whether the product obtained forms 
microparticles, microspheres or microcapsules. Essentially 
formulation described as microparticle is comprised of a 
fairly homogenous mixture of polymer and active agent, 
whereas microcapsules have at least one discrete domain of 
active agent and sometimes more. Microspheres specifically 
refer to spherical microparticles [7, 8]. SEM can be used not 
only to investigate the morphology of microcapsules but 
also to determine weather product obtained refers to micro-
capsules, microparticles or microspheres [9].  

By examining the thermal properties of microcapsule 
samples by DSC method, the presence or absence of a ther-
mal event at the melting point temperature of the drug and 
polymer can be determined. It is often possible to determine 
whether molecularly dispersed drug is forming a true solu-
tion with a polymer by measuring the polymer glass transi-
tion temperature (Tg). If drug interacts with a polymer to 
form a true solution it will plasticize the polymer and 
thereby lower the Tg, whereas drug with no affinity toward 
the polymer will have no plasticizing effect and Tg will 
remain unchanged [10, 11]. 

When a crystalline material is irradiated with X-rays, 
scattering patterns characteristic of the molecular arrange-
ment within the crystal structure are produced. This tech-
nique is applied directly to microcapsules in order to detect 
the presence of crystalline drug and possible decrease in 
drug and polymer crystallinity [12]. 

II. MATERIALS AND METHODS 

A. Materials used for microcapsule preparation 

Poly(L-lactide) (Biomer L9000) (PLLA) with molecular 
weight of 200-300 kDa and  polyvinyl alcohol (PVA) with 
molecular weight of 25 kDa and 98 mol % hydrolyzed was 
purchased from Polysciences (Warrington, USA). PLLA 
was used as polymer matrix and PVA was used as surfac-
tant in process of microencapsulation. Active pharmaceuti-
cal ingredient used as model drug was a gift from JSC 
Grindex (Latvia). Methylene chloride was from Merck AG. 
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B. Differential Scanning Calorimetry 

The DSC analysis of pure drug, pure PLLA, blank cap-
sules, mechanical mixture of blank capsules and active 
substance and drug loaded capsules was carried out using 
METTLER DSC-30 calorimeter to evaluate any possible 
drug-polymer interaction. Samples (5-9 mg) was accurately 
weighted and heated in sealed aluminum pans at a rate 
100C/min from 0….2500C temperature range. Afterwards 
samples were rapidly (100oC/min) cooled down using liquid 
nitrogen and repeatedly heated within the temperature range 
of 0….250 0C for Tg measurements. 

C. Powder X-ray Diffractometry 

XRD patterns were recorded on PANalytical X’Pert PRO 
diffractometer using Ni-filter and Cu radiation at 40 kV 
voltage and 30 mA current. The scanning step employed 
was 0.0170 over the 5-600 diffraction angle range ((2 ). 

D. Scanning Electron Microscopy 

The surface morphology and drug physical state in 
microcapsules was examined using scanning electron mi-
croscopy (SEM Mira\LMU). Before observing each sample 
was coated with gold film using cold plasma sputtering 
technology. 

III. RESULTS AND DISCUSSION 

During the process of microencapsulation the drug could 
be either dispersed or dissolved in polymer matrix or have 
no affinity to polymer. Also, any abrupt changes in the 
thermal behavior of either the drug or polymer may indicate 
the possible drug-polymer interaction. The thermal curves 
of pure components, blank microcapsules, physical mixture 
of drug and blank microcapsules and active component 
loaded microcapsules are presented in Figure 1.  

There are two endotherms seen in the thermal curve of 
active component. We suggest that the first endotherm (T = 
88.6 C) indicates the melting point, while the second one is 
due to the loss of chemically combined water.  

Comparing the thermal curves of pure PLLA and blank 
microcapsules exothermic peak was observed for blank 
capsules. This peak refers to recrystallization of PLLA. 

DSC curves of active component loaded microcapsules 
and physical mixture showed the significant differences. 
Peak at 170 C verify that thermodynamically compatible 
system is formed demonstrating the possibility of drug-
polymer affinity.  

The comparison of components Tg are summarized in 
Table 1. 

 

Fig. 1 DSC curves of: a)PLLA; b)blank microcapsules; c)active compo-
nent d)physical mixture; e)drug loaded microcapsules 

Table 1 Glass transition temperatures  

Sample Tg, C 
PLLA (pure polymer) 61.7 
Physical mixture of blank microcapsules and 
active component 61.4 

Drug loaded PLLA microcapsules 57.6 

Results obtained showed the decrease of Tg for drug 
loaded microcapsules and it is the possible indication that 
plasticization of the PLLA by the active substance had oc-
curred. 

XRD was carried out to investigate the effect of micro-
encapsulation process on crystallinity of the components 
involved in encapsulation process. The comparison of X-ray 
diffraction scans of PLLA and blank microcapsules are seen 
in Figure 2. 
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Fig. 2 XRD patterns of: a)PLLA; b)blank microcapsules 

 

Fig. 3 XRD patterns of: a)blank microcapsules; b)physical mixture; c)drug 
loaded microcapsules 

The blank microcapsules displayed no such peaks as 
crystalline PLLA, which suggested that the PLLA was pre-
sented only in the amorphous state. It was assumed that the 
solvent removal during the microencapsulation occurred too 
rapidly for the polymer to crystallize. 

X-ray diffraction scans of the blank microcapsules, 
physical mixture of blank microcapsules and active sub-
stance and drug loaded microcapsules are seen in Figure 3.  

The drug-PLLA system, in the form of microcapsules, 
indicated the presence of the crystalline drug and XRD 
scans were pretty similar to those of physical mixture. Since 
new peaks were not observed and they have not changed 
their positions it was suggested that during the crystalliza-
tion process of drug from water solution, active substance 
specific crystalline lattice was formed. 

SEM was used to evaluate the surface morphology and 
inner structure of the microcapsules obtained (see Figure 4). 

As it is seen in microphotographs blank microcapsules 
are round preparations with hollow core surrounded by 
smooth and homogenous surface. Whereas, drug loaded 
microcapsules comprise of fairly homogenous mixture of 

both polymer and drug and have many discrete active sub-
stance loaded domains 2 - 45µm in diameter. The surface of 

 

Fig. 4 SEM photographs of: a)blank microcapsule; b)drug loaded micro-
capsule; b)cross-section of blank microcapsule; d) cross-section of drug 

loaded microcapsule 
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the drug loaded microcapsules significantly differs from the 
blank capsules, it is rough and porous. The size of pores 
covers the range of 0.2 - 10µm. During the SEM investiga-
tions some crystals of the active substance was also ob-
served on the surface of the microcapsules.  

IV. CONCLUSIONS  

Drug physical state in microcapsules was investigated us-
ing powder X-Ray diffractometry, differential scanning 
calorimetry and scanning electron microscopy. Comparing 
XRD scans of drug loaded microcapsules and physical mix-
ture it was found that new peaks have not appeared thus 
indicating no changes in crystalline structure. DSC results 
demonstrated that drug loaded microcapsules are not simple 
physical mixture of active substance and polymer but there 
exist certain drug-polymer interaction. Difference of mor-
phology between drug loaded and blank microcapsules were 
examined via SEM. It was observed from microphotographs 
that both formulations obtained corresponds to microcap-
sules where blank capsules have hollow core surrounded by 
smooth and homogenous surface, while drug loaded micro-
capsules consist of discrete domains containing active sub-
stance.  
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Time-dependent Model of Induced Transmembrane Voltage 
and Electroporation on Clusters of Cells 

G. Pucihar, T. Kotnik and D. Miklavcic 

University of Ljubljana, Faculty of Electrical Engineering, Ljubljana, Slovenia  

Abstract — We present a realistic finite-elements numerical 
model of a cluster of cells in an electric field. The model enables 
the calculation of time-dependent changes of the induced 
transmembrane voltage (ITV) and simulation of electroporation. 
The model was used to investigate the influence of intracellular 
connections on the ITV and electroporation of cells, for the case 
of electrically connected and electrically insulated cells in a 
cluster. A different distribution of the ITV was observed for 
connected and insulated cells, resulting also in different course 
of electroporation - electrically connected cells were porated as 
one giant cell, while electrically insulated cells were porated 
individually. Experiments performed on the cluster from which 
the model was constructed demonstrated that cells in clusters 
electroporate individually, in agreement with simulations for 
insulated cells. Different behavior of cells in nonporating and 
porating fields was attributed to the opening and closing of 
intracellular connections. These data suggest that the effects of 
electric field exposure are more diverse for cells in tissues, where 
intracellular connections could play a role, than for cells in 
suspension. 

Keywords — Finite Elements, Electropermeabilization, 
Transmembrane Potential, Propidium Iodide. 

I. INTRODUCTION  

The distribution of the voltage induced on the membrane 
of a biological cell during the exposure of the cell to an 
external electric field (the induced transmembrane voltage – 
ITV) can be of interest in many theoretical and experimental 
settings, such as activation of voltage-dependent membrane 
channels and cell membrane electroporation [1, 2]. In the 
latter case, the distribution of the ITV is important because it 
determines the electroporated regions of the cell membrane 
and therefore the efficiency of electroporation [3]. In tissues, 
due to their complex structure (cells have irregular shapes, are 
mutually shielded, and have connections between them), 
numerical methods are often the only feasible approach in 
determination of the ITV. Many researchers base their studies 
on macroscopic models, in which bulk electric properties are 
assigned to each type of tissue in the model, disregarding the 
detailed cell structure [4]. The microscopic models of tissues, 
on the other hand, are usually built from several simple 
geometric objects, which are only rough approximations of 
the actual cells in tissues [5]. We recently presented a method 

for constructing realistic models of irregularly shaped cells. 
as well as clusters of such cells, from their cross-section 
images [6, 7]. Compared to single cells, cell clusters represent 
a better model for studying the behavior of tissue during 
electroporation. Such models were already used for 
calculation of the ITV, but were limited to steady-state 
conditions [6, 7], and were as such unsuitable for modeling 
electroporation, which is a dynamic process.  

Here, we present an extension of the steady-state  
finite-elements model that enables the computation of 
dynamic changes of ITV and electroporation on clusters of 
cells. Since the impact of the cell shape and shielding on 
ITV and electroporation was already thoroughly 
investigated [6, 8], we focused on the influence of 
intracellular connections, analyzing the two extreme cases 
of electrically connected and electrically insulated cells. 

II. MATERIALS AND METHODS 

A. Construction of the model 

A detailed description of the model construction can be 
found in [6, 7]. Briefly, 3D models of cell clusters were 
constructed from a sequence of cross-section images of a 
cluster of Chinese hamster ovary cells attached to a cover 
glass. The cross-section images were acquired with a CCD 
camera (VisiCam 1280, Visitron, Germany) mounted on a 
fluorescence microscope (AxioVert 200, Zeiss, Germany). 
The cell contours were extracted from the images, combined 
into solid objects and imported into COMSOL (COMSOL 
3.1, MA, USA) where the cluster model was generated 
(Fig. 1). 

  
Fig. 1 Model of a cluster of two CHO cells. (A) The 3D geometry 

constructed from three parallel cross-sections. The box dimensions were 
84×84×27 µm. The grey faces are the electrodes, one set to 8.4 V and the 

other to the ground (U/d = 1000 V/cm). (B) Side views of the model. 
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Direct incorporation of a realistic cell membrane into the 
model is problematic. If the events inside the membrane are 
not of interest, it can be replaced by a surface to which a 
boundary condition is assigned [6]:  

 ( ) ( ) ( ) / /m o i m o iJ t t d  (1) 

where J is the current density, m is the membrane electric 
conductivity, d is the membrane thickness, m is the 
membrane dielectric permittivity, and o, i are the electric 
potentials at the outer and inner surface of the membrane, 
respectively. As very small elements corresponding to the 
membrane are avoided, the mesh of finite elements is 
generated without difficulty [6]. 

B. Model settings and calculations of the induced 
transmembrane voltage 

The calculations were performed in COMSOL using the 
electric currents, transient analysis application mode. The 
conductivities of the cell interiors were set to 0.3 S/m and of 
the cell exterior to 0.14 S/m [6, 9]. The opposite vertical 
faces of the block were modeled as electrodes, one set to 8.4 
V and the other to the ground, to obtain the same electric 
field of 1000 V/cm as in the experiments (see below). The 
remaining faces were modeled as insulating. The mesh of 
finite elements was generated and electric potential  was 
calculated with COMSOL. The ITV on a cluster was then 
calculated as the difference between electric potentials 
inside and outside the outermost membranes of the cluster 
(ITV(t) = i(t) - o(t)) and plotted as a function of the arc 
length. Cells in the cluster were modeled either as 
electrically connected or electrically insulated. This was 
done by assigning a conductivity to the contact surface 
between cells, which was in the first case by a factor of 
1000 higher than the membrane conductivity, and in the 
second case equal to the membrane conductivity. 

C. Model of electroporation  

Experiments show that during electroporation, the 
membrane conductivity in the electroporated regions 
increases by several orders of magnitude [3, 10]. Besides, 
electroporation occurs predominantly in the regions of the 
membrane where the |ITV| exceeds some threshold value 
[3]. Therefore, we modeled the course of electroporation by 
changing the membrane conductivity ( m) in the regions of 
the membrane where |ITV| exceeded a threshold value (450 
mV – unpublished data), and this included the membranes 
at the contact. We described the dependence of m on ITV 
and on time t as: 

 0

1 2

( , ) / 1 exp / 0.01

1 exp / 1 exp /

m CITV t A ITV ITV

A a t b t
 (2) 

where 0 is the conductivity of an intact (nonporated) 
membrane, ITVc is the threshold ITV above which 
electroporation occurs, a and b are the increments of m 
during electroporation, while 1 and 2 are the corresponding 
time constants of these increments. We applied 0 = 3×10-7 

S/m [9], ITVc = 450 mV, and the values of a, b, 1, and 2 
were derived from the experimental data of Hibino [3]: 
2.9×10-4 S/m, 2.7×10-4 S/m, 1.6 s, and 238 s, respectively. 
The changes in m during the field exposure were modeled 
as irreversible. We should note that the functional 
dependence of m given by Eq. 2, although in good 
agreement with some experimental data, does not have a 
physical background. If m(ITV, t) is derived theoretically in 
the future, the formulation implemented in our current 
model can easily be replaced by this more accurate form. 

D. Monitoring the course of electroporation 

Chinese hamster ovary cells (CHO) were grown on cover 
glasses in culture medium (HAM F-12, Sigma, USA). Prior 
to experiments, the culture medium was replaced by pulsing 
buffer containing 100 M membrane-impermeant 
fluorescent dye Propidium Iodide (PI, Sigma, USA) [6]. 
The fluorescence of the dye increased considerably after it 
entered the electroporated cells. A single 400 V, 200 s 
rectangular pulse was delivered to the electrodes, and 
fluorescence of the cluster was monitored in 100 ms time 
steps with the imaging system described in Section A. 

III. RESULTS AND DISCUSSION  

A. Time course of transmembrane voltage inducement and 
electroporation 

The validity of calculating the ITV using the method 
applied here was verified in our previous studies by 
comparing the results to the ITV derived analytically for 
spherical and spheroidal cells, as well as to the ITV 
determined experimentally on irregularly shaped cells by a 
potentiometric dye [6].  

In the first part of the study, the cells in the cluster were 
modeled as electrically connected, so the electric current 
between the cytoplasms of the cells in contact was not 
impeded by the membranes separating them. Changes in the 
membrane conductivity, which indicate electroporation, are 
presented in Fig. 2A and show a time dependent increase of 
conductivity in the regions where the ITV exceeded a 
threshold value. Because the two electrically connected  
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Fig. 2 Left column: Electrically connected cells. (A) Changes in membrane conductivity ( m) shown for x-y plane of the model. The arrow marks the 

path along which the ITV and m were sampled. The scale is in S/m. (B) ITV (solid) and m (dashed) as a function of arc length. Right column: Electrically 
insulated cells. (C) Changes in membrane conductivity shown for x-y plane. (D) ITV (solid) and m (dashed) as a function of arc length. Model settings:

o = 0.14 S/m, i = 0.3 S/m, m = 3×10-7 S/m, m = 4.4×10-11 As/Vm, o= i = 7.1×10-10 As/Vm (values taken from [7, 9]), E = 1000 V/cm, ITVC = 450 mV. 

cells behaved as one giant cell, the maximal ITV was 
induced in the regions of the cluster facing the electrodes, 
and these parts also became porated first. A detailed spatial 
distribution of the ITV at the lowermost cross-section of the 
cluster is depicted in Fig. 2B with solid curves and shows a 
time-dependent increase of ITV up to the critical value of 
450 mV (at 3×10-7 s), where electroporation occurred. At 
this point, the membrane conductivity started to increase 

(Fig. 2B, dashed curves), deforming its spatial distribution 
(with respect to the situation before electroporation) and 
eventually bringing the increase of the ITV to a halt  
(at 5×10-6 s). Similar deformations of the ITV were 
observed by other authors in experiments performed on 
single cells [3]. 

In the second part of the study, the cells in the cluster 
were modeled as electrically insulated. As the contact 
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between two cells consists of two membranes, the threshold 
voltage for electroporation of this interface was set to twice 
the value of ITVc (900 mV). Because insulated cells in the 
cluster behaved as individual cells, each cell in a cluster had 
a different intracellular electric potential ( i), which resulted 
in a disconnected distribution of the ITV along the 
outermost membranes of the cell cluster (Fig. 2D, solid 
curves). Such distribution of the ITV consequently 
provoked electroporation on both sides of each cell in a 
cluster (Fig. 2C and D, dashed curves), which is different 
from what was observed for connected cells.  

The specific profile of the ITV depends both on the shape 
of individual cells in the cluster and the shape of the cluster 
itself. Therefore, in applications requiring a detailed 
determination of the course of the ITV on a cell membrane, 
realistic models of cells and clusters of such cells, such as 
the one presented here, are necessary. 

B. Monitoring electroporation  

One of the advantages of the applied method of model 
construction [6] is that it allows a direct comparison of 
experiments with calculations. Therefore, the same cells 
that were modeled as described in Section IIIA were 
electroporated with a 1×400 V, 200 µs electric pulse in the 
presence of a fluorescent dye. An increase in fluorescence 
was observed on both sides of each cell in the cluster, 
implying that cells in the cluster electroporated individually 
(Fig. 3). These regions correspond to the calculated regions 
of increased membrane conductivity for electrically 
insulated cells (cf. Figs. 2C and 3A). On the other hand, 
measurements of the ITV performed on the same cluster but 
with a low, nonporating electric field showed that cells 
behaved as electrically connected, as reported previously 
[7]. The differences in the behavior of cells in clusters could 
perhaps be attributed to the changes in the properties of 
intracellular connections, which could occur during an 
exposure to a field of adequate strength or duration. This 
may be one of the explanations for the reported differences 
in electroporation of single cells and electroporation of cells 
in tissues.  

   
Fig. 3 Monitoring cell electroporation (A) 100 ms, (B) 1500 ms, (C) 3 

min after pulse delivery. The cluster was exposed to 1×400 V (1000 V/cm) 
200 µs rectangular pulse in the presence of Propidium Iodide. The bar in A 

corresponds to 10 µm. 

IV. CONCLUSIONS 

Our study shows that the conductivity of the contact 
surface between cells in a cluster can considerably affect the 
distribution of the ITV and consequently also 
electroporation. Namely, if cells are electrically connected, 
they are porated as one giant interconnected cell, while if 
cells are electrically insulated, they are porated individually. 
Calculated regions of increased membrane conductivity 
corresponded to the experimentally observed electroporated 
regions, but only if cells were modeled as electrically 
insulated. This is different from the observations in low, 
nonporating fields, where cells in clusters consistently 
behaved as electrically connected. The observed differences 
may be attributed to the changes in the intracellular 
connections during the exposure to electric fields. Although 
further research is necessary to confirm this hypothesis, the 
presented data suggest that the effects of electric field 
exposure is more diverse for cells in tissues, where 
intracellular connections could play a role, than for 
individual suspended cells.  

ACKNOWLEDGEMENTS 

This work was supported by the Slovenian Research 
Agency (project No: Z2-9229 and program P2-0249). 

REFERENCES 

1. Tsong T Y (1991) Electroporation of cell-membranes. Biophys J 
60:297-306  

2. Teissié J, Eynard N, Gabriel B et al. (1999) Electropermeabilization 
of cell membranes. Adv Drug Deliver Rev 35:3-19 

3. Hibino M, Itoh H, Kinosita K (1993) Time courses of cell 
electroporation as revealed by submicrosecond imaging of 
transmembrane potential. Biophys J 64:1789-1800 

4. Pavselj N, Bregar Z, Cukjati D et al. (2005) The course of tissue 
permeabilization studied on a mathematical model of a subcutaneous 
tumor in small animals. IEEE T Biomed Eng 52:1373-1381 

5. Fear E C, Stuchly M A (1998) Modeling assemblies of biological 
cells exposed to electric fields. IEEE T Biomed Eng 45:1259–1271 

6. Pucihar G, Kotnik T, Valic B et al. (2006) Numerical determination 
of transmembrane voltage induced on irregularly shaped cells. Ann 
Biomed Eng 34:642-652 

7. Pucihar G, Kotnik T, Miklavcic D (2007) An experimental and 
numerical study of the induced transmembrane voltage and 
electroporation on clusters of irregularly shaped cells, IFMBE Proc. 
vol. 16, 11th MEDICON Conference, Ljubljana, Slovenia, 2007, pp 
639-642 

8. Valic B, Golzio M, Pavlin M et al. (2003) Effect of electric field 
induced transmembrane potential on spheroidal cells: theory and 
experiment. Eur Biophys J 32: 519-528 

9. Kotnik T, Miklavcic D, Slivnik T (1998) Time course of 
transmembrane voltage induced by time-varying electric fields - a 

E A B C 



Time-dependent Model of Induced Transmembrane Voltage and Electroporation on Clusters of Cells 627 

_________________________________________   IFMBE Proceedings Vol. 20  ___________________________________________  

method for theoretical analysis and its application. Bioelectrochem 
Bioenerg 45:3-16 

10. Kinosita K, Tsong T Y (1979) Voltage-induced conductance in 
human-erythrocyte membranes. Biochim Biophys Acta 554:479-497 

 

Author:  Gorazd Pucihar 
Institute:  University of Ljubljana, Faculty of Electrical Engineering 
Street:  Trzaska 25 
City:  Ljubljana 
Country: Slovenia 
Email:  gorazd.pucihar@fe.uni-lj.si  

 



 

Alexei Katashev, Yuri Dekhtyar, Janis Spigulis (Eds.): NBC 2008, Proceedings 20, pp. 628–631, 2008 
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2008 

Mg2+ and Ni2+ ion Effects on Phase Transitions in AU and A2U 
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Abstract — Dependences of heating-induced temperatures 
(Tm) of conformational transitions in double-stranded (AU) 
and three-stranded (A2U) polynucleotides on Ni2+ ion concen-
tration were obtained for conditions close to physiological 
ones (0.1  Na+, 7). Both the diagrams display points in 
which the character of the conformational transition changes. 
In the case of AU two transitions 2 3 and 3 1 are observed 
instead of the transition 2 1. In the case of A2U sequential 
transitions 3 2 and 2 1 transitions substitutes for the 3 1 
transition at [Ni2+]>3·10-4 M. Effective constants of Ni2+ ion 
binding to AU and 2U as well as enthalpies of 2 3 and 3 2 
transitions were estimated. The comparison of phase diagrams 
of AU complexes with Ni2+ and Mg2+ ions revealed that, unlike 
the last ions, Ni2+ ones widen the region of the stable state of 
double-stranded AU and, accordingly, narrow the region of 
the three-stranded A2U existence. The thermodynamic nature 
of these differences has been established.  

Keywords — polynucleotides, metal ions, conformational 
transitions. 

I. INTRODUCTION  

Interest in studies on complexes of transition metal ions 
(TMI), oligo- and polynucleotides in different conforma-
tions is conditioned with ecological problems as well with a 
possibility of using polynucleotides for treating viral and 
oncological diseases [1]. TMI specific binding to heteroa-
toms of nucleic acid nitrogen bases induces mistakes in 
synthesis of polynucleotide sequences. As a result, normal 
functioning of genetic and regulator apparatus of cellular 
and subcellular organisms disorders. Specifically, this 
manifests itself in mutagenic and carcinogenic activities 
revealed for nickel salts [2].  

II. MATERIALS AND METHODS 

Potassium  salt of polyribouridylic (polyU) acid (Serva). 
Sodium salt of AU (Sigma Chemical Company). The 
NiCl2·6H2O salt (Reachim) was twice-recrystallized. 

Three-stranded A2U was obtained after long (not lesser 
one month) keeping at 4  in buffer solution (0.001  of 
sodium cacodylate, 7; 0.099  NaCl) of equimolar 
solution of AU and single-stranded polyU.  In all measure-

ments the concentration of polynucleotides phosphorus in 
solution (P) made up (1 2) 10-5 .   Ni2+ ions ([Ni2+]) were 
introduced into solution just before measurements.   The 
errors of P and [Ni2+] measurements did not exceed 0.5%. 

Measurements were carried out by methods of differen-
tial UV spectroscopy (DUVS) and thermal denaturation, 
Specord UV VIS Spectrophotometer, Carl Zeiss Jena, being 
applied (Germany) [3].  

III. RESULTS  

A. DUVS 

Ni2+ and Mg2+ ions induce no changes in A2U absorp-
tion spectra up to 0.001 . This is conditioned by the fact 
that N7 and N1 atoms of poly A and N3 of two chains of 
poly U [4]  (the above atoms being potentially able for 
binding) in the U-A-U triplet structure (Fig.1) are involved 
into the system of hydrogen bonds. This makes them being 
beyond the ion interaction. Ni2+ and Mg2+ ion do not 
change absorption spectra of AU and poly U too. In the 
case of AU this may be caused by small steric accessibility 
of adenine N7 in the rigid structure of AU double helix. 
With poly U this may be conditioned with weak Ni2+ ion 
interaction with uracil [4]. The situation is different for 
poly A.  At lower concentrations Mg2+ and Ni2+ ions induce 
the formation of helical chains in single-stranded poly . At 
[Ni2+]>0.001 M complexes are found out, in which Ni2+ 
ions interact with N7 and N1 of poly . The formation of 
such complexes leads to the destruction of helical chains of 
poly .    

 
Fig. 1. Structure of triplex A2U formed by adenine and uracil  [5]. (U1–A) 
and (A-U2) pairs are Watson-Crick and reverse Hoogsteen, respectively. 
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B. Phase diagrams 

AU: Diagrams of the conformational equilibrium for AU 
complexes with Ni2+  and Mg2+ ions include three regions 
corresponding to different conformational states of the 
polynucleotide (Fig. 2). In phase digrams “critical” points 
(a and b) are observed, in which the conformational transi-
tion character changes for [Mt2+] [Mt2+]cr: two subsequent 
2 3 and 3 1 transitions are observed instead of one sin-
gle-staged 2 1 transition. Concentration dependences 
(Tm)21 and  (Tm)31 (in the range of  (0,1÷4)·10-4 ) for both 
the ions coincide within 0.80 . The main difference be-
tween phase diagrams of these metal complexes  is (Tm)23 
behavior:  Mg2+ ions lower this temperature while Ni2+ ions 
increase it. Thus, unlike Mg2+ ions widening the existence 
region of three-stranded A2U, Ni2+ ions induce its narrow-
ing, that widens the region of the stable state of double-
stranded AU. 

A2U: Dependences of (Tm)32 and (Tm)21 on 
Ni2+concentration  cross in the point “c” corresponding to 
[Ni2+]cr ~3·10-4M and (Tm)cr = 63.10C (Fig.3).  Thus, at 
[Mt2+]=[Mt2+]cr the values of thermostability of A2U and 
AU are identical and during heating of A2U only one tran-
sition takes place A2U U+A+U (3 1 transition). We 
failed to obtain (Tm)31 dependence at [Ni2+]>3·10-4 M be-
cause of light scattering that distorted the forms of melting 
curves.  

 
Fig.3. Phase diagram of A2U complex with Ni2+ ions (0.1M Na+, 7). 
Experimental Tm values are shown by signs: - (Tm)32;  - (Tm)21. Solid 
line is obtained by the least squares method. Dotted lines 1–3 are concen-
tration dependences of 3 2 transition temperatures, calculated by formu-
lae (1) and (5): 1 – H=3; 2 – H=4; 3 – H=5 kcal/mol·triplet. “ ” is  
“critical” point. 

IV. DISCUSSION   

It was shown by us earlier [3] that peculiarities of forms 
of phase diagrams for metal complexes of double- and 
three-stranded polynucleotides may be qualitatively (and 
sometimes quantitatively) explained by the equilibrium 
binding theory according to which the temperature of the 
transition from the conformation “ ” to the conformation  
“b” (Tm)ab [3] is: 

( ) ( ) ( ) ( ) ln ln
o om ab m ab m ab m abT T T T B E B F  (1) 

Here ( Tm)ab=(Tm-Tmo)ab is a change in the temperature  of 
Mt2+ ion-induced transition of the polynucleotide, “a” and 
“b” are the initial and new polynucleotide conformations, 
respectively. 0m mRT T

B
H

 where Tm is temperature of the tran-

sition of the half of polynucleotide links into a new con-
formation. Tmo is equal to Tm with [Mt2+]=0 for 3 2 and  
2 1 transitions and with [Mt2+]cr for 3 1 and 2 3 transi-
tions,  is enthalpy of the conformational transition.  It is 
supposed that, according to the principle of  compensation 
of the ion charge [3], the complex stoichiometry (the num-
ber of ions per phosphate) n is equal to ½.  
For 2 1 transition  
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Fig.2. Phase diagram of Ni2+ and Mg2+ ion complexes with AU (0.1  
Na+, pH7). 
Experimental Tm values for Ni2+ ions are shown by  for (Tm)21,   - 
(Tm)23,  for (Tm)31. Solid line for 3 1 transition is obtained by the least 
squares method. Experimental dependences of Tm for 2 1 and 2 3 
transitions  coincide with the theoretical ones  and are not shown. Shaped 
line is phase diagram of AU+ Mg2+ complex [3]. Dotted lines 1 and 2 are 
dependences of conformational transition temperatures on Ni2+ ion con-
centration,  calculated by formulae (1), (2) and (4): 1– 2 1 transition;  2–  
2 3 transition . “a” and “b”  are  “critical” points. 
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Here K are constants of the ion binding to polynucleotides,  
Af is concentrations of free ions, assumed to be equal to  
[Mt2+] as [Mt2+]>>P. 

In principle, formulae (1)-(5) permit to determine con-
stants of Ni2+ ion binding to different conformations of 
polynucleotides (these constants are practically unknown) 
from simultaneous analysis of phase diagrams for nickel 
complexes with AU and A2U. 

Calculations by these formulae were performed for Mg2+ 
(only for 2 3 transition) and Ni2+ ions. In the first case 
only experimental K, Tm0 and H values were used (Tables 
1; 2). For the second case the following calculation scheme 
was applied: K U and K 2U values were optimized, for 
which the difference between experimental and calculated 
Tm was not more than (0.5÷1 0C) in all the range of nickel 
concentrations for the corresponding conformational transi-
tion. In this case K 2U was determined by (Tm)31 depend-
ence on [Ni2+] from AU phase diagram (Fig. 2), and K U 
was evaluated by the corresponding (Tm)21 dependence  
from A2U phase diagram (Fig. 3). 

The optimal K 2U value for Ni2+ ions is 30% higher than 
that found by us  earlier for Mg2+ ions [3]. This difference 
is within the dispersion of experimental K values for metal 
ions with polynucleotides, revealed by different authors 
under comparable conditions [7]. Therefore, this result can 
be considered as supporting the electrostatic character of 
Ni2+ ion interaction with 2U. 

Table 1 Constants of Mg2+ [3] and Ni2+ ion binding to polynucleotides (in 
-1) at 0.1  Na+ 

 
When calculating KAU and KA2U, it was supposed that KA and KU for Ni2+ 
and Mg2+ ions are equal. * - calculated by formulae (1)-(3). 

Table 2 Initial temperatures (Tm0) and enthalpies ( H) of conformational 
transitions in AU 

Transition 2 1 3 1 2 3 

Tm0, K 331.5 332.5±0.5 
H, kcal/mol [6] 8.2 12.7 4.2 

The difference between K U for Ni2+ and Mg2+ ions (850 
-1 and 345 -1, respectively) is essentially higher. Firstly, 

this may result from peculiarities of the Coulombic interac-
tion of hydrated nickel and magnesium ions with phos-
phates of AU and, secondly, from the additional outer-
spheric coordination of Ni2+ ions with N7 of AU, when 
they are connected with adenine N7 via water molecule. On 
the formation of hydrogen bonds by nitrogen-containing 
compounds shifts of absorption bands are small [8] and, 
therefore, can not be registered by DUVS. 

Concentration dependences of (Tm)21 and (Tm)23 for U 
were calculated.  K 2U and K U values obtained for  Ni2+ 

ions were used. As Figure 2 shows, calculated and experi-
mental dependences coincide practically. 

The data obtained permit to ascertain the thermodynamic 
cause of qualitative different effects of Ni2+ and Mg2+ ions 
on 2 3 transition temperature. In this case the integral 
effect of its change is conditioned with the sum of opposite-
in-signs members BlnE<0 as K U<K 2U and BlnF>0 as 
K U>KA (Table 1). Thus, differences in (Tm)23 behavior of 
AU in the presence of Mg2+ and Ni2+ ions are the result of 
|BlnE|>|BlnF| in the first case, whereas for Ni2+ ions the 
magnitude of the sum destabilizing constituent (1) is 
smaller than the stabilizing one (Table 3). Thus, the domi-
nant factor of narrowing the region of the double-stranded 
conformation stable state (and of widening the region of the 
three-stranded conformation stable state, respectively) in 
the presence of Mg2+ ions is a higher difference between 
their affinity for A2U and AU than that for AU and polyA. 
Opposite relations for differences in constants of Ni2+ ion 
binding to corresponding polynucleotides result in an oppo-
site influence on the equilibrium between three- and dou-
ble-stranded helices (Fig. 2).   

It is seen from Fig. 3 that it is impossible to describe all 
the concentration dependence (Tm)32 with one  ( H)32 
value. Nevertheless, as Fig. 3 shows, its value has to be 
between 3 and 5 kcal/mol· triplet. These magnitudes narrow  

Table 3 Experimental (( Tm)exp) and calculated (( Tm)theor) depend-
ences of ( Tm)23 constituents (0 ) for AU metal complexes, calculated by 

formulae (1) and (4) with  H=4.2 kcal/mol [6]  

                                         
 

ion KA2U KAU KA KU 

Mg2+ 1000 345 
Ni2+ 1300 * 850 * 

200 250 
[Mt2+],M BlnE BlnF ( Tm)theor ( Tm)exp 
[Mg2+]     

10-4 -1.8 0.4 -1.4 -1.8 
10-3 -10.9 3.1 -7.8 -6.2 

[Ni2+]     
10-4 -1.1 1.7 0.6 0.2 
10-3 -6 12 6 5.9 
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significantly the interval of the uncertainty in ( H)32 val-
ues. Experimental data by different authors reveal that 
dispersion of ( H)32 values  is in the range of 2-8 
kcal/mol·triplet [9]. It is essential that effective K and  
values obtained in the present work are self-correlated, 
though being calculated by the independent experimental 
data.   

Inspite of the fact that the results obtained are mainly of 
the fundamental character, in principle, they may be ap-
plied for solving problems connected with regulating the 
stability of polynucleotides multi-chained structures by 
metal ions.  

V. CONCLUSIONS 

In phase diagrams of Ni2+ and  Mg2+ ion complexes with  
U and 2U “critical” points were revealed, in which the 

character of the conformational transition changes.  
Mg2+ and Ni2+ ions have different effects on the tem-

perature of 2 3 transition in AU: the first ions lower and 
second ones rise it. The thermodynamic cause of this effect 
is  a difference in ratios of constants of the ion binding to 
polynucleotides being in different conformations.  

It is shown that it is possible to evaluate parameters of 
the complex formation in polynucleotides with the use of 
phase diagrams, an uncertainty not exceeding the experi-
mental one. For the first time, constants are obtained for 
nickel ion binding to AU and A2U.  

The lower 32 value, as compared with  21, is the 
permanent factor of the “critical” points appearance in A2U 
phase diagrams in the presence of metal ions.  
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Abstract — Composite materials containing a bioactive phase 
(sol-gel-derived bioglass) and a mechanical strength phase 
(aluminum oxide-porous corundum) are promising materials for 
repair of living tissues. The influence of mechanical treatment of 
composite structure containing sintered corundum and CaO-
SiO2-P2O5 glass system was examined by exoelectron emission 
and electrokinetic’s potential method. The microstructure of the 
biocomposite material, its mechanical properties and the 
processing techniques used are all very strongly interrelated.. 
The charge layer generated on the surface of the composite 
biomaterials upon deformation and the type of the electrical 
charge in implants plays significant role in the generation and 
remodeling of a bone tissue. 

Keywords — bioglass,  potential, exoelectron emission 

I. INTRODUCTION 

Facing a complex biological and sensitive system as the 
human body, the requirements of biomaterials for tissue 
engineering are manifold and extremely challenging. First, 
biocompatibility of the substrate materials is imperative; that 
is the material must not elicit an unresolved inflammatory 
response nor demonstrate immunogenicity or cytotoxicity. 
In addition, the mechanical properties of the composite 
materials must be sufficient and not collapse during handling 
and during the patient’s normal activities [1]. Today, 
materials used for implants are natural or synthetic poly-
mers, other important categories of materials are bioactive 
ceramics such as calcium phosphates and bioactive glasses 
or glass-ceramics. Bioactive glass and alumina (Al2O3) 
oxide are being combined in a variety of composite materials 
for tissue engineering. Currently, these composites are being 
developed with the aim to increase the mechanical implant 
stability and to improve tissue interaction. 

The sol-gel process has extensive application for 
production of porous bioactive glasses and ceramics. This 
process involves the hydrolysis of silicon alkoxide in solution 
to form colloidal solution (sol) and the subsequent chemical 
polymerization of the silica units to form gel. The gel is heat 
treated to dry it and form a glass or ceramic structure at 
temperatures much lower than those used for classical 
method. If these materials have pores with diameters in excess 
of 100µm, bone ingrowths can occur, which anchors the bone 
to the material. In surface reactive materials (bioglasses), the 

materials attach directly by chemical bonding with the bone. 
The mechanism of bone bonding to bioactive materials is 
depending  to formation of hydroxyapatite layer (HA) of the 
materials after immersion in body fluid. 

The main disadvantages of bioglasses are low tensile 
modulus. 

The incorporation of particles into glass matrices forming 
composite materials is a common method used to increase 
the toughness of the brittle materials [2]. 

The composite materials constituents the alumina grains 
being the reinforcing agents (to improve mechanical 
performance) and a bioglass matrix we have investigated. 

In the relevant literature we could find much information 
connected to the properties of ceramic composites materials 
such as biodegradation, biocompatibility and mechanical 
resistance [1-3]. Relatively little information exists con-
cerning the electric charge which is created on the biocom-
posite surface layer caused by physiological solution or 
mechanical deformation [4]. 

The charge generated on the surface of the composite 
particles, dispersing in electrolytic solution, cause ions to 
attract from the water solution. This process results in the 
formation of an electric double layer in the glass- solution 
system, thus the electro-kinetic ( ) potential is created. The 
creation and type of the electrical charge in implants plays 
significant role in the generation and remodeling of bone 
tissue [5]. 

One of the most sensitive methods of examining the surface 
properties is the stimulated electron emission method. Low 
energy electrons are emitted from the surface layer during 
different interactions causing stimulation of the surface. This 
method is very sensitive to different surface defects. Studying 
its kinetics, one can explore both the early stages of failure and 
the following relaxation of the material [6]. 

The occurrence of electron discharges in biogel sample is 
caused by accumulation of the surface charge and 
contamination of the surface. The studies on influence of 
external factors on the electric charge formation and its 
liberation are of great importance because in many cases the 
charge accumulation and further breakdowns leading to 
mechanical destruction of insulating material precede the 
irreversible changes. In the case all of these materials there 
is a simultaneous separation or recombination of charges 
that brings about a pulses fluctuation of emission current. 
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The problem of mechanism of stress generated surface 
charge upon mechanical deformation is not completely 
understood. Bioelectrical potentials have been hypothesized 
to be involved in generation, repair and remodeling of bone 
tissue. The phenomenon accompanying mechanical 
deformation and fracture of biomaterials, emission of 
energetic electrons, ions and neutral particles is called 
fractoemission [7].  

II. MATERIALS AND METHODS 

A. Matrix 

In agreement with earlier investigation [8] biogel glasses 
with the nominal compositions was 36CaO, 60SiO2,4 P2O5 
(mol%) were obtained. 

The basic gel has been prepared from the mixture of: 
tetraethoxysilane TEOS - Si(OC2 H5 )4; calcium nitrate 
tetrahydrate Ca(NO3)2  4H2O dissolved in distilled water; 
triethylphosphate OP(C2 H5 O)3,  ethanol C2H5OH as 
organic solvent,  2N natrium acid HNO3 as catalyst of the 
reaction of hydrolysis. 

The basic composition of gel has been prepared from this 
mixture with addition of Ca (NO3)2  4H2O and OP(C2 H5 
O)3 and distilled water. These hydrolyzed mixed about 2 
hours.  

Dried gels were subject to preliminary heat treatment at 
60/90/120°C (in a drier) for three days, and then were 
heated in air at 2º C/min speed to 800º C and kept about 2 
hour.   

The samples are soaked in simulated body fluid (SBF), 
an aqueous solution that has approximately the same ion 
concentration and pH as human blood plasma [9].  After 
soaking in SBF for various periods of time, the specimen 
were removed from solution and dried in air. 

B. Reinforcement agents 

Curent research is focused on composite materials made 
of bioglass coated or filled by submicrocrystalline sintered 
corundum particles. These particles are an aluminium oxide 
( -Al2O3), which can be the implant core of ultradispersive 
structure received as a result of transforming aluminium 
oxide sole into gel and modified with magnesium oxide 
(MgO). This allows obtaining a specific structure of sinter 
containing short Al2O3 needles, separated with MgAl2O4 
micro-threads. Technologies by particular producers differ 
in the manner of producing Al2O3 sole and conditions of 
converting it into gel. At the moment the producers are: 
American company 3M – under the trade name Cubitron. 
Mechanochemical treatment (high energetic milling) leads 

to changing the material structure. The milling process took 
place in ethanol. Cubitron was added to hydrolysate in 
1:0,028 ratios. Hydrolysate containing submicrocrystalline 
sintered corundum grains, input granulation after 5, 10 and 
15 hours of milling, was left in ambient conditions to be 
gelled, which occurred in a range of 7 to 14 days, depending 
on the quantity of water used [10]. 

The gel layer was coated on k9 glass substrate and then 
doped by cubitron was measured by exoelectron emission.   

C.  potential method 

The  potential measurements were taken with 
equipment made by the Biophysics Laboratory Institute of 
Physics Wroclaw University of Technology agree the W. 
Bialas project.   

For investigation of  potential, the bioactive composite 
materials were powdered and soaked in a dilution of 
physiological solution (SBF), which is the perfect 
electrolyte. 

Mechanochemical treatment (high energetic milling) 
leads to changing the material structure, dislocations and 
point defects, is favourable for chemical reactivity in 
microareas and has an influence on the growth of material 
specific surface area. 

Pulverisette 6 planetary ball mill by Fritsch with a chamber 
and agate balls was used for mechanochemical treatment for 
bioglass (F) and cubitron doped bioglass samples. A small 
quantity of powder was taken from the mill chamber after a 
specified milling time (5, 10, 15 hours) to grains analyse. 
Analysis of size composition was made in Micromeritics 
Sedigraph 5.100 X-ray Analyzer with the use of 0,5 % 
solution of sodium pyrophosphate as sedimentation liquid and 
the Hilliard’s method by optical microscope. The grain size 
after 10 hour milling was practically the same that 15 hour 
milling. The samples of basic (F) and cubitron [(F+5 cub; 
F+10 cub; F+15 cub) milling time, respectively] doped 
bioglass was sifted out in order to attain obtainment the same 
size of grains. The grains analyse of basic (F) and cubitron 
[(F+5 cub; F+10 cub; F+15 cub) milling time, respectively] 
doped bioglass in Fig. 1 is presented.  

For the powdered composite samples we observed the 
maximum for 20-30 m grains size. A small fraction of 
composite samples was achieved 150 m value.  

24-hour immersion in SBF resulted in formation of 
calcites as well as various types of calcium phosphate (Ca/P 
molar ratio  1). After 5-day immersion of samples in SBF, 
on the surface of biocomposites containing unmilled 
cubitron grain and after 10 hours of milling hydroxyapatite 
appeared, which was evidenced by the Ca/P molar ratio in 
selected points (1,5; 1,7). In the remaining samples most 
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probably calcium phosphate crystallised on biocomposite 
surface. [10]. 

A charge appeared on the ceramic grain surfaces, 
dispersed in fluid systems, causing the attraction from water 
solution the ions of opposite sign, which lowers the effect of 
electric field agree the distance from these surfaces.  A 
characteristic double electric layer is created, a consequence 
of which is the appearance of an electro-kinetic potential. 

The  potential results (Tab.1) indicated that the potential 
is smaller for the composite in comparison of component 
sample. Increase in the positive charge in all the various 
types of obtained composites. 

Changes of the  potential indicated on lowering of 
surface charge lead to hypotheses of proton desorptions, 
which is characteristic for porous gel composite structure. 
Maximum value of  potential achieved for 5 hour milling 
of porous corundum. Prolongation of deformation process 
more than 10 hour didn’t influence on the surface charge 
generation by milling process. 

It is possible that changes of surface charge caused by 
mechanical deformation may considerably enhance to 
healing or adverse reaction to the implant by the body.  

The result (Table 2) of SBF interaction on 15 hour 
composite milling indicated that the growth of 
hydroxyapatite layer on the composite surface lowering the 
surface potential. 

D. Exoelectron method 

The OSEE current was registered by a secondary electron 
multiplier (10-18 A) in vacuum chamber with 10-4 Pa. The 
electrons were focused with an electrostatic lens and 
registered with the electron multiplier. Measurements of 
fractoemission kinetics were carried out with an UV optical 
stimulation. This method has been described elsewhere [11]. 

By pushing the load applicator, the specimen is gradually 
deformed. 

The area under the fractoemission curve represents the 
change of electron emission intensity versus time in 
proportion to the surface charge collected on the sample. 
Simultaneously this value is proportional to the quantity of 
the stresses on the glass surface. 

Fig.2 presents the curve of fractoemission from bioglass 
reinforced by alumina. 

This figure shows the time response of charge emission, 
and applied load upon fracture of sample. We observe a 
sharp, needle-like signal. 

The results (average value of exoemission intensity) 
shown in fig.3 indicate, that in first stage of deformation 
increase the number of electron traps. We now consider, 
agree [4, 6] the following model explain this phenomenon. 
In time of beginning stage, the negative particles escaped 
from composites and charged the emitting surface 
positively, creating a positive electric potential. This, in 
turn, provided an additional barrier for positive charge. For 

 

Fig. 1 Grain size analyze for 5/10/15 hour milling cubitron doped 
bioglasses 

Tab.1  potential results 

Sample  potential, [mV]   [%] 
Cubitron 5 4,09 8,1 
Cubitron 10 3,34 14,9 
Cubitron 15 3,48 7,2 

F 3,20 11,2 
F+Cub5 2,17 9,8 

F+Cub10 1,54 16,6 
F+Cub15 2,88 9,2 

Tab.2  potential results for doped 15 cubitron/bioglass composite 
immersed in SBF 

Sample  potential, [mV] 
Cubitron 15 3,48
F+Cub15 2,88
F+Cub15 po SBF (7) 2,63
F+Cub15 po SBF (14) 2,06

 

Fig. 2 Exoelectron emission curve of bioglass (F) under 9,6 [N] force 
deformation 
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longer time of milling process (10 and 15 hour) the time of 
charged positively of surface is shorter (Fig.3 10/15 milling 
time curves). But the intensity of these maximum 
(proportional to the quantity of the stresses on the glass 
surface) is more in comparison of the shorter time of milling 
(5 hour). 

In the case of both the bioglasses and the biocomposites 
we found that disequilibrium layers formed that included 
either silica gel or areas with hydroxyapatite. We also found 
that both diffusion as well as relaxation processes took 
place in these layers. The emission should be due to the 
local electric field induced by the surface electric charges 
distributing on the fracture surface. That is, many dangling 
bonds and charged defect centers are created by bond 
breaking on the fracture zone; the mosaic charge 
distribution causes local electric field, and accelerates the 
unstable electrons emission. Upon fracture, ejection of 
oxygen atoms and ions and creation of oxygen vacancies 
are expected, and electrons released during fracture will be 
trapped to the oxygen vacancies, exoemission of electron is 
decaying  

III. CONCLUSIONS 

1. Changing of surface potential could influence on the 
interactions between an implant and negative surface charge 
of bacteria. A charge appeared on the composite grain 
surfaces, which lowers the effect of electric field, compare 

of the component biomaterials.  Obtained results aim at the 
mechanism of surface potential interaction between 
biomaterials and the bacteria.  

2. Mechanical surface interactions are always connected 
with electric reconstruction of the surface. In the case of 
biocomposite: bioglass and corundum, there is a 
simultaneous separation or recombination of charges that 
bring about a pulsed fluctuation of emission current. 
Fractoemission investigations indicate that the presence of 
reinforcement agents influence not only on the surface 
structure but it extended the time of release of electrons 
from the surface. 
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