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Abstract. Traditional TCP has significant limitations such as unclear
congestion implication, low utilization in high bandwidth delay product
networks, unstable throughput and limited fairness. In order to overcome
such limitations, research on design and development of more effective
congestion control algorithms, especially in the high bandwidth delay
product networks, is very active. Variable-structure congestion Control
Protocol (VCP) uses two ECN bits to deliver the bottleneck link utiliza-
tion region to end systems, and achieves high utilization, low persistent
queue length, negligible packet loss rate and reasonable fairness. Owing
to the utilization of large multiplicative decrease factor, VCP flows need
very long time to finish fairness convergence. To address this problem,
a new method called VCP-Fast Convergence (VCP-FC) is proposed in
this paper. VCP-FC uses more bits to deliver precise network load factor
back to end systems. The end system calculates the fairness bandwidth
based on the variance rates of the load factor and throughput, and then
quickly adjusts the congestion window to approach the fairness band-
width. VCP-FC shortens the fairness convergence time effectively, and
meanwhile improves the efficiency and fairness of VCP. At last, the per-
formance of VCP-FC is evaluated using ns2 simulations.

1 Introduction

It is well-known that the Addictive Increase Multiplicative Decrease (AIMD)[1]
congestion control algorithm employed by traditional TCP[2] doesn’t perform
well in high bandwidth delay networks. The research on design and development
of more effective congestion control algorithms, especially in the high band-
width delay product networks, is very active. One direction is pure end-to-end
improvement, such as High-speed TCP[3], LTCP[4], Fast TCP[5] and Scalable
TCP[6]. These algorithms increase congestion window aggressively and decrease
conservatively to improve the network utilization. Another approach is to utilize
explicit feedback from internet routers, such as VCP[7],RCP[8],ACP[9],XCP[10].
These algorithms redesign the internet to achieve high utilization, low persistent
queue length, negligible packet loss rate and max-min fairness.

Among the algorithms utilizing explicit feedback, Variable-structure conges-
tion Control Protocol (VCP) is a simple and low complexity protocol that mod-
ifies mainly in end systems and deploys easier than XCP. VCP is able to achieve
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comparable performance to XCP but converges significantly slower to the fair
bandwidth than XCP. When a new flow joins the network of high utilization,
the existing flows can’t decrease occupied bandwidth fast owing to VCP large
MD factor β (0.875), the new flow converges to the fair allocation very slowly.

There are several relative researches on improving convergence speed to fair-
ness in the literature. [11] improves the convergence speed of High-Speed TCP
to the fair bandwidth. The proposed mechanism checks the congestion window
size just before a loss event. If the size continuously declines, the window is as-
sessed to be on a downward trend. Once the difference between the maximum
and minimum values of the checked size during the current downward trend ex-
ceeds a threshold, the congestion window decrease parameter is set larger than
usual. Thus, flows with a larger window size than fair can decrease their window
more aggressively to improve the convergence times. But the condition described
above is an very special case in the fast changing network environment, so the
mechanism isn’t an general solution. [12] presented a congestion control algo-
rithm based on the traditional TCP. The algorithm explicitly calculates the fair
share and converges to it in two congestion cycles in a distributed fashion. But
owing to the limitation of TCP, only synchronous flows is analyzed in [12].

To improve VCP convergence speed to fairness, a new method called VCP-
Fast Convergence (VCP-FC) is proposed in this paper. VCP-FC use more bits
to deliver precise network load factor back to end systems. End systems estimate
the fair bandwidth based on the variance rates of the load factor and throughput.
If current bandwidth deviates from the fair bandwidth, the flow rapidly adjusts
its congestion window to the fair bandwidth, which improves the convergence
speed to fairness. If current bandwidth approaches the fair bandwidth, the flow
apply lager MD factor (0.9) than VCP so as to smooth the flow’s throughput
and meanwhile improves the network utilization. The additional benefit of using
precise feedback is to improve VCP convergence speed to efficiency in MI stage.

The rest of the paper is organized as follows: Section 2 briefly reviews VCP and
analysis its convergence behaviors. Section 3 elaborates VCP-FC. Section 4 uses
ns2 simulations to evaluate the performance of VCP-FC. Finally, conclusions
and future works are provided in Section 5.

2 Variable-Structure Congestion Control Protocol (VCP)

The VCP router calculates the load factor ρ periodically:

ρ =
λ + κq

γCtρ
(1)

Here tρ is the calculation interval. Owing to 75% ∼ 90% of flows have RTTs less
than 200 ms [13], VCP set tρ=200 ms. λ is the amount of input traffic during
the last interval tρ. q is the persistent queue length during the last interval tρ.
κ controls how fast the persistent queue drains and set κ = 0.5. γ is the target
utilization and set γ = 0.98. C is the link bandwidth.
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In every interval tρ, the link utilization is classified into three regions based
on the load factor ρ. If 0≤ρ < 80%, the link utilization is classified as low-load
region; if 80≤ρ < 100%, the link utilization is classified as high-load region, if
ρ≥100%, the link utilization is classified as overload region. VCP routers encode
the utilization regions into two ECN bits in the IP header of each data packet.
This information is then sent back by the receiver to the sender via ACK packets.
Depending on the utilization regions, the sender applies different congestion
response. If in low-load region, the sender increases its sending rate using MI to
improve the link utilization quickly; if in high-load region, the sender increases its
sending rate using AI to improve the link utilization slowly; if in overload region,
the sender decreases its sending rate using MD immediately. The respective
response functions are as follows:

MI : cwnd(t + rtt) = cwnd(t) × (1 + ε) (2)

AI : cwnd(t + rtt) = cwnd(t) + α (3)

MD : cwnd(t + rtt) = cwnd(t) × β (4)

Where ε = 0.0625, α = 1, β = 0.875 . To offset the impact of the RTT het-
erogeneity, VCP scales ε and α using equation (5)(6) respectively according to
their RTTs. And further, in order to allocate the bandwidth in fairness, VCP
uses equation (7) adding an additional scaling factor to the AI algorithm:

εs = (1 + ε)
rtt
tρ − 1 (5)

αs = α
rtt

tρ
(6)

αrate = αs
rtt

tρ
= α(

rtt

tρ
)2 (7)

The behavior of VCP convergence could be divided into two stages. Stage one
is convergence to efficiency. VCP flows quickly take the available bandwidth using
MI. The link utilization ramps up to 80% quickly, which shows VCP has high
efficiency. Stage two is convergence to fairness. VCP flows achieve to the fair
bandwidth using AIMD. VCP doesn’t guarantee fairness in stage one. Owing
to the scaling of αs, the same time started flows but of different RTTs will
converge to the same congestion window in stage one, which also means that
flows converge to unfair bandwidth. Only in stage two these flows of different
sending rate converge to fairness. Owing to the scaling of αs, flows of different
RTTs increase their congestion window equally every tρ interval. Owing to the
scaling of αrate, flows of different RTTs increase their bandwidth equally every
tρ interval. To prevent the system from oscillating between MI and MD, VCP set
the MD factor β = 0.875. As only the MD function can affect the convergence
time to fairness, the choice of 0.875 is the root cause of slow convergence to
fairness.

The behavior that VCP flows converge to fairness slowly manifest in two
aspects. Firstly, the same time started flows but of different RTTs need long
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time to converge to the fairness bandwidth. Figure 1 shows the convergence
of congestion window of two VCP flows with different RTTs (20 ms and 100
ms respectively). Two flows start to send packets at t = 0. The bottleneck
bandwidth is 100Mbps. In stage one, i.e. convergence to efficiency, two flows
converge to the identical congestion window value. Then the flows converge to
the fairness bandwidth using AIMD in stage two. The total convergence time is
about 300 seconds. Secondly, when the link utilization is in high-load region, i.e.
the load factor is between 80% and 100%, one new flow joins and starts sending
packets; the new flow needs long time to converge to the fairness bandwidth.
As shown in Fig.2, one flow starts firstly and achieves the stable state, then the
other new flow starts to send packets at t = 100s. The two flows have identical
RTT of 80 ms. The bottleneck bandwidth is 100Mbps. The new flow needs about
300 seconds to converge to the fairness bandwidth.
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Fig. 1. Two VCP flows of different RTTs start simultaneously
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Fig. 2. Two VCP flows of identical RTTs start sequentially

3 VCP Fast Convergence (VCP-FC)

VCP-FC keeps the algorithms of VCP router unchanged and just uses ten bits to
deliver the load factor back to end systems. The load factor ρ is represented using
ten bits, that is to say the quantized load factor has the precision of 0.001. With
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the quantized load factor, end systems can improve the convergence speed to
efficiency and fairness. The following subsections will describe them separately.

3.1 Convergence to Efficiency

In the stage of convergence to efficiency, 0 ≤ ρ < 80%. Using the precise load
factor, VCP-FC can adjust the congestion window more quickly and accurately.
VCP-FC substitutes the VCP MI response function with equation (8):

cwnd(t + rtt) = cwnd(t) + μ(1 − ρ(t))cwnd(t) (8)

Where ρ(t) is the load factor at time of t. μ controls how fast the convergence
to efficiency; in order to guarantee the robustness, we choose μ = 0.5. VCP-FC
scales ρ(t) as VCP does in equation (5) and just replaces ε with ρ(t). At the
end of convergence to efficiency, simultaneously started flows can reach the same
value of congestion window. Using the new MI response function, the convergence
speed to efficiency is improved effectively.

Suppose there is a single bottleneck with bandwidth of C shared by multiple
flows. The flows start to send packets simultaneously. Assuming the flows have
identical RTTs and start from the unit aggregate rates r(0)=1. The flows con-
verge to efficiency using MI. For VCP flows, [7] proofs that the aggregate rate
after n rounds of MI is r(n) = r(0)(1+ ε)n, where ε = 0.0625; then at the end of
convergence to efficiency, VCP flows need log(0.8C)

log(1+ε) rounds of MI. For VCP-FC
flows, the aggregate rate after n rounds of MI is r(n) = r(0)

∏n
i=1(1 + μ(1 − ρi)),

where 0 ≤ ρi < 0.8 and μ = 0.5, so μ(1 − ρi) > 0.1 > ε. Apparently the number
of MI rounds VCP-FC flows needed is less than log(0.8C)

log(1+0.1) . Compared with VCP
flows, VCP-FC flows converge to efficiency faster than VCP flows.

3.2 Convergence to Fairness

In the stage of convergence to fairness, ρ ≥ 80%. VCP flows converge to fairness
using AIMD. Additive increase doesn’t affect the fairness among flows. The
convergence speed to fairness is determined by the MD factor, i.e. β. The smaller
the MD factor, the faster approaching the fairness; but the oscillation is higher
too. To prevent the system oscillation between MI and MD, VCP set β = 0.875.
To decrease the MD factor to improve the convergence speed to fairness isn’t a
good solution.

VCP-FC delivers the load factor back to end systems. Thus, the fairness
bandwidth is able to estimate using the variance rates of the load factor and
throughput in end systems. Suppose there is a single bottleneck with bandwidth
of C shared by multiple flows. Consider an situation which there are N flows
existing and no flows join or leave during a period of ΔT . In the stage of conver-
gence to fairness, all flows update their congestion window using AIMD. When
the bottleneck link is in high-load region, the aggregate incremental amount of
bandwidth during ΔT is :

∑n
i (ri(t+ΔT )−ri(t)). Owing to additive increase, all

flows increase their bandwidth by the same amount, denote as Δr, so we have:
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n∑

i

(ri(t + ΔT ) − ri(t)) = NΔr (9)

Assuming ΔT > tρ, the incremental amount of the bottleneck utilization is
Δu = u(t + ΔT ) − u(t), we have:

Δu =
∑n

i (ri(t + ΔT ) − ri(t))
C

=
NΔr

C
(10)

Thus, We can calculate the fairness bandwidth F as follow:

F =
C

N
=

Δr

Δu
(11)

And further we can obtain the fairness congestion window W as follow:

W = F•rtt =
Δw

Δu
(12)

The VCP is able to achieve very low persistent queue length, thus the change of
utilization Δu is approximately substituted with the change of load factor Δρ
in end systems.

Suppose the network reaches congestion at some point, due to addictive in-
crease. Then all flows will decrease their bandwidth multiplicative, and then
resume addictive increase until the network congests again. We choose the inter-
val between sequent congestion points as ΔT to estimate the fairness bandwidth
more accurately. Figure 3 elaborates this interval. There are m > 1 rounds of
AI and one round of MD in every ΔT interval. The bottleneck utilization is
changing every tρ interval. Thus, in each ΔT interval we can obtain n pairs of
value denote as (ui, wi), where ui represent the load factor every tρ interval;
wi represent the value of congestion window when ui is feed back to the end
system. At the time of T + ΔT , end systems calculate the fairness bandwidth
using equation (13). End systems take (un, wn) as the base value and calculate
n-1 values of the fairness congestion window. Then end systems calculate the
average of these values, so we obtain the fairness congestion window Wf in this
ΔT interval:

Wf =
1

n − 1

n−1∑

i=1

wn − wi

un − ui
(13)

The end systems estimate one new Wf every ΔT interval, then smooth the
value as follow:

W f
e = (1 − θ)last W f

e + θWf (14)

In order to track the quickly changed network environment we choose larger
value of θ and set θ = 0.4.

End systems compare current congestion window with W f
e , if |cwnd−W f

e | <
ηW f

e , where η = 0.1, that means the two variable is approximately equally,
flows approach the fairness approximately. Then we can use larger MD factor to
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smooth the flow throughput and set β = 0.9; otherwise we use following equation
to update the congestion window:

cwndnew = (1 − ω)cwnd + ωW f
e (15)

where ω = 0.2. In some situation, we can’t obtain enough samples, if n < 5,
VCP-FC set β = 0.875 as original VCP.

Fig. 3. Interval of ΔT

4 Simulations and Results

We incorporated our algorithm into VCP and validated its performance on NS-
2[14]. The performance of VCP-FC is compare with VCP and XCP. We use
the single congested link topology shown in Fig.4, where Si is sending packets
to Di. We evaluate the convergence time to efficiency firstly, and then evaluate
the convergence time to fairness when varied fairness bandwidth and round-
trip times separately. At last, we study the performance of VCP-FC in an RTT
heterogeneity environment and in an dynamic environment. We use FTP as the
application layer data generator in all simulations. The data packet size is set
to 1KBytes. The parameters of VCP and XCP is set according to the authors’
recommendations in [7] and [10] separately.

Simulation results for convergence to efficiency: The bottleneck band-
width varies from 2Mbps to 1Gbps. Only a single flow starts to send packets at
t = 0, and its RTT=80 ms. The convergence time to efficiency is defined as how
much time needed the bottleneck utilization reaches 80%. The result is show
in Fig.5, and the x-axis is in logarithmic scale. From Fig.5, XCP converges to
efficiency fastest. The convergence time to efficiency of VCP-FC is shorter than
VCP regardless of the bandwidth. When the bandwidth varied from 2Mbps to
1Gbps, the convergence time to efficiency of VCP-FC increases slower than VCP.
The result shows the VCP-FC flows converge faster to efficiency than VCP.

Simulation results for converge to fairness with varied fairness band-
width: One flow starts to send packets at t = 0 and reaches the stable situa-
tion. Then the other flow starts to send packets. Two flows have identical RTT
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Fig. 4. A single bottleneck topology
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Fig. 5. Convergence time to efficiency versus bandwidth

of 80ms. The bottleneck bandwidth varies from 2Mbps to 1Gbps, which means
the fairness bandwidth varies from 1Mbps to 512Mbps. The convergence time to
fairness of the second flow is measured using the metric of δ − fair convergence
time proposed in [15]. The metric is defined as the time taken for the second
flow converges to 1−δ

2 of the link bandwidth. Here we set δ = 0.1. As shown
in Fig.6, XCP converges to the fairness bandwidth very fast and hardly affect
by the fairness bandwidth. And the convergence time to fairness of VCP-FC is
almost the same as VCP when the fairness bandwidth is less than 2Mbps. When
the bandwidth increased, the increment of convergence time of VCP-FC is much
less than VCP. The result shows VCP-FC significantly improve the convergence
speed to fairness in high bandwidth environment, but still consume more time
than XCP.

Simulation results for converge to fairness with varied RTT: The bot-
tleneck bandwidth is fixed at 45Mbps. One flow starts to send packets at t = 0
and reaches the stable situation. Then the other flow starts to send packets. The
RTT of the two flows is varied from 20ms to 200ms. The convergence time to
fairness of the second flow is measured using δ − fair convergence time as the
preceding simulation. As shown in Fig.7, the impact of RTT is rather slight to
convergence time of VCP-FC, VCP and XCP. As the RTT grows, the conver-
gence time increases very slowly. The convergence time of VCP-FC is smaller
than VCP regardless of RTT, and XCP converges fastest to fairness.
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Fig. 6. Convergence time to fairness versus bandwidth
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Fig. 7. Convergence time to fairness versus RTT

Simulation results for RTT heterogeneity environment: VCP flows can
achieve max-min fairness in some extent. VCP-FC preserves the good property
of VCP. We have 20 flows sharing the bottleneck link, and the bottleneck band-
width is fixed at 200Mbps. We perform four sets of simulations: (a) the same
RTT of 20ms; (b) small RTT difference from 20ms to 96ms; (c) large RTT dif-
ference from 20ms to 153ms; (d) huge RTT difference from 20ms to 229ms. We
measured flows throughput in equilibrium. As shown in Fig.8, VCP-FC is able
to allocate bandwidth fairly among competing flows, as long as their RTTs are
not significantly different. With the RTT heterogeneity increases, the fairness of
VCP-FC is degrade.

Simulation results for dynamic environment: In an dynamic environment,
flows usually join or leave the network in an unpredictable manner. When flows
leave, the available bandwidth is increased. VCP is able to take the available
bandwidth by MI action quickly, and so does VCP-FC. when flows join, the
contention of flows become intensive. The existing flows should decrease their
bandwidth to make room for new flows. Here we focus on the effect of increased
contention. We have 10 flows sharing a 400Mbps bottleneck. At t=60s, 110s,
160s, there are 10 flows join the network respectively. All flows have identical
RTT of 80ms. The simulation last for 210s. Thus, the duration is divided into
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four parts, which is 0-60s, 60-110s, 110-160s, 160-210s. We measured the effi-
ciency and fairness in each part. The efficiency is measured using the goodput
which is the bytes received in receivers. The fairness is measured using Fair-
ness Index presented in [16]: F (x) = (

∑
xi)2/n(

∑
xi

2), where xi is the goodput
achieved by each flow. As show in Fig.9, XCP outperforms VCP and VCP-FC
both in efficiency and fairness when graduated contention increased. In the first
part of the duration, the efficiency of VCP-FC is much better than VCP, which
also means VCP-FC converge to efficiency faster than VCP. In all parts of the
duration, VCP-FC outperforms VCP in efficiency and fairness.
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5 Conclusion

This paper has proposed a new mechanism called VCP-FC for improving the
convergence speed of VCP to efficiency and fairness. VCP-FC uses ten bits to
deliver the load factor back to end systems. With the support from routers,
VCP-FC can estimate the fairness bandwidth every congestion cycle. Simulation
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results show that VCP-FC is valid in stationary and dynamic environment, and
also effective in the RTT heterogeneity environment.

VCP-FC improves the efficiency and fairness of VCP effectively, but still not
as good as XCP. The weak point of VCP-FC manifest mainly in two aspects.
Firstly, the convergence time to fairness is affected by the fairness bandwidth,
which is determined by the AIMD algorithms employed by VCP-FC. Secondly,
the router calculates the load factor every tρ interval (tρ = 200ms). If the RTT
of flows is beyond 200ms, the fairness of VCP and VCP-FC becomes worse. In
such large RTT variance environment, the validity of VCP-FC needs further
research.
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