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Preface

This volume contains the proceedings of ATC 2008, the 5th International Confer-
ence on Autonomic and Trusted Computing: Bringing Safe, Self-x and Organic
Computing Systems into Reality. The conference was held in Oslo, Norway, dur-
ing June 23–25, 2008.

ATC 2008 is a successor of the First IFIP Workshop on Trusted and Auto-
nomic Ubiquitous and Embedded Systems (TAUES 2005, Japan), the Interna-
tional Workshop on Trusted and Autonomic Computing Systems (TACS 2006,
Austria), the Third International Conference on Autonomic and Trusted Com-
puting (ATC 2006, China), and the 4th International Conference on Autonomic
and Trusted Computing (ATC 2007, Hong Kong).

Computing systems including hardware, software, communication and net-
works are growing dramatically in both scale and heterogeneity, becoming overly
complex. Such complexity is getting even more critical with the ubiquitous per-
meation of embedded devices and other pervasive systems. To cope with the
growing and ubiquitous complexity, Autonomic Computing (AC) focuses on self-
manageable computing and communication systems that exhibit self-awareness,
self-configuration, self-optimization, self-healing, self-protection and other self-x
operations to the maximum extent possible without human intervention or guid-
ance. Organic Computing (OC) additionally emphasizes natural-analogue con-
cepts like self-organization and controlled emergence.

Any autonomic or organic system must be trustworthy to avoid the risk of
losing control and to retain confidence that the system will not fail. Trust and/or
distrust relationships in the Internet and in pervasive infrastructures are key
factors in enabling dynamic interaction and cooperation of various users, systems
and services. Trusted/Trustworthy Computing (TC) aims at making computing
and communication systems as well as services available, predictable, traceable,
controllable, assessable, sustainable, dependable, persistable, security/privacy
protectable, etc.

A series of grand challenges remain before practical self-manageable auto-
nomic systems with truly trustworthy services become a reality. ATC 2008 ad-
dressed the most innovative research and development in these challenging areas,
and covered a multitude of technical aspects related to autonomic/organic com-
puting (AC/OC) and trusted computing (TC).

The ATC 2008 conference provided a forum for engineers and scientists in
academia, industry, and government to exchange ideas and experiences in devel-
oping AC/TC theory and models, architectures and systems, components and
modules, communication and services, tools and interfaces, services and appli-
cations. There were 75 papers submitted, representing 22 countries and regions,
from Asia, Europe, North America and the Pacific. All submissions were reviewed
by at least three Technical Program Committee members or external reviewers.



VI Preface

In order to allocate as many papers as possible and keep the high quality of
the conference, we finally decided to accept 25 regular papers for presentation,
which reflected a 33% acceptance rate. In addition, there were 26 special session
papers included in the proceedings. We believe that all of these papers and topics
not only provided novel ideas, new results, work in progress and state-of-the-art
techniques in this field, but also stimulated the future research activities in the
area of autonomic and trusted computing.

Organization of conferences with a large number of submissions requires a
lot of hard work and dedication from many people. We would like to take this
opportunity to thank numerous people whose work made this conference pos-
sible and ensured its high quality. We wish to thank the authors of submitted
papers, as they contributed to the conference technical program. We wish to
express our deepest gratitude to the Program (Vice) Chairs for their hard work
and commitment to quality when helping with paper selection. We would also
like to thank all Program Committee members and external reviewers for their
excellent job in the paper review process, the Steering Committee and Advisory
Committee for their continuous advice, and Erik Hjelmås for organizing a panel
on the important question: “Do we need a secure element in hardware?” A special
thanks to Yo-Ping Huang and Tsun-Wei Chang for organizing a special session
on “Sensor Networks, VoIP, and Watermarking.” We are also in debt to the Pub-
licity Chairs for advertising the conference, to the Local Organizing Committee
for managing registration and other conference organization-related tasks, and
to Oslo University College for hosting the conference. We are also grateful to
Son T. Nguyen for the hard work on managing the conference website and the
conference management system.

Chunming Rong
Martin Gilje Jaatun
Frode Eika Sandnes

Laurence T. Yang
Jianhua Ma
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Sensor Network Applications Implemented by

Industry and Their Security Challenges

Erdal Cayirci

NATO JWC & University of Stavanger, Norway

Wireless sensor networks (WSN) have many security and safety applications.
BODAS, TADAS and TEDAS are three examples for WSN security applications
implemented and deployed recently.

BODAS detects threats against the security and safety of pipelines. TADAS is
a tactical sensing system to detect and classify the intruders. It is developed for
surveillance along borders, through approach routes and around critical facilities.
Finally TEDAS detects the intruders passing over, through or under a perimeter
fence. All three applications are based on the deployment of a large number of
unattended nodes for extended time periods. Therefore, scalability and power
awareness are critical design parameters for them. They are also susceptible to
security threats different from typical military and commercial systems.

We first introduce briefly these applications, and then elaborate the security
threats and required security mechanisms for them. We also give our practical
solutions for some of these security challenges and experimental results for them
obtained through the implementation and deployment of BODAS, TADAS and
TEDAS.
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Abstract. In this paper, we propose a cross-matching algorithm that can detect 
stepping-stone intrusion. The theoretical analysis of this algorithm shows that it 
can completely resist intruder’s time-jittering evasion. The results of the ex-
periments and the simulation show that this algorithm can also resist intruders’ 
chaff-perturbation with chaff-rate up to 80%. Compared with A. Blum’s ap-
proach, which can resist chaff-perturbation with every x inserted packets out of 
8*(x+1), this approach has promising performance in terms of resistance to in-
truders’ manipulation.  

1   Introduction 

It is not a secret that intruders usually attack other computers through stepping-stones 
[1]. One obvious reason is that using stepping-stone could make the intruders safe from 
being detected, even captured. Along with the development of computer technologies 
many approaches to detect stepping-stone intrusion were proposed [1]. Some of the 
known approaches are Content-Based Thumbprint [3], Time-Based Approach [1], De-
viation-Based Approach [4], Round-Trip Time Approach [5, 2], and Packet Number 
Difference-Based Approach [6, 7]. Usually intruders take advantage of the vulnerabili-
ties of TCP/IP in manipulating TCP sessions in order to avoid detection. Most com-
monly used manipulation methods are time-jittering and chaff-perturbation [6].  

Staniford-Chen and Heberlein proposed a method that identifies intruders by com-
paring different sessions for suggestive similarities of connection chains [3]. The 
major weakness of this method is that it cannot be applied to encrypted sessions in 
which the contents that are crucial for making thumbprint are not available. Zhang 
and Paxson proposed the Time-Based Approach that can be used to detect stepping-
stone or trace back intrusion even if a session is encrypted [1]. However, this method 
has three major problems. First, it can be easily manipulated by intruders.  Second, it 
requires that the packets of connections have precise and synchronized timestamps in 
order to correlate them properly. This makes it difficult or impractical to correlate the 
measurements taken at different points in the network. Third, it is observed that a 
large number of legitimate stepping-stone users routinely traverse a network for a 
variety of purposes. Yoda and Etoh proposed the Deviation-Based Approach, a net-
work-based correlation scheme [4]. It defines the deviation as the minimum average 
delay gap between the packet streams of two TCP connections. This method is based 
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on the observation that the deviation of two unrelated connections is large enough to 
be distinguished from that of connections in the same connection chain. The Devia-
tion-Based Approach has the following problems in addition to the problems that the 
Time-Based Approach has: 1) computing deviation is not efficient; 2) it is not appli-
cable for a compressed session because it depends on the size of a packet; 3) it cannot 
correlate connections where padding is added to the payload because it can correlate 
only the TCP connections that have one-to-one correspondences in their TCP se-
quence numbers; 4) correlation measurements are applicable only to the post-attack 
traces because the correlation metrics are defined over the entire duration of the con-
nections. The Round-Trip Time (RTT) approach proposed by Yung [2] detects step-
ping-stone intrusion by estimating the downstream length using the gap between a 
request and its corresponding response, and the gap between the request and its corre-
sponding acknowledgement. The problem of the RTT approach is that it makes inac-
curate detection because it cannot compute the two gaps precisely. 

The Packet Number Difference-Based Approach (PND-based) proposed by Blum 
[7] detects stepping-stones by checking the difference between the Send packet num-
bers of an incoming connection and those of an outgoing connection. The method is 
based on the idea that if the two connections are relayed, the difference should always 
be bounded, otherwise, it should not. It is claimed that this method can resist intrud-
ers’ evasions such as time-jittering and chaff-perturbation to an extent. Donoho, et al. 
[6] showed that there are theoretical limits on the ability of attackers to disguise their 
traffics using evasions during a long interactive session. Using wavelet and multi-
scale methods they proved that even if the session is jittered by time and chaff pertur-
bation, stepping-stone detection is still possible by monitoring a session for a long 
time. However, Donoho, et al. did not show how much time a session needs to be 
monitored in order to detect a stepping-stone. Blum [7] continued Donoho’s work and 
proposed a PND-based algorithm for stepping-stone detection using Computational 
Learning Theory. Blum achieved provable upper bounds on the number of packets 
required to be monitored in an interactive session in order to achieve a given confi-
dence. A major problem with the PND-based approach is due to the fact that the up-
per bound of the number of packets required to monitor is large, while the lower 
bound of the amount of chaff needed to evade this detection is small. This fact makes 
Blum’s method weak in terms of resisting intruders’ chaff evasion. J. Yang proposed 
a couple of methods that match TCP/IP packets to detect stepping-stone intrusion  
[5, 8, 9]. The main idea of these methods is to detect stepping-stone intrusion by esti-
mating the length of a connection chain between the stepping-stone and the victim 
host. The longer the connection chain is, the higher the probability that the session is a 
stepping-stone intrusion.  

As we can see, most approaches that have been developed to detect stepping-stone 
intrusion are vulnerable in resistance to intruders’ evasion. In this paper, we propose a 
new algorithm, TCP/IP Packets Cross-Matching, to detect stepping-stone intrusion and 
to resist intruders’ time-jittering and chaff-perturbation evasions. The main idea of the 
TCP/IP Packet Cross-Matching is to match the send and echo packets of not only the 
same session, but also the different sessions. To determine whether a stepping-stone 
intrusion occurs, the TCP/IP packet matching rates between different sessions are com-
pared. The results of the experiments and the simulations we conducted showed that this 
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method can not only detect stepping-stone intrusion, but also resist intruders’ evasions 
such as time-jittering and chaff-perturbation to a significant extent.   

Section 2 introduces intruders’ evasion approaches; time-jittering, and chaff-
perturbation, and our assumptions. Section 3 explains TCP/IP Packets Matching 
method and the TCP/IP Packet Cross-Matching Algorithm. Section 4 covers the ex-
perimental setup, simulation, and the analysis of the experimental and simulation 
results. Section 5 summarizes our work with a conclusions and possible directions for 
the future work. 

2   Intruder’s Evasion Approaches and Assumptions 

As we discussed before, intruders usually evade stepping-stone detection by manipu-
lating the TCP session. The purpose of the manipulation is either to make two unre-
lated connections look like related or two unrelated connections look like related. 
Time-jittering and chaff-perturbation are the methods most frequently used by intrud-
ers to manipulate TCP sessions. Before we discuss the TCP/IP Packet Cross-
Matching Algorithm, we would like to explain these two evasion approaches first.  

2.1   Time-Jittering  

Intruders can evade detection by holding some of the Send packets of a session. This 
method is called time-jittering. Different packets are held for different time gaps. 
Usually intruder’s randomly generates time gaps for the Send packet delays. But the 
Send packets original order must be kept and guaranteed. Suppose we have n send 
packets {s1, s2, s3, …, sn} and their corresponding time stamps are: {t1, t2, t3, …, tn}. 
The following relations must be satisfied if these packets belong to one interactive 
session, 

     tn >tn-1 >…> t3 > t2 > t1                  (1) 

If the ith packet is held for a time gap Δti, the time stamps of the jittered Send packets 
would be: {t1 + Δt1, t2 + Δt2, t3 + Δt3, …, ti + Δti …, tn + Δtn }. Regardless of the size 
of Δti, the following relations must be satisfied to guarantee the original send packets’ 
order,  

tn + Δtn > tn-1 + Δtn-1 >… > t3 + Δt3 > t2  + Δt2 > t1 + Δt1              (2) 

This is required by TCP/IP protocol. Many of the approaches proposed to detect step-
ping-stone [1, 3, 4] are vulnerable in terms of resistance to Time-Jittering evasion.  

Intruders could manipulate either incoming connections or outgoing connections 
using time-jittering. Generally, intruders cannot hold Echo packets. The reason is that 
each Echo packet is the response to a Send packet and holding an Echo packet may 
cause resending the corresponding Send and this complicates the network communi-
cation beyond the control. That is why holding Send packet is the usual way used to 
manipulate an interactive session by intruders. Another fact is that intruders cannot 
hold Send packets indefinitely. In other words, an intruder can hold a Send packet 
only for a limited time [6].  Therefore, we can make the following two assumptions: 
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Assumption 1:   Intruders can apply time-jittering manipulation to Send packets only. 

Assumption 2:  The time that an intruder can hold a Send packet must be bounded, 
i.e. Δti < Tb, where Tb represents an upper boundary.  

2.2   Chaff-Perturbation 

Another way to evade detection is to insert meaningless packets to an interactive 
session. This method is called chaff-perturbation. With chaff-perturbation, intruders 
can manipulate connections, either making two relayed connections un-relayed or 
making two un-relayed connections relayed. The methods that detect stepping-stone 
intrusion by counting the number of Send packets fail to resist this chaff-perturbation 
evasion because the packet number could be easily changed with the chaff-
perturbation. Chaff-perturbation is more difficult to implement than time-jittering. 
There are two issues to consider in chaff-perturbation evasion. They are chaff rate and 
chaff removing.  

Intruders usually do not insert too many packets into an interactive TCP/IP session 
for two reasons: It is difficult to control and it is inefficient. The purpose of chaff-
perturbation is to evade detections by the methods in which the number of Send pack-
ets in incoming connection and the one in outgoing connection are compared to see if 
the two numbers are close enough. In other words, it checks if the relative difference 
(the rate between the difference of the two numbers and the minimum of the two 
numbers) is within ε where 0 < ε < 1. If we use δ to represent the relative difference, 
then the following equation must be satisfied, 

| δ |< ε                                                        (3) 

The smaller the ε is, the more accurate the detection. If an intruder wants to evade 
the detection, he/she would chaff the session with a rate that is just a little bit higher 
than ε. Our conclusion is that intruders do not need to insert a large number of packets 
into a session to evade the detection. 

Another important fact is that intruders must remove all the chaffs before they reach 
the target host of an interactive session because the meaningless packets cannot be exe-
cuted at the end host. Further more if the chaffs arrive at the end host, they will interfere 
with the execution of the normal packets. So we make the third and fourth assumptions. 

Assumption 3: All the chaffs do not have any corresponding Echo packets because 
the chaffs will be removed before it goes to the end host. 

Assumption 4: Intruders can chaff any send or echo packets, and if the chaffs are 
removed, they will be removed completely rather than partially. 

3   TCP/IP Cross-Matching Algorithm 

3.1   Motivation 

The basic idea employed in the algorithms that detect stepping-stone intrusion is to com-
pare a feature of an incoming connection with the same feature of the corresponding 
outgoing connection to see if the two features are the same or close enough. The main 
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reason why the previous approaches are weak or fail in resisting intruders’ evasion is that 
the features used in those approaches are easy to be manipulated by either delaying send 
packets or inserting some meaningless packets. For example, the ON-OFF feature used 
by Zhang [1] is easy to be changed by holding different send packets for different time 
gaps; the send packet number used by A. Blum [7] is also uncomplicated to be changed 
by inserting some meaningless packets even though A. Blum proved that his method 
would work if less than x packets are inserted in 8*(x+1) packets. 

We believe that only the methods that use a characteristic that is not easy to be  
manipulated will have the ability to resist intruders’ evasion. The method proposed by  
J. Yang [8] to detect stepping-stone intrusion uses an estimation of the length of the con-
nection chain. Unlike other approaches that use only send packets, J. Yang used send and 
echo packets together to detect stepping-stone. The key to estimate the length of a con-
nection is to match the send and echo packets of an outgoing connection. J. Yang [8] 
showed that the matched packets always form the largest cluster, i.e. among the clusters 
formed the matched packets produce the highest matching rate, which is defined as the 
ratio between the number of element of a cluster and the number of send packets. We 
found that matching rate is very promising indicator to determine if two connections are 
relayed.  If two connections are not relayed, the matching rate between the send packets 
of one connection and the echo packets of the other connection is close to zero. However, 
if two connections are relayed, that rate would be close to one. The most important fact 
regarding this matching rate is that it is not inclined to be affected by manipulation. That 
is, the probability that chaff packets are involved in a matched cluster is very low unless 
they are strictly controlled. Even if some chaffed packets are involved in a matched clus-
ter, it still cannot affect the matching result significantly unless all the chaffed packets 
form a new cluster which has the matching rate higher than the real one. To make this 
happen, the intruder would need to insert more than 100% meaningless packets into an 
interactive session. It is not easy for an intruder to implement it as what Donoho [6] 
proved. The TCP/IP Cross-Matching algorithm is based on the packets matching idea 
proposed by J. Yang [8].         

3.2   TCP/IP Packets Cross-Matching Algorithm 

In the cross-matching algorithm the send packets of an outgoing connection is 
matched to the echo packets of the same connection and to the echo packets of an 
incoming connection, and then the two matching rate are compared to see how close 
they are.  We use matching rates of an incoming connection and its corresponding 
outgoing connection as the bench mark to decide if a stepping-stone intrusion occurs. 
Fig. 1 illustrates this idea.  
 

                     

 
hi 2

iC  
1
iC  

)1(
iS  

)2(
iE)1(

iE

Fig. 1. Illustration for Cross-Matching

)2(
iS



 Detecting Stepping-Stone Intrusion and Resisting Evasion 7 

As Fig.1 shows, hi is a host to be determined if it is a stepping-stone. This host has 

two connections; 1
iC   and 2

iC .  1
iC  is the incoming connection that contains two 

streams: the send packet stream )1(
iS  , and the echo packet stream )1(

iE .  2
iC  is the 

outgoing connection that also includes the send packet stream )2(
iS  and the echo 

packet stream )2(
iE . 

The packets in )2(
iS  are matched to the packets in )2(

iE using the packet matching 

method in [8] and produce a matching rate
22ρ . The packets in )2(

iS match the packets 

in )1(
iE  and produce a matching rate

21ρ . If the two connections 1
iC and 2

iC are re-

layed, the following inequality must be satisfied.  

ερρ <− || 2221
, 

where 10 << ε  The lower the value of ε is, the higher probability that the two 
connections are relayed. The ideal value of || 2221 ρρ − is equal to zero. 

In addition to the matching rate difference, we also check the similarity between 
two matched sequences. The two packet matching rates ρ21 and ρ22 come from one 
send packet sequence. Not always all the packets of )2(

iS match all the echo packets in 

sequence )2(
iE , as well as those packets in sequence )1(

iE . We define  
22S   as the set of 

the packets in )2(
iS that match with )2(

iE  and 
22N  as the  number of packets in 

22S ; 

21S  as the set of the packets in  )2(
iS that match )1(

iE  and 
21N  as the number of pack-

ets in 
21S  . The similarity between two sequences can be measured by checking how 

many packets are the same between 
21S and 

22S . We use λ to represent the similarity 

and then λ is defined as follow. 

Similarity:
),max( 2221 NN

Δ=λ , where Δ is the number of the packets in the intersec-

tion of 
21S and 

22S .  

3.3   Resistance Analysis 

3.3.1   Time-Jittering 
An intruder could perform time-jittering either in the incoming connections by hold-
ing )1(

iS or in the outgoing connections by holding )2(
iS  as Fig.1 shows. Based on As-

sumption 1, an intruder cannot hold Echo packets. To simplify our analysis, we  
assume that the Send packets )2(

iS  in outgoing connection are held randomly. We 

assume there are n Send packets S: {s1, s2, s3, …, sn } with time stamps { ts1, ts2, ts3, 
…, tsn } passing through the outgoing connection before time-jittering is implemented. 
We also assume that there are m Echo packets E: { e1, e2, e3, …, em }  with time 
stamps{ te1, te2, te3, …, tem } generated by the target host of the session in the incoming 
connection. We also assume that si with time stamp tsi matches ej with time stamp tej if 



8 J. Yang and B. Lee 

the two connections are relayed. After time-jittering, the two time stamps should 
become to tsi + Δt, and   tej + Δt , where Δt is the time-jittering.  The round-trip time 
(RTT) before time-jittering is RTT1 = tej - tsi, and after time jittering is RTT2 = (tej + 
Δt) -  (tsi  + Δt) =  tej - tsi.  Therefore, we can say that time-jittering does not affect the 
round-trip time which is used to match Send and Echo packets. Consequently, we can 
conclude that the matching rate cannot be affected by time-jittering.  Therefore, we 
can justify the Assumption 1: an intruder will hold Echo packets. It means that the 
time stamps of packets in )1(

iE  are very close to the ones in )2(
iE . The matching rate 

21ρ  is also not affected by the time-jittering imposed on the send packets of the out-

going connection. If the two connections are relayed, these two matching rate should 
be very close. In other words, if 

21ρ and 
22ρ  are very close, we may induce that the 

possibility that the two connections are relayed is very high. So cross-matching can be 
used to detect stepping-stone intrusion, and can resist intruder’s time-jittering evasion. 

3.3.2   Chaff-Perturbation 
To determine if cross-matching could resist intruders’ chaff-perturbation evasion, we 
need to analyze the effect of chaff-perturbation on packet matching rate or on RTT 
which is used to match Send and Echo packets. Unlike time-jittering, intruders can 
perform chaff-perturbation on Send packets, on Echo packets, or on both. We ana-
lyzed two cases.  First, chaff-perturbation is performed in only Send packets. Second, 
chaff-perturbation is performed in both Send and Echo packets. The analysis was 
based on the Assumption 4: when the chaffs are removed, they must be removed 
completely, rather than partially.   

 

Case 1: Chaff on Send packets only 
We assume that the Send packet stream has n packets {s1, s2, s3, …, sn } with time 
stamps { ts1, ts2, ts3, …, tsn }, and Echo packet stream has m packets { e1, e2, e3, …, em }  
with time stamps{ te1, te2, te3, …, tem } before chaff perturbation. If a packet (we call it 
kth packet with time stamp tsk) is inserted between ith and (i+1)th Send packets, then   
this Send packet will not have corresponding Echoed packet because this kth packet 
will be removed before it goes to the end host (Assumption 3). When tsk is very close 
to tsi, this packet will merge to the ith packet. When tsk is very close to tsi+1, this packet 
will merge to the (i+1)th packet.. If it is close to neither ith packet nor (i+1)th packet, 
this packet will exist independently and match nothing. Therefore, theoretically the 
round-trip time cannot be affected by chaffs inserted in Send packets. Obviously 
packet matching rate cannot be affected either. So cross-matching can resist intruders’ 
evasion with only Send packets chaffed. 
 

Case 2: Chaff on both Send and Echo packets 
Assume that two Send packets si, si+1 are matched by two Echo packets ej, ej+1, respec-
tively before chaff-perturbation. After chaff-perturbation, they become si, sp, si+1, and 
ej, eq, ej+1, where sp and eq are chaffs.  If sp is either close to si or to si+1, it would not 
affect the round trip time computation as shown in the Case 1. If sp is close to neither  
si nor si+1, then eq may match sp to form a different RTT and interfere the packet 
matching.  As a result it may make either two un-relayed connections look like re-
layed or two relayed connections look like un-relayed. This happens only when the 
following two conditions are met. First, there are a large number of chaffs and second, 
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the chaffs can form RTTs which are very close and these RTTs can interfere with the 
real RTTs. This, however, happens with very low probability because it is almost 
impossible to meet the both conditions.  For the first condition, as we stated before it 
is impractical and inefficient to insert a large number of meaningless packets into an 
interactive session. For the second condition, even if an intruder could handle every-
thing and would not care about the efficiency of the network communication, it is still 
very hard to affect the packet matching rate because the intruder must control the 
interactive session so that all the packets inserted can be matched and form a different 
set of fake RTTs that can interfere with the real RTTs. The more packets are inserted, 
the more difficult for intruders to control. The point is that a small number of packets 
inserted does not affect packet matching rate significantly. If intruders randomly in-
sert some meaningless packets into an interactive session, it is unlikely that the chaffs 
matched each other. Our conclusion is that packet matching rate cannot be affected by 
randomly inserted chaff and therefore, the cross-matching method can resist chaff-
perturbation to an extent. 

3.4   The Algorithm 

Based the discussions we had in the previous sections, we propose the cross-matching 
algorithm that could detect stepping-stone intrusion, as well as resisting time-jittering 
and chaff-perturbation evasions. We assume there are n Send packets captured and ε  
is a given threshold which determines the detection accuracy. This threshold is deter-
mined by the tradeoff between the false positive rate and the false negative rate of 
intrusion detection. 

Cross-Matching ( )1(
iS , )1(

iE , )2(
iS , )2(

iE ,ε ): 

1. Call the matching algorithm in [8] to match the packet between )2(
iS and )1(

iE , 

as well as )2(
iS and )2(

iE , and compute the matching rate  
21ρ and 

22ρ  , respec-

tively;  
2. Determine if ερρ <− 2221

 is satisfied. If it is, then got to Step 3, otherwise 

go to Step 4; 
3. Check the similarity λ. If it is over 90%, then terminate and output “stepping-

stone intrusion”; if it is over 60%, then terminate and output “highly doubted”; 
otherwise, go to Step 4. 

4. If the inequality in Step 2 is not satisfied, then change the incoming connec-
tion and repeat Steps 1 to 3 until all the incoming connections are checked.  

End 

The computation cost of this algorithm is dominated by the computations in Step 1 
which is used to match Sends and Echoes. J. Yang pointed out that the time complex-
ity of the efficient clustering algorithm is O(nm2), where n is the number of Sends,  
and m is the number of Echoes [8]. If there are p incoming connections and q outgo-
ing connections at a host, in the worst case, the time complexity of detecting stepping-
stone would be 4*O(nm2)*p*q ≈ O(pqnm2) [8]. 

In this algorithm, we employed the thresholds for the similarity; 90% to indicate 
stepping-stone intrusion and 60% to indicate highly doubted stepping-stone intrusion. 
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These two numbers were selected purely based on our experience and our experimental 
context. Different similarity threshold may be selected based on the detecting context.   

4   Experimental Results 

4.1   Experimental Setup 

We established two connections using OpenSSH. They went through the host com-
puter at Bennett College. One connection connects to Mexico, and the other connects 
to California. We have two incoming connections 1

1C  and 1
2C , and two outgoing  

connections 2
1C  and 2

2C . 1
1C  and 2

1C  are relayed and 1
2C  and 2

2C  are relayed. We 

monitored these four connections, and collected the send and echo packets from the 
outgoing connections 2

1C and 2
2C , as well as the echo packets from the incoming con-

nections 1
1C and 1

2C . We call the cross-matching algorithm to compute the matching 

rates and the similarities. Obviously, the experimental results showed that  1
1C  and 2

1C  

, 1
2C  and 2

2C  are in the same session respectively. We do not want to get in details at 

this point, but we want to show how the cross-matching algorithm behaves when the 
connections are manipulated. Is it strong in resisting intruders’ evasion? We justify 
this through simulation with ε = 0.1. 

4.2   Resisting Time-Jittering and Its Analysis 

As we discussed in section 3.3.1, what we monitor is the timestamps of the send packets 
of the outgoing connections. Whatever how long an intruder holds the send packets, it 
does not affect the timestamps of the packets. That is it does not affect the matching 
rates if Assumption 1 is met. So we do not have to do any justification at this point. 
Under Assumption 1, cross-matching can resist intruders’ time-jittering completely. 

4.3   Resisting Chaff-Perturbation and Its Analysis 

In this section, we ponder two questions. First, when the two connections are relayed, 
is it possible to make them not relayed by chaff-perturbation? Second, when the two 
connections are not relayed, is it possible to make them relayed by chaff-perturbation?  
We took the packet sequence as the mother sample, and inserted some meaningless 
packets into both echo and send sequences with the different ratios, 10%, 20%, 
…100%. Here we assumed that the original timestamps would not be changed with 
chaff inserted. For each inserting ratio, we simulated 100 times, and took the worst 
result. Fig. 2 shows the matching rate difference and the matching rate similarity at 
different inserting rates under the assumption that the two connections are relayed.  

According to Fig. 2 the two connections are in highly doubted relayed status when the 
chaff-rate is over 80% because the similarity is lower than 90% but higher than 60%. The 
cross-matching can resist intruders’ chaff-perturbation with chaff-rate up to 80%.  
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Fig. 3 shows the case when two connections are not relayed. We chaffed both the 
send and echo sequence with different chaff-rate from 10% to 100%.  The simulation 
results show that the similarities are always under 10% whatever how the connections 
were chaffed. And the matching rate difference is always over 90%. The results drive us 
to believe that chaff-perturbation cannot escape from the detection of cross-matching.  
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Fig. 2. Two relayed connections with Chaff-Perturbation

Fig. 3. Two unrelayed connections with Chaff-Perturbation 
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5   Conclusions and Future Work 

In this paper we proposed a cross-matching approach that detects stepping-stone in-
trusion by utilizing the TCP/IP packet matching algorithm proposed by Yang, et al. 
[8]. The analysis shows that this new approach can resist intruders’ time-jittering 
evasion, and also resist intruders’ chaff-perturbation. The experimental results and the 
simulation showed that cross-matching can resist intruder chaff-perturbation with 
chaff-rate up to 80%. Compared with A. Blum’s approach, which can resist chaff-
perturbation with every x inserted packets out of 8*(x+1) [7], this approach has better 
performance in terms of resistance to intruders’ manipulation.  

Although the result of testing is very promising, the algorithm was tested in small 
scale due to the limited UNIX accounts we have. To verify the effectiveness of the 
cross-matching algorithm in resisting intruders’ evasion, the algorithm needs to be 
tested more extensively in various contexts. 
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Abstract. Distributed Denial of Service (DDoS) attack is a serious threat to the 
Internet communications especially to P2P streaming system. P2P streaming 
system is vulnerable to DDoS attacks due to its high bandwidth demand and 
strict time requirement. In this paper, we propose a distributed framework to 
defense DDoS attack based on Credit Model(CM) which takes the 
responsibility to identify malicious nodes and categorize nodes into different 
credit level. We also introduce a Message Rate Controlling Model (MRCM)to 
control the message rate of a node according to its credit level. Combining CM 
and MRCS together, our framework can improve the resistibility against DDoS 
for P2P streaming system. 

Keywords: Distributed Denial of Service (DDoS), peer-to-peer (P2P), Credit. 

1   Introduction 

Peer-to-peer networks, especially P2P file sharing networks, have been quickly 
adopted by many Internet communities in the past few years. Recently, the popularity 
of P2P streaming service demonstrates its ability to deliver high quality media 
streams to a large number of audiences. The Thriving of P2P networks starts to attract 
distributed denial of service (DDoS) attacks. Compared with the widely applied file-
sharing networks[1][2], P2P streaming networks are more vulnerable to DDoS attacks 
for the following three reasons. Firstly, streaming usually requires high bandwidth 
such that a certain amount of data loss could make the whole stream useless. 
Secondly, Streaming applications require their data to be delivered before a deadline. 
Otherwise data with a missed deadline is useless. Thirdly, a streaming network 
usually consists of a limited number of data sources which are easily attacked[3]. 

In P2P streaming network, the attacks on data sources and part of the network may 
cause DDoS. A P2P streaming network consists of a limited number of data sources 
which are easily attacked by some malicious nodes when they send amounts of 
requests[4]. Then other well-behaving nodes will not download media stream from 
data sources which means a DDoS attack to data sources has happened. On the other 
hand, since receivers can make unrestricted requests in such a system, if many nodes 
request a large number of media streams and consume too much bandwidth that all of 
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the available upload bandwidth in part of P2P media streaming system is 
exhausted[5]. A DDoS attack to part of the network has happened because other well-
behaving nodes will be prevented from downloading media streams.  

In this paper we propose a generic DDoS resilience framework for preventing both 
attacks to data sources and part of the network. To identify DDoS attackers and 
prevent the system from being corrupted by malicious nodes, our framework employs 
a CM to allow nodes to evaluate other nodes’ behaviors and introduces a MRCM to 
control the message rate of a node according to its credit level MRCM accomplishes 
prevention of DDoS by enforcing maximum message rate (the numbers of requests a 
node sends in a time unit) limits for each participating node. Each node in the P2P 
streaming network has different message rate limits according to its credit level. In 
order to prevent both attacks to data sources and part of the network we limit the total 
message rate and the message rate to data sources for each node. In this framework, 
MRCM consists of a subset of trusted nodes from the P2P streaming network. The 
nodes in MRCM will dynamically store message rate information about each node in 
the P2P streaming network. When the message rate of a node surpasses its message 
rate limit, MRCM will prevent it from sending more requests until the message rate is 
below its limit.  

Nodes in MRCM are also participants in the underlying P2P streaming overlay. 
Unlike a solution that uses a central database sever[6] to control nodes’ message rate, 
we provides an approach that avoids a central bottleneck, avoids a central point of 
failure[7] and provides scalability. According to limiting each node’s message rate to 
data sources and part of the network, we can detect malicious nodes immediately and 
control the system efficiently. The network can recover quickly even if a few of 
DDoS attacks have happened. 

The rest of the paper is structured as follows: We first introduce the categorization 
of DDoS attacks in P2P streaming network and propose a novel framework to solve 
these security problems in Section 2. Section 3 discusses the performance of our 
framework at preventing DDoS attacks. Section 4 presents a brief summery of this 
paper. 

2   System Design 

In this section we first introduce the categorization of DDoS attacks in P2P streaming 
network. Then we propose a novel framework to prevent these DDoS attacks and then 
present its two key components: CM and MRCM. 

We categorize the DDoS attacks in P2P streaming networks into attacks to data 
sources and attacks to part of the network. Attacks to data sources may happen 
because P2P streaming network consists of a limited number of data sources. It is 
easy to attack data sources for some malicious nodes by sending amounts of requests 
to data sources. Then other well-behaving nodes will not download media stream 
from data sources. Attacks to part of the network happen since users can make 
unrestricted requests in such a system, if many nodes behave selfishly by requesting a 
large number of media streams and consuming too much bandwidth, then well-
behaving nodes might not be able to access media streams that would otherwise be 
available if all nodes were well-behaved. When one or more nodes exhaust all of the 
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available upload bandwidth in part of P2P media streaming system due to malice, a 
DDoS attack has occurred because other well-behaving nodes will be prevented from 
downloading media streams. 

In order to prevent both attacks to data sources and attacks to part of the network 
we propose an interconnection framework consists of CM and MRCM. As shown in 
Fig. 1, the credit model nodes (CMNs) collect the credit information of each node and 
inform the information to the MRCM nodes (MRCMNs). The MRCM nodes control 
the behaviors of the P2P streaming nodes (PSNs) based on their credit level obtained 
from CMNs. We will discuss CM and MRCM in detail in the following sections. 

Data source

CMN
CMN CMN

MRCMN MRCMN MRCMN

PSN
PSN PSN PSN PSN

 
Fig. 1. Internet Interconnection Framework 

2.1   Framework 

As mentioned above it is important to realize that DDoS could exist in a large-scale 
P2P media streaming system where attackers are capable of consuming a lot of 
resources with just a small amount of effort, that is, sending a few requests that take a 
small amount of bandwidth could lead to receiving several high bandwidth streams 
that exhaust resources. In order to solve this problem we can maintain a decentralized 
database that stores the current aggregate message rate of each node in the system as 
well as the maximum message rate allowed for each node in the system. Meanwhile, 
we introduce a CM to evaluate the behaviors of each node and calculate their credit 
level. The node whose credit level is below some value will be referred to as a 
malicious node. Finally, the essential idea of our proposed framework is to combine 
an existing credit system to limit the message rate of each node. In our framework, 
nodes have different maximum message rate based on their credit level. The higher 
the credit level, the larger the maximum message rate a node can have. Then ill-
behaving nodes can not send amounts of requests to both data sources and other 
nodes. 
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Our framework consists of two key components: CM and MRCM. CM defines the 
interface between overlay events or transactions and the underlying credit system. It 
evaluates each node’s credit level dynamically based on some principles which will 
be described later and informs this value to MRCM. MRCM defines credit-
constrained node control mechanism. It maintains a database which stores each 
node’s maximum message rate based on its credit level obtained from CM. When a 
node A joins the overlay, it first obtains a list of nodes with low credit from a 
bootstrap mechanism. After joining the overlay, A accumulates credit by fulfilling its 
duties. When A sends a request to data sources or other nodes, MRCM nodes 
compute the current aggregate message rate of A and compares it with the maximum 
message rate of A in the database. If the current aggregate message rate is lower than 
the maximum message rate then request will be allowed, otherwise it will be cut off. 

Nodes in CM and MRCM are also participants in the underlying P2P streaming 
overlay which means they can also upload and download media objects. Both CM and 
MRCM use decentralized approach instead of using a central database server to 
manage the overlay which can avoid a central bottleneck, avoid a central point of 
failure, and provide scalability. 

2.2   Credit Model (CM) 

We use an existing credit system to identify ill-behaving peers which mentioned 
in[8][9][10]. To achieve this goal, the credit management component needs to 
translate a user’s behavior to its credit value. PeerTrust 1 which employs DHT to 
store and look up the credit peers can fulfill the requirement of our framework. In 
PeerTrust, a node’s trustworthiness is defined by an evaluation of the node it receives 
in providing service to other nodes in the past. Such reputation reflects the degree of 
trust that other nodes in the community have on the given node based on their past 
experiences. It identifies five important factors for credit evaluation: the feedback a 
node obtains from other nodes, the feedback scope, such as the total number of 
transactions that a node has with other nodes, the credibility factor for the feedback 
source, the transaction context factor for discriminating mission-critical transactions 
from less or noncritical ones and the community context factor for addressing 
community related characteristics and vulnerabilities. PeerTrust defines the following 
trust metric: 

( )

1

( ) * ( , )* ( ( , ))* ( , ) * ( )
I u

i

T u S u i Cr p u i TF u i CF uα β
=

=    +∑
 

(1) 

In this equation, ( )T u denotes the credit of node u , ( )I u is the total number of 

transactions performed by u , ( , )S u i is the normalized amount of satisfaction u gets 

from transaction i , ( , )p u i represents the other peer in transaction i , and ( )Cr p stands 

for the credibility of feedbacks from node p . ( , )TF u i is the transaction context 

factor. ( )CF u is the community factor of node u , andα and β are normalized weight 

factors for the collective evaluation and the community context factor. 
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CM is the fundamental defense mechanism of MRCM. It requires nodes to report 
their experience to CM. CM works with the underlying overlay to aggregate nodes’ 
experience and calculates their credibility. The credibility will be used by MRCM to 
classify nodes into different level.  

2.3   Message Rate Control Model (MRCM) 

The main idea behind MRCM is that selfishness and DDoS attacks in P2P media 
streaming systems can be prevented by consisting of a subset of trusted nodes form a 
separate overlay that stores node request information objects. These trusted nodes will 
be referred to as MRCM nodes and the remaining nodes will be referred to as ordinary 
nodes. We assume that each ordinary node knows the IP address of the MRCM node 
that stores its request information. Treating node identifiers from the streaming 
application overlay as node request information object keys in MRCM, Mj (current 

message rate for node j ) and jMmax (maximum message rate for node j ) for node 

j will be stored at the MRCM node to which key j maps according to the P2P lookup 

protocol. When a node i sends a streaming request, it must query its known MRCM 
node c about whether or not the request should be allowed. MRCM node c will 
retrieve Mj and jMmax  from either its local database of node request information 

objects or retrieve those values by requesting the node request information object from 
the MRCM node c ’ responsible for storing key j . The underlying P2P lookup protocol 

can be used to locate and retrieve these objects. Upon receiving Mj and jMmax , 

MRCM node c will only gives permission to node j to upload the media object if the 

additional stream’s message rate will not cause Mj to exceed jMmax . 

MRCM consists of a separate overlay of trusted nodes. How can we determine 
whether or not a node can be trusted to be a MRCM node? In our framework CM is 
used to evaluate each node’s reputation. At the beginning a single node could be the 
first MRCM node. As time goes on, the MCRM node could collect information from 
CM that would allow it to determine whether or not other untrusted nodes could be 
upgraded to trusted node status in order to participate in the MRCM overlay. MRCM 
nodes may be degraded to ordinary nodes when their credit level becomes lower than 
some value. 

3   Performance Evaluation 

In this section, we evaluate the performance of our framework with respect to its 
effectiveness at preventing DDoS attacks. To evaluate the performance of our 
framework, we execute two types of simulations of a P2P media streaming 
application: one where our framework is used and another one where our framework 
is not used. In each simulation, we observe the ratio of requests allowed for benign 
and malicious nodes when our framework is used and compare that to the ratio of 
requests allowed for benign and malicious nodes when our framework is not used. 
When our framework is not used, each node decides whether or not to grant a request 
based on whether its upload limit will be exceeded. 
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In our simulations, we assume that each media object request has a data rate of 
400Kbps. We chose to give each node an upload limit of 1 Mbps. Each benign node 
makes five total requests at most for media objects during each simulation. These 
requests are spaced between three and five minutes apart. The number of requests 
from each benign node, the spacing between requests, and the media object keys 
requested are all random values. Each attacker makes 10 requests for random media 
object keys that are spaced 100 milliseconds apart. Based on these specified behaviors 
in our simulation, no benign node will attempt to exceed its message rate limit and 
every attacker will attempt to exceed its message rate limit. 

For the results that appear in Fig. 2, the P2P network had a total of 200 nodes with 
10 of those 200 nodes being MRCM nodes. For the results that appear in Fig. 3, the 
P2P network had a total of 400 nodes with 10 of those 400 nodes being MRCM 
nodes. In both cases, we varied the number of attackers in our simulations to see how 
they would affect the fraction of requests allowed for the following categories: 

NRA = ratio of normal requests allowed for benign nodes without our framework 
NRAF = ratio of normal requests allowed for benign nodes with our framework 
MRA = ratio of malicious requests allowed for attackers without our framework 
MRAF = ratio of malicious requests allowed for attackers with our framework 
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Fig. 2. 200 Total Nodes, 10 MRCM Nodes 

As Fig. 2 and Fig. 3 show, a larger ratio of well-behaving nodes’ requests are 
allowed when our framework is used compared to when our framework is not used. 
More importantly, Fig. 2 and Fig. 3 show that our framework only limits malicious 
requests from attackers compared to when our framework is not used.  
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Fig. 3. 400 Total Nodes, 10 MRCM Nodes 

 
Fig. 2 and Fig. 3 also indicate that not all of benign nodes’ requests are allowed. 

This case happens because each has and upload limit of 1 Mbps which can not be 
exceed. If three benign nodes simultaneously request media objects that happen to be 
stored at the same node, then at least one benign node will be denied due to upload 
rate limits. 

4   Conclusion 

In this paper we present a credit-based supporting framework, which includes CM and 
MRCM for limiting nodes’ message rate to both data source and P2P streaming 
network. CM and MRCM are implemented decentralized over a structured P2P 
overlay net work. The benefit of our framework is that it provides a scalable solution 
while also avoiding the drawbacks of having a bottleneck and central point of failure. 

As our simulation shows, these benefits come at the cost of increased overhead 
because nodes in CM and MRCM must store node credit and request information. 
However, the benefit of paying these costs is preventing malicious nodes from 
exhausting the resources of and entire P2P media streaming system. Our evaluations 
show that our framework can effectively stabilize the overlay and improve the 
streaming quality under DDoS attacks.  
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Abstract. This article describes a library for customization of overlays.
The custcom library optimizes and maintains the results of network mea-
surement operations, allowing applications to specify requests for how to
prioritize overlay nodes in an abstract manner, without having to im-
plement network measurements operations in order to achieve network
awareness.

The library is used in the context of the Autonomic Network Archi-
tecture (ANA) project where application functionality is implemented in
independent units called bricks. A network latency measurement brick
and a node monitoring brick have been implemented using the custcom
library. The custcom optimization code has been tested with a real-world
dataset, demonstrating how it can reduce network overhead and measure-
ment time.

1 Introduction

Overlay networks can be constructed from geographically distributed nodes with
possibly highly variable link and CPU capacity. For applications where network
parameters such as peer throughput, latency, or link error rate are important for
performance, nodes need some way of obtaining information about the network.
The current Internet does not provide any mechanisms for doing this in a simple
and reliable manner; applications need to either actively or passively probe the
network. Many techniques, some of which are listed below, have been proposed
for obtaining these values for Internet applications, but these techniques gener-
ally require applications to implement code that makes significant assumptions
about network behavior and does not relate to the purpose of the application.

This article describes the core of a monitoring system for the Autonomic
Network Architecture (ANA) project[1]. The custcom library allows customiza-
tion of overlay networks based on application specified criteria for ordering and
prioritizing participating nodes.

Section 2 gives an overview of work related to network monitoring and peer
selection techniques. Section 3 introduces relevant ANA concepts. Section 4
presents the design of the custcom library that allows applications to integrate
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network awareness and application level information without implementing net-
work monitoring directly in the application. Section 5 describes how the custcom
library can be integrated into the ANA system. An evaluation of the core opti-
mization function of the custcom library is given in Section 6. Section 7 concludes
this article.

2 Related Work and Network Awareness

Overlay networks can consist of many nodes, of which a client is only interested
in communicating with a small subset based on criteria such as latency or node
throughput. Identifying this subset will often involve the same challenges as
the peer selection and server selection problem. A look at research in this field
reveals the complexity that network aware Internet based applications need to
implement.

Popular content is often replicated on multiple servers, and the goal of server se-
lection is to identify the server that offers the shortest download time. Randomly
selecting a server is possible but inefficient [2,3]. Instead, many server selection
techniques use active probing, and these can be divided into three categories [3]:
static, statistical and dynamic. Static server selection techniques use network char-
acteristics that stay relatively stable over time, such as hop count, geographic dis-
tance, or Autonomous System (AS) count. These values are generally not affected
by current network conditions, causing static server selection techniques to be in-
efficient [2,4,5]. Statistical approaches consider past behavior, but while they may
generally have good performance [5], they do not adapt well to variable network
conditions [3]. Best performance is achieved with a dynamic approach, but at the
cost of high network overhead and time spent on active probing.

The most direct approach for dynamic selection is to download some data from
all available servers and then choose the server with shortest download time.
However, because transmitting data is time consuming and not scalable to a
large number of servers, many dynamic techniques use latency estimation rather
than data transfers. Simply using the mean latency of five 100 Byte ping packets
can work well according to Carter et al. [2]. Latency estimation is efficient, but
there is no reliable correlation between the measured latency and the transfer
time of files larger than 1 MB [4]. The same is the case for estimation techniques
based on the transfer of short files: results cannot be assumed to apply for larger
files [4]. The difficulty lies in finding an appropriate trade-off between accuracy
and overhead.

There are many similarities between server selection and peer selection in P2P
networks, but there are also some important differences. Dedicated servers are
more likely to be always available, whereas clients in a P2P system may only
be active for a few hours. Certain characteristics of end user access technologies
are another source of potential problems. The relationship between RTT and
throughput for machines using broadband Internet connections is less reliable
than for well-connected servers [6]. However, the RTT value, especially the last-
hop RTT value, can give an accurate estimate of peer access speeds for access
technologies such as dial-up modems, ADSL modems, and cable connections [7].
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Work on peer selection includes that by Ng et al.[7], who have examined the
efficiency of RTT probing, 10 KB TCP transfers, and bottleneck bandwidth
probing in P2P streaming systems. These lightweight techniques can be used
to identify fast peers, but they are less effective with respect to differentiating
between peers when used alone. The best results were found to be obtainable by
combining multiple techniques, such as first using RTT estimation to find the five
closest peers and then using bottleneck bandwidth probing or 10 KB transfers to
choose from these peers. A similar approach is recommended by Zhang et al. [8].
The authors observe that relying solely on latency distance prediction can lead
to significantly reduced application performance. Instead, a subset of close peers
is chosen, and then active probing is used on this subset. With this combination
of techniques, even simple distance estimation algorithms work well.

It is evident that network monitoring is nontrivial and dependent upon chang-
ing factors such as node and link hardware; having code related to this in applica-
tions would in the worst case require updates to be made as network technologies
change. As discussed below, application design for ANA leads itself naturally to
having these operations implemented as services used by network aware appli-
cations rather than as part of an application.

The Network Weather Service[9] offers similar functionality as our solution,
but the custcom library makes it possible to combine application level and net-
work level information in order to achieve network awareness efficiently. The
large number of participants in some overlay networks make optimization of ac-
tive measurements important and the custcom library can achieve this while
simultaneously reducing application complexity.

3 ANA: Autonomic Network Architecture

ANA is a project that examines legacy free future networking architectures, with
a focus on autonomicity. The programming model used in ANA dispenses with
the rigid layers of the OSI model and instead uses bricks that can be combined
to build a compartment offering the functionality required by an application.
Restrictions such as TCP always being layered on top of IP do not exist, with
e.g., arbitrary bricks offering transport functionality being usable to communi-
cate with other nodes in a compartment. Application functionality is divided
among specialized bricks, giving a clean and non-monolithic design. This arti-
cle describes a library that has been designed to be used both in applications
directly, and in a specific brick for network monitoring.

4 Library Design

The custcom C library is designed for applications that require network aware-
ness and can be used to manage a set of nodes on behalf of an application. Ap-
plication requirements are specified via a high level query language. The library
hides the implementation of network measurement and monitoring operations
from applications, but can still be integrated with application specified func-
tions. Since there is no need for applications to implement network awareness,
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code development is simplified and the library can optimize the order and type
of monitoring operations performed. The library has been designed to be usable
both with ANA and the current Internet, but only the ANA part has been fully
developed at the time of writing.

4.1 Library Interface

An application that uses the custcom library first specifies the nodes that con-
stitute the nodeset that it wishes to operate on. It is possible for an application
to specify multiple different queries that manipulate the nodes in the nodeset.
The following pseudocode illustrates these steps:

cc_nodeset cc;
cust_init(&cc);

cust_addnode(&cc, "foo.org", "www", NULL);
...

cc_query query;
cust_queryinit(&query, "sort node_rtt;");

cust_ordernodes(&cc, &query);

The nodeset is initialized with the function cust init() and one or more nodes
are added to the nodeset with cust addnode(). The nodes are initialized with the
node identity (“foo.org” in the example above), a service name (“www”), and an
optional pointer to a data structure maintained by the application, in this case
NULL. The cust queryinit() function initializes a query for the nodeset, and the
cust ordernodes() function arranges the nodes in the nodeset according to the
specified query. The query is submitted by the application as a text string with
one or more query statements. In this example, the query specifies that the nodes
are to be sorted based on the ordering specified by the function node rtt. The
library supplies several predefined functions for ordering nodes, but applications
can provide their own functions using cust funcadd(). The query can include
both application supplied functions and library functions in the same query,
allowing nodes to be ordered based on both application and network parameters
in a single query.

4.2 Query Specification

Each line of the query specification contains a single semicolon terminated com-
mand. Three different commands are currently supported. The sort command
orders all nodes in the nodeset using the specified sorting function. Sorting func-
tions consist of three different types, depending on how they sort nodes: rank
sorting, value sorting, or full sorting. A rank sorting function gives each node an
integer rank value that is used to order the nodes. A value based sorting function
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sorts nodes by comparing e.g., the latency of each node. A full sorting function
is free to order the nodes in any way.

The most significant difference between rank and value sorting is that a rank
based sorting can result in many nodes with the same rank. The subsort com-
mand can then be used to rearrange the order of nodes with the same rank
value based on another criteria. By combining sort and subsort operations it is
possible to rank nodes based on multiple criteria. An application that wishes
to identify nodes with low latency and a high available bandwidth value might
specify a ranking function that gives nodes a rank value between zero and three,
based on whether the ranking function deems the node to be on the same LAN,
in the same neighborhood, in the same country, or further away. As long as there
are more than four nodes there will in this example be multiple nodes with the
same rank. For example, the following query can be used to order nodes based
on throughput and an application defined node ranking function:

sort app:node_rank;
subsort node_throughput;

The third command that can be used in queries is trim, and as the name
indicates, this command results in a subset of the nodes being returned. The
format of a trim command is “trim param op val”, where param is a parameter
such as RTT or throughput, op is an operation such as less than (<) or greater
than (>), and val is a numeric value. To eliminate slow nodes from the ordered
set, the query above can be extended as follows:

sort app:node_rank;
subsort node_throughput;
trim mbps < 0.1;

The trim command only reduces the number of nodes that is returned by
a query, it does not change the composition of the full nodeset specified with
cust init().

4.3 Network Measurements

The preceding examples use values such as node throughput and RTT to order
nodes, but this cannot be done without obtaining these values in some way.
The library keeps track of measurement data for each node, and it can either
obtain these values itself through network measurements, or the information can
be provided by the application. Typically, the library will obtain the necessary
network information by itself using measurement functions implemented in the
library, but an application can provide additional values1. In the case of ANA,
these functions are wrappers around calls to bricks that implement the network
measurement operations.
1 Applications that perform operations such as file transfers obtain information about

peer throughput during normal program execution. This information can be added
to the data maintained by the library.
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4.4 Optimizations

The custcom library gives applications a simple interface for choosing among
a potentially large number of nodes based on criteria such as throughput or
latency, but obtaining these values can be time and resource consuming. As
discussed in Section 2, there is neither any guarantee that the result will be
accurate. The library hides these details, but the measurement operations still
need to be performed, ideally as efficiently as possible. To reduce query time and
network overhead, the library attempts to optimize submitted queries.

The cust ordernodes() function can be used to sort all the nodes in the nodeset,
but for an application that is only interested in, for example, the single node with
most available bandwidth, or the ten nodes with lowest latency, the exact ordering
of the other nodes is not interesting. The trim command can be used to remove
uninteresting nodes and, by examining the trim commands in a query, the library
can in many cases reduce the number of measurement operations needed.

sort app:node_rank;
subsort node_throughput;
trim index > 10;

For example, in the query above the nodes are first sorted by rank, then the
ordering of the nodes with the same rank are sorted internally. Finally, all but
the ten first nodes are removed. The resulting ordering gives the ten nodes with
lowest latency and highest throughput, but executing these steps sequentially
results in a large number of wasted measurement operations if the number of
nodes is large. Avoiding the first sorting operation is not possible in this case
because RTT information is required for all nodes2, but the second command
can be optimized.

With subsort, nodes with a different rank value cannot change place, meaning
that in this case it is only necessary to obtain node throughput information for
the nodes that can appear among the first ten nodes. If the rank values of the
first 20 nodes are as specified below, the nodes with rank three or higher can
never be returned, so it is not necessary to perform an internal ordering of these
nodes. As a result, the library can reduce the number of required operations
quite significantly if there are many nodes in the nodeset.

0123456789 0123456789
0001111222|2222333344

^^^^^^^^

This trim index optimization looks at the effect of the trim statement on the
preceding commands, but in some cases it is possible to reorder commands in
order to obtain the same result. The statement below sorts the nodes in the node-
set by throughput and eliminates the nodes slower than 100 Kbit/s. The trim
statement is placed at the end, but it is possible to perform this operation first
2 By using an Internet coordinate latency estimation system such as Vivaldi[10], it

is possible to obtain these values arithmetically, if the coordinates of all nodes are
known.
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without changing the result; nodes that have an estimated throughput of less
than 100 Kbit/s will never be returned and it is not necessary to include these
nodes during sorting. Furthermore, it is possible to use a latency based TCP
model[11] to eliminate nodes without actually estimating the node throughput,
if the application is willing to sacrifice accuracy for speed. For real-time appli-
cations such as VoD streaming systems, a fast answer might be preferable to a
very accurate answer.

sort node_throughput;
trim mbps < 0.1;

An application can still specify queries that cannot be optimized, or queries
that will take a long time to complete with a large number of nodes. By itself,
the library does not currently provide an interface that allows applications to
specify statements such as “return the fastest/closest node”. Programmers of
applications that use the library still need an understanding of network issues
and the potential cost of queries, but the library is designed to be a building
block for providing this kind of high level interface.

4.5 Examples

There are many different application types that can benefit from network aware-
ness and that can use the custcom library to achieve this. Server selection is one
of the more simple scenarios, with a client choosing between a small number of
servers offering the same service. For transfers of large files from FTP servers,
throughput is the most interesting parameter, so the query below can be used
in this case. For server selection, measurement time will not be a problem unless
there is a high number of servers.

sort node_throughput;

BitTorrent and similar P2P file distribution applications generally try to re-
quest the rarest blocks of a file first, but using fast peers will usually result
in shorter download time. Assuming that the application provides a function
app:rank blockfreq that ranks nodes based on the rarity of the blocks on a given
node, it is possible to construct the following query, which uses throughput in-
formation in order to prefer the fastest nodes that have the rarest blocks.

sort app:rank_blockfreq;
subsort node_throughput;

4.6 Implementation

The primary challenge for implementing the library is the need to present a
simple interface to applications while at the same time being able to perform
the necessary measurement operations in an unobtrusive way. For the Inter-
net, measuring network parameters such as throughput, latency, and router hop
counts requires the transmission of data, maintenance of timers and timeouts,
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and possibly blocking operations such as DNS lookups. Furthermore, the node
data must be accessible to application provided functions in order to be able to
integrate both application level and network level information in queries.

This problem is somewhat similar to the one faced by implementations of
Secure Sockets Layer (SSL), such as OpenSSL3. Establishing and maintaining a
SSL protected stream over an already existing connection can involve data being
transmitted over the connection in both directions, independently of the data
transmitted by the application. A non-blocking socket will require testing for
both readability and writeability depending on the SSL state. The SSL library
functions handle this by returning an error when an operation would block. Ap-
plications can then obtain a status value which indicates whether the SSL library
needs to wait for the socket to become readable or writable. The custcom library
can use a similar approach, but might additionally need to perform operations
such as the simultaneous initiation of multiple connections, which cannot be
done through the testing of only a single descriptor in a single process.

Instead, the custcom implementation has been structured to use a separate
process for operations that cannot be performed in a simple manner from the
application process. This extra worker process initiates connections, maintains
timers, etc., but is controlled by the custcom library which is executed in the
application process. To initiate an operation in the worker process the library
obtains a control socket to the worker process and sends the request over this
socket. Control is then returned to the application with a request for testing of
readability on the supplied descriptor, in a manner similar to the operation of the
OpenSSL library. When the worker process has completed the submitted task
it sends the results over the control socket to the application process where the
application again calls the library. This separation results in a tight integration
between the application and the library that allows application supplied func-
tions that access application state to be used by the library, while still isolating
potentially timing sensitive operations from the application.

The design of ANA gives a more natural division of code elements and sim-
pler code. Rather than implementing the monitoring operations directly in the
library, they are accessed via bricks that perform these operations. For applica-
tions, the benefits from the optimizations described in Section 4.4 will be less
directly observable as ANA is designed to have monitoring as a integral function
of the system. This is however only as the library can be used at two levels; as
a general monitoring brick used to optimize monitoring operations by all bricks,
and inside applications, in order to integrate application level and network level
information through a high-level interface.

4.7 Summary

The custcom library gives applications a simple interface to network level in-
formation about nodes. However, the primary strength of the library is not in
simply removing the need for implementing techniques for estimating latency or
available bandwidth, even though this also is beneficial.
3 Seehttp://www.openssl.org

See http://www.openssl.org
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The library allows network measurement operations implemented in the li-
brary to be combined with application specified functions in the same query
specification. The resulting query can then be optimized by the library in order
to reduce the number of measurement operations and the total execution time.
Furthermore, the text based query specification is simple to modify, simplifying
experimentation with different ordering mechanisms in order to achieve better
application performance.

5 Custcom Monitoring Brick

To demonstrate how custcom can be integrated in an ANA monitoring architec-
ture we have implemented a monitoring brick that can be used by other bricks
to monitor or perform custcom queries on a specified nodeset. As there is cur-
rently no available ANA brick that offers network transport service, apart from
an Ethernet brick for LAN communication4, it is still not possible to build a
system where the custcom optimization features can be put to proper use, but
we have created an implementation based on a brick offering Ethernet based
communication to verify that it is possible to integrate the custcom library in
ANA. As more ANA functionality becomes available, more complicated usage
scenarios will be tested.

Ethernet brick

nodelat brickMRP brickClient brick

Ethernet brick

nodelat brick

Node A Node B

Fig. 1. Brick structure

The brick composition has the structure given in Figure 1. The nodelat brick
offers a simple latency estimation service on top of the Ethernet brick. The
nodelat brick is called by the Monitoring Request Protocol (MRP) brick, which
contains the custcom functionality. A simple client brick makes application-like
requests from the MRP brick.

5.1 MRP Overview

The Monitoring Request Protocol allows clients to request monitoring or or-
dering of a set of nodes using the following seven commands: DEFINESET,
ORDER, MONITOR, STATUS, ADDNODES, RMNODES, DELETESET.
4 The drawback with a legacy free, start-from-scratch approach to network research

is that all the functionality that is taken for granted on the current Internet must
be reimplemented.
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The client application lists the nodes in the nodeset and specifies how they
are to be monitored. In ANA, there is currently no generic way of obtaining a
list of nodes participating in a compartment, but support for compartments that
support this might be added later, removing the need for applications to specify
each node.

A set of nodes is defined with the DEFINESET command along with a node-
set name. The ADDNODES and RMNODES commands modify the members
of a named nodeset, and DELETE removes the defined nodeset entirely. The
ORDER command is used to request an ordering of nodes, based on either a
named function for node ordering or using a custcom query directly. Long-term
monitoring of nodes based on various criteria such as node availability (liveli-
ness), RTT, and transfer rate can be requested using the MONITOR command.
The STATUS command returns a text listing of the status of each node.

5.2 MRP Syntax

The statements below show the syntax of the MRP commands. The general
syntax is similar to the HTTP protocol. Lines are terminated by two carriage
return and newline characters and a blank line ends a request. Supplementary
data can follow some of the commands, with the length of this data given by a
Content-Length header.

ADDNODES <nodeset-name> MRP/1.0\r\n
Content-Length: <len>\r\n
\r\n
node1 [serv]
...\r\n

DEFINESET <nodeset-name> MRP/1.0\r\n
Content-Length: <len>\r\n
\r\n
node1 [serv]\r\n
node2 [serv]\r\n
...\r\n

DELETESET <nodeset-name> MRP/1.0\r\n
\r\n

MONITOR <nodeset-name> MRP/1.0
Value: liveliness|rtt|rate|hops\r\n
Interval: <seconds>
\r\n

ORDER <nodeset-name> MRP/1.0
Rank: lowest-rtt <N>|highest-rate <N>\r\n
\r\n
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ORDER <nodeset-name> MRP/1.0
Rankspec: "sort by rank_rtt;

trim index > 10;"\r\n
\r\n

RMNODES <nodeset-name> MRP/1.0\r\n
Content-Length: <len>\r\n
\r\n
node1 [serv]
...\r\n

STATUS <nodeset-name> MRP/1.0\r\n
\r\n

5.3 MRP Brick Implementation

An MRP brick has been implemented which supports latency based monitoring,
ordering, and status reporting of a specified set of nodes. The functionality is
demonstrated in a MRP client brick that uses broadcast via the Ethernet brick
to discover the members of the nodelat compartment. This discovery operation
is performed at regular intervals and the discovered nodes are added to a nodeset
defined at the MRP brick. At regular intervals the client brick requests a status
report and a latency based ordering of the compartment nodes. Nodes that
become unavailable are eventually marked as down if they fail to reply to multiple
latency requests.

6 Evaluation

The current lack of WAN network transport functionality in ANA makes it
difficult to test the MRP brick in any meaningful environments, but we have
tested the core of the custcom library which is used in the MRP brick.

6.1 Library Optimizations

To illustrate the operation of the optimization function in the custcom library,
we have used latency data from the Hourglass project5. The first node in this
dataset is used to represent a client node running the custcom library, and the
432 other nodes represent the other participants in the overlay network. The
distribution of RTT values from the client node to these nodes is shown in
Figure 2. The figure also shows the ranking values given by a custcom ranking
function, where each increase in rank roughly corresponds to a 50% reduction
in the throughput predicted by a TCP model[12], assuming low packet loss and
an MSS of 1448 bytes.

Table 1 shows the results of using optimization for the trim index command
in following query:
5 http://www.eecs.harvard.edu/∼syrah/nc/

http://www.eecs.harvard.edu/~syrah/nc/
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sort rank_rtt;
subsort node_throughput;
trim index > 10;

The number of RTT estimates cannot be reduced but the optimization is
able to eliminate almost 90% of the throughput measurement operations. The
benefits from the custcom optimization technique will clearly depend on the
contents of a given query statement and the node composition of the overlay,
but the results show the potential for reducing the query execution time and the
resources spent on measurements.

6.2 MRP Brick

Section 5.3 describes the MRP demo brick, which locates and monitors ANA
nodes on an Ethernet. Every 11 seconds it requests an RTT based node ordering
from the MRP brick, and every 13 seconds it requests the current status of the
known nodes. Table 2 shows the status output from the demo brick, generated
during an experiment on April 1, 2008. The values correspond to the RTT in
microseconds.

The test network was configured with the ANA software running on three
nodes: the node running the demo brick, Node A, and Node B. The ANA software
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Table 1. Optimization effects

Optimization Node total RTT estimates Throughput estimates

None 432 432 432
Enabled 432 432 45
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Table 2. MRP brick status output

Node A - - - - - - 11 .00
Node B UNKNOWN 148.00 148.00 349.00 349.00 494.00 494.00

Node A (cont.) 11.00 319.00 319.00 352.00 352.00 364.00 364.00
Node B (cont.) 494.00 370.00 370.00 345.00 345.00 373.00 373.00

Node A (cont.) 364.00 14.00 14.00 10.00 10.00 11.00 11.00
Node B (cont.) 373.00 373.00 373.00 373.00 373.00 DOWN DOWN

Node A (cont.) 250.00 250.00 250.00
Node B (cont.) DOWN DOWN DOWN

on Node B is already running when the demo brick is started, while Node A is
started after the demo brick. Node B is terminated at the end of the session.
The four rows show the status values for the entire run. The UNKNOWN value
indicates that the first status output is requested before the monitoring has
started, while the DOWN values indicate that the MRP brick has detected
the brick as being unavailable. This occurs after the timeout of multiple RTT
estimation attempts.

The MRP demo requests monitoring of the known nodes every 15 seconds.
The same values are repeated several times in the table because the status output
is requested more frequently than the nodes are monitored.

The limitations of the test environment prevent any extensive experiments,
but the results serve to demonstrate a simple application based on the custcom
library.

6.3 Compartments

The compartment concept is central to ANA and the MRP brick is meant to
utilize this by allowing applications to rank compartment nodes. A practical
problem encountered during design of the MRP brick was the need to have
the client brick manage the list of nodes in a compartment. This requires the
client brick to notify the MRP brick of changes in the compartment, resulting
in increased client complexity and potentially runs the risk of having the MRP
brick operate on outdated information.

The ideal solution would be to have the node composition of a compartment
available to the MRP brick on demand, allowing it to be requested only when
needed. We plan to examine possible ways of achieving this, either through a
generic interface, or if this is not possible, by adding a specific interface for
compartments that can benefit from use of the MRP brick.

7 Conclusion

It is not trivial to add support for network awareness in Internet applications.
The custcom library described in this article represents a way of optimizing
network measurement operations in applications, whether on the Internet or in
ANA. We have implemented an ANA brick that accepts requests for monitoring
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operations. The brick does not implement these operations itself, but optimizes
requests in order to limit the total number of measurement operations that are
performed. The brick can be used by any other brick that needs network in-
formation, leading to reduced overhead when similar operations are requested
from different bricks. The MRP brick stores the results of measurement opera-
tions and can reuse this information in multiple requests. The MRP brick is not
needed on all nodes in order to use this system, only monitoring bricks such as
nodelat must run on all nodes.

The current implementation and evaluation shows that it is possible to inte-
grate the custcom library in ANA, but more work is planned in this area. Two
main directions are planned for further work. First, on the custcom code, in
order to examine the possibility of simplifying the query language by allowing
more abstract queries by application. Second, through the implementation and
testing of a WAN overlay video streaming application scenario where network
awareness is important for performance.
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Abstract. IPv6 has been proposed as a basic Internet protocol for realizing a 
ubiquitous computing service. An IPv6 LAN may suffer from a Neighbor Dis-
covery-Denial of Service (ND-DoS) attack, which results in network congestion 
on the victim IPv6 LAN by making a great number of Neighbor Discovery proto-
col messages generated. A ND-DoS attacker may use a fake source IP address to 
hide his/her identity, which makes it more difficult to handle the attack. In this 
paper, we propose an IP checking and packet marking scheme, which is applied to 
an IPv6 access router. The proposed scheme can effectively protect IPv6 LAN 
from ND-DoS attack employing fake source IP by providing the packets sus-
pected to use fake source and/or destination IP addresses with a poor QoS. 

1   Introduction 

IPv6 has been proposed as a basic Internet protocol for realizing a ubiquitous comput-
ing service [1]. Even though IPv6 is much better than IPv4 in the point of view of 
network scalability and functionality such as address space, routing, QoS, and etc., 
IPv6 is not stronger than IPv4 in the point of view of security [2]. 

For example, one of the most common forms of network attacks is an IP spoofing 
attack [3] in which an attacker forges the source IP address of a network packet, the 
destination IP, or both of them. As a way for preventing the attack, an ingress filtering 
scheme [4] has been popularly used in current IPv4 networks. The schemes check the 
validity of the source IP address of an incoming packet at an edge router. The demerit 
of the ingress filtering scheme is that it can not detect an attack packet spoofed to the 
source IP address of any other node on the same local area network (LAN) as the 
attacker. This is because the schemes use a routing table that stores location informa-
tion not by a host, but by a group of hosts, thereby allowing an attacker to spoof a 
packet to the IP address of a non-working host on the same LAN (i.e., unoccupied IP 
address). As it is well known, the address space of IPv6 is still larger than that of IPv4 
because IPv6 uses 128-bit IP address while IPv4 uses 32-bit IP address. So, the num-
ber of IP addresses unoccupied by an IPv6 LAN will be greater than by a IPv4 LAN. 
This makes the schemes used in IPv4 more difficult to protect IPv6 LAN from IP 
spoofing attack. 
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IP spoofing attack has been typically used being combined with Denial of Service 
(DoS) attack [5]. In IPv6 LAN, there is an attack called Neighbor Discovery-DoS 
(ND-DoS) attack [6][7], which is a kind of IP spoofing attack combined with DoS 
attack and can cause more severe damage to a victim IPv6 LAN. An attacker can 
result in ND-DoS attack by fabricating attack packets composed of the randomly 
generated suffix IP part and the right prefix IP part of the victim IPv6 LAN and by 
continuously sending the packets to the victim IPv6 LAN. The last IPv6 access router 
is obligated to resolve these abnormal IP addresses by broadcasting a Neighbor  
Discovery protocol (NDP) [8][9] message on the victim IPv6 LAN. The enormous 
number of ND protocol messages result in consuming network resources, thereby 
degrading the quality of service (QoS) for normal network traffic. A ND-DoS attacker 
may use a fake source IP address to hide his/her identity, which make it more difficult 
to detect the attack. 

This paper focuses on ND-DoS attack employing fake source IP address. In this 
paper, we propose an IP checking and packet marking scheme, which is applied to an 
IPv6 access router to effectively prevent ND-DoS attack from paralyzing an IPv6 
LAN. The IP checking is used to check if the IP address of an incoming packet is a 
working or a non-working IP. In our architecture, the packet with working IP gets a 
high-priority of service while the packet with non-working IP get low-priority of 
service in packet forwarding service. The packet marking is used to mark a packet 
with non-working IP as a suspicious packet at the ingress IPv6 access router. The 
marked packet may be discarded or forwarded using low-priority of service by the 
egress IPv6 access router. 

The rest of this paper is organized as follows. Section 2 introduces IP spoofing at-
tack and ND-DoS attack. Section 3 describes our scheme. The performance of the 
proposed scheme is evaluated in section 4. Finally, conclusion is given in section 5. 

2   IP Spoofing Attack and ND-DoS Attack 

An IP spoofing attack is one of the most common forms of network attacks. An IP 
spoofing attack can be divided by a source IP spoofing attack [3] that forges a source 
IP address and a network scan attack [10] that forges a destination IP address.  

The source IP spoofing attack is generally done to hide attacker's identity. It can be 
commonly found in DoS attack that generates a huge volume of traffic to paralyze a 
victim system or network. To check if a source IP address is valid, an ingress filtering 
technology has been currently used in edge router. The technology checks the validity 
of the source IP address of a packet coming from a LAN by using a routing table. The 
demerit of the technology is that it can not detect an attack packet spoofed to the 
source IP address of any other node on the same LAN as the attacker. This is because 
the technology uses a routing table that stores location information not by a host, but 
by a group of hosts. 

A network attacker may accidentally spoof the destination IP address in the process 
of a network scan attack, which is used to know the configuration of a victim network 
because an attacker is interested in identifying active hosts and application services 
that run on those hosts. For example, a worm virus, such as Limda and Slammer, 
randomly scans a network to find victim systems with weak point. To detect the  
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network scan attack, the previous research has observed whether TCP connection 
request succeeds or fails [11]. If the failure count/rate of the connection requests initi-
ated by a source is very high, then the source is regarded as the network scanner. The 
approach is a kind of passive defense scheme in that it could not notice the network 
scan attack until the failure count/rate of the connection requests is calculated. So it is 
not easy to provide a real-time reaction against the attack because an attacker can 
generate attack packets using each different abnormal IPs including fake source IP. 

A network scan attack may cause more severe damage to a victim network in case 
that it is combined with DoS attack. There is a Neighbor Discovery Protocol (NDP) 
[8][9], which is known as one of the most significant protocols in IPv6 because it 
provides IP auto-configuration [1]. NDP is used by IPv6 nodes on the same link to 
discover each other's presence and link layer addresses, to find default routers, and to 
maintain reachability information about the paths to active neighbors. NDP defines 
five types of messages, Neighbor Solicitation (NS), Neighbor Advertisement (NA), 
Router Solicitation (RS), Router Advertisement (RA), and Redirect. NS message is 
used to request link-layer address of a neighbor node. The node that receives a NS 
message sends back a NA message giving its link-layer address. RS message is used 
to discover default routers and to learn the network prefixes. The router that receives a 
RS message sends back a RA message. Redirect message is used by router to inform 
other nodes of a better first hop toward a destination. 
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Fig. 1. Architecture of IPv6 access router and ND-DoS attack: ND-DoS attack raises conges-
tion in the packet buffer and the outgoing queue 

The NDP is very vulnerable to a mutative network scan attack called ND-DoS at-
tack despite having defined a Secure Neighbor Discovery (SEND) protocol [12][13] 
proposed to protect the NDP from attacks to spoof NDP messages. In the ND-DoS 
attack, an attacker continuously sends a great number of packets with fake destination 
IP address of which prefix address is a real prefix address of the victim IPv6 LAN, 
but suffix address is a fake. The access router of the victim IPv6 LAN is obligated to 
resolve these fake addresses by broadcasting NDP signaling messages on the LAN. 
The enormous numbers of NDP messages cause network congestion on the LAN, 
thereby degrading QoS for the normal network traffic. 

Fig. 1 shows the architecture of an IPv6 access router for processing NDP. When 
an IPv6 access router receives a data packet, if the link-layer address of the packet is 
founded in NDP table, then the router just forwards the packet to its destination node 
using its link-layer address. Otherwise, the router stores the packet in a packet buffer, 
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sends out a NS message, and waits for a NA message. If the router receives a NA 
message, it looks for the packets in the packet buffer that correspond to the link-layer 
address included in the NA message, forwards them to their destination nodes. For 
example, in Fig. 1 when a IPv6 access router receives a packet with destination IP 
address IP1, if it does not know its link-layer address then it stores the packet in the 
packet buffer and performs NDP. Subsequently, NDP sends out a NS message and 
after a while it receives a NA message from the IP1 node. The NA message includes 
the link-layer address of IP1 node. Finally, the router forwards the packet with the 
destination IP address, IP1 to the IP1 node using its link-layer address. 

The attacker can execute a ND-DoS attack on an IPv6 wire/wireless LAN by  
bombarding the IPv6 access router with packets with fictitious destination addresses, 
causing the router to busy itself by performing address resolution for non-working 
destination IP addresses.  For example, in Fig. 1 when the IPv6 access router receives 
a packet with destination IP address IP5, it sends out a NS message to discovery the 
link-layer address of the packet. But, the router will never receive any NA message in 
response to the NS message because the destination IP address of the packet is a ficti-
tious address that does not exist on the IPv6 LAN. 

ND-DoS attack results in congestion at the following two points: packet buffer and 
outgoing queue. Generally, an attacker brings about a great number of NS messages 
on the target IPv6 LAN by generating a large number of abnormal data packets with 
non-working destination IP address and by sending them to the target IPv6 LAN. A 
large number of abnormal data packets may make the packet buffer of the IPv6 access 
router full, causing drop of normal data packets that waits for NA message. A great 
number of NS message may also result in network congestion on the target IPv6 LAN 
and cause normal data packet to experience congestion at outgoing queue. As a result, 
the QoS for the normal data packet is degraded. 

There have been proposed a rate-limit scheme [14] and a compact neighbor discov-
ery scheme [7], which are able to prevent outgoing queue congestion by reducing the 
volume of NS messages. The rate-limit scheme limits the bandwidth for NDP messages 
to a threshold. But, the scheme is likely to have a problem that normal packets are 
dropped because not only NS message for abnormal packet but also NS message for 
normal packet can be dropped under ND-DoS attack. The compact neighbor discovery 
scheme uses only a single NS message instead of multiple NS messages in discovering 
the link-layer addresses of multiple packets. It is said that the scheme can achieve a 
bandwidth gain around 40 percent in the target IPv6 LAN. However, this scheme does 
not address the issue of protecting normal packets from congestion. 

3   Prevention of ND-DoS Attack Employing Fake Source IP 

In this session, we propose an IP checking and packet marking scheme that is able to 
effectively defeat ND-DoS attack employing fake source IP. 

3.1   Real-Time IP Checking and Packet Marking 

In dealing with ND-DOS attack, one of the most important things is to draw a clear 
line between a normal packet and an abnormal. We pay attention to a fact that a non-
working (unoccupied) IP is occasionally used in an IP spoofing attack. This happens 
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because an attacker has no perfect knowledge on topology of his/her own LAN and 
the victim's LAN. Our strategy for detecting ND-DoS attack is to check whether the 
source and the destination IP addresses of the incoming packet really exist on the 
source and the destination LANs, respectively. If yes, the packet is regarded as a nor-
mal packet. Otherwise, it is suspected as an abnormal packet. To collect the topology 
information of the source and the destination LAN, the IPV6 access router of each 
LAN monitors all the packets coming from its own LAN. 
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Fig. 2. Real-time IP learning and checking at IPv6 access router 

In this paper, we propose algorithms for a real-time IP learning and checking as 
shown in Fig. 2. The IP learning is used to allow an IPv6 access router to construct a 
Node IP table composed of the IP addresses of the working nodes on the LAN and to 
check the validity of the IP address of an incoming packet by looking up the Node IP 
table. If an IPv6 access router receives a packet from an external network (i.e., Inter-
net), it register its destination IP in the node IP table because it makes sure that the 
destination IP exists on the LAN, even if it has no idea whether there is a real owner 
of the destination IP on the LAN. If the IPv6 access router find that the registered 
destination IP is used as the source IP of a packet coming from the LAN within a 
predefined time (i.e., MaxRTT: a maximum round trip time between the IPv6 access 
router and the IPv6 LAN), then it regards the destination IP as a working IP being 
actually used by someone on the LAN. To handle the case that working nodes become 
not working, the IP learning algorithm refreshes the Node IP table every predefined 
time period, RefreshPeriod, as shown in Fig. 2. 

The packet using a working IP is regarded as a normal packet and the packet using 
a non-working IP as a suspicious packet. Our IP checking scheme is not a hundred 
percent correct because it requires IP learning. To weaken the problem, we use a 
differentiated packet forwarding service and a packet marking when handling the 
suspicious packets. In our scheme, IPv6 access router provides the normal packet with 
a high-priority packet forwarding service and the suspicious packet with a low-
priority service. At the same time, the suspicious packet is marked by an ingress IPv6 
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access router to notify the egress IPv6 access router which one is a suspicious packet 
with fake source IP. 

To support our packet-marking concept proposed in this paper, we need a field in IPv6 
header. There is a 'traffic class' field in IPv6 header to show priority or class for a packet. 
The six most signification bits of the 'traffic class' byte are now used by Differentiated 
Service (DiffServ) [15]. The last two bits are now reserved for use of Explicit Congestion 
Notification (ECN) [15]. Until now, DS5 in DiffServ has been always 0 [16]. We are 
thinking that to use the DS5 bit as a marking is better than to use the ECN bit. 

3.2   Architecture of IPv6 Access Router Supporting Our Scheme 

Fig. 3 shows the architecture of an IPv6 access router supporting our scheme, which 
can defeat ND-DOS attack. Our architecture consists of an IP learning module that 
collects the IP addresses of the working nodes and constructs the Node IP table intro-
duced in section 3.1, a packet marking that marks a suspicious packet with a non-
working source IP address, a NDP modified by this paper, and a packet buffer that 
stores a NDP-requested data packets and its priority. 

Access
Router

Access
Router

Internet

Packet in from LAN

Packet in from 
External Network

(Internet) yes

no

yes

no

yes

no

construct
lookup

NDPNDP

Packet
Buffer
Packet
Buffer

Packet
Marking
Packet

Marking

SRC IP
working ?

Outgoing
HPQ

Outgoing
HPQ

Outgoing
LPQ

Outgoing
LPQ

Outgoing
HPQ

Outgoing
HPQ

Outgoing
LPQ

Outgoing
LPQ

Node
IP

Table

Node
IP

Table
IP

Learning
IP

Learning

L2 addr.
found ?

if yes,p=1
else,  p=0 no

yes

NDP messages

manage

To External
Network

To LAN

DST IP
working ?

Marked
packet ?

IPv6 LANIPv6 LAN

 

Fig. 3. Architecture of  IPv6 access router supporting our scheme against ND-DoS attack 

A ND-DoS attacker may spoof the source IP address of the attack packets to hide 
his/her identity. To detect such source IP spoofing attack, if an ingress IPv6 access router 
receives an IP packet from its own LAN, it checks whether the source IP address of the 
incoming packet is a working IP or a non-working by looking up the node IP table. If its 
source IP is a working IP, it is regarded as a normal packet, otherwise it is regarded as a 
suspicious packet with fake source IP address. The suspicious packets are forwarded to 
the next node using the low-priority queue after being marked as 'suspicious' while the 
normal packets are forwarded using the high-priority queue. The marked packet may be 
differently handled according to the security policy of its destination IPv6 access router. 
For example, an IPv6 access router might discard the marked packet in case of network 
congestion or forward it using a low-priority of queue. In this paper, we provide the 
marked packet with a low-priority of queue, instead of discarding it. 

The egress IPv6 access router takes the responsibility of mitigating the ND-DoS at-
tack by checking the destination of an incoming packet and by checking whether it is 
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marked. From now, we will explain how the egress IPv6 access router supporting our 
scheme operates to prevent ND-DoS attack, in details. As shown in Fig. 3, when the 
egress IPv6 access router receives a packet from the external network, if it does not 
know the link-layer address of the packet, then it checks whether the destination IP 
address of the packet is a working by looking up the Node IP table. If yes, the packet is 
regarded as a high-priority packet. Otherwise, it is regarded as a low-priority packet and 
dealt badly by NDP. NDP stores the packet in the packet buffer until it knows its link-
layer address. The Packet buffer may experience congestion which results in dropping 
normal packets. To prevent it, we employ a priority-based buffer management in which 
if the packet buffer is full, NDP discards the oldest one among low-priority packets. 
Subsequently, NDP needs to broadcast a NDP signaling message including the destina-
tion IP address of the packet to know the link-layer address of the packet. The signaling 
message for a high-priority packet is sent out using high-priority of queue while the 
signaling message for a low-priority packet is sent out using low-priority of queue. 
Finally, if NDP receives a replay message, it sends out all the data packets correspond-
ing to the link-layer address that the reply message includes. 

4   Simulation and Performance Evaluation 

This section discusses the performance of our scheme. To measure it, we have extended 
ns-2 network simulator [17] by adding our architecture shown in Fig. 3 to ns-2 node. 

Fig. 4 is a simulation result for the detection performance against a source IP 
spoofing attack. For the simulation, we have constructed a network environment 
shown in Fig. 1. The attack network and the victim network consist of 500 nodes, 
each. The attack nodes on the attack network executes a source IP spoofing attack that 
repeats generating an IP address randomly, spoofing the source IP of an attacking 
packet to it, and finally sending out the packet to the victim network. The attackers 
generate three kinds of fake IPs: non-working IP, working IP, and forbidden IP. The 
non-working IP is a fake IP that no one on the attack network uses. The working IP is 
a fake IP that someone on the attack node is currently using. Finally, the forbidden IP 
is a fake IP which can not be definitely used in the attack network, such as a private 
IP or an IP being used in other networks. 
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Fig. 4. Detection performance against source IP spoofing attack 
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Fig. 4-(a) shows the detection rate of the ingress filtering scheme and our scheme 
against a source IP spoofing attack of when we increase the portion of the non-working 
IP address among the fake IP addresses. Our scheme is better than the ingress filtering 
scheme in detection rate and its performance is directly proportional to the number of the 
non-working nodes. This is because our scheme can detect an attack packet spoofed to a 
non-working IP. When the portion of non-working nodes is zero percent in Fig. 4-(a), the 
detection rate of our scheme is not same as that of the ingress filtering. This is because in 
the experiment some of the 500 nodes started network communication late, and their IP 
was late registered in the Node IP table. For this reason, our scheme could detect attack 
packets spoofed to even working IP, even though the ability did not last long. 

As explained in the previous section, our IP checking scheme needs IP learning to con-
struct the node IP table. So, our scheme suffers from false-positive error (i.e., to judge a 
normal packet to be an attack packet) and is worse than the ingress filtering scheme in 
detection precision, as shown in fig. 4-(b). However, the more IP learning time our scheme 
has, the more the false-positive error of our scheme decrease and the more the detection 
rate of our scheme increase. Moreover, our scheme marks packets judged suspicious  
instead of dropping them. This can make it possible to weaken the false-positive problem. 

Fig. 5 and Fig. 6 are simulation results for the reaction performance of our scheme 
against a ND-DoS attack using fake source IP address. As the network topology for 
the simulation of ND-DoS attack, we have constructed the networks shown in Fig. 1. 
In the simulation networks, a ND-DoS attacker and normal users are connected to an 
external network using a link with the bandwidth of 3Mbps and the delay of 5ms. The 
victim LAN has the bandwidth of 3Mb and the delay of 20ms, and uses a MAC 802.3 
Ethernet protocol. The access router on the victim LAN is connected to the external 
network using a link with the bandwidth of 3Mbps and the delay of 2ms. Even though 
the default queue of the router is FIFO queue, when it employs our scheme it uses a 
priority queue instead of FIFO. In the simulation, normal users generate UDP packets 
at 1 Mbps, and then send them to the victim LAN. A malicious user generates UDP 
packets of which source IP and/or destination IP is spoofed increasing by 6Kbit per 
second, and then sends them to the victim LAN to results in ND-DoS attack. 
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Fig. 5. NDP messages under ND-DoS attack employing fake source IP 
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Fig. 5 shows the throughput of NDP messages triggered by attack packets. Fig. 5-
(a) and (b) are the simulation results of when attack packets are spoofed to non-
working destination IP and when attack packets are spoofed to working destination 
IP, respectively. Once ND-DoS attack starts, it cause a great number of NDP mes-
sages to be generated on the victim LAN. The ingress filtering scheme does not con-
trol the NDP messages for the ND-DoS attack, as shown in Fig. 5-(a), because it can 
not detect attack using non-working IP. On the other hand, our scheme distinguishes 
whether the IP address of an incoming packet is a non-working or a working, and also 
provides the NDP message for a suspicious packet using non-working IP with a low-
priority of service and the NDP message for a normal packet using working IP with a 
high-priority of service. Our scheme chocks the throughput of the NDP messages for 
the ND-DoS attack, as shown Fig. 5-(a).  

In case of the ND-DoS attack that attack packets are spoofed to working destina-
tion IP, even though our scheme can not defeat it perfectly, it can block or weaken the 
attack. If the ND-DoS attack node does not spoof its source IP, it is not difficult to 
find out who the attack node is because the attack node among source nodes is typi-
cally one who generates the most packets. If the ND-DoS attack employs source IP 
spoofing attack, our scheme can weaken the attack by using packet marking proposed 
in this paper, as shown in Fig. 5-(b). The packet marking scheme improves the secu-
rity performance of our scheme by notifying the access router which one is a suspi-
cious packet with fake source IP. 

 

0

100

200

300

400

500

0 10 20 30 40 50 60 70 80 90 100

Strenth of ND-DoS attack (time)

T
hr

ou
gh

p
u

t 
(K

b
)

(a) Normal data packet requesting NDP                  (b) Normal data packet not requesting NDP

400

450

500

550

0 10 20 30 40 50 60 70 80 90 100

Strenth of ND-DoS attack (time)

Ingress Filtering

Our schme            
without marking
Our schme     
with marking

0

100

200

300

400

500

0 10 20 30 40 50 60 70 80 90 100

Strenth of ND-DoS attack (time)

T
hr

ou
gh

p
u

t 
(K

b
)

(a) Normal data packet requesting NDP                  (b) Normal data packet not requesting NDP

400

450

500

550

0 10 20 30 40 50 60 70 80 90 100

Strenth of ND-DoS attack (time)

Ingress Filtering

Our schme            
without marking
Our schme     
with marking

 

Fig. 6. Data Traffic under ND-DoS attack employing fake source IP 

Fig. 6 shows the throughput of normal traffic by schemes under ND-DoS attack. 
Fig. 6 indicates that ND-DoS attack degrades not only the QoS of normal packets 
requesting NDP, but also that of normal packets not requesting NDP. The perform-
ance of the ingress filtering scheme is worse in proportion to the degree of the 
strength of ND-DoS attack. Our scheme is even better than the ingress filtering 
scheme in the protection of normal traffic. When the marking scheme is applied to our 
scheme, the performance of our scheme is much improved, as shown in Fig. 6. Even 
though our scheme is able to defeat ND-DoS attack using non-working IP address, it 
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does not perfectly guarantees the bandwidth of the normal data traffic requested, as 
shown in Fig. 6-(a). This is because the ND-DoS attacker in this simulation has used 
not only a non-working IP, but also a working IP. 

5   Conclusion 

IPv6 has been proposed as a basic Internet protocol for realizing a ubiquitous comput-
ing service.  

This paper deals with ND-DoS attack employing fake source IP address, which can 
give an IPv6 LAN trouble. In this paper, we have proposed and simulated the real-
time IP checking and packet marking scheme that can effectively protect IPv6 LAN 
from ND-DoS attack employing fake source IP by providing the packets suspected to 
use fake source and/or destination IP addresses with a poor QoS. The simulation re-
sults demonstrates that our scheme protect QoS of normal packet from not only a 
simple ND-DoS attack, but also a crafty ND-DoS attack employing fake source IP 
address. 

Even though our scheme can defeat ND-DoS attack using abnormal IP very excel-
lently, it is weak in handling DoS attack using working IP. Our future work is to make 
our scheme stronger so as to be able to mitigate such DoS attack. 
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Abstract. Traditionally, to handle security for stand-alone computers
and small networks, user authentication and access control mechanisms
would be almost enough. However, considering distributed networks such
as the Internet and pervasive environments, these kinds of approaches
are confronted with flexibility challenges and scalability problems. This
is mainly because open environments lack a central control, and users
in them are not predetermined. In such ubiquitous computing environ-
ments, issues concerning security and trust become crucial. Adding trust
to the existing security infrastructures would enhance the security of
these environments. Although many trust models are proposed to deal
with trust issues in pervasive environments, none of them considers the
semantic relations exist among pervasive elements and especially among
trust categories. Employing Semantic Web concepts, we propose a com-
putational trust model based on the ontology structure, considering the
mentioned semantic relations. In this model, each entity can calculate its
trust in other entities and use the calculated trust values to make deci-
sions about granting or rejecting collaborations. Using ontology structure
can make the model extendible to encompass other pervasive features
such as context awareness in a simple way.

1 Introduction

Nowadays, with the immense growth of available data and information which
motivates moving toward distributed environments, security of users and in-
formation is getting more important than ever. With these distributed envi-
ronments, existing challenges about security and data integrity in centralized
environments, must be investigated more extensively. Many authentication and
access control mechanisms have been proposed to deal with security issues in dis-
tributed environments. However, by increasing the distribution of information,
and the arising open environments such as pervasive computing environments,
existing security infrastructures are not adequate for new requirements of users
from now on [6,14].
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Pervasive computing environments, as a new generation of computing envi-
ronments after distributed and mobile computing, were introduced in 1991 with
a new look at the future of computing environments. The aim of pervasive com-
puting is to move computers and computing devices to the background and
place them in human living environments such that they were hidden from hu-
mans. To this aim, computing devices must be designed in small sizes to locate
in apartments, walls, and furnitures [15]. In pervasive computing environments,
users expect to access resources and services anytime and anywhere, leading to
serious security risks and problems with access control as these resources can
now be accessed by almost anyone with a mobile device. Adding security to such
open models is extremely difficult with problems at many levels. An architecture
with a central authority can not be assumed and access control is required for
external users. The portable hand-held and embedded devices have severe lim-
itations in their processing capabilities, memory capacities, software support,
and bandwidth characteristics. Existing security infrastructures deal with au-
thentication and access control. These mechanisms are inadequate due to the
increasing flexibility required by pervasive environments.

Trust, which is similar to the way security is handled in human societies, plays
an important role in enhancing security of pervasive environments. However, it
is not considered in traditional access control models seriously [7]. Till now,
several trust models have been proposed for pervasive environments including
computational models and none-computational ones. In a computational trust
model, the entity’s trust to another one is estimated. On the other hand, the
aim of a non-computational trust model is only to find out if an entity is trusted
or not. It is worthwhile to note that an entity can trust another one in different
categories. For example, the device A may trust the device B in the category
of reading a file, but A may give up trusting B in the category of writing a
file. The semantic relations exist among pervasive devices and specially trust
categories may significantly affect security policies. For instance, if we know a
special device belongs to the family of PDAs, and also if we have a subsumption
relation between PDAs and mobile devices, we can generalize the security rules
defined for mobile devices to this particular device. Semantic relations among
trust categories mean the security relevance of categories to each other. For
example, If an entity A has a high degree of trust to an entity B in getting a
web service, we expect A to have a high degree of trust to B in getting a mail
service as a consequence.

None of published trust models for pervasive environments have considered
the mentioned semantic relations yet. Employing ontology structure propounded
in Semantic Web, we propose a new trust model for pervasive environments. This
model, in addition to being a computational trust model, considers semantic re-
lations among devices and among trust categories. Each entity can calculate its
trust degree to other entities and make security decisions based on the calcu-
lated trust values. In fact, each entity can accept or reject collaboration with
other entities with regard to their trust values. Also, each entity can vote for an-
other entity after a direct collaboration with it. Furthermore, this model satisfies
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autonomy which is an important property of pervasive entities. A pervasive de-
vice can define its security rules independently using the SWRL language [1],
which is a semantic language for defining rules on ontology structures. The use
of ontology structure, makes the model capable of encompassing other pervasive
concepts such as context awareness in a simple way.

The rest of the paper is organized as follows; In section 2, previous trust
models proposed for pervasive environments are reviewed. The structure of our
trust model and its main components are discussed in section 3. Section 4 is
devoted to explain the trust inference protocol and updating trust values. Finally,
we conclude the paper and introduce some future work in section 5.

2 Related Work

Many trust models have been proposed for distributed environments. A small
number of them, such as the one proposed by Abdul-Rahman in [3], were designed
with such generality to be applicable in all distributed environments. Other cases
concentrated on a particular environment. The trust models for web-based social
networks [8,9,12] and the ones for peer-to-peer networks [10,16] are examples of
these trust models. In this section, our review focuses on the trust models have
been already suggested for pervasive computing environments. In almost all dis-
tributed trust models, there must be some basic services and facilities. Trust in-
ference and trust composition are examples of such facilities. By trust inference,
we mean calculating our belief to a statement based on the believes of some other
people to whom we trust. Trust composition is a necessary part of a trust inference
algorithm to combine the believes obtained from different sources.

The trust model proposed by Kagal et al. in 2001 [13,14] is one of the well-known
trust models for pervasive computing environments. This model is not a computa-
tional trust model and uses certificates to determine whether an entity is trusted
or not. In the Kagal’s suggested architecture, each environments is divided into
some security domains and for each security domain a security agent is leveraged.
The security agent is responsible for defining security policies and applying them
in the corresponding domain. Interfaces of available services in a domain are also
provided by its security agent. When an external user requests a service offered in
a domain, he must provide a certificate from the agents which are trusted for the
security agent of the domain. Then, he must send its request accompanying the
acquired certificates to the security agent. The security agent checks the validity
of the certificates and responses the user’s request. In fact, the Kagal’s trust model
is more likely to be a certificate-based access control model. In this model, an en-
tity can be trustworthy or not from the security agent’s point of view. An entity
is not capable of calculating trust values of other entities and collaboration with
inter-domain entities which are trusted for a security agent are not supervised.

Among the existing trust models for pervasive environments, the model pro-
posed by Almenarez et al. in [4,5], called PTM 1, is so popular. This trust
model is a computational trust model and it is implemented on a wide range of

1 Pervasive Trust Management.
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pervasive devices. Considering two kinds of trust, direct trust and recommenda-
tion trust [4], the architecture of this model is divided into two parts; 1) belief
space, which assigns an initialize trust value to new arriving entities, and 2)
evidence space, which updates the trust values of entities with respect to their
behaviors over the time. To combine trust values, the weighted average opera-
tor (WAO) is used and values in the belief space are presented as fuzzy values.
A recommendation protocol is defined to recommend an entity the trust values
of other entities. If an entity wishes to collaborate with another one, it uses this
protocol to acquire that entity’s trustworthy degree. In the first collaboration
of an entity, its initial trust value, which is assigned in the belief space, is con-
sidered. However, over the time, the entity’s trust value changes with respect
to the entity’s behavior. The implementation of this model is added to security
infrastructure of some pervasive devices to enhance their security [2].

The above mentioned approaches present drawbacks for open pervasive envi-
ronments. Perhaps, the main drawback of them is not taking into account the
semantic relations among pervasive devices and among trust categories. We have
defined a pervasive trust model based on ontology structure between autonomous
entities without central servers. Considering mentioned semantic relations makes
the model capable of defining security rules with more flexibility. The model is
also simple enough to implement in the very constrained devices which have
strict resource constraints.

3 The Trust Model

In our proposed model, in addition to calculating the trust values from each
entity to other entities, the semantic relations among pervasive devices and trust
categories are considered using an ontology structure. In this section, the basic
components of this model are introduced.

3.1 Trust Ontology

In this model, to represent trust relations among pervasive devices, a particular
ontology is defined, called trust ontology. As known, each ontology O contains
a set of concepts (classes) C and a set of properties P . The formal notation of
trust ontology is defined as follows:

O={C,P}

C={Device, Category, TrustValue, DirectTrust, RecTrust,
CategoryRelation, RelevanceValue, Time}

P={hasDirectTrust, hasRecTrust, initialTrustValue,
trustedDevice, trustedCategory, hasTrustValue,
trustRelated, relatedCategory, hasRelevanceValue,
updateTime, collaborationNo}
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Classes of the Trust Ontology. The class Device represents the available
devices of pervasive environment such as users, sensors and PDAs. The class
Category includes individuals which represent trust categories, e,g., login access
or reading file. In fact, the trust category describes the semantics of a trust
relation. The class TrustV alue contains the valid values of trust degrees. The
float numbers in the range of [0..1] can be an example of these values.

Similar to many other trust models, two kinds of trust are considered in our
model. First, direct trust which is given by the knowledge of an entitys nature
or its past interactions in the physical world, without requesting information
from other entities. Second trust type is indirect trust or recommendation trust.
When two entities, unknown to each other, are willing to interact, they can
request other entities to give information about the other party. This process
of asking other entities and calculating the final trust value from the received
answers is called trust inference.

To model the trust relations, for both direct trust and recommendation trust,
some properties must be defined in the ontology. These properties have some
attributes themselves. In Semantic Web languages, such as RDF and OWL, a
property is a binary relation; it is used to link two individuals or an individual
and a value. However, in some cases, the natural and convenient way to represent
certain concepts is to use relations to link an individual to more than just one
individual or value. These relations are n-ary relations. For instance, it might
be required to represent properties of a relation, such as our certainty about it,
relevance of a relation, and so on. One solution to this problem is creating an
individual representing the relation instance itself, with links from the subject of
the relation to this instance and with links from this instance to all participants
that represent additional information about the instance. In the class definition
of the ontology, an additional class is required to include instances of this n-ary
relation itself. Classes DirectT rust and RecTrust are of such classes.

One of the main features of our model is considering semantic relations among
trust categories. Like direct trust and indirect trust relation, the semantic re-
lation among trust categories is n-ary relation. The class CategoryRelation is
defined to include instances of this n-ary relation.

The class RelevanceV alue defines the valid values for the relevance values
among trust categories. Finally, the class T ime characterizes the time values in
the model. Individuals of this class are used to hold the time of inferring trust
values.

Properties of the Trust Ontology

– initialTrustValue: An instance of this property assigns to a new arriving
entity an initial trust value. This assignment is done by special agents called
trust managers which are described in the next section. One way is to assign
different initial trust values to the new entity corresponding to different
trust categories. Another way is to assign only one initial trust value for all
trust categories. Concentrating on simplicity of the model, the latter one is
considered in this paper. The criteria of assigning this value is dependent to
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Fig. 1. initialT rustV alue property

the policies of the trust manager. The schema of this property is shown in
Fig. 1.

– hasDirectTrust: When an entity collaborates with another one, it gains a
degree of trust about that entity. This type of trust is called direct trust. Since
this relation is not a binary relation and it has some attributes, the pattern
described before to define n-ary relations is used. Fig. 2 shows the schema
of hasDirectT rust property. The class DirectT rust includes instances of
the relation. The property trustedDevice determines the device that the
trust relation is established with. The class N includes the natural numbers
and the property collaborationNo identifies number of collaborations which
are already done between these two entities. The property hasT rustV alue
assigns a trust value to the trust relation and the property trustedCategory
characterizes the trust category in which the trust relation is set up.

– hasRecTrust: If an entity wants to begin a collaboration with another one,
it may want to know the opinions of other entities about the other party.
The trust value derived in this way is called indirect trust or recommenda-
tion trust. Like hasDirectT rust, this relation is also an n-ary relation. The

Fig. 2. hasDirectT rust property
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Fig. 3. hasRecTrust property

Fig. 4. trustRelated property

schema of this relation is illustrated in Fig. 3. The class RecTrust includes
individuals of the relation. All attributes of this relation is similar to the
direct trust relation except that instead of property collaborationNo, the
property updateT ime is added. This property determines the time of last
trust inference. Details of the inference algorithm is discussed in section 4.

– trustRelated: The semantic relation between two categories of trust is mod-
eled with this property. According to Fig. 4, the class CategoryRelation
contains individuals of the relation itself. The property trustedCategory
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represents the related category and the property hasRelevanceV alue as-
signs a relevance value to this relation. The class RelevanceV alue consists
of the valid values for this relevancy.

3.2 Trust Manager

A pervasive environment, is divided into different domains and each domain has
a trust manager. The trust manager is responsible for assigning the initial trust
values, defining semantic relations among trust categories, defining a hierarchy
of devices, and holding the base trust ontology. The hierarchy of devices can
be defined with using the subClassOf property of an ontology. The base trust
ontology, contains the relations among trust categories and hierarchy of pervasive
devices. These relations can be defined by the security manager of each domain.

When a new entity enters a domain, it sends a message to the domain’s trust
manager and declares its physical specifications. According to these specifica-
tions and its own policies, the trust manager finds out if this new entity is an
individual of the class Device or one of its subclasses. Then, an initial trust value
is assigned to the entity. After updating the ontology, trust manager sends the
file of ontology to the new entity. Thus, all entities receive the domain’s base
trust ontology when they enter the domain. The trust manager also broadcasts a
new massage to update the ontologies of already existing entities. The structure
and format of the alert message are out of this paper’s scope.

3.3 Security Rules

The autonomy of pervasive devices is a basic property of them. In our model,
each entity is independent of the other ones in defining security rules. The poli-
cies are described in the SWRL language, a language to process and to query
the ontologies which are written in the OWL language. Although formats and
patterns of defining security rules are not explained here, an example is given
to understand the concept. Note that instead of SWRL syntax, a pseudocode
syntax is used in order to make it more legible. Suppose that entity e1 begins a
collaboration with entity e2 in the trust category c1. A security rule for e1 can
be represented as:

if e2 is a sensor
and

⎛
⎜⎜⎜⎜⎝

⎡
⎢⎢⎣
hasDirectTrust(e1)=X and
trustedDevice(X)=e2 and
trustedCategory(X)=c1 and
hasTrustValue(X)≥ 0.6

⎤
⎥⎥⎦ and

⎡
⎢⎢⎢⎢⎣

hasRecTrust(e1)=Y and
trustedDevice(Y)=e2 and
trustedCategory(Y)=c1 and
hasTrustValue(X)> 0.7 and
updateTime(Y)≥ (now-20s)

⎤
⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎠

then collaboration with e2

in the category c1 is granted.



A Semantic-Aware Ontology-Based Trust Model 55

Before beginning the collaboration, e1 looks up in its security rules to find
the matching rules. In this case, the mentioned security rule is matched with the
collaboration properties. If the found rules are satisfied, the entity begins the
collaboration. If no rule is matched with an interaction, granting or denying
the interaction can be decided according to the security policies. In this approach,
a possible problem is conflicting the rules, matched with a collaboration. Conflict
resolution is out of the scope of this paper.

4 Trust Inference

In any trust model, one of the main parts is the algorithm of inferring trust.
Trust inference means calculating indirect trust value (or recommendation trust
value). In addition to indirect trust, the way in which direct trust values are
created is important too. In this section, trust inference protocol and the method
of updating both direct and indirect trust values are discussed. The approach
of applying semantic relations among trust categories is also described in the
following subsections.

4.1 Trust Inference Protocol

Suppose that device e1 does not have any information about entity e2 and it is
willing to interact with e2. Consider that this type of interaction needs a degree
of trust in the trust category c1. Now, e1 needs to derive the trust value of e2 by
asking other entities. Thus, e1 broadcasts a query message to other entities. The
query part of this message is expressed in the SWRL language. Although the
format and structure of messages are not discussed in this paper, an example of
broadcasting query is illustrated below using pseudocode.

hasDirectTrust(x)=X and trustedDevice(X)=e2 and
trustedCategory(X)=c1 and hasTrustValue(X)= ?

In the above query, x matches with each entity that receives the message.
It is clear that to answer the sender, address of sender must be located in the
message. Also, a timeout must be declared by sender to ignore indefinite waiting.
Each entity which has a direct trust to e2 in the category c1, replies e1. After
finishing the declared timeout, e1 calculates the derived trust value with respect
to delivered answers. The equation 1 shows this operation.

Tinfer(e1, e2, c1) =
∑n

i=1 T (ei, e2, c1)× T (e1, ei, c1)
T (e1, ei, c1)

(1)

The entities who reply e1 are denoted by ei. T (ei, e2, c1) is the value of di-
rect trust from entity ei to e2 in the trust category c1 and T (e1, ei, c1) is the
direct trust value from e1 to ei in the trust category c1. Considering trust value of
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sender to repliers causes that answers from more reliable entities, having more
impact on the inferred trust value. Note that if e1 does not have a direct trust to
ei (e1 has not done any interaction with ei in the trust category c1 yet.), it con-
siders the initial trust value of ei (initialT rustV alue(ei)) instead of T (e1, ei, c1).
As it is mentioned before, this initial trust value is assigned by the trust manager.
It is obvious that the inferred trust value will be located in the valid range of
trust values defined by class TrustV alue of trust ontology. After computing the
inferred trust value, e1 updates its ontology. The time of inferring trust (tinfer)
will be also located in the ontology using updateT ime property. Updating the
trust ontology of e1 includes the following items:

hasRecTrust(e1)=X and trustedDevice(X)=e2 and
trustedCategory(X)=c1 and updateTime(X)=tinfer and
hasTrustValue(X)=Tinfer(e1,e2,c1)

In our inference method, the weighted average operator (WAO) is used to
combine the trust values. Although other distributed trust models use alterna-
tive operators to combine trust values which may cause getting more accurate
results, like the consensus operator [11] used in [12], for pervasive devices which
have considerable limitations on battery life, memory capacities, size, and per-
formance, the simplicity is preferred to accuracy.

4.2 Updating the Trust Values

To update indirect trust values, different approaches can be used. One way is
that each entity recalculates its trust value to another entity after a predefined
time periods. Another way is to derive the trust value whenever a rule consisting
the time constraint is fired up. A combination of these two approaches can be
used too. In a pervasive domain, the security manager can choose one of the
above methods.

Now, the question is that how direct trust values can change. In this model,
after completing a transaction, entities can vote for each other. The new direct
trust value can be computed by the equation 2.

Tnew(e1, e2, c1) =
Told(e1, e2, c1)× collaborationNo + vote(e1, e2, c1)

collaborationNo + 1
(2)

In this equation, Told(e1, e2, c1) represents the direct trust value from e1 to
e2 in the category c1 before beginning the transaction. The term vote(e1, e2, c1)
represents the opinion of e1 about e2 in the category c1 after completing the
transaction and collaborationNo is the number of transactions between e1 and e2

which have taken place in the category c1 before this transaction. Tnew(e1, e2, c1)
is the new direct trust value from e1 to e2 in the category c1. Updating the trust
ontology of e1 includes the following items:



A Semantic-Aware Ontology-Based Trust Model 57

hasDirectTrust(e1)=X and trustedDevice(X)=e2 and
trustedCategory(X)=c1 and
collaborationNo(X)=collaborationNo(X)+1 and
hasTrustValue(X)=Tnew(e1,e2,c1)

Note that the new direct trust values can be alerted to the trust manager to
take these values into account in its later decisions.

4.3 Semantic Relations among Trust Categories

Defining the trustRelated property in the trust ontology provides this possibil-
ity for the trust model to represent semantic relations among trust categories.
Considering these relations, provide us security rules with more flexibility and
higher security level. For example, assume that e1 wishes to begin an interaction
with e2 which requires satisfaction of the following security rule:

hasDirectTrust(e1)=X and trustedDevice(X)=e2 and
trustedCategory(X)=c1 and hasTrustValue(X)≥ 0.6

Now, suppose that e1 would collaborate with e2 if it has the same degree of
trust to e2 in other categories which are related to c1 with the relevancy value
of 0.8. The security rule to support this requirement is shown below:

hasDirectTrust(e1)=X and trustedDevice(X)=e2 and
trustedCategory(X)=Y and trustRelated(Y)=Z and
relatedCategory(Z)=c1 and hasRelevanceValue(Z)> 0.8
hasTrustValue(X)≥ 0.6

5 Conclusions and Future Works

In this paper, we have introduced a new semantic-aware trust model for perva-
sive environments based on ontology concepts. A standard ontology, called trust
ontology, is defined to support trust in pervasive environments. The trust ontol-
ogy is represented with the OWL language and queries on the ontology can be
expressed in existing rule languages such as SWRL. Using the ontology structure,
the model provides a standard trust infrastructure for pervasive devices.

Using the weighted average operator (WAO), a simple inference protocol is
proposed to calculate the indirect trust values. For pervasive devices which have
significant limitations on battery life, memory capacities, size, and performance,
the simplicity of inference protocol offers many benefits to calculate the indi-
rect trust values. Another advantage of the model is taking into account the
autonomy of pervasive devices. Each device can define its private security rules
independent of other devices. There exist such flexibility for devices to employ
both direct and indirect trust values in defining their security policies.
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Considering the semantic relations among trust categories and defining hi-
erarchical structure of pervasive devices, provides us more flexibility to define
security rules. With this feature, a wide range of security policies can be ex-
pressed in a simple way. Adding more attributes of pervasive environments such
as context-awareness is possible with making a little extension to the model. For
example, suppose that we want to add a context variable such as the location.
The property hasLocation and a class validP laces can be defined in the trust
ontology to support this context variable. New security rules can use this new
concept to enhance their expressiveness.

Future work includes defining the structure of messages and patterns of se-
curity rules. Moving toward implementing this model on pervasive devices like
PDAs and evaluating the performance impacts are also in our future plans.
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Abstract. The increasing complexity of computer-based technical sys-
tems require new ways to control them. The initiatives Organic Comput-
ing and Autonomic Computing address exactly this issue. They demand
future computer systems to adapt dynamically and autonomously to
their environment. In this paper we propose a new approach based on
automated planning to realise self-organising capabilities for complex dis-
tributed computing systems. The user/administrator only defines objec-
tives describing the conditions which should hold in the system, whereas
the system itself is responsible for meeting them using a planning en-
gine. As many planning algorithms are known to be sound and complete,
formal guarantees can be given. Thus we aim at building trusted self-
organising distributed computer system which are suitable to control real
technical systems. Our approach is demonstrated and evaluated on the
basis of a simulated production cell with robots and carts. We propose
and evaluate two optimisations.

Keywords: Organic Computing, self-organisation, automated planning.

1 Introduction

Organic Computing (OC) [14,12,15] and Autonomic Computing (AC) [8,10,9]
both identified the increasing complexity of distributed computing systems as a
major challenge to future management of computer systems and postulate so-
called self-x properties (i.e. self-organisation, self-configuration, self-optimisation,
self-healing, and self-protection) for these systems. Thus, the system is able to
manage itself in order to hide the complexity from users, administrators, and
programmers. In highly complex systems it is unfeasible or even impossible for
humans to care about details. A way to manage such systems is to use policies
describing just their objectives. These objective policies only specify what is ex-
pected from the system - the way it should behave. The way how this is managed
should be determined automatically. Policies are an important technique used to
specify the desired behaviour of AC and OC systems, respectively. Policies nor-
mally are rules consisting of a condition and zero or more actions [1]. During run-
time, a policy engine will verify the conditions and take the stipulated action.

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 60–72, 2008.
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However, for self-organisation in distributed systems the enumeration of all con-
ditions, e.g. all possible types of failures is often impracticable. Also, the actions
to recover the system can be too arduous to be specified manually. Furthermore
many different ways to reconfigure a system from one certain fail state may exist
what raises the complexity even more.

A methodology that is better in line with the visions of OC and AC is policies
only describing the desired conditions of a system, leaving it to the system itself
to meet these conditions. Automated planning is a concept to enable computer
systems to reason about actions in order to automatically compute plans to fol-
low the policies. This has also been identified by Srivastava et al. [16] who argue
that planning is an evolutionary next step for AC systems that use procedural
policies. Other approaches used to develop self-organising computer systems like
AI-learning or bio-inspired techniques with emergent effects are too unreliable
for many domains. The behaviour of such systems often cannot be predicted nor
understood. In contrast, planning is similar to human reasoning and thus more
comprehensible. Actually, many planning algorithms are known to be formally
sound and complete.

The contributions of this work are the proposal of a new approach for trusted
self-organising distributed systems, based on an automated planning engine we
have developed to guide self-healing after a component failure in an OC-managed
system. Our approach is explained, demonstrated, and evaluated on the basis of
a simple scenario, a small production cell. This scenario has been introduced by
Güdemann et al. [7] to motivate their work.

The paper is subdivided into seven sections. Section 2 gives a short introduc-
tion to automated planning and related work. Section 3 describes our scenario, a
self-organising production cell. Then, Section 4 clarifies how the self-organisation
process works while Section 5 proposes some optimisations for that process. Sec-
tion 6 presents the results of the conducted evaluation. Finally, Section 7 gives
an overview of future work and concludes the paper.

2 Automated Planning

Automated planning is a branch of artificial intelligence. The primary problem
of planning is the computation of sequences of actions which will achieve speci-
fied objectives from specified initial conditions. Domain-independent planning is
concerned with the fundamental principles of planning as an activity. Basically,
an automated planning problem can be described as follows: Given a description
of the domain and the initial state, find a sequence of actions that transforms the
system from the initial state to a state that satisfies defined objectives. A for-
malisation provides a formal description of all relevant information of planning
problems. The system’s state, the objectives, the actions, and its causalities have
to be covered by such a formalisation. The Strips (STanford Research Institute
Problem Solver) [4] representation has been devised by Fikes and Nilsson. Strips
is probably the most famous planning language and is still widely used today.
Pddl [11] is an attempt to standardise planning languages and was developed
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primarily to make planning competitions possible. Pddl is inspired by the
Strips formulation, and basically a first-order logic language. The syntax is
inspired by Lisp, so much of the structure of a domain description is a Lisp-like
list of parenthesised expressions.

Basically, planning can be seen as a search problem. Planning algorithms
vary in the space that is searched, how the search is performed, in which way
the plans are constructed, and so on. In the following an overview of different
planning techniques is given. The simplest classical planners are based on state
space planning where the search space is a subset of the state space. A state
space planning problem can be represented as a graph: Every node is an element
of the set of states of the system. The edges are elements of the set of possible
actions. The edges connect a state and the state that results from the application
of the corresponding action at this state. A plan can be represented as a path
within the graph. A path from the initial state to a goal state is a solution of the
planning problem. It is possible that multiple paths lead from the initial to a goal
state. An alternative to the search through the state space is to search through
the space of plans, called plan space planning. In this space, the nodes represent
partially specified plans, the start node is an empty plan which has no actions.
The edges correspond to refinements of the partial plans, called plan refinements,
that expand them until a complete plan has been created that solves the stated
planning problem. For a more detailed introduction in the field of automated
planning see [6].

Distributed and coordinated planning problems have been studied within the
context of multi-agent systems (MAS). Multi-agent planning can be seen as
planning together with coordination. Partial Global Planning (PGP) [3] is per-
haps one of the most influential approaches in distributed AI [2]. In contrast to
most MASs where agents are self-interested, PGP uses cooperative agents. It is
particularly suited for the use in sensor networks and is applied to distributed
vehicle monitoring, whereby the goal is to provide a consistent view of vehicle
movement.

For this work, a planner has been developed in JAVA, based on a plan space
planning approach [18] which has been extended to work with numerical re-
sources. It takes a subset of PDDL as input, and uses heuristics to guide the
search. Furthermore a technique has been incorporated to allow distributed plan-
ning, i.e. the coordinated planning of entities within a distributed system. We
chose to build our planner based upon a plan space planning approach, because
it performs very effectively in parallel, distributed domains and the generated
plans have a better execution flexibility compared with other approaches [13].
The high execution flexibility is mainly based on the fact that e.g. state based
planners typically output a totally ordered plan what means that all plans have
to be executed sequentially also in distributed domains. However, our planner
outputs partially ordered plans which allow a parallel execution of actions. This
makes plan execution much more efficient and flexible, especially in distributed
systems.
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3 Self-organising Production Cell

In this section, first the production cell scenario is introduced, then it is presented
how it can be controlled by our approach.

3.1 Scenario

The scenario we are using to demonstrate and evaluate our planner, a small
automated production cell, has been introduced by Güdemann et al. [7]. It con-
sists of three robots and two carts. Each robot has three tools which can be
switched during runtime: (1) a drill to drill holes into workpieces, (2) an inserter
to insert a screw into a drilled hole, and (3) a screw driver to tighten an inserted
screw. The carts transport workpieces from one robot to another. All workpieces
must be processed in the order drill, insert, and tighten. Figure 1 illustrates this
scenario. The arrows represent the flow of the workpieces, the tools below the
robots are the available tools for the robot, tools marked with a dot indicate the
robot’s tasks, i.e. the processing steps it is responsible to execute.

Now, this scenario is mapped to our approach. The robots and carts of the pro-
duction cell are understood as nodes of a special distributed system. As a prereq-
uisite, these nodes need to be able to send messages and it is assumed that each
of them runs an instance of our planning engine. The planning is distributed over
the entities, however, in an instance only one entity is coordinating the planning.
There are three different scopes, information are needed about. The first one is
knowledge about the current state of the system. In order to control the system
properly, it is of course necessary to know about its current condition. The system
state is gathered from a constant monitoring process of the nodes of the system.

Fig. 1. Production cell
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The objectives define desired system properties whereas it is the task of the system
to meet these properties. The objectives determine the behaviour of the system.
The third component is an action description which basically informs every entity
of the distributed system which actions it is able to perform and what effects they
have. In the following, these three topics are introduced in more detail.

3.2 System State

Based on monitoring and potentially previous knowledge all entities form their
view of the world. With entities, we denote all components of the system able
to perform actions. In the production cell example robots and carts form these
entities. The state of the world is composed of the relevant objects and their
states which are expressed with predicates.

The production cell consists of three robots r1, r2, and r3, two carts c1 and
c2, and three tools drill, inserter, and screw_driver. The entities represent
these objects as follows, whereas the source of this information is either previous
knowledge or monitoring of the environment:

r1 r2 r3 - robot
c1 c2 - cart
drill inserter screw_driver - tool

It is supposed that all three robots have the tools drill, inserter, and
screw_driver, whereas r1 is currently using the drill, r2 the inserter, and
r3 the screw_driver. Furthermore assume that c1 is transporting workpieces
from the robot using the drill to the robot using the inserter and c2 is trans-
porting workpieces from the robot using the inserter to the robot using the
screw_driver. The representation of these conditions is based on the predicates
having, using, and transporting.

(having r1 drill) (having r1 inserter) (having r1 screw_driver)
(having r2 drill) (having r2 inserter) (having r2 screw_driver)
(having r3 drill) (having r2 inserter) (having r3 screw_driver)

(using r1 drill)
(using r2 inserter)
(using r3 screw_driver)

(transporting c1 drill inserter)
(transporting c2 inserter screw_driver)

With this formalism all entities represent their view of the system. The in-
formation are gathered from own monitoring activities or communication with
other entities of the distributed system.

3.3 Objectives

An objective is defined by a user/administrator and distributed to the nodes
of the system. It provides a statement of the requirements about the system’s
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condition and determines its behaviour. Thus, one instance exists whose change
yields a behavioural change in the whole system. An objective defines which
conditions always should hold within the system. The planning engine is respon-
sible to control the system in order to meet these conditions. In the scenario
of the production cell a reasonable objective is: For every tool (drill, inserter,
screw driver) a robot is required using this tool. Furthermore carts are required,
first a cart transporting workpieces from the robot using the drill to the robot
using the inserter, and a second cart transporting workpieces from the robot
using the inserter to the robot using the screw driver. This objective is shown
in the following:

(forall (?t - tool) (exists (?r - robot) (using ?r ?t)))
(exists (?c - cart) (transporting drill inserter))
(exists (?c - cart) (transporting inserter screw_driver))

However, the above objectives do not cover the equal distribution of tasks,
i.e. it is also a valid configuration if one robot is using all three tools whereas
the others are doing nothing. To prevent such situations the objectives can be
extended as follows:

(forall (?r - robot) (<= (#tools ?r) N))
(forall (?c - cart) (<= (#paths ?c) M))

where N = � 3
#robot� and M = � 2

#carts�. Thus, no robot is allowed to use more
than N tools, no cart is allowed to serve more than M paths. If everything in
the production cell is working properly then N = 1 and M = 1. If e.g. one cart
fails then M = 2 and the remaining cart is allowed to serve two paths. Now, at
last the action description is discussed.

3.4 Action Description

Each entity needs information about what it is able to do, i.e. what actions it
can execute and how these actions affect the system. The two fundamentally
different types of entities - robots and carts of the production cell scenario -
result in two different types of action descriptions. The action description for
robot r1 looks as follows, whereas the descriptions for the robots r2 and r3 are
defined analogue:

:action startTool
:parameters (r1 ?t - tool)
:precondition (and (having r1 ?t)
:effect (and (using r1 ?t))

:action stopTool
:parameters (r1 ?t - tool)
:precondition (and (using r1 ?t))
:effect (and (not (using r1 ?t)))
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Thus, robots can start and stop tools. Being able to start a tool ?t the corre-
sponding tool must be available for the robot (having r1 ?t). The effect of the
action startTool is that the robot is using the tool afterwards (using r1 ?t).
A robot can also use two tools simultaneously what is especially important if
another robot completely fails and the remaining ones have to take over its tasks.
The action stopTool can be seen as the complementary action to startTool
and stops using a tool. Carts transport workpieces from one robot to another.
Similar to robots they also start and stop these tasks.

:action startTransport
:parameters (c1 ?from ?to - robot)
:precondition ( )
:effect (and (transporting c1 ?from ?to))

:action stopTransport
:parameters (c1 ?from ?to - robot)
:precondition (and (transporting ?c ?from ?to))
:effect (and (not (transporting ?c ?from ?to)))

4 Planning Process

In this section the planning process is explained which is the core of the self-
organisation feature. All entities in the distributed system, in our case the pro-
duction cell, constantly monitor their environment. If one entity observes a
violation of an objective it initiates a reconfiguration process. This entity now
serves as coordinator for a distributed planning process with the goal to recover
the system to a state in line with the system’s objectives. In a nutshell, the
coordinator manages an agenda with open conditions that have to be addressed
in order to recover the system. The open conditions are announced, while all
entities communicate what they can contribute to resolve an open condition to
the coordinator. Thus, the coordinator is able to generate a plan where the abil-
ities of other entities are included. The result is a parallel executable plan that
recovers the system from the unwanted state.

Consider an example where all robots have all tools while r1 is using the drill,
r2 the inserter, and robot r3 the screw driver. Unfortunately, the inserting tool
of r2 is breaking. This situation, shown in Figure 2(a), results in a violation of
the objectives as no robot is using the inserter. It is reasonable to assume that
r2 is the first to detect this violation. Therefore it initiates the reconfiguration
process starting with an initial partial order plan. The initial plan consists of
two dummy steps representing the current state of the system and the goal state
of the system. During the planning process the initial plan is refined until a valid
plan, as illustrated in Figure 2(c), is found that transforms the invalid state into
a goal state. Figure 2(b) represents the system after the reconfiguration process.
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(a) Invalid situation due to broken inserter (b) Valid situation after planning/plan
execution

(c) Plan transforming in-
valid situation to valid sit-
uation according to the ob-
jectives

Fig. 2. Recovery process of the production cell

Note that the resulting plan is a partial ordered plan which allows a
parallel execution of the actions. During the planning process the coordinator an-
nounces open conditions, e.g. the condition not (exists (?r - robots) (using
(?r inserter))).Based on the responses and its own capabilities the coordinator
computes all possible refinements of the current plan. These refined plans are the
successors of the current plan. Thus, the planning process can be seen as a special
tree search within the space of plans. The initial plan is the root node of the search
tree, refinements lead to children, the search ends when a valid plan is found.

If such a plan has been generated it needs to be executed in order to recover
the system. The plan contains a set of steps S and a partial ordering on this
steps O:
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S = {stopTool(r1, drill), startT ool(r1, inserter), startT ool(r2, drill)}
O = {stopTool(r1, drill) < startT ool(r1, inserter)}
The plan coordinator sends these information to all nodes which are sched-

uled to execute an action. In our example r2 is the plan coordinator and r1
and r2 participate in the plan execution. To initiate the plan execution the
plan scheduler sends an “init-execution” notification to all entities whose step
is allowed to be executed immediately. After the execution of a step each en-
tity sends a notification message with an id of the executed step to all en-
tities which are an executor of a subsequent step. Each entity knows about
all steps it is scheduled to execute and waits until it has received an execu-
tion confirmation message from all predecessors. If a step has no successors a
notification is sent to the plan coordinator. Thus, the coordinator gets feed-
back whether the plan execution has been ended successfully or not. In the ex-
ample above, r2 sends an “init-execution” message to r1 and itself executes
step startTool(r2, drill). After the receipt of this message, r1 executes
stopTool(r1, drill) and startTool(r1, inserter) afterwards. Then, r1
sends a message to r2 indicating that it has executed startTool(r1, inserter)
(cp. Figure 2(c)). Now the plan coordinator knows that the plan execution is
completed successfully.

In the next section some optimisation approaches are presented, which aim
at speeding up the planning process and to reduce its complexity.

5 Optimisations

The standard partial order planning (POP) algorithm uses a breadth first ap-
proach to search through the space of partial plans. The planner we have de-
veloped incorporates a number of additional searching algorithms. Using an A∗

search algorithm, a heuristic function f(P ) can be used to guide the search. This
distance-plus-cost heuristic function consists of two parts: the costs from the ini-
tial plan to the currently examined partial plan P , called g(P ), and an estimate of
the distance of P from the final plan, called h(P ). As an estimate for h the num-
ber of open conditions in the agenda is used, which is a well-known approach [5].
To compute g(P ) every step of the plan must have a value assigned representing
the step costs, i.e. the costs it takes an entity to execute a step. When an entity re-
ceives a request containing an open condition, it checks whether it can contribute
to solve this open condition. If it is able to contribute it sends an offer back to the
plan coordinator consisting of an action together with the costs that are caused
by its execution. This costs are set according to the principle: “The more tasks
an entity is already executing the more expensive is it to take on another one”.
For example, consider the two robots r1 and r2 are asked to contribute to solve
the open condition not (exists (?r - robots) (using(?r drill))) while
r1 uses the tools inserter and screw_driver and r2 nothing. Then r1 sends
as his contribution [startTool(r1, drill), 4] where the latter are the costs.
Node r2 sends [startTool(r2, drill), 1] which is interpreted as a step with
less costs. The cost heuristic function g(P ) is set as the sum of the step costs of
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a plan. Thus, the A∗ search ranks plans with a balanced burden-sharing higher
than unbalanced ones. If the reasoning of automated planning is compared to
human reasoning a heuristic function can be seen as experience that also allows
to rank options of actions.

Another approach which we consider crucial to enable scalable systems based
on automated planning is to form groups. The planning within each group works
independently from the other groups. Only if a group is unable to find a valid
plan to reconfigure the group properly, members of other groups are requested
to help. This has the advantage that nodes only need to know about the current
state within the scope of their group which represents an enormous reduction in
complexity if applied to more complex distributed systems.

6 Evaluation

This section presents results of performance measurements of our distributed
planning approach. As testbed a distributed system with five nodes has been
used to model the production cell. The nodes can communicate by passing mes-
sages, which has been realised using a middleware called “Organic Computing
Middleware for Ubiquitous Environments” OCµ, formerly called AMUN [17],
which is based on Java and JXTA. But note that any other environment/setting
that allows to pass messages could have been used equally.

As objectives the following requirements have been stated which do not only
ensure the functional correctness but also the fair sharing of tasks.

(forall (?t - tool) (exists (?r - robot) (using ?r ?t)))
(exists (?c - cart) (transporting drill inserter))
(exists (?c - cart) (transporting inserter screw_driver))
(forall (?r - robot) (<= (#tools ?r) N))
(forall (?c - cart) (<= (#paths ?c) M))

To investigate the behaviour of the planner under all circumstances, a script
has been written which puts the system into a random state. It simulates the
outage of robots and carts, broken tools, and unbalancedly assigned tasks, but
is restricted to states where it is at least possible to recover the system. With
this approach 1000 random states have been generated where it has been the
task of our self-organisation approach to recover the system. Three variations of
the underlying planning engine have been tested:

Basic algorithm: The planning is based on the standard POP algorithm with
breadth first search. Additional features, compared to standard POP, are
basically planning with resources, distributed planning, and a richer input
language.

Heuristic: This variation refers to the application of an A∗ together with the
heuristic function stated in Section 5.

Heuristic & Grouping: Additional to the usage of a heuristic guided search,
two groups have been formed what refers to the second proposed optimisa-
tion in Section 5. One group consists of the three robots the other consists
of the two carts. The robot group has the objectives:
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(forall (?t - tool) (exists (?r - robot) (using ?r ?t)))
(forall (?r - robot) (<= (#tools ?r) N))

while the cart group has the objectives:

(exists (?c - cart) (transporting drill inserter))
(exists (?c - cart) (transporting inserter screw_driver))
(forall (?c - cart) (<= (#paths ?c) M))

Thus the maintenance of the objectives has been shared among the groups.
Because the planning is based on the POP algorithm, which is sound and

complete, the system could obviously find a valid plan in all cases. Furthermore,
we assumed that the plan execution does not fail. This could happen in real
systems, if e.g. the startTool action fails because an arm of the robot is locked.
In this case a replanning had to occur incorporating this information. However,
such scenarios have been neglected. Table 1 gives indicators for the efficiency of
the self-organisation process. It contains the average number of visited partial
plans until a final valid plan has been found. Each refinement of a plan leads to
a successor plan. These refinements can be the addition of a step offer received
from another node but also internal changes of a partial plan like a different
ordering of steps and so on. Lower numbers of visited partial plans are better
and represent a more efficient and sophisticated planning process.

Table 1. Average number of visited partial plans

Basic algorithm Heuristic Heuristic & Grouping

144.644 17.853 13.247

The results show that the usage of heuristics in the distributed planning pro-
cess dramatically reduce the costs for the planning process. The grouping of
robots and carts into two groups further improves the performance. By the way,
to have an idea about the temporal dimensions to generate a plan, using the
basic algorithm it took in our setting on average 2.3 seconds to generate a plan,
communication time included.

7 Conclusions and Outlook

We have presented a planning-based approach to enable self-organisation of dis-
tributed systems. Therefore, objectives are provided to the system which defines
its desired properties. Thus, the administrator/user only has to define what must
hold in the system. It is left to the planning engine to generate plans how to
recover the system if necessary. As the planning engine is based on a sound and
complete algorithm it can be trusted in the behaviour of the system: If there
exists a solution it is guaranteed that the system finds it, and all successful execu-
tions of generated plans lead to a desired state. The functionality of the proposed
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self-organising approach has been applied to a production cell. The evaluation
showed that the approach is suitable to autonomically manage such a production
cell. Using heuristics and grouping, the efficiency of the self-organisation could
be dramatically improved.

We are planning to apply and evaluate our approach within much more com-
plex domains. Furthermore we are working on extensions to integrate our planner
into an organic controller geared amongst others to human perception, decision
processes, and social communities/capabilities to cope with highly complex, dy-
namic, and distributed domains.
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Abstract. Nowadays coordinated applications become more and more popular 
in network computing environments, and group is the basic unit of task 
processing for such applications. Members in a group exchange data with each 
other. Group signature is used to guarantee the integrity of exchanged data and 
provide source authentication. In a Virtual Machine (VM) based computing 
system, a Virtual Machine Monitor (VMM) allows multiple applications to run 
in different virtual machines, and each virtual machine runs in its own hardware 
protection domain, and is strongly isolated from each other. A Trusted VMM 
can provide stronger security protection to build group signature architecture 
than traditional computing platforms. In this paper, we first introduce a trusted 
group signature architecture in virtual computing environment and how the 
Trusted VMM (TVMM) provides security guarantee for group signature 
components. Then we propose a group signature scheme with the function of 
message checking based on the discrete logarithm problem (DLP). Finally, we 
prove the security of the group signature scheme and architecture. 

1   Introduction 

Nowadays coordinated applications become more and more popular in network 
computing environments. Several entities are required to be involved in a task at the 
same time, and group is the basic unit of task processing for such applications. Group 
security is one of the most important issues for some important coordinated 
applications, such as e-commerce, military command system. In traditional computing 
environments, an operating system directly runs on the hardware, and it is hard for the 
operating system to protect itself from being attacked because of its complication and 
vulnerability. Applications running on an untrusty operating environment might be 
attacked. In addition, a suspicious application can easily attack other applications 
because there is no effective isolation mechanism among them. Consequently, if 
coordinated applications with group security function is implemented on an untrusty 
operating environment, sensitive information will be easily disclosed by the attackers 
even if group management itself can provide strong security functions. 
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In a Virtual Machine (VM) based computing system, a Virtual Machine Monitor 
(VMM) allows multiple applications to run in different virtual machines, and each 
virtual machine runs in its own hardware protection domain, providing strong isolation 
between virtual machines. Furthermore, migration can be easily implemented based on 
the VMM architecture. As the main work of the VMM platforms, such as VMWare and 
XEN, is virtual machine management and physical resource allocation for each virtual 
machine, they are more simple and with less vulnerability than traditional operating 
systems. With the development of information technology, the trusted computers, taking 
advantage of the functions of the underlying trusted computing hardware, become more 
and more important to provide security support for applications. Based on the VMM 
architecture, the trusted computers can provide a more flexible, isolated environment for 
each application than the ones based on the traditional architecture. 

Group signature technology is adopted to guarantee the integrity of exchanged data 
and provide source authentication. There are a lot of group signature schemes, such as 
the group signature scheme based on the discrete logarithm [13], the threshold group 
signature scheme [14], the group blind signature scheme [15] and the forward-secure 
group signature scheme [16]. Although these group signature schemes can meet the 
security requirement of coordinated applications in different aspects, they didn’t 
consider the situation of the underlying platform. For some coordinated applications, 
the group signature method that only one member is responsible for group signature is 
more efficient and secure than the one that several members are needed for group 
signature if the member of the front method and its platform are trusty. Based on the 
discrete logarithm problem (DLP), we propose a group signature scheme with the 
function of message checking, which allows an individual group member to sign a 
message on behalf of the group and only the specified receiver can recover, verify and 
check the message. Moreover, in case of disputes, the group controller can reveal the 
identity of the signer. Although the existing group signature schemes can be used for 
group-oriented communication, they do not provide the checking function. The group 
controller and group members are required to be located on a trusted platform, and its 
sensitive information, such as private key, can be protected by the platform.  

The rest of this paper is organized as follows: we discuss the related work in 
section 2. In section 3, we mainly introduce the group signature architecture in the 
virtual computing environment. In section 4, we present a group signature scheme 
with the function of message checking. We proof the correctness and security of this 
group signature scheme in section 5. Finally, the conclusions and future work are 
drawn in section 6. 

2   Related Work 

In 1970s, virtual machine concept was proposed and defined in [1], which is a software 
replica of an underlying real machine and multiple virtual machines can operate on the 
same host machine concurrently, and be isolated from each other [1] [2]. In the past 
several years, with the appearance of muti-core technologies, virtual machines have 
gained a lot of attention again. In [3], the VM/370 Time-Sharing System was proposed 
by Creasy. In the VM/370 environment, an exclusive environment was created as a  
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virtual machine for each user. With the progress of virtual machine technology, the 
virtual machine monitor (VMM) comes into being as a software-abstraction layer that 
partitions a hardware platform into one or more virtual machines [4]. In fact, a virtual 
machine environment is created by a Virtual Machine Monitor (VMM), also called an 
“operating system for operating systems” [5]. The monitor creates one or more virtual 
machines on top of a single real machine. Each VM provides facilities for an application 
or a “guest system” that believes to be executing on a normal hardware environment. 

There are two different methods to build a virtual machine system. One is that the 
virtual machine monitor is implemented between the hardware and the guest systems, 
such as Xen [6] and VMware ESX Server [7]. The other is that the virtual machine 
monitor is implemented as a normal process of an underlying real operating system, 
such as VMware Workstation [8] and User-Mode Linux [7]. Some security research 
work was conducted based on the VMM architecture, for example, an experience of 
use of virtual machines for the security of systems was described in [9]. In the paper, 
Revirt is defined as an intermediate layer between the monitor and the host system, 
and the captured data is sent to the host system through the syslog process (the 
standard UNIX logging daemon) of the virtual machine. However, if the virtual 
system is compromised, the log messages can be manipulated by the invader and 
consequently are no more reliable. A VMI-IDS (Virtual Machine Introspection 
Intrusion Detection System) is described for searching intrusion evidences in [10]. In 
the system, the virtual machine executes directly on top of the hardware and the 
intrusion detection system executes in a privileged virtual machine and scans data 
extracted from the other VMs. The Secure Hypervisor (sHype) project [11] aims to 
support controlled sharing of resources between VMs on a platform, such as memory, 
CPU cycles, and network bandwidth. The above mentioned projects didn’t consider 
the security of the VMM itself. 

The Trusted Computing Group (TCG) is an international industry organization to 
define a set of specifications aiming to provide hardware-based root of trust and a set 
of primitive functions to propagate trust to application software as well as across 
platforms [12], [13]. The root of trust in TCG is a hardware component on the 
motherboard of a platform called the Trusted Platform Module (TPM). TPM provides 
protected data (cryptographic secrets and arbitrary data) by never releasing a root key 
outside the TPM. In addition, TPM provides some primitive cryptographic functions, 
such as random number generation, RSA key generation and RSA asymmetric key 
algorithms. Most important, a TPM provides mechanism of integrity measurement, 
storage, and reporting of a platform, from which strong protection capabilities and 
attestations can be achieved. To utilize the functions provided by TPM, TCG set TSS 
specification [14]. This specification defines a TCG Software Stack (TSS) that is an 
integral part of each platform, and provides functions that can be used by enhanced 
operating systems and applications. TSS supplies one entry point for applications to 
the TPM functionality. 

In [15], the design and implementation of a virtual trusted platform Module (TPM) 
facility is presented. In this Module, TPM is virtualized and can supports higher-level 
services. Moreover, it can also support suspend and resume operations, as well as 
migration of virtual TPM instances with their corresponding virtual machine across 
platforms. In [16], a flexible architecture for trusted computing is presented that is 
called Terra. On Terra, applications with a wide range of security requirements are 
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allowed to run simultaneously on commodity hardware. At the same time, Terra 
supports today’s operating systems and applications. Terra realizes this union with a 
trusted virtual machine monitor (TVMM), that is, a high-assurance virtual machine 
monitor that partitions a single tamper-resistant, general-purpose platform into 
multiple isolated virtual machines. 

Group signature is first introduced by Chaum and van Heyst in [17], allows each 
group member to sign messages on behalf of a group anonymously and unlinkably. 
However, in case of later disputes, a designated group manager can open a group 
signature and then identify the true signer. 

In 1998, Lee and Chang presented an efficient group signature scheme based on the 
DLP [18]. Since two same pieces of information are included in all group signatures 
generated by the same group member, their scheme is obviously linkable. Therefore, 
although this scheme is efficient, it needs to be improved. To provide unlinkability, an 
improved group signature scheme is proposed in [19]. Regretfully, the improved group 
signature scheme is still linkable [20]. Therefore, based on Shamir’s idea of identity 
(ID)-based cryptosystems [21], Tseng and Jan proposed an ID-based group signature 
scheme in [22]. In this ID-based group signature scheme, anyone (not necessarily a 
group member) is able to generate a valid group signature on any message, which 
cannot be opened by the group manager. Therefore, this scheme is forgeable. In order to 
solve the question, in [23] and [24], Tseng and Jan revised their schemes, and Popescu 
presented a modification to the Tseng-Jan ID-based scheme [25]. After that, Xian and 
You proposed a new group signature scheme with strong separability [26] such that the 
group manager can be split into a membership manager and a revocation manager. In 
addition, based on the above group signature schemes, Wang presented a security 
analysis for these group signature schemes [27]. In this paper, we design a trusted VMM 
based group signature schemes, and propose a group signature scheme with the function 
of message checking. 

3   Trusted VMM Based Group Signature Architecture 

In this section, we will describe Trusted VMM (TVMM) based group signature 
architecture, as depicted in Figure 1, and introduce a group signature scheme. The 
TVMM is the heart of the system architecture, and it can virtualize machine resources 
and allow VMs to run independently and concurrently.  

3.1   Group Signature Architecture 

We will introduce the main components of group signature architecture based on 
TVMM in this sub-section. 

 Hardware Platform 
Hardware is the basement of TVMM. In the process of attestation, hardware embedded 
with cryptographic keys is the trust base of the attestation chain. Furthermore, hardware 
also assists in following aspects: Hardware Support for Virtualization; Hardware 
Support for Secure I/O; Secure Counter (against roll back or re-play attack); and Device 
Isolation. In order to prevent leaking of privacy through the hardware private key in the 
process of attestation, it’s suggested that the hardware vendor signs their products. 
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Normally, security chipsets, such as TPM, are embedded in the platform. This module is 
a security specification defined by the Trusted Computing Group. It provides 
cryptographic operations such as asymmetric key generation, decryption, encryptions, 
signing and migration of keys between TPMs, as well as random number generation and 
hashing. It also provides secure storage for small amounts of information such as 
cryptographic keys. Because the TPM is implemented in hardware and presents a 
carefully designed interface, it is resistant to software attacks. 

 

 

Fig. 1. TVMM based group signature architecture 

 Trusted Virtual Machine Monitor 
The VMM provides the VM management with interfaces to create and manage VMs, 
and to connect them through virtual devices. Besides the functions of the VMM, the 
TVMM provide functions as Interposition, I/O Sealing, isolation, and attestation for 
VM security considerations. We introduce these functions in detail as follows: 

1) Interposition mechanism. This mechanism intercepts all kernel-user transitions for 
the TVMM to protect sensitive information. In the mechanism, the VMM interposes 
all the transition between user space and kernel space in order to protect CPU context. 
Upon the interception of a transition, the VMM is responsible for saving and restoring 
the CPU context owned by a trusted process. The VMM also conceals some general 
purpose registers from the OS kernel. No replay attack is possible since the OS kernel 
cannot set malicious CPU context that resumes the execution of a trusted process in a 
previous execution. 

2) I/O Sealing mechanism. From the start, the TVMM must allocate the physical 
storage (i.e. hard disk space) into different parts and distribute them to VMs. This 
mechanism transparently encrypts and decrypts sensitive I/O data to prevent the OS 
kernel from observing the data. Sensitive data of a trusted process, when to be input 
from or output to persistent storage, will be protected by cryptographic means. In the 
TVMM layer, sensitive I/O data can be transparently encrypted. Generally, I/O 
operations are made using system calls or memory-mapped I/O. For system calls, the 
TVMM intercepts each I/O related system call and encrypts the data before passing it 
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to the OS kernel. For memory-mapped I/O, the TVMM intercepts the page table 
updating requests and decrypts the data on the first page fault. 

3) Isolation mechanism. The TVMM allows multiple applications to run in different 
virtual machines. Each virtual machine runs in its own hardware protection domain, 
providing strong isolation between virtual machines. Therefore, secure isolation is 
essential for providing the confidentiality and integrity required by VMs. Also, the 
abstraction of separate physical machines provides an intuitive model for 
understanding the isolation properties of the platform. 

4) Attestation mechanism. This mechanism can be used to convince remote parties 
that the VM or an application is not tampered with. In addition, an application 
running in a VM is allowed to authenticate itself to a remote party, that is, it allows 
the remote party to put trust in the application, and to have faith that the application 
will behave as desired. By this mechanism, our proposed group signature mechanism 
can provide application dependent attestation among the group controller and the 
group members. 

 Secured Virtual Machine for group signature components 
The open virtual machine can provide the semantics of today’s open platforms and 
run operating systems. The TVMM provides strong security functions for all the VMs 
running on the TVMM. Operating systems that run in VMs may be as simple as a 
bootstrap loader plus application code or as complex as a commodity operating 
system that runs only one application. Applications can completely tailor the OS to 
their security needs. 

There are two kinds of VMs, including privileged VM and normal VM, for example, 
Dom 0 is a privileged VM and Dom U is a normal VM in the virtual machine platform, 
XEN. The privileged VM can manage other normal VMs, for example, a privileged VM 
can create, pause, resume, and destroy a normal VM. Normally, the privileged VM 
utilizes a tailored OS, and an application with high-security requirements runs in a 
normal trusted VM with an embedded, tailored OS.  

Group signature is implemented to provide message integrity and source authentica-
tion for coordinated applications. The normal trusted VM provides a secure environ-
ment for group signature components, including group signature controller, and group 
signature management. Normally, group signature controller is used to support coordi-
nated application server, and group signature management is used to support coordi-
nated application client. A group member of the client side can join a group managed by 
the group controller in the server side. If peer-to-peer architecture is adopted for a 
coordinated application, the above two components can be located at the same VM, and 
any peer can be selected to take the functionality of a group controller. Group signature 
management can be used by group members to sign or verify the message. Group 
signature controller can be used by the group controller to manage the message 
exchanged among the group members. 

 Secure Migration for group signature controller  
In order to guarantee the availability of group controller, the VM where the group 
controller is located should be migrated from one trusted platform to another trusted 
platform securely. In our secure migration mechanism, we enable VM secure 
migration by using asymmetric and symmetric keys to encrypt the image file on the 
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source platform, and decrypt and resume it in the destination. There are four steps: 1) 
Attestation between the two platforms, with the trusted computing technology, 
platforms can authenticate each other with Attestation Identity Certificates; 2) VM 
image secure transportation, after VM image data with group signature controller has 
been serialized and a symmetric key created, the image encrypted with this symmetric 
key is then retrieved from the source platform. For integrity validation on the target 
side, an internal migration digest is updated with the data’s hash and embedded. 
Besides the encrypted VM image, the symmetric key encrypted with the public key of 
the destination platform also needs to be migrated; 3) Verify VM image in the target 
side, after the decryption of the symmetric key and the VM image on the destination 
platform, the source VM image is retrieved and the migration digest recalculated; 4) 
Restart the VM image after the verification in the target side. XEN supports live 
migration that shortens downtimes by replicating the running system’s image on a 
destination machine. We extend its migration function with our secure migration 
protocol, but will extend the downtime of the migrated system a little longer than the 
original. 

3.2   Group Signature Scheme  

Based on the architecture in section 3, we propose a group signature scheme in this 
section, which contains four phases, including the parameters generating phase, the 
signature generating phase, the verification signature phase and the opening signature 
phase. The group signature scheme is described in detail as follows: 

(1)   The parameters generating phase 
Suppose p and q are two large prime numbers such that q|p-1, and g is a generator 
with order q in GF(p). 

Step 1: Each group member GMi randomly chooses an integer xi and computes the 

public keys yi= ixg mod p (i=1, 2, 3,…, n). 

Step 2: The group controller randomly chooses an integer xc and computes the public 

key yc= cxg mod p. 

Step 3: For each group member GMi, the group controller randomly chooses an 

integer ai in *
qZ , and computes ri=ai*IDi-xc mod q, pys ia

ii mod=  (i=1, 2, 3,…, n). 

Step 4: The group controller sends (ri, si) to the group member GMi secretly. 

Step 5: After receiving (ri, si), GMi verifies the validity by checking the following 
equation  

pygs iii IDx
c

r
i mod)*( /=

 
(1) 

(2)   The signature generating phase 
Step 1: The GMi computes M=Mcheck||Moriginal, where Mcheck is a short checking 
message, Moriginal is the message that the group member GMi wants to sign, and || 
denotes the concatenation. 
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Step 2: The GMi randomly chooses three integers b1, b2 and b3 in *
qZ . 

Step 3: The GMi computes 

β=xi*b1 mod q (2) 

δ= iIDb
is *1 mod p (3) 

ξ= 2bg mod p (4) 

ψ=M* 31 b)||||(
jy ∗∗∗− ξδββ hb

mod p (5) 

ρ=b1-ri*h(ψ)-b2 mod p (6) 

Where h() is a publicly known hash function 

Step 4: The group signature for message M is η, where η={β, δ, ξ, ψ, ρ, Mcheck}. 

(3)   The verification signatures phase 
The group member GMj can verify the validity of the group signature by using the 
following steps. 

Step 1: Recover the message 

pygM hhh
c mod])[( 3j b)||||(*x)()( ∗− ∗∗∗∗= ξδβψβψρ δξψ  (7) 

Step 2: Check the following congruence relation  

Mcheck=head(M, L) (8) 

Where L is the bit number of the checking message Mcheck and head(M, L) is a 
function which returns the first L bits of M. If the above relations hold, GMj accepts 
the group signature η. Otherwise, the group signature η is rejected by GMj. 

(4)   The opening signature phase 
In case of a dispute, the signature must be opened to reveal the identity of the signer. 
Because the group controller has an access to the (IDi, yi, ai) of each group member 
GMi, the group controller can acquire the (IDi, yi, ai) of GMi. So, in case of disputes, 
the group controller can reveal the identity of the signer by using the equation 

pg ii IDa mod∗∗= βδ . 

4   The Analysis of Group Signature Scheme in Virtual Computing 
Environment 

In this section, we will analyze the security of our group signature scheme first, and 
we will analyze the security of group signature architecture based on TVMM. 
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4.1   Security Analysis of Group Signature Scheme 

The security of our proposed scheme is based on the DLP. In this section, we will 
analyze the security of our proposed scheme. Some possible attacks against the 
proposed scheme are presented below.  

Attack 1: If an adversary intercepts a valid membership (ri, si), he/she tries to forge a 
group signature. 

Analysis of Attack 1: If an adversary intercepts a valid membership (ri, si), he/she 
can compute δ and ξ by Equation (3) and (4). Although he/she can forge an integer 

∗
ix  to compute β, ψ, and ρ by Equation (2), (5) and (6), he/she can not forge a group 

signature making Equation (7) and (8) holds. The main reason is he/she does not have 
the secret key xi. Therefore, even if an adversary intercepts a valid membership (ri, si), 
he/she does not forge a group signature. 

Attack 2: If an adversary does not intercept any information, he/she tries to forge a 
group signature. 

Analysis of Attack 2: If an adversary does not intercept any information, he/she who 
tries to forge a group signature will have to face the DLP. For the adversary who does 
not intercept any information, there are five situations if he/she wants to forge a group 
signature. The analyses about the five situations are described as follows: 

1. An adversary chooses a message M=Mcheck||Moriginal and randomly selects β, δ, ξ, ψ. 
According to the DLP, it is difficult to calculate parameter ρ in Equation (7) when 
ψ, A, B, θ and g are knowable 

2. An adversary chooses a message M=Mcheck||Moriginal and randomly selects β, δ, ξ, ρ. 
According to the DLP, it is difficult to calculate parameter ψ in Equation (7) when 
we know A, B, D, β, θ and g.  

3. An adversary chooses a message M=Mcheck||Moriginal and randomly selects β, δ, ψ, ρ. 
According to the DLP, it is difficult to calculate parameter ξ in Equation (7) when 
A, B, ψ, β and θ are knowable.  

4. An adversary chooses a message M=Mcheck||Moriginal and randomly selects δ, ξ, ψ, ρ. 
According to the DLP, it is difficult to calculate parameter β in Equation (7) when 
A, δ, ξ, ψ and θ are knowable.  

5. An adversary chooses a message M=Mcheck||Moriginal and randomly selects β, ξ, ψ, ρ. 
According to the DLP, it is difficult to calculate parameter δ in Equation (7) when 
A, β, ξ, ψ and θ are knowable.  

Based on the above analyses, we can conclude if an adversary does not intercept 
any information, it is difficult for the adversary to forge a group signature. 

Attack 3: The verifier GMj who does not have any information except his/her secret 
key xj tries to forge a group signature. 

Analysis of Attack 3: If the verifier GMj does not have any information except 
his/her secret key xj, he/she tries to forge a group signature. For the verifier GMj, 
there are five situations if he/she wants to forge a group signature. 
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1. The verifier GMj chooses a message M=Mcheck||Moriginal and randomly selects β, δ, 
ξ, ψ. It is difficult to calculate parameter ρ in Equation (7) when ψ, A, B, θ and g 
are knowable.  

2. The verifier GMj chooses a message M=Mcheck||Moriginal and randomly selects β, δ, 
ξ, ρ. It is difficult to calculate parameter ψ in Equation (7) when A, B, D, β, θ and g 
are knowable. 

3. The verifier GMj chooses a message M=Mcheck||Moriginal and randomly selects β, δ, 
ψ, ρ. It is difficult to calculate parameter ξ in Equation (7) when A, B, ψ, β and θ 
are knowable. 

4. The verifier GMj chooses a message M=Mcheck||Moriginal and randomly selects δ, ξ, 
ψ, ρ. It is difficult to calculate parameter β in Equation (7) when A, δ, ξ, ψ and θ 
are knowable.  

5. The verifier GMj chooses a message M=Mcheck||Moriginal and randomly selects β, ξ, 
ψ, ρ. It is difficult to calculate parameter δ in Equation (7) when A, β, ξ, ψ and θ are 
knowable.  

Based on the above analyses, we know: if the verifier GMj does not have any 
information except his/her secret key xj, it is very difficult for the verifier to forge a 
group signature.  

Attack 4: If an adversary intercepts a valid group signature η={β, δ, ξ, ψ, ρ, Mcheck}, 
he/she tries to identity the actual signer. 

Analysis of Attack 4: If an adversary intercepts a valid group signature η={β, δ, ξ, ψ, ρ, 
Mcheck}, he/she will have to compute yi by Equation yi= ixg mod p and 

pys ia

ii mod=  in order to find out the identity of actual signer. But b1 is an 

unknown number, the adversary can not find out the signer. In addition, ai, b1 and IDi 

are unknown. Based on Equation pys ia

ii mod= and ps iIDb

i mod*1=δ , It 

is very difficult to calculate parameter IDi. Therefore, the adversary can not find out the 
identity of actual signer. 

Attack 5: If an adversary intercepts two valid group signatures, he/she tries to identity 
whether the two group signatures were generated by the same signature or not. 

Analysis of Attack 5: Assume an adversary intercepts two valid group signatures 
η={β, δ, ξ, ψ, ρ, Mcheck} and η’={β’, δ’, ξ’, ψ’, ρ’, Mcheck’}, he/she can compute 

p mod
g

g

g
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δ
δ ==  and check whether the equation holds or not. If the 

equation holds, the two valid group signature η and η’ were generated by the same 
signer. But the integer ai and IDi are unknown, hence, the adversary can not identity 
whether the two group signatures were generated by the same signature or not. 

Based on the above analytic results, we can draw a conclusion: our proposed 
scheme satisfies the requirement of unforgeability, anonymity, unlinkability and 
exculpability [27]. In addition, the group controller can acquire the (IDi, yi, ai) of GMi 
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because he/she has an access to the (IDi, yi, ai) of each member GMi. So, the group 
controller can determine the signer. Therefore, our proposed scheme also satisfies the 
requirement of traceability [27]. 

4.2   Security Analysis of Group Signature Architecture 

Sensitive information of a group member or group controller, when to be input from or 
output to persistent storage, will be protected by cryptographic means. For coordinated 
applications, the TVMM intercepts each related system call and encrypts the data before 
passing it to the OS kernel. On fetching these data from the OS kernel, the TVMM will 
also decrypt the data before passing them to the user spaces. Moreover, in order to 
prevent information leakage during the process that the coordinated applications are 
loaded, a key provided by the TVMM platform is used to encrypt the relation program 
code and data. Meanwhile, the TVMM assists the process creation to decrypt the code 
and data. In addition, the architecture can transparently encrypt sensitive information 
above the TVMM layer by using our proposed group signature mechanism. Because 
there are the TVMM and our proposed group signature mechanism that can decrypt the 
code and data during process creation, there is no leakage of sensitive information 
during this process. So, it is very secure for sensitive information of group member and 
group controller. 

In this TVMM, attestation enables a coordinated application to authenticate themselves 
to remote parties. The group controller can judge for itself the correctness and security of 
each group member, which is based on the trusted platform. By receiving the attestation, 
the group controller can know the remote party which group member was started to send a 
message on the TVMM platform. In this TVMM, a certificate chain is first build for the 
attestation. This chain begins with the hardware, whose private key is permanently 
embedded in a tamper resistant chip and signed by the vendor providing the machine. The 
tamper-resistant hardware certifies the system firmware (e.g. PC BIOS). The firmware 
certifies the system boot loader, which certifies the TVMM, which in turn certifies the 
VMs that it loads. In the following step, a group certificate is built for the group 
attestation. In the group certificate, the group controller uses the group private to sign a 
message, and each group member can use the group public to verify the correctness and 
security of the message. By using the certificate chain and the group certificate, the group 
controller can judge for itself the correctness and security of each group member. 

In this trusted VMM based group signature architecture, the group controller first 
chooses a public key for the coordinated applications and sends the message (ri, si) to 
the group member GMi secretly. The message (ri, si) and the corresponding VM 
image data are encrypted by the symmetric key, which is created by the source 
platform. Then, the encrypted messages are sent to the destination and only the 
destination platform can resume it by using TPM. Thus, it is impossible for any 
adversary to decrypt these messages. So, it is secure when the key component 
migrates from the source platform to the destination platform. 

5   Conclusions and Future Work 

In this paper, we propose a TVMM based group signature architecture, and design  
a novel group signature scheme with the function of message checking. Under this 
architecture, coordinated applications with high-security requirement can be supported. 
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We analyze how the TVMM provides security guarantee for group signature 
components. In order to provide the availability of the coordinated application server 
and group signature controller, secure migration is adopted. We analyze the security of 
our proposed group signature scheme, and the security of the group signature architec-
ture. In our future work, we will integrate our group signature architecture into some 
coordinated application with high-security requirement, such as online game, coordinated 
military command system.  
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Abstract. In a heterogeneous peer-to-peer network, different peers provide 
different qualities of service. It will be very helpful if a peer can identify which 
peers can provide better services than others. In this paper, we design a novel 
reputation model which enables any peer to calculate a reputation value for any 
other peer that reflects the quality of service provided by that peer, so as to 
differentiate peers providing good quality of service from those peers providing 
poor service. Furthermore, to overcome the problem of malicious recommenda-
tions, we propose an auxiliary trust mechanism which calculates a trust value 
for each peer. Experimental results show that our reputation model achieves a 
fast convergence speed, and it is also robust against a large portion of malicious 
peers that provide fraud recommendations. 

1   Introduction 

Network development shows a new trend towards large scale content distribution, 
global computing, and global storage. Meanwhile, the networking system has been 
shifting from Client/Server model to the Peer-to-Peer (P2P) model. The large-scale 
deployment of P2P software (such as KaZaA, BitTorrent, eMule, Skype, etc.) 
provides strong evidence to the success of P2P model, especially in the area of 
content distribution. Recent Internet traffic statistics indicate that P2P traffic accounts 
for more than 60% of the total Internet traffic since 2004 [1]. Along with the 
popularity of P2P model, many problems are becoming more complex and different 
from Client/Server computing environment, due to the anarchic nature of P2P systems 
such as decentralization, autonomous, and dynamics. In this paper, we are specifically 
interested in the issue of reputation and trust management in P2P networks.  

1.1   Background 

The objective of reputation and trust system in P2P network is to allow two sides of a 
transaction to judge the reliability and/or quality of transaction by studying the peer’s 
history behavior. As pointed out by Jøsang, the efficiency of a trust mechanism 
should cover three factors: long time availability of attribution-entity object, 
acquirement and distribution of trust information, and decision-making by creditable 
information [2].  

Currently, a number of reputation models or systems have been proposed to 
enhance the robustness, scalability and efficiency of P2P computing model, such as 
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EigenTrust [3], P2Prep [4], Credence [5], NICE [6], PeerTrust [7], LIP [8], P-Grid [9] 
and PowerTrust [10]. In reality, Amazon, eMule, eBay, Epinions and BitTorrent, etc. 
are using their proprietary P2P reputation systems. In fact, the origin of reputation and 
trust in P2P comes from free-riding [11]. Recent research results also indicate that it is 
not uncommon to see bad behaviors in P2P systems due to the lack of efficient 
incentive and reputation mechanism [12]. Examples of bad behaviors are spreading 
virus, worm and Trojan horse [13], dissemination of fake files into P2P file-sharing 
network [14], index poisoning in P2P file-sharing network [15]. 

1.2   Motivation 

The concepts of reputation and trust are always ambiguous in the research literature. 
Different people have different understandings on the terms “reputation” and “trust”. 
Some researchers take them as the same meaning, while some others think they are 
quite different. 

We should take a new perspective to see what a peer really needs. In a P2P content 
distribution network, a peer wants to retrieve genuine files with fastest speed, so it is 
apt to choose peers which can provide high quality of service (QoS). It is worthwhile 
to point out that a high QoS implicitly means a successful service. E.g., providing a 
fraud file is regarded as the worst service. Traditionally, the reputation or trust 
systems are built to detect which peers fail to provide genuine files. But, the quality of 
the service has not been considered into the reputation system. Consider another 
scenario: a peer M intentionally sets the outbound bandwidth to be very low, and it 
takes several days for other peers to download a small file from peer M, then the 
quality of service of M is very low. If this information is publicly available, other 
peers would avoid acquiring services from M, and as a penalty, they may stop 
providing services to M. 

In this paper, we propose a novel reputation model named SepRep that explicitly 
defines reputation as the quality of service provided by a peer. A peer keeps a reputation 
value for every other peer. Every time a peer X has received a service from peer Y, X 
updates the reputation value of Y based on the quality of this service. If we assume that 
every peer consistently provides the service around a quality level in a time window, it 
will be critical to converge the calculated reputation values in a short time. Obviously it 
is not efficient to update reputation values only through direct transaction. A peer can 
actually ask other peers about the reputation of some peer to speed up the convergence. 
In the course of gathering reputation values from the P2P network, some malicious 
peers may collude to provide fraud recommendations for the purpose of increasing 
someone’s reputation or decreasing someone’s reputation adversely. To resolve this 
issue, we propose to deploy an auxiliary trust system that measures the trustworthiness 
of peers when propagating reputation values. It is worthwhile to clarify that the trust 
system is used to detect malicious peers that report fraud reputation values, not for 
detecting peers that provide fraud services. The peers providing fraud services can be 
detected as peers providing very low quality of service. 

We designed and implemented a simulation model to evaluate the performance of 
our SepRep reputation model. The experimental result validates that SepRep reputation 
model can converge quickly and it is robust against a large portion of malicious peers.  
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The remaining parts of this paper are organized as follows: Section 2 reviews 
existing work on P2P reputation and trust systems. In Section 3, we present the SepRep 
model in detail. We evaluate the performance of SepRep model in section 4. Finally, 
Section 5 concludes the paper. 

2   Related Works 

Many literatures try to exactly define the concepts of reputation and trust. Due to the 
universality of the concepts, the understandings to them appear diversity. According 
to the ITU-T X.509, Section 3.3.54, trust is defined as follows: “Generally an entity 
can be said to ‘trust’ a second entity when the first entity makes the assumption that 
the second entity will behave exactly as the first entity expects.” That means, trust is 
an indicator of credibility to content, and it is comparable. Another very similar 
concept is reputation. According to a formal definition of reputation given by Wilson 
[16], together with P2P environment, it is “a characteristic or attribute ascribed to one 
peer (or peers) A by another person (or peers) B". On the other hand, the reputation is 
also considered as a service provider which can be formed by means of a collection of 
ratings by different users, each such rating is intuitively equivalent to user 
satisfaction. Besides, Jøsang distinguishes the trust and reputation: trust is divided 
into reliability trust and decision trust, and reputation is viewed as a collective 
measure of trustworthiness based on the referrals or ratings from members in a 
community [2]. 

Though reputation and trust have various definitions, they are interrelated tightly, 
have some common features, so some researchers take the two concepts as the same 
meaning. But the biggest difference between reputation and trust is that reputation is 
an objective concept, and that trust is a subjective concept. We can use one sentence 
to describe them: I trust you because you have good reputation; I trust you despite 
your bad reputation [2].  

There are some new reputation systems in P2P in recent years. They provide 
different approaches to evaluate reputation. 

Credence is a subjective, independent and local reputation mechanism based on 
Gnutella. It defines polling mechanism, which let users vote for whether the sharing 
file matches the file description or not. Credence exchanges reputation table among 
the selected high reputation value users, extends reputation relationship by reputation 
transitivity, and chooses the path with highest reputation value as the peer’s reputation 
value. Credence uses file as the basis of building reputation relationship. It can avoid 
dynamic feature of users’ behaviors and can judge the essential attribution of file. But 
peer’s reputation value will be affected in users’ voting because of users’ subjectivity, 
especially in collusion attack. And it needs to solve the problem about how to prompt 
users’ spontaneity. 

TrustGuard is a secure reputation mechanism framework based on PeerTrust. The 
major goal of TrustGuard focuses on the vulnerabilities of a reputation system itself. 
The authors identify three types of threats, that is, strategic oscillations, fake transaction 
and dishonest feedback, and provide corresponding countermeasures. In this framework, 
each peer has a transaction management unit, a reputation evaluation engine and a 
feedback data storage unit. The three components’ computing uses strategic oscillation 
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guard and dishonest feedback guard to ensure the correctness. TrustGuard uses modular 
design, it does not need to worry about the other parts of system when adding new guard 
module or modifying current module. 

LIP is an objective, global reputation mechanism. LIP discovered and proved that 
“users are apt to remain real files in a long time, and delete polluted files in a short 
time”. It gives statistics automatically about file’s remaining time in each user’s 
computer, and then computes the number of holders to each file and the file’s average 
remaining time in user’s computer. The objective statistics feature of LIP can make it 
get more reliable information, and it can collect complete information without 
adopting incentive mechanism. 

PowerTrust is a global, robust and scalable reputation system based on power-law. It 
uses trust overlay network (TON) model to analyze the power-law distribution of peer 
feedbacks. The system offers very fast global reputation aggregation, ranking and 
updating, together with robustness and wide applicability. PowerTrust does not solve 
collusion problem well and it has not supported unstructured P2P system currently. 

3   SepRep Model Methodology 

3.1   The SepRep Model Concept 

In SepRep model, reputation is an objective concept. It is a measure of quantified 
Quality of Service (QoS) provided by a peer to another peer in P2P networks, which 
can be formed by all the aspects of service quality. For file-sharing applications, QoS 
can be evaluated by considering a peer’s available outbound bandwidth, the number 
of sharing contents, content validity, the online duration time, etc. For P2P computing 
applications, QoS can be evaluated by the time of completing the computing task. In 
the following, we consider a P2P network with n nodes which are labeled from 1 to n. 

Each peer has an inherent global reputation (GR) which depends on that peer’s 
characteristics such as CPU and dedicated network bandwidth for this P2P system. 
The GR determines the level of QoS provided by a peer. For simplicity, we further 
make the following assumptions: (1) a peer’s GR is constant in a long time window; 
(2) The value of GR ranges between 0 and 1, where a higher value of GR means a 
higher QoS; (3) the QoS received by a peer is GR plus a random disturbance; this 
requires that all the peers agree with a set of rules for quantifying the QoS. This issue 
is important but beyond the scope of this paper.  

Each peer keeps a local reputation (R) for every other peer: Ri->j represents the 
opinion of peer i on peer j's reputation in the P2P system. It is this set of local 
reputations that provides useful references for the action of a peer, e.g., how to select 
the peer(s) for a service. To calculate the values of local reputations, we make use of 
direct reputation (DR) and indirect reputation (IR). Direct reputation DRi->j represents 
the direct opinion of peer i on peer j’s service in a transaction. As mentioned 
previously, we assume that DRi->j is close to the value of GRj. It will be very slow to 
get all the local reputation values convergent by using direct reputations only. Hence 
we incorporate the indirect reputation IRi->j which represents the opinions collected by 
peer i from other peers on peer j’s reputation, in order to speed up the convergence.  
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If a reputation system is deployed in the P2P networks, it is not uncommon that 
some malicious nodes will try to adversely increase or decrease other peer’s 
reputation value, by reporting fraud reputation values when they are consulted. To 
overcome this issue, we incorporate a trust system into SepRep. We define trust as the 
quantified credibility hold by a peer to another peer in P2P networks. The credibility 
represents the opinion of a peer on how honest another peer is in the propagation of 
reputation values. The trust value is also ranged from 0 to 1: a higher value means a 
higher credibility. The trust value of peer i on j is denoted by Ti->j. 

In summary, each peer i maintains two rating vectors, namely, the reputation rating 
R[Ri->1, Ri->2, … , Ri->n] and the trust rating T[Ti->1, Ti->2, … , Ti->n]. We can therefore 
build a hybrid reputation and trust overlay network (HRTON) on top of the physical 
network, as shown in Fig. 1.  
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Fig. 1. Hybrid Reputation and Trust Overlay Network 
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In the above two matrices, we can ignore the values of Ri->i and Ti->i. Our SepRep 
model updates the two matrices after each transaction, and the matrix MR  converges 
to  the global reputation matrix. 

3.2   Initial Reputation and Trust Model 

In HRTON, all peers are not familiar with each other at the beginning. Their reputations 
will be set an initial value and their trust values will also be set to some initial value. 

Then we will explain the computing model in detail. First, we consider a simple 
situation. In one transaction, there exist three kinds of peers: service receiver peer i, 
service provider j, consultant peer k. Figure 2 is the sketch map.  
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peer k<2>

… …

peer k<n>

peer k<1>

peer i peer j

 

Fig. 2. Transaction between peer i and j 

Peer i receives a service from peer j. It will give evaluation to j according to j’s 
QoS. If necessary, it will consider peer k’s suggestion to judge whether it should 
transact with j or not. In fact, peer i can consult a set of random peers about peer j’s 
reputation. After the transaction, peer i will compare the recommendations from the 
consultant peers with the direct reputation, and adjust the trust values on these 
consultant peers accordingly. 

Initial reputation computing will combine the direct transaction evaluation and 
indirect evaluations from agency peers. Direct reputation is calculated as follows: 

1( ) (1 ( ))n n n
i j i j EvaluationDR t DR t Rα α< > < − > < >
−> −>= + −  (1) 

n
i jDR< >
−>  means the n-th direct reputation of i on j. The above formula means the 

current direct reputation will be decided by the last direct reputation, time factor 
( )tα and the current evaluation REvaluation. Obviously, if the transaction scale is the 

same, then the reputation of a peer in a transaction a year ago should be lower than in 
a transaction a week ago, so time is the necessary factor. 

Next we will compute the indirect reputation. Peer i will ask peer k to about peer 
j’s reputation. Peer k’s trust will be counted in it. It is calculated as follows: 

i j i k k jIR T R−> −> −>= ⋅  (2) 

Apparently, it is not sufficient to ask only peer j, so we will ask multiple peers. 
Here we define a set K<n>  to denote peer i’s random neighbors. Instead of simple 
addition, we adopt a normalized integration as follows: 

n
i j k j i k

k K
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∈
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After we get DRi->j and IRi->j, we can calculate local reputation Ri->j as follows: 

(1 )i j i j i jR DR IRβ β−> −> −>= + − ⋅  (5) 
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β  is a weight balance parameter. It denotes the proportion of direct reputation and 

indirect reputation. It lies on a peer prefer trusting itself transaction records or other 
peers’ recommendation reputation values. 

Then we will calculate the trust value. According to the trust definition given in 
this model, trust is the opinion of peer on how honest another peer is in the distributed 
computing of the reputations, peer i only can give j’s reputation evaluation, but not 
the trust. We can use the similar way to get the peer i to peer j’s trust. We can 
calculate peer k’s trust value in this transaction. During the transaction between peer i 
and j, we can get the i to k’s indirect trust ITi->k by asking j about k’s trust. It is 
calculated as follows: 

i k j k i jIT T T−> −> −>= ⋅  (6) 

Then the local trust Ti->k is calculated as follows: 

1( ) (1 ( ))
i k

n n n
i k i kT t T t ITγ γ
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< > < − > < >
−> −>= + − ⋅  (7) 

( )tγ  has the same purpose as ( )tα . In order to fasten the convergence speed, we 

add feedback function to make the trust value reach the real value faster. So the trust 
value is updated as follows: 
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The feedback function is to update Ti->k according to the difference between Ri->j 
and Rk->j. The bigger the difference value is, the smaller the Ti->k will be. 

3.3   Reputation Propagation Model 

We then discuss our reputation propagation model. Based on the above explanation, 
the second hand reputation is defined as 2

i j k j i kk
R R t< >

−> −> −>= ⋅∑ , i.e., RTR ⋅=><2 . 

Similarly, the h-th reputation is defined as follows:  

>−<>< ⋅= 1hh RTR  (h>2) (10) 

This approach guarantees that the learned reputation ><
→
h

kiR  of peer i on any peer k 

(via at most h-hop queries) is bounded by max kiR → . 

This reputation model has the “loss goes shares” effect. Let peer j be a malicious 
peer that offers high quality services with 10% probability. If peer i requests direct 
transaction with j, then the interactive times will be at least 10 to get j’s correct 
reputation value, and i will get 9 low quality services (or suffer losses) in the 10 
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transactions. But by taking our approach, i only needs to use information provided by 
10 trust buddies who have transaction history with j. The difference is that loss goes 
shares by other 9 peers.  

4   Experiment and Analysis 

4.1   Simulation 

For ease of presentation, in all our simulations we assume peers provide either “high” 
quality of service or “low” quality of service. Normal peers have a “high” trust value, 
whereas malicious peers will result in a “low” trust value. In our simulations, the 
mapping of reputation value and trust value to the rank is shown in Table 1. Hence we 
can classify all peers as four kinds in HRTON: 

− HRHT: an HRHT peer can provide high quality of service, and its recommendations 
are trustful. 

− HRLT: an HRLT peer can provide high quality of service, but its recommendations 
are not trustful. 

− LRHT: a LRHT peer can only provide poor quality of service, but it can provide 
trustful recommendations.  

− LRLT: a LRLT peer can only provide poor quality of service, and its recommendations 
are not trustful. 

Considering about the social network in real world, people tend to distrust more 
than trust when they have no transaction at the beginning. So we assign 0.4 as the 
initial reputation value and trust value.  

We conduct four different experiments, as shown in Table 2. In the first 
experiment, we assume 30% of the peers provide high quality of service and 70% of 
peers provide low quality of service, 80% of the peers are trustful peers and 20% of 
the peers are malicious peers. This configuration simulates a healthy P2P system that 
only a small portion of peers does not provide genuine information. According to 
[11], large proportion of the user population, upwards to 70%, enjoys the benefits of 
the system without contributing too much. In the second and the third experiments, 
we increase the ratio of malicious nodes to 50% and 80% respectively. These two 
experiments are used to check the robustness of our reputation model. The fourth 
experiment simulates a simple reputation model that only direct reputations are used 
in the calculation of local reputations. In this case, the trust system is disabled because 
peers do not query reputation values from other peers at all. The purpose of this 
experiment is to show the effectiveness of our SepRep model in the sense that SepRep 
model achieves a much faster convergence. 

We simulate the behavior of 500 peers with 5000 iteration processes. In a single 
iteration, each peer executes a transaction with another random peer. In each transaction, 
peer i asks 20 random peers to get the indirect reputation. Other simulation parameters are 
shown in Table 3. 
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Table 1. HRTON Initial Real Value 

Peer Type Value Range 
High Reputation (HR) [0.75, 0.85] 
Low Reputation (LR) [0.15, 0.25] 
High Trust (HT) [0.75, 0.85] 
Low Trust (LT) [0.15, 0.25] 

Table 2. Experiment Configuration 

Type Rep. Type Rep. Ratio Trust Type Trust Ratio
HR 30% HT 80% 1 
LR 70% LT 20% 
HR 30% HT 50% 2 
LR 70% LT 50% 
HR 30% HT 20% 3 
LR 70% LT 80% 
HR 30% 4 
LR 70% 

N.A. 

Table 3. Experiment Parameters 

Parameters Value 
Peer number 500 
Iteration time 5000 
β  0.6 

( )tγ  0.4 
Neighbor number of a peer 20 

4.2   Analysis 

We use error sum of squares (SSE) to measure the accuracy of SepRep model. It 
indicates the reputation discrepancy to the global reputations in each iteration process, 
as shown in Eq. 11, where a lower SSE error indicated higher accuracy: 

2

1

1
( )

1

n

iteration i j i
i j i

SSE GR R
n −>

= ≠

= −
−∑ ∑   (11) 

where GRi represents peer i’s real global reputation value.  
First, we use Experiment 1 to test SepRep’s convergence speed and stability with 

different settings of ( )tα . For simplicity, we set ( )tα  as a constant value, α , that 

does not change with time. We conduct four different simulations, with different 
values of α : 0.2, 0.4, 0.6 and 0.8. The experimental results are shown in Fig. 3. We 
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can see that the system converges the fastest when α  is 0.2. With the increment of 
α , it takes more and more time for the system to converge. This is reasonable since 
α  determines how important the latest direct transactions are in the calculations of 
local reputation. But on the other side, if α  is too small, history information will not 
count too much and the local reputation values will be too variant. To achieve a stable 
and fast convergence, we set α  to 0.4 in all the remaining experiments. 

 
Fig. 3. Reputation SSE with different values of α   

 
Fig. 4, 5, and 6 show changing of reputation values of six random peers, three HR 

peers and three LR peers, for Experiment 1, 2, and 3 respectively. 
Note that Fig. 4 shows the results of a P2P network with 80% creditable peers, Fig. 5 

shows the results of a P2P network with 50% creditable peers, and Fig. 6 shows the 
results of a P2P network with only 20% creditable peers. In all three cases, our SepRep 
system can distinguish HR peers and LR peers very quickly. The curves in Fig. 5 and 6 
are not as smooth as those in Fig. 4. This is because the disturbance caused by malicious 
peers becomes more and more significant as the ratio of malicious peers increases from 
20% to 80%. 

Fig. 7 shows the SSE of global reputations for Experiments 1, 2, 3, and 4. Because 
Experiment 4 does not use reputation propagation, the system takes a very long time 
to converge. This validates that SepRep model achieves much faster convergence 
speed. We also observe that the reputation SSE becomes larger with the ratio of 
malicious nodes increase from 20% to 80%. However, even in the worst situation 
(Experiment 3), the discrepancy to real value keeps around 0.2, which is still an 
acceptable level. 
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Fig. 4. Reputation Values: Experiment 1 

 
Fig. 5. Reputations Values: Experiment 2 
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Fig. 6. Reputation Values: Experiment 3 

 
Fig. 7. SSE of Experiments 1-4 
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5   Conclusions 

In this paper, we proposed a robust and fast reputation model SepRep for general P2P 
networks. We redefined the reputation as the quality of service provided by a peer. To 
facilitate the calculation of reputation values, we introduced a reputation propagation 
model along with an auxiliary trust model to resolve fraud recommendations. 
Experimental results show that our model has fast convergence speed and is robust 
even with large amount of malicious peers. 
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Abstract. The Public Key Encryption with Keyword Search Scheme (PEKS) was 
first proposed by Boneh et al. in 2004. This scheme solves the problem of search-
ing on data that is encrypted using a public key setting. Recently, Baek et al.  
proposed a Secure Channel Free Public Key Encryption with Keyword Search 
(SCF-PEKS) scheme that removes the secure channel for sending trapdoors. They 
later proposed another improved PEKS scheme that integrates with a public key 
encryption (PKE) scheme, called PKE/PEKS. In this paper, we present off-line 
keyword guessing attacks on SCF-PEKS and PKE/PEKS schemes. We demon-
strate that outsider adversaries that capture the trapdoors sent in a public channel 
can reveal encrypted keywords by performing off-line keyword guessing attacks. 
While, insider adversaries can perform the attacks regardless the trapdoors sent in 
a public or secure channel.  

Keywords: Searching on encrypted data, off-line keyword guessing attack, 
public key encryption, database security, privacy. 

1   Introduction 

The Public Key Encryption with Keyword Search Scheme (PEKS) [3] proposed by 
Boneh et al. is intended to solve the problem of searching on data that is encrypted 
using a public key setting. Consider an e-mail system that consists of three entities, 
namely a sender (Bob), a receiver (Alice), and a server (email gateway). Let (pk, sk) 
be Alice’s public and private key pair. Bob sends an encrypted message m to Alice 
with keyword w in the following format: 

 

E(pk, m) || PEKS(pk, w) 
 

Alice sends a trapdoor Tw for the keyword w to the email gateway. The PEKS scheme 
enables the gateway to test whether w is a keyword in the email but learns nothing 
else about the email. 
                                                           
* This research was supported by the Malaysia e-Science Fund (01-02-01-SF0048). 
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Boneh et al.’s PEKS scheme (BDOP-PEKS) does not support a conjunctive keyword 
search. For example, Alice may want to search for “Urgent” emails from “Bob” about 
“Finance”. This problem was solved by Park et al. in [6]. They proposed two types 
Public Key Encryption with Conjunctive Field Keyword Search (PECK) schemes. 

One of the limitations of BDOP-PEKS is that the scheme requires secure channel 
for sending trapdoors. This is to prevent an eavesdropper (Eve) from capturing the 
trapdoors and thus ensure that only the server has the capability to test emails for 
certain keywords. In [1], Baek et al. proposed a Secure Channel Free Public Key 
Encryption with Keyword Search (SCF-PEKS) scheme to solve the problem. In this 
scheme, the server has to keep its own private and public key pair. The sender creates 
a PEKS ciphertext using the server’s public key as well as the receiver’s public key. 
The testing algorithm requires the server’s private key as an input. Since Eve does not 
have the server’s private key, she cannot test emails for certain keywords even she has 
the trapdoor. Therefore, the trapdoor can be sent over a public channel.  

Baek et al. also presented a scheme that combines PKE and PEKS. They proposed 
a provably secure PKE/PEKS scheme based on ElGamal, BDOP-PEKS and the ran-
domness re-use technique [2]. This scheme is a countermeasure of “swapping attack” 
where the attacker interchanges PEKS ciphertext so that Alice does not receive the 
correct message that Bob has sent to her. Also, the scheme can prevent attacker from 
modifying E(pk, m) || PEKS(pk, w). 

Recently, Byun et al. pointed out that BDOP-PEKS [3] and PECK [6] schemes are 
susceptible to an off-line keyword guessing attack [4]. This attack exploits the low-
entropy characteristic of keywords. In general, keywords are chosen from a much 
smaller space than passwords. This is the fact that users usually choose well-known 
keywords to search for their documents. For example, a sender may use “Urgent” in 
the “Title” field as a keyword of an email. In this case, attackers are able to guess 
some candidate keywords and verify the correctness of their guesses in an off-line 
manner. This may result the leak of relevant information of encrypted emails as well 
as the breach of user’s privacy. 

This research is inspired by the work in [4]. We present off-line keyword guessing at-
tacks on the SCF-PEKS [1] and PKE/PEKS [2] schemes. We demonstrate that outsider 
adversaries that capture the trapdoors sent in a public channel can reveal encrypted 
keywords by performing off-line keyword guessing attacks. While, insider adversaries 
can perform the attacks regardless the trapdoors sent in public or secure channel. 

The rest of the paper is organized as follows: In Section 2, we present a brief de-
scription of the keyword search scheme proposed in [1], and follow by demonstrating 
the off-line keyword guessing attack on the scheme. We then briefly review the 
PKE/PEKS scheme [2] and perform the corresponding off-line keyword guessing 
attack in Section 3. We compare the consequences of off-line keyword guessing at-
tacks on various PEKS schemes in Section 4. We conclude our paper in Section 5. 

2   Attacks on BSS’s SCF-PEKS Scheme 

Throughout this paper, (G1, +) and (G2, •) denote two cyclic groups of prime order q. 
A bilinear map, e: G1 × G1 → G2 satisfies the following properties: 
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1. Bilinearity: For all P, Q, R ∈ G1, e(P+Q, R) = e(P, R) e(Q, R) and e(P, Q+R) =  
e(P, Q) e(P, R). 

2. Non-degeneracy: There exists P, Q, R ∈ G1 , such that e(P, Q) ≠1. 
3. Computability: There is an efficient algorithm to compute e(P, Q) for any             

P, Q ∈ G1. 

2.1   Review of SCF-PEKS Scheme 

Baek et al. proposed a PEKS scheme that does not require a secure channel to send 
the trapdoor [1]. The secure channel free PEKS (SCF-PEKS) scheme consists of the 
following algorithms: 
 

− KeyGenParam(k):  
Take a security parameter k, generate a group G1 = <P> whose order is prime q ≥ 2k. 
Construct a bilinear pairing e: G1 × G1 → G2, where G2 is a group of order q. 
Choose hash functions H1 : {0, 1}* → G1

* and H2 : G2 → {0, 1}k. 
Output a common parameter cp = (q, G1, G2, e, P, H1, H2, dW), where dW denotes a 
description of a keyword space. 

− KeyGenServer(cp):  
Select a random x ∈ Zq

* and compute X = xP. 
Select a random Q ∈ G1

*.  
Generate the server’s public key pkS = (cp, Q, X) and private key skS = (cp, x). 

− KeyGenReceiver(cp):  
Select a random y ∈ Zq

* and compute Y = yP. 
Output the receiver’s public key pkR = (pkS, Y ) and private key skR = (pkS, y). 

− SCF-PEKS(cp, pkS, pkR, w):  
Select a random r ∈ Zq

* and output a PEKS ciphertext S = (U, V) = (rP, H2((e(Q, 
X)e(H1(w), Y ))r)). 

− Trapdoor(cp, skR, w):  
Output trapdoor Tw = yH1(w). 

− Test(cp, Tw, skS, S): 
Check if H2(e(xQ + Tw, U)) = V . If so output ‘yes’; if not, output ‘no’. 

2.2   Off-Line Keyword Guessing Attacks on SCF-PEKS Scheme 

An attacker A can perform an off-line keyword attack as follows: 
 

− Step 1: A first captures a valid trapdoor Tw = yH1(w). 
− Step 2: A guesses an appropriate keyword w’, and computes H1(w’). 
− Step 3: A takes the receiver’s public key Y and the hash of the guessed keyword 

H1(w’), and checks if e(Y, H1(w’)) = e(P, Tw). If so, the guessed keyword is a valid 
keyword. Otherwise, go to Step 2.  

      The equation hold for w’ = w, i.e., e(Y, H1(w’)) = e(yP, H1(w’)) = e(P, yH1(w)) = 
e(P, Tw). 

 

Since a trapdoor is sent without a secure channel, an outsider adversary is able to 
capture the trapdoor and performs the off-line keyword guessing attack. The attacker 
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may reveal the encrypted keyword w that used by the receiver to search for a docu-
ment. Similarly, an insider adversary (malicious server) can perform the attack to 
reveal the keyword in the trapdoor. In addition, the insider adversary can proceed to 
run the Test algorithm in order to find out which PEKS ciphertext contains the key-
word. While, the outsider adversary is unable to distinguish a PEKS ciphertext is the 
result of encrypting which keyword, as the Test phase requires server’s private key. 

3   Attacks on BSS’s PKE/PEKS Scheme 

3.1   Review of PKE/PEKS Scheme 

Baek et al. proposed an integrated PKE and PEKS scheme that consists of the follow-
ing algorithms [2]: 

 
− KeyGen(k): 

Take a security parameter k, construct a group G1 of prime order q, generated by    
g ∈ G1. 
Construct a bilinear pairing e: G1 × G1 → G2, where G2 is a group of order q. 
Select hash functions H1: G1 → {0, 1}l1; H2: {0, 1}* → G1

* ; H3: G2 → {0, 1} l3;                
H4: {0, 1}* → {0, 1}l4 , where l1, l3 and l4 are respectively the binary output size of  
H1, H3 and H4. 
Select a random x ∈ Zq

* and compute X = gx. 
Output the public key pk = (k, q, g, e, G1, G2, X) and the private key sk = (pk, x). 

− ENC-PKE/PEKS(pk, w, m): 
 Select a random r ∈ Zq

* and compute c1 = gr and c2 = H1(X
r) ⊕ m 

 Compute a PEKS ciphertext S = H3(e(H2(w), X) r) 
 Compute a tag σ = H4(X

r, m, c1, c2, S) 
 Output (c1, c2, S, σ) 
− Trapdoor(sk, w): 
 Output trapdoor Tw = H2(w)x. 
− Test(Tw, c1, c2, S, σ): 
 Check if H3(e(Tw, c1)) = S. If so, output (c1, c2, S, σ); if not, output ‘no’. 
− DEC-PKE/PEKS(sk, c1, c2, S, σ): 
 Compute m = H1(c1

x) ⊕ c2. 
 Check if H4(c1

x, m, c1, c2, S) = σ. If so, output m. Otherwise, output ‘reject’. 

3.2   Off-Line Keyword Guessing Attacks on PKE/PEKS Scheme 

An attacker A can perform an off-line keyword attack as follows: 
 

− Step 1: A first captures a valid trapdoor Tw = H2(w)x. 
− Step 2: A guesses an appropriate keyword w’, and computes H2(w’). 
− Step 3: A takes the public key X and the hash of guessed keyword H2(w’), and 

checks if e(X, H2(w’)) = e(g, Tw). If so, the guessed keyword is a valid keyword. 
Otherwise, go to Step 2.  
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The equation hold for w’ = w, i.e., e(X, H2(w’)) = e(gx, H2(w’)) = e(g, H2(w)) x = 
e(g, H2(w) x) = e(g, Tw). 

 
In this attack, both insider adversary and outsider adversary may reveal the key-

word in the trapdoor. They can then further determine a PEKS ciphertext is the result 
of encrypting which keyword via Test algorithm. Similarly, this attack works on the 
two extensions of the PKE/PEKS scheme to the multi-receiver and multi-keyword 
settings [2]. 

4   Comparison of Off-Line Keyword Guessing Attacks on Various 
PEKS Schemes 

Table 1 summarizes consequences of off-line keyword guessing attacks on various 
PEKS schemes. The direct consequence is that the attackers may reveal the keyword 
that the receiver searches for. In general, all the current off-line keyword guessing 
attacks on various PEKS schemes need to obtain a trapdoor in the first stage. Since  
 

Table 1. Summary of consequences of off-line keyword guessing attacks 

PEKS Schemes 
Without Secure 

Channel 
With Secure Channel Consequences 

Type of 
Adversary 

A B C D A B C D 

Insider X X X X X X X X 
Reveal a key-
word sent in 

Trapdoor 
Outsider X X X X     

Insider X X X X X X X X 
Determine a 

PEKS cipher-
text is the result 

of encrypting 
which keyword 
via Test phase 

Outsider X X  X     

     A = BDOP-PEKS[3], B = PECK[6], C = SCF-PEKS[1], D = PKE/PEKS[2]. 
 

the trapdoor is generated by combining receiver’s secret key and the keyword, the 
attacker can exploit the bilinear property of pairing and relates the combination with 
the public key using pairing operation. A trivial solution for preventing the attacker 
from capturing the trapdoor is to provide a secure channel for sending the trapdoor. 
We argue, however, that the secure channel can only prevent the outsider adversary 
from performing the attacks. The solution cannot resist attacks by the insider adver-
sary. Therefore, we should take special consideration on the trapdoor generation as 
well as the bilinear property in designing a PEKS scheme that is secure against off-
line keyword guessing attacks.  
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Once the attacker obtains the correct guessed keyword, he/she can proceed to run 
the Test algorithm. Consequently, the attacker may determine which PEKS cipher-
texts containing the keyword. We note that only SCF-PEKS can avoid such conse-
quence, as the outsider adversary does not have the server’s private key to perform the 
Test algorithm. This, however, does not apply to the insider adversary (malicious 
server) who possesses the server key. 

5   Conclusion 

In this paper, we presented off-line keyword guessing attacks on SCF-PEKS and 
PKE/PEKS schemes. We also pointed out that secure channel is still needed for SCF-
PEKS in order to prevent off-line keyword guessing attacks by outsider adversaries. 
However, even these two schemes apply secure channel they are still susceptible to 
the attacks by insider adversaries. We observe that most of the current off-line key-
word guessing attacks work on public key keyword search encryption schemes based 
on pairing. In future, we would like to know whether or not public key keyword 
search schemes that are not based on pairing are susceptible to off-line keyword 
guessing attacks (e.g., the scheme proposed in [5]). Also, it would be nice to come up 
with a security model against an off-line keyword guessing attack. 
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Abstract. In this paper, we propose a Ternary Content Addressable
Memory (TCAM) coprocessor based solution for high speed, integrated
policy filtering and TCP flow anomaly detection. In the proposed solu-
tion, the TCP flow anomaly is detected through two dimensional (2D)
matching. The key features of the solution include: (1) setting flag bits
in TCAM action code to support various packet treatments; (2) man-
aging TCP flow state in pair to do 2D matching. The solution’s ability
for detecting TCP-based flooding attacks based on real-world-trace sim-
ulations are conducted. The results show that the proposed solution can
match up OC-192 line rate while doing the integrated tasks.

1 Introduction

The future Internet has to address both performance and security issues to sur-
vive. On one hand, it is under great stress to meet ever growing/changing appli-
cation demands while having to sustain multi-gigabit forwarding performance.
On the other hand, the Internet becomes more and more vulnerable due to fast
spreading malicious attacks.

The fast growing application requirements need the network to provide various
types of services. To support differential services, different packets may need to
be treated differently based on, e.g., quality-of-service requirements or other poli-
cies. To this end, packet classification [2][13][19] based on a set of policy filtering
rules must be performed in a router interface to identify the needed treatment
of individual packets. Traditional policy filters treat each packet individually,
and does not attempt to associate the packet with other packets belonging to
the same flow. Flow classification is a stateful packet classification, generally
known as packet classification, which tracks the flow state by identifying every
packet in every flow. Packet/flow classification has long been identified as the
most critical data path function, creating potential bottlenecks for high speed
packet forwarding.

One of the major threats to the Internet is Distributed Denial of Service
(DDoS) attacks [10]. In DDoS attacks, attackers send a large amount of attacking
packets using spoofed source IP addresses to a victim server which eventually
runs out of its resources and degrades the performance of legitimate packets. IP
traceback [3][5][8][14] [15][16][17][18] is considered as one effective way to defend
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against DDoS attacks. Using IP traceback, the attackers can be identified and
punished through tracing their physical locations. However, effectively detecting
attackers is difficult due to the stateless property of Internet routers/switchs.

The traditional approach to enable security functions is generally separated
from the approach that implements typical packet forwarding functions. For ex-
ample, hash-based IP traceback [17] is generally implemented using dedicated
chips for computing hash functions. Packet classification is typically performed
as part of the packet forwarding functions in a router interface card, e.g., using
a network processor and its associated Ternary Content Addressable Memory
(TCAM) coprocessor. Due to its high speed performance, TCAM coprocessor
is widely used as packet classifier in industry. However, the separated solutions
add the complexity and integration costs to the next-generation Internet design.
Hence, it is of both technological and economical importance to develop inte-
grated solutions to enable security functions and high speed forwarding, match-
ing multiple gigabit line rate.

In this paper, we propose a TCAM coprocessor based solution for high speed,
integrated policy filtering and TCP traffic anomaly detection. The TCP-based
DDoS attacks using spoofed source IP addresses are detected in the edge router
through two dimensional (2D) matching [7]. 2D matching means a normal TCP
flow generated from one end host to another should have a corresponding flow
from the other direction. The key features of the solution are: (1) setting flag
bits in TCAM action code to support various packet treatments in the network
processor and the local CPU; (2) managing TCP flow state in pair to do 2D
matching. In the solution, when a TCP flow has not been matched after a period
of time Talm, the flow is considered to have high probability to be an attacking
flow. Hence an alarm message composed of the flow identities is sent to the
destination server, which in turn can use the information to do IP traceback.
Based on the real Internet traffic analysis, the proposed solution requires about
5 Mbits TCAM memory to support OC-192 line rate for the integrated tasks.
Such TCAM is available in today’s market. We also discuss how to handle TCAM
table overflow and analyze the solution’s performance in case of table overflow.
The simulations based on the real world traffic traces are conducted to evaluate
the performance on the detection of TCP-based flooding attacks. The results
show that the proposed solution can handle OC-192 line rate.

The rest of the paper is organized as follows: Section II describes the TCP
traffic anomaly detection through 2D matching. The details of the integrated
solution is presented in Section III. The performance of the proposed solution is
evaluated by simulations in Section IV. Section V briefly describes the related
work. Finally, Section VI concludes the paper and discusses some future work.

2 Two Dimensional Matching

In this section, we first give the needed definitions and then discuss how to detect
anomalous TCP flows through two dimensional (2D) matching.
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Fig. 1. Internet Architecture

A flow is a set of packets which have the same identity. The identity is ex-
tracted from the packet header. In this paper, the following five tuples: source IP
address (SIP), destination IP address (DIP), source port number (SPN), desti-
nation port number (DPN), and protocol (PRO) are used as the flow identity.
In other words, a flow is uniquely determined by the five tuples <SIP, DIP, SPN,
DPN, PRO>.

TCP is a two-way communication protocol. A normal TCP flow generated
from one end host (e.g., A) to another (e.g., B) should have a corresponding
flow from the other direction (i.e., from B to A). Fig. 1 shows a general In-
ternet architecture. Assume host A in Autonomous System 1 (AS1 ) sends a
SYN packet to host B located in AS2 to initiate a TCP session. After receiving
the SYN packet, host B sends a SYN+ACK packet back to host A to establish
the session. In this case, the edge router 1 can detect both flows coming from
AS1 (called outbound flow) and into AS1 (called inbound flow). For an out-
bound flow with flow identity <SIP, DIP, SPN, DPN, PRO>, the corresponding
inbound flow identity is <DIP, SIP, DPN, SPN, PRO>. The feature of an out-
bound flow having a corresponding inbound flow is called two dimensional (2D)
matching [7]. An outbound (inbound) flow is called an unmatched flow if no
corresponding inbound (outbound) flow arrives within a period of time Talm. An
inbound (outbound) flow is called the matching flow of its outbound (inbound)
flow.

2D matching can be effectively applied to detect TCP-based attacks using
spoofed IP addresses. For attacking packets using spoofed source IP addresses,
the responding packets are routed to the spoofed IP addresses which may be dif-
ferent from the original AS. Thus the edge router at the attackers’ AS may only
detect the outbound flow, and hence an unmatched flow is detected. Based on
these observations, one can do 2D matching at the edge routers for TCP traffic
anomaly detection. When an unmatched flow is detected, the router sends an
alarm message (e.g., ICMP message) including the flow identity to the destina-
tion for possible IP traceback.
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The most popular TCP based DDoS attacks are TCP SYN and RESET flood-
ing attacks. In these attacks, the SYN or RESET flag bit is set. To detect these
attacks, we only need to maintain all the flows start with SYN and RESET
packets. However, there are other types of TCP based attacks [10] which have
ACK bit set or no flag bit set. Hence, any TCP packet can be an attack packet.
In our solution, if a packet does not belong to any existing flow, the packet is
considered to be a new flow and will be monitored in the flow table to allow 2D
matching.

Except the attacking packets, unmatched flows may be caused by: (1) the
destination server is down; (2) the destination server has changed its IP address,
but a cache entry of the old server IP address is still in the domain name server
(DNS). In these cases, the destination is unreachable and the flows sent to the
destination server can be viewed abnormally.

In the following sections, we will present the details on how to integrate 2D
matching and policy filtering using TCAM coprocessors.

3 Integrated Solution of Policy Filtering and Anomaly
Detection

This section first gives a brief review of policy filtering using a network proces-
sor and its TCAM coprocessor, and then presents the details of the proposed
solution.

3.1 TCAM Coprocessor

Packet classification (e.g., policy filtering, IP forwarding table lookup) is one of
the most critical data path functions in high speed packet forwarding. TCAM
coprocessors are widely used as packet classifiers in today’s industry. Fig. 2
shows a system architecture of a network processor using a TCAM coprocessor
[20] for packet classification. A TCAM coprocessor stores self-addressable rules
which map to different memory addresses in an associated memory (normally
an SRAM) containing the corresponding actions.

In particular, a typical rule for policy filtering is composed of 104-bit five-
tuple: <SIP, DIP, SPN, DPN, PRO>, same as the flow identity. The rules are
usually arranged in an ordered list, with lower memory locations having higher
matching priorities. When a packet arrives at the network processor, a search
key composed of the same set of five-tuple, extracted from the packet header is
passed to the TCAM coprocessor for lookup. The action code in the associated
memory corresponding to the matched rule with the highest match priority is
returned to the network processor. There is an identical copy of the rule table in
the local CPU in charge of rule management. The rule update in TCAM is done
through the interface between the TCAM coprocessor and the local CPU. In the
proposed solution, when a new flow is detected, its identity serves as a new rule
to be added to the rule table, meaning that the rule table for flow classification
is combined with the policy filtering table for packet classification. In addition,
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Fig. 2. TCAM coprocessor architecture

a flow table in the local CPU is introduced to store active TCP flow states for
2D matching.

A general rule usually has some wildcarded bits in some tuples, whereas the
identity of a specific flow has no wildcarded bits in any tuple. For example,
a policy filtering rule may be: <x.x.x.x, x.x.x.x, 128 - 256, 80, 6>. Here ’x’
represents a wildcarded byte. A flow identity may be <1.2.3.4, 5.6.7.8, 1028, 80,
6>. A flow identity has higher matching priority than a policy filtering rule. So
a flow identify must be located at a lower TCAM memory address than a policy
filtering rule.

3.2 Data Structure

The policy filtering rules and the flow identities share the same format. Hence,
the integrated approach does not require any modification to the rule table
format in TCAM. To support IP traceback, however, the action codes need to
be extended to allow flow detection. Before giving the details of the solution, we
first present the data structures of the action code and flow table entry.

Fig. 3 (a) shows the format of the action code. The action code is set to 32
bits in length such that the code can be returned in one clock cycle through a
32-bit interface bus. The action code includes one flag bit which indicates if a
rule is a policy filtering rule (value 0) or a flow identity (value 1). One forward
bit is used to indicate if the action code needs to be passed (value 1) to the
local CPU or not (value 0). The following 8 bits indicate the forwarding action
associated with the policy filtering, such as the best effort forwarding, dropping
the packet and so on. 8 bits can express 256 different actions which are enough
to include all possible forwarding actions in today’s Internet. The last 22 bits
are the flow index which specifies the location of a flow state in the flow table
located in the local CPU. 22 bits can represents 4 millions different entries. For
a policy filtering rule, all index bits are set to 0. The last two bits are free bits,
and always set to zero. In the following, we use a-b-x-y-00 to represent an action
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code. Here a and b represent the binary values of the first two bits, respectively.
x the decimal value of the action, and z the decimal value of the flow index. For
example, (0-0-5-0-00) represents the action code of a policy filtering rule with
action 5; and (1-1-6-234-00) is the action code of a flow identity with action 6, it
locates at entry 234 in the flow table, and the forward bit set means the action
code needs to be passed to the local CPU.

Fig. 3 (b) gives the data structure of an entry in the flow table. The first 2 bits
are flags. The bits 00 indicate an empty entry; 01 an unmatched existing flow; 10
an expected flow; and 11 a matched existing flow. FIN and ACK bits are used to
terminate a pair of completed flows. Tlocation is the flow location in the TCAM
rule table. Timer is used to trigger an event. There are three timers: Talm, Tidl

and Trmv. Talm detects an unmatched flow, an alarm message is triggered if a
flow has not been matched after Talm time. Tidl is used to check if a matched flow
is still active. If a pair of flows are not terminated after Tidl time, the forward
bits corresponding to them are set to check if they are still active. Trmv is used
to remove incompletely terminated flows. Similarly, ab-c-d-x-y is used to express
a flow entry. a, b, c and d are the binary values of the first four bits, x and y are
decimal values of Tlocation and timer, respectively.

To do 2D matching, the flow entries in the flow table are managed in pair.
When a new flow arrives, the index is always set to an even number, and the
expected matching flow has the index equal to the even number plus one. An
index list is used to manage the available indices. The number of entries in the
flow table is set to be the number of total TCAM entries allocated for flow
identities. Initially, all even indices are on the list. When a new flow is detected,
an index on the list is removed and assigned to the new flow. When a pair of
flows are finished and removed from the flow table, the corresponding even index
is returned to the list.

The rule table in the local CPU is in charge of the TCAM rule table man-
agement. It stores the same rules (including both policy filtering rules and flow
identities) as those in the TCAM rule table. The management of the two rule
tables are the same, hence in the following of the paper, the rule table refers to
the rule tables in both local CPU and TCAM.
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3.3 Description of the Integrated Solution

In the proposed solution, the local CPU processes packet flows at per flow level
while the TCAM coprocessor processes packet flows at per packet level. When
a packet arrives at the network processor, the search key composed of five tu-
ples extracted from the packet header is passed to the TCAM coprocessor. The
action code (a-b-x-y-00) corresponding to the matched rule with highest match-
ing priority is returned back to the network processor. The network processor
forwards the packet based on the action code value. For a non-TCP packet, no
extra processing is introduced. For a TCP packet, the action code a-b-x-y-fk is
passed to the local CPU for the following three cases: (1) the packet belongs to
a new flow (i.e., a=0); (2) the packet belongs to an existing flow but the forward
bit is set (i.e., a=1 and b=1); (3) the packet with FIN bit set (i.e., a=1, b=0 and
FIN bit=1). The two free bits f and k are set to be the bit values of FIN and
ACK bits in the packet, respectively. In the case of the arrival packet belonging
to a new flow, the flow identity is also passed to the local CPU for process.

The local CPU is in charge of adding new flows, testing flow activity, removing
completed and inactive flows, and triggering unmatched alarms. Now we describe
how the local CPU handles different packets and timer timeouts.

Packet in new flow: When a packet belonging to a new flow arrives, if no
free entry is available in the rule table, the action code and the flow identity are
simply dropped. Otherwise, the new flow (F ) and its expected matching flow
(E) are added to both the flow and rule tables. In the flow table, suppose the
index of F is IN , then the index of E is IN+1. The first two flag bits are 01 at
entry IN implying that F is an existing unmatched flow and 10 at entry IN+1
indicating that E is an expected matching flow. The flag bits in the action codes
of both flows are set to 1, and the forward bit corresponding to E is set to 1.
Hence the action code of the upcoming packet in E will be passed to the local
CPU to do 2D matching. The forward bit of F is 0, implying that the upcoming
packets in F do not need to be processed in the local CPU. The timer Talm is
set for F in the flow table.

Packet in expected flow: If a packet belonging to an expected flow E arrives,
the two flag bits in the flow entries for both E and its matching flow F are set
to 11 indicating that the two flows are matched. The forward bit in the action
code corresponding to E is reset to 0. Then the upcoming packets in the pair of
flows will not be processed in the local CPU. Hence a timer Tidl is set for both
flows E and F . If no FIN bit is detected within Tidl time, the forward bits for
both flows will be set to test if they are still active.

Packet in matched flow: The forward bits for a pair of matched flows are set
after Tidl expires. This means that the action codes of the upcoming packets in
the pair of flows will be passed to the local CPU. If such a packet arrives, it
implies that the pair of flows are still active. Hence the timer Tidl is set again for
the next check. Then the forward bits in the action codes for the pair of flows
are reset to 0.
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Packet with FIN and/or ACK bit set: If a packet of F with FIN bit set
arrives, the FIN bit for its entry in the flow table is set. The forward bits in the
action code for the pair of flows are also set, meaning that the action codes of
the upcoming packets in the pair of flows will be processed in the local CPU. If
a FIN+ACK packet of F comes, the FIN bit is set for entry F . If its matching
flow E has FIN bit set, the packet is an acknowledgement packet of the FIN
packet in E, and hence the ACK bit in the entry of E is set. If an ACK packet
of E comes after both FIN bits set, this acknowledges FIN packet in F , hence
the ACK bit in the flow entry of F is set. If the FIN and ACK bits are set
for both flows, this implies that the two flows have been completed and hence
to be removed from the flow and rule tables. In order to remove incompletely
terminated (without FIN and/or ACK packets) flows, when the FIN bit is set
for an entry, timer Trmv is also set for the pair of flows. If no more packet arrives
within Trmv time, the flow pair is forced to be removed.

Timer timeout: If the timer Talm times out, it implies that an unmatched flow
is detected, an alarm message including the flow identity is generated and sent
to the destination server for possible IP traceback. If the timer Tidl is triggered,
it indicates that no FIN packet in the pair of flows arrives in the past Tidl time.
However, that does not ensure that the flow pairs are still active, because some
flows may be terminated incompletely. Hence it needs to check if they are still
active, so the forward bits in their action codes are set, and the timer Trmv is
also set. If no packet for the pair of flows arrives within Trmv time, the flows
are considered to be inactive and removed from the tables. In this case, if some
packets in the removed flows come later, they will be treated as new flows.

3.4 Computational Load on Local CPU

The local CPU processes packet at per flow level. For each flow, the first, FIN
and final ACK packets are processed. In addition, 1 packet needs to be processed
every Tidl time. The real traffic measurement at OC-192 (see Section IV) shows
that the average new TCP flows are about 5K per second, and the concurrent
active flows are usually less than 50K. That means a flow lasting less than 10
seconds on average. If Tidl is set to 5 seconds, then each flow has about 5 packets
or 0.2 packets per second to be processed. The local CPU needs to process about
20K packets per second which is not difficult to be handled by a 100MHz CPU.

3.5 Rule Update

The TCAM rule table update is through the interface between the local CPU and
the TCAM coprocessor. A consistent rule update algorithm [20] which can update
the rule table without interruption of TCAM lookup process is used. A flow iden-
tity has higher matching priority than that of policy filtering rules and hence it
is added to a TCAM memory location lower than the policy rules. All the flow
identities can be stored independently, because a packet cannot match more than
one flow identity simultaneously. We keep all the empty entries above the general
rules so that for each flow identity addition or deletion, no movement is needed for
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other rules. Adding one rule takes 5 (a rule plus the action code have 104 + 32 bits,
(104+32)/32<5) clock cycles by assuming a 32-bit interface bus. Deleting a rule
only takes 1 clock cycle by reset the valid bit of the entry [20]. To update a flow
identity, a flow identity is first written and validated in a new location and then
the flow identity in the old location is deleted. It takes one rule write and one rule
deletion. To process 20K packets, maximum 40K TCAM writes/updates ( assume
the action code changes before and after the packet being processed) are needed.
40K TCAM writes and deletion only take about 240K clock cycles, this is a very
small portion of the processing time for a 100 MHz CPU.

3.6 Table Overflow

There are two critical issues using TCAM for packet/flow classification. One
is the TCAM lookup speed, and the other is the memory space. The proposed
solution does not introduce any extra TCAM lookups. Hence we only focus on the
discussion of TCAM memory space. TCAM coprocessors have limited memory
storage. The maximum TCAM memory in today’s market is 18 Mbits [4]. A
TCAM is usually shared by multiple tables such as longest prefix matching and
policy filtering tables. Hence the TCAM memory storage capacity is a critical
issue for the proposed solution. A critical concern is that if the TCAM table
cannot store all the concurrent active flows, does the solution still work well? In
the following, we discuss the performance impacts in case of table overflow.

When the local CPU detects a new flow, it checks if there are a pair of free
entries in the TCAM rule table. The flow state is monitored only if a pair of
free entries are available. That means an attacking packet may not be moni-
tored immediately in case of table overflow, and hence it may not detect attacks
with single attacking packet. But it can still detect the attacks with a large
amount attacking packets. In case of table overflow, each coming packet in an
un-monitored flow has some probability to be monitored, hence it takes some
time to monitor a packet from an attack. The following theorem gives the aver-
age time an attack to be monitored.

Theorem I: Assume a TCAM rule table has N entries. There are nc > N
number of concurrent active normal TCP flows, each flow has nf packets per
second, and the TCAM accepts ns number of new flows per second. Then an at-
tacker sending na attacking packets per second can be monitored in (nc−N)nf−ns

nans

time on average.

Proof: The total number of arriving packets per second is ncnf , among these
packets, Nnf packets belong to the flows monitored in the TCAM rule ta-
ble. The number of packets belonging to the flows which are not monitored
is (nc − N)nf , so each packet has probability p = ns

(nc−N)nf
to be monitored.

For the attack, each attacking packet has p probability to be monitored, the
packet inter arrival time is 1/na. So the average time an attack to be monitored
is tp =

∑∞
k=1[(1 − p)k−1p × k−1

na
] = 1−p

pna
= (nc−N)nf−ns

nans
�
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Theorem I shows that the detection time of an attack is inversely proportional
to the attacking rate (i.e., the number of attacking packets per second). The
time to be monitored of an attack with 1 packet per second is 10 times of an
attack with 10 packets per second on average. This is verified in the simulations
(see next Section).

In case of table overflow, every packet in a flow can be the first packet to
be monitored. For a pair of TCP flows, if the last packet of these two flows is
monitored, the flow will never be matched because both flows are completed. In
this case, a normal TCP flow is considered to be an attacking packet, and a false
alarm will be generated. The following theorem gives the false alarm probability
of a pair of flows with total n number of packets.

Theorem II: Assume there are a total of n packets in a pair of flows, each
packet has probability p to be monitored, then the false alarm probability is
pfalse = (1 − p)n−1p.

Proof: The false alarm happens if the first n−1 packets are not monitored and the
last one is monitored. So the probability of a false alarm is pfalse=(1 − p)n−1p.�

4 Performance Evaluation

This section evaluates the performance of the proposed solution in the case of
table overflow. If the TCAM rule table can monitor all the concurrent active TCP
flows, the system can detect attacks even with single attacking packet, while the
normal TCP flows are not falsely alarmed. In the case of TCAM rule table
overflow, it takes some time to monitor an attack; a normal flow may be falsely
alarmed; and some packets belonging to un-monitored flows are dropped by the
local CPU. These are quantitatively studied by simulations. In the simulations,
four performance metrics: the average time (tAm) an attack to be monitored, the
number (nfalse) of false alarm flows per second, the number of TCAM writes
per second, and the number of un-monitored packets per second are measured.
tAm is the average time difference between the arrival time of the first attacking
packet in an attack and the arrival time of the attacking packet in that attack
being monitored. The time an attack to be monitored is zero if the first attacking
packet in an attack is monitored.

The simulations are conducted based on the real router traces downloaded
from Abilene-IV Trace Data [9]. These traces are captured from OC-192 back-
bone Abilene router to and from Kansas city. Each trace includes 90-second traf-
fic on both inbound and outbound links. We have tested more than 10 traces,
and selected one trace with average statistics (Trace 1) and one with maximum
number of packets (Trace 2). Table 1 shows the basic statistics of the two traces.
In both traces, the TCP packets account for more than 80% of the total pack-
ets. We also note that the number of new TCP flows per second is about 5K,
and the number of maximum concurrent active flows is less than 30 K which
map to less than 4Mbits TCAM memory (assume each rule takes 128 bits in the
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Table 1. Statistics of real traffic trace

Trace 1 Trace 2

Total number of packet 12,746,894 14,494,880

Number of TCP packets 9,217,812 11,138,762

Average number of new
TCP flows per second

4381 5181

Average number of concur-
rent active flows

19423 24476

Maximum number of con-
current active flows

21030 26718

TCAM rule table). We suggest to use 4 Mbits TCAM rule table to store flow
identities to avoid table overflow. Usually there are thousands of policy filtering
rules which takes less than 1 Mbits TCAM memory. Hence a TCAM rule table
with 5 Mbits memory is enough to do the integrated tasks in OC-192 line rate
in today’s Internet.

We evaluate the performance of the proposed solution in case of TCAM table
overflow by set a small TCAM rule table. In the simulations, the number of
entries in the TCAM rule table varies from 5K (640 Kbits) to 25 K (3.2 Mbits).
The attacking packets are generated starting at the 15th second. Three attacking
rates (R): 20, 100 and 500 packets per second are simulated. In the simulations,
a pair of matched flows are tested every 5 seconds (Tidl=5) to check if they are
still active. A pair of flows are removed from all the three tables if they are
completely finished or inactive for a time period longer than 5 seconds since it
was tested, i.e., Trmv = 5. An unmatched flow is considered to be an attacking
flow if it exits for a time period longer than 10 second, i.e., Talm = 10.

Figs. 4 and 5 show the average time an attack to be monitored (tAm) varying
with the TCAM rule table size. tAm in Trace 1 (2) is within 11 (20) seconds in the
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entire range of rule table sizes. For rule table with 5K entries, tAm in trace 1 (2) is
about 11 (19.5), 2.2 (4), and 0.4 (0.8) seconds for R =20, 100, 500, respectively.
tAm in Trace 2 is greater than that in Trace 1, because Trace 2 has more new
flows per second and more concurrent active flows. From the results, we note that
tAm is inversely proportional to the attacking rate, verifying Theorem I. So for
R = 1, tAm is about 20 times of that for R = 20, i.e., about 220 (400) seconds. tAm
reduces fast as the number of rule entries increases. This is because the TCAM
rule table can accept more rules and hence each packet has higher probability to
be monitored. These results show that the proposed solution can quickly detect
the attacks even if the attacking rate is low and the TCAM rule table is small.

Fig. 6 shows the number of TCAM writes including adding new flows and
update flow entries per second in both traces. The number of writes per second
increases from about 1.5K to about 10K as the number of TCAM rule entries
increases from 5K to 25K. This is due to the fact that more flows are added to
the rule table when the TCAM table size increases. When the number of TCAM
entries increases from 20K to 25K, the number of writes per second in Trace 1
increases slowly. This is because almost all TCP flows are monitored in the rule
table at 20K, and hence only a few more TCP flows can be added by further
increasing the TCAM table size.

The number of false alarm flows per second (nfalse) is given in Fig. 7. nfalse

increases as the rule table size increases when the table size is small. It then
decreases as the table size increases when the table size is over a certain value.
The maximum nfalse in Trace 1 (2) is about 100 (150) at the rule table size 15K
(20K). When the number of rule entries is 5K, nfalse is about 10. As shown in
Theorem II, nfalse depends on the probability (p) of a packet to be monitored.
p increases as the rule table size increases, and results in the first increasing and
then decreasing behavior.

From these results, we suggest to use either a large (4 Mbits or above) or
small (640 Kbits) TCAM rule table to accommodate flow identities. For a large



118 Z. Wang, H. Che, and J. Cao

Table 2. Number of TCP Packets belonging to un-monitored flows per second

TCAM size 5K 10K 15K 20K 25K

Trace 1 19294 13655 9155 1565 0

Trace 2 23160 15613 11279 7189 1726

one, no table overflow exists, and hence no falsely alarmed flows. For a small
one, the number of falsely alarmed flows is small and also the number of TCAM
writes is small, but the attack detection time is long. For a middle sized TCAM,
when the number of alarms is high, a small monitoring probability can be set
for each new flow even if there are some free entries. In other words, a new flow
may not be monitored even if the free entries are available in the rule table. This
can reduce the number of falsely alarmed flows.

The network processor passes the action code of all packets belonging to un-
monitored flows to the local CPU. Some of these packets are simply dropped
due to lack of free rule entries. Table 2 shows the number of the dropped packets
per second at various rule table sizes. The average number of TCP packets per
second in trace 1(2) is 102,420 (123,764), the number of packets per second in
un-monitored flows are only about 19K (23K) even using a very small TCAM
rule table. It reduces quickly as the table size increases.

Through these results, we conclude that the proposed integrated solution can
effectively perform the two tasks even using a small TCAM. The proposed solu-
tion can be implemented in router/switch which use TCAM coprocessors in its
router interface cards.

5 Related Work

The DDoS attacks are the major threat to today’s Internet. One effective way
to defend against such attacks is to identify and punish the attackers through
tracing their physical locations. IP traceback schemes have been extensively
studied in the past decade. These schemes includes statistical filtering, hop-
by-hop tracing, ICMP messaging based, hash-based and probabilistic packet
marking. Statistical filtering [5] [15] drops most likely attacking packets based
on the statistics of packet header information such as IP address, port number,
protocol type etc.. Hop-by-hop tracing scheme [11] uses a pattern-based scheme
to track in progress attacks. ICMP messaging based scheme [3] sends additional
ICMP packet to the destination for path reconstruction. Hash-based solution
[17] computes and stores a Bloom filter digest of every packet for IP traceback.
Probabilistic packet marking solution [8][14] [16][18] marks each packet with
partial path information probabilistically. The attacking path is reconstructed
using the marking information extracted from a large number of packets.

There are other schemes for DDoS attacks and/or traffic anomaly detection.
[12] proposed a general method to diagnose traffic anomaly by measuring traffic
volume. [7] designed a bloom filter array for traffic anomaly detection through
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2D matching. In [1], a DDoS defense system based on the packet score has been
developed. The bad packets with score less than the threshold are discarded.

TCAM has been widely used for longest prefix matching and policy filtering
table matching [13][19] in industry. Except the longest prefix matching and policy
filtering, another promising application of TCAM coprocessors is high-speed
signature matching for intrusion detection [6]. However, there is no application
of TCAM coprocessor to enable integrated security and packet classification
tasks.

6 Conclusions

In this paper, we propose an integrated solution for TCP-based traffic anomaly
detection and policy filtering based on TCAM coprocessors. The DDoS attacks
using spoofed source IP address are detected through two-dimensional (2D)
matching. The key features of the proposed solution are: (1) setting flag bits
in TCAM action code to support various packet treatments; (2) managing TCP
flow state in pair to do 2D matching. The performance of the proposed solution
has been analyzed and tested by simulation based on the real world traffic traces.
The results show that the proposed solution can handle OC-192 line rate.
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Abstract. Safety Instrumented Systems (SIS) as defined in IEC 61508
and IEC 61511 are very important for the safety of offshore oil & nat-
ural gas installations. SIS typically include the Emergency Shutdown
System (ESD) that ensures that process systems return to a safe state
in case of undesirable events. Partly as a consequence of the evolving
“Integrated Operations” concept, a need is emerging for remote access
to such systems from vendors external to the operating company. This
access will pass through a number of IP-based networks used for other
purposes, including the open Internet. This raises a number of security
issues, ultimately threatening the safety integrity of SIS.

In this paper we present a layered network architecture that repre-
sents current good practice for a solution to ensure secure remote access
to SIS. Also, a method for assessing whether a given solution for remote
access to SIS is acceptable is described. The primary objective with the
specification of the remote access path is to defend the Safety Integrity
Level (SIL) of SIS from security infringements. It also accommodates the
special case when security functions have to be implemented within SIS.

Keywords: Process Control, Offshore, Secure remote access, Safety In-
strumented Systems.

1 Introduction

The concept of Integrated Operations (IO) is emerging as the preferred way
of working in the oil and gas industry. Real-time cooperation between on- and
offshore staff is required in order to optimize production, and new technologies
and new work processes enable this.

Commercial-off-the-shelf (COTS) hardware and software and Internet con-
nections are among the new technologies introduced, where “new” means that
they have not been widely used in the context of process control before. The ap-
plication area is remote operation, which enables onshore staff to log on to, and
perform operations on, process control systems (PCS) and Safety and Automa-
tion Systems (SAS) offshore. This opens for a whole new set of threats related
to information security that need to be considered.

Safety Instrumented Systems (SIS) are crucial subsystems offshore. According
to the IEC 61508/61611 series of standards [1] [2] and the PDS method [3],
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they are of paramount importance for the safety of an offshore installation. SIS
typically include the Emergency Shutdown System (ESD), which often is the
ultimate guarantor for fail-safe properties at such installations.

The use of new technologies must be trusted to not have any negative im-
pact on SIS; i.e. impact that could raise significant doubt on its claimed Safety
Integrity Level (SIL) [1]. This means that the communication channels used
during remote operations must be technically secure, such that they can not be
tampered with, misused or in other ways used to compromise SIS.

Information security is usually defined by the three terms confidentiality, in-
tegrity and availability [4]. In this paper the scope is limited to integrity concerns
for SIS, which means that the objective of the “good practice for remote access”
is to prevent unauthorized changes to SIS.

Industrial safety and information security issues are two related – but still rather
different – fields of theory and practice [5]. In some application areas it is useful
to seek to combine the two, and process control is an example of such an area.
Combination will not be unproblematic, and some problems are already manifest
in the mixed vocabulary that needs to be employed when we are addressing safety
and security, respectively. Practitioners within both fields are concerned about
this challenge. As further discussed in [6], combining these two approaches into
a coherent whole is not achieved solely through a technical report, but a modest
hope is that this paper may contribute to such a development.

In this paper, a network topology for secure remote access to SIS is presented.
The solution includes contractor’s network, operator’s office network and process
control network, and security mechanisms. Also, a method is described that can
be used to assess whether a given network solution for remote access to SIS is
acceptable. The paper is based on results from the Secure Safety (SeSa) project,
funded by the Norwegian Research Council and PDS Forum.

The remainder of this paper is structured as follows: Section 2 refers to re-
lated work, and our research method is briefly described in section 3. The good
practice network topology is presented in section 4 and section 5. The method
for assessing the impact on SIL is described in section 6. We give our conclusion
in section 7 and suggest further work in section 8.

2 Related Work

The background and approach for the SeSa project was documented in [7]. Line et
al. [5] discuss general challenges in considering both safety and security in a given
situation. Schoitsch [8] and Kosmowski et al. [9] explore relationships between tra-
ditional “security” assurance and “safety assurance” as exemplified by SIL.

The UK Centre for the Protection of National Infrastructure (formerly NISCC)
has published guidelines on security of SCADA systems in general [10], and on
firewall deployment in such networks in particular [11]. The US National Insti-
tute of Standards and Technology (NIST) has also released a preliminary guide to
SCADA security [6]. Naedele [12] presents insights on IEC standardization efforts
in industrial IT security, although it does not appear that the IEC today is any
closer to a finalized standard.
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The Norwegian Oil Industry Association (OLF) has published a set of Infor-
mation Security Baseline Requirements [13] which all operators on the Norwegian
Continental Shelf eventually will have to comply with.

The SeSa project has not significantly extended the good practices mentioned
above, but ventures to combine them into a coherent whole for the specific case
of secure remote access to SIS.

3 Method

The SeSa project studied a small number of Norwegian offshore operators and
contractors, and participated in two sessions of PDS Forum in 2006 [3]. The
PDS Forum meetings have a broad participation of experts from the Norwegian
process control community.

The interviews and the PDS Forum discussions contributed to the survey
on how the communication networks are implemented today within the process
control domain. This includes the operator’s office network, the contractor’s net-
work and their solutions for remote control, the process control systems offshore,
and the security mechanisms in use. Possible improvements were then identified,
based on state of the art and earlier experiences, regarding structure of the net-
work topology and security mechanisms to be added or modified. The network
topology presented in this paper therefore (in similarity with many other “good
practice” efforts) represents a synthesis of how it is actually implemented in the
offshore industry today and the ideal solution.

4 Structuring the Remote Access Path

A basis for ensuring secure remote operation is that the networks that constitute
the remote access path are organized in a manner that adheres to the principle of
“defense in depth”1, and that suitable access control mechanisms are employed.

4.1 The “Onion Model”

The left side of Fig. 1 depicts a layered access model from an operator’s point
of view. This model is based on two demilitarized zones (DMZ); one serving
as a buffer between the operator’s network and “the outside world”, while the
other separates the operator’s administrative network (which may span several
installations) from the process network (which typically is restricted to a single
installation).

All contractors must be considered “external” just like the rest of the Inter-
net, since the operator has no physical control over the contractor’s networks
(operators may impose contractual restrictions with respect to how and with
what equipment contractors are allowed to access the operators’ networks, but
will have limited means of verifying these arrangements on a continuous basis).
1 This is the opposite of the “Maginot line” principle of relying on a single point of

failure.
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Fig. 1. Layered model with allowed and rejected access attempts

The layered model of Fig. 1 can be argued on several levels. First, the sep-
aration of layers 1-3 from the surrounding is based on the requirement for SIS
autonomy, as stated in [14]. Furthermore, the separation of the process network
from the administrative network is as recommended in the NISCC good practice
guide [10]. Finally, the outer DMZ protects against all external actors, with spe-
cial mechanism to allow authorized contractors to access the appropriate parts
of the operator’s network.

As the operator has no physical control over the contractors’ networks, the
latter are likely to differ from installation to installation. By contractual obliga-
tions, operators should mandate a minimum layering as illustrated in the right
side of Fig. 1, where equipment used to access the operator’s network is placed
in a zone separated from the general office network. Note that since access in
this model conceptually always originates from the contractor, there is no need
from our point of view for the contractor to have a DMZ between its office net-
work and the internet - a single barrier (i.e. firewall) is sufficient. This is also
illustrated in Fig. 2.

4.2 Threats and Countermeasures

As part of the SeSa method, we have compiled a list of common threats and
countermeasures that are applicable to the access model in Fig. 1. This list is
based on sources like [15] and [10]. Space does not permit the reproduction of the
full list here, but identified threats originating from “the outside” (zone 7) are
listed in Table 1. The physical configuration suggestion that is described in the
following sections represents a response to the identified threats and necessary
countermeasures.

We have as a rule described the threats as originating from an adjoining zone,
but the ultimate goal for a given attack may be to traverse all interfaces to affect
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Table 1. Threats originating from zone 7

From
Zone

To
Zone

Threat
Ultimate
impact on
zone

Countermeasure

7 c1 Attack on contractor’s zone
1

1

Configuration control, admini-
strative measures (Specifically:
Not allowed to access c1 from c2),
Firewalls and c1 tightly configured,
hardened

Malware planted in con-
tractor’s “secure zone”

1
Configuration control, administra-
tive measures

7 7 Manipulation of legitimate
traffic

1 Encrypt and authenticate

7 6 Attack on firewall A 6
Firewalls must be tightly configured
and patched

Attack on other resource in
zone 6

6

Don’t have other resources in DMZ,
Other resources that have to be in
the DMZ must be tightly configured
(hardened)

7 6 Attack on DMZ gateway 5

Tight configuration and hardening,
Strong authentication, Restrict ac-
cess to DMZ GW to pre-defined ad-
dresses

the innermost zone, e.g. in order to illegitimately shut down an oil installation2.
Note that no pre-compiled list of threats can ever be considered “complete”
for any real networked system; the threats we have identified must be treated
as a starting point that as a minimum must be compared with the network to
be studied. Threats that are found to be not applicable or irrelevant must be
documented as such, and a site-specific analysis must be performed to uncover
additional threats.

A conservative threat analysis must adhere to Kerckhoffs’ principle [16], and
assume that an attacker has access to all pertinent information regarding a
system (network topology, configuration) except passwords, encryption keys, etc.

4.3 Access Modes

If a substantial part of the need for remote access is to read status information
without making any changes, it is strongly recommended to consider a technical
solution that offers such “read only” access (see 5.1). A “read-only” solution
will in itself be easier to verify than a “full” solution. If read-only and read-
write solutions need to coexist, a “double” solution will imply that the entry to
the latter solution may be even more restrictive, thus increasing the chance for

2 From a safety point of view, the threat would have been the reverse, i.e., preventing
a necessary shutdown from taking place.
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success in the “1st round” in Fig. 3. Furthermore, a read-only solution may also
potentially be reachable from a wider (looser) set of operational contexts on the
vendor side, as indicated in Fig. 1.

Hence, for a further reduction of complexity in solutions, we propose that
remote access is divided into three coarse categories:

0 No access
I Read-only access
II Full read/write access to SIS

These can be further refined as shown in Table 2.

Table 2. Access modes

I-1

Snapshots of SIS state (via “information
diode” - see section 5.1). In principle, this
is the equivalent of a CCTV transmission
of the terminal display.

I-2
Real time readout of SIS with possibility
of specifying parameters.

II-1

Real time data transmission between in-
stallations, e.g. from a Process Station
(PS) on one platform to a PS on another.
This implies machine-machine communica-
tion without user intervention.

II-2 Interactive read/write access to SIS

4.4 Access Examples

The various access options described in section 4.3 can now be mapped to the
layered models as illustrated by the arrows in Fig. 1, where it is assumed that
“information diode” functionality (see 5.1 for details) is available.

a) Allowed access from contractor’s office network to DMZ (e.g. to read
historical data from SIS)

b) Allowed access from internet to DMZ
c) Rejected (blocked) access from contractor’s office network to process

network
d) Rejected (blocked) access from internet to process network
e) Allowed access from contractor’s protected network to process network

(via broker function in DMZ)

Note that prevention of access from contractor’s office network cannot be
done reliably by packet filtering alone. Also note that the outer DMZ will have
additional access control mechanisms that are not explicitly described here.



Secure Safety: Secure Remote Access to Critical Safety Systems 127

4.5 Physical Mapping

An example of how the layered “onion” models presented above may be trans-
lated into a physical network configuration is presented in Fig. 2. Note that
while the doctrine of ”defense in depth” mandates that each of the firewalls A-D
should be implemented as separate units, a functionally equivalent configuration
using only two units with three interfaces each is possible.

SAS network (duplicated)

Administrative Network 
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Process network
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HSOSOS
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Zone 4Zone 3
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InternetControl room
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Protected network
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permit
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B
C

D

SAS

E

Fig. 2. Case for remote access

We repeat that although not shown explicitly, some sort of access control
mechanism is assumed to be placed in the outer DMZ (zone 6).

4.6 Barriers between Zones

Barriers between zones 7-2 are implemented using firewalls A-E. Additionally,
there is a manual “access approval” application in the inner DMZ (zone 4), where
an operator can grant (or deny) access attempts originating e.g. from onshore
contractors. Technically, this may be implemented as part of a terminal server
application. Good practice would in this case indicate that all such accesses
should be in accordance with a formal work permit.

There is no separate barrier between SAS (Safety and Automation System)
and SIS; this implies that the barrier(s) is (are) represented by the command
interface offered by the units that straddle the zone boundary, e.g. the ESD. To
access the ESD user interface, a remote user must as a minimum authenticate to
both the “access approval” application, as well as conventional authentication
to log onto the Operator Station.
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If the protection against i.e. PCS access to the ESD is insufficient, accessing
the PCS is also critical.

Firewall E is shown as a barrier between the process network (zone 3) and
SAS (zone 2); it may also serve as a barrier between different SAS segments (if
appliccable).

4.7 Security Mechanisms in Individual Zones

As a rule, equipment in the inner zones exhibit “special purpose” properties to
a greater extent than equipment in the outer zones. Thus, the equipment in the
inner zones also generally has fewer configurable security mechanisms.

SIS (Zone 1):
– All PS units must be stripped of unnecessary functionality (“system

hardening”)
SAS (Zone 2):

– All PCS units must be stripped of unnecessary functionality (“system
hardening”)

Process network (Zone 3):
– All Operator Station (OS) units must be stripped of unnecessary func-

tionality (“system hardening”)
– Logon verified by domain controller
– Restricted traffic from this zone to zone 2 by firewall

Inner DMZ (Zone 4):
– Strong authentication

Administrative network (Zone 5):
– Domain controller for access to network resources
– General computer security measures (out of scope for this paper)

Outer DMZ (Zone 6):
– Access control on various levels;

• The general public
• Guests/contractors
• Own employees

4.8 OPC Communication

A common way of transferring process control information is by the use of the
“OLE for Process Control” protocol. OPC was designed for communication over
local area networks, which has created a demand for OPC tunnelling solutions
when OPC data needs to be transferred from one process network to another.
OPC tunnelling is frequently merely a bundling-unbundling operation, in which
case it has no added security value as such. Specifically, there is no confidentiality
or integrity protection of the tunnelled data.

Based on the dubious security property of OPC, we consider an OPC tun-
nel between two process networks to be an implicit interconnection of these
two networks. Furthermore, it is important that the tunnel is protected against
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unauthorised modification or disclosure along the transmission path. This im-
plies that the tunnel must be encrypted, and that the plaintext data must have
a cryptographically strong message integrity check added before encryption.

Even though newer equipment frequently has incorporated OPC server/client
functionality, a configuration that enables a PS to establish OPC communica-
tion with any PS in a different installation should be discouraged. This can be
regulated using firewall E.

Since it is not known beforehand where an OPC tunnel will go, it must be
assumed (as a “worst case”) that it also passes through the open internet at
some point between the two process networks.

5 Additional Mechanisms

In the previous section, recommendations for structuring the remote access path
were described. In certain situations, it may be possible to further mitigate a
large number of threats by architectural choices. Two such options are described
below.

5.1 Read-Only Status Server

It is possible to configure a read-only status server e.g. by connecting a special
device (which we can call “information diode”) between the Safety and Automa-
tion System and a status server in the inner DMZ. The information diode can be
realized by sending UDP data enhanced with extra integrity checksum, ensuring
that the receiver has significantly higher bandwidth capacity than the sender,
etc. Since UDP does not acknowledge each packet, it is possible to create a device
that physically only can transmit information in one direction, e.g. by cutting
the “receive” wire on an Unshielded Twisted Pair (UTP) cable3. There are also
commercially available products (e.g. [17]) that offer this functionality.

The status server is here placed in the inner DMZ based on the premise that
the operator will want to retain a certain control over who gets access to this
information, and also takes into account that having a single centralized status
server for all operations, is likely to introduce too long delays in the system.
Having said this, technically there should be nothing to prevent the status server
from being placed e.g. in a given installation’s administrative network (i.e. on the
outside of Firewall D), if this is more in line with the operator’s requirements.

Ideally, the status server should receive every conceivable piece of data obtain-
able in the process/SAS/SIS networks. It must be determined whether this is
practically possible, e.g. a new unit may be introduced that is capable of query-
ing every valve, sensor, etc., and push this information through the diode to the
status server. The bandwidth requirements must be assessed based on the size
of the total data to be monitored.
3 Of course, there are a few more practical problems that must be solved in an imple-

mentation of this concept - which also explains why there are commercial alternatives
available.



130 M.G. Jaatun, T.O. Grøtan, and M.B. Line

5.2 Inner DMZ Proxy Functionality

In addition to providing a read-only status server, a finer granularity in access
control can be achieved by not granting full “remote desktop” access to an
Operator Station, but rather having a special-purpose application running in the
DMZ (e.g. on the terminal server) which contains options for executing specific
operations on SAS (and SIS) devices. Taken to its ultimate conclusion, this idea
would imply having a large number of distinct applications to which contractors
would be granted time-limited access by use of the work permit access approval
regime illustrated in Fig. 2.

It would also be possible to create a single, big “granular access” application,
but that would require a separate interface for configuring access rights, and
such a large application would be more difficult to verify for correctness.

6 The SeSa Method

Use of the SeSa method on a given case is illustrated in the flow-chart of Fig. 3.
In short, the method comprises the following steps:

1. Establish overview of threats and known weaknesses
2. Develop requirements specification of the “security value chain” [7] for the

remote access path
3. Determine the impact on SIS/SIL through a HAZOP-oriented analysis
4. If impact cannot be ruled out, try another round based on updated threat/

weakness picture and additional requirements (first round)
5. If impact still cannot be ruled out, identify additional security functions

within SIS, and assess through HAZOP whether this will provide sufficient
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Fig. 3. The SeSa method
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protection vs the residual threat (second round). If confidence in security
functions within the SIS perimeter is needed according to the previous step,
assess whether the assurance level implicitly carried by the specified SIL
level, is sufficient

6. If “success” is not achieved after the second round, the proposed solution
should be discarded.

The HAZOP (Hazard and Operability Analysis) [18] technique is frequently
used and well-established in industrial safety. In the SeSa method we use HA-
ZOP to identify threats and verify whether these threats are mitigated by the
proposed design of the remote access path. The SeSa use of HAZOP means that
if no “problem” remains after all explicitly known possibilities have been exam-
ined exhaustively, the “conclusion” must be that the proposed solution is per
definition “secure”. However, there will always be a possibility that something
is overlooked, or that new threats and vulnerabilities emerge or is revealed at a
later time. The SeSa method cannot account for this type of (epistemic) uncer-
tainty. Such potential “flaws” in the judgement must be handled in retrospect,
when they are revealed.

It may be difficult to gauge the assurance consequences of adding a COTS
component to a system that has a given SIL. Kosmowski et al. [9] argue for a
mapping between SIL and Common Criteria Evaluation Assurance Levels (EAL)
[19]. However, it should be noted that a given EAL only says something about
our assurance that the mechanisms defined in the appropriate Protection Profile
have been properly implemented; if these are insufficient to guarantee our de-
sired SIL, a mapping between EAL and SIL is meaningless. On the other hand,
if the mechanisms we rely on to provide our given SIL is included in the compo-
nent’s Protection Profile, we believe that the mapping proposed in [9] may be
appliccable.

7 Conclusion

In this paper, we have presented good practice for secure remote access to Safety
Instrumented Systems in an offshore process control system. Furthermore, we
have introduced the SeSa method for assessing whether a given network solution
is acceptable when it comes to ensuring the integrity of SIS.

The network solution presented complies with advice and guidance given by
several actors in the industry. This fact contributes to assurance that the solution
is acceptable and ensures an appropriate level of security for SIS.

8 Further Work

Further work needs to be done along the following lines:

a) Further trial of the method on “real” cases
b) Extending the scope to broader “SAS” contexts
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c) Development of schemes to update “approved” solutions in light of new
knowledge of threats and vulnerabilities

d) Operation and implementation of the “value-chain” that is the result of
a successful use of the SeSa method.

The latter is considered the most urgent. First, because of the limited scope of
the SeSa method presented herein (providing a functional requirement specifica-
tion), of which implementation and management across organisational borders
is not included. Second, because a dynamic environment, both technically and
organisationally, is expected to be a central characteristic of the Brave New
World of Integrated Operations. The “value-chain” has to be re-constructed and
updated rather frequently.
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Abstract. In hostile Ad hoc network, the possibility of being attacked or attack-
ing others can’t be avoided. Most current intrusion detection systems and secure 
routing protocols only focus on concrete attacking behaviors while neglecting 
the underlying attacking threat. So it’s inevitable to choose malicious nodes 
during routing establishment. To construct a secure multipath route, we present 
SEMAP, a secure enhancement mechanism based on Attacking Point (AP) 
which converts the possibility of security threat to a concrete metric. AP is a de-
scription of security status of a node. AP of a node can be easily extended to 
that of link, path and path set, which provides an important reference in route 
selection. Our design can exclude the nodes that will be the objects of adversar-
ies from the network before actual routing process. Simulation results show that 
SEMAP provides an effective security enhancement without compromising the 
efficiency of original routing protocol. 

Keywords: Attack, Possibility, Metric, Multipath, Ad hoc. 

1   Introduction 

Mobile Ad hoc networks have received tremendous attention in recent years. On one 
hand, rapid deployment ability, self-organizing configuration and other attracting 
features make Ad hoc network popular in tactical and military applications; on the 
other hand, the inherent characteristics of Ad hoc networks, such as open wireless 
channel, limited computation power and highly dynamic topology also make Ad hoc 
network vulnerable to malicious attacks. 

Constructing a secure route from source to destination is a basic service in Ad hoc 
networks as well as in any other networks. A secure route should be composed by 
reliable nodes or the nodes that are not likely to be the objects of adversaries. That’s 
to say, non-reliable nodes and the nodes with hidden trouble should be isolated from 
the network. Conventionally, Ad hoc network must rely on intrusion detection system 
(IDS) [1,2] to exclude internal malicious members, and also resort to secure routing 
protocols [3~7] to make sure that the successful exchange of routing information is 
among legitimate participants. However, both IDS and secure routing protocol have 
their limitations: for IDS, as pointed out in [8], adversaries may try to hide their  
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attacks under protocol-compliant behaviors. For example, it is not easy to distinguish 
between packet loss caused by normal network congestion and that caused by selfish 
and malicious behaviors. Additionally, most IDS mechanisms only focus on the dis-
covery of attackers while ignoring the nodes being attacked or the ones that will be 
the objects of adversaries. These ignored nodes should also be excluded because they 
may become the weak point of following routing process; for the secure routing pro-
tocols, they can’t guarantee that they won’t select a compromised node as intermedi-
ate node during message forwarding, nor do they provide an explicit approach for 
comparing the security among nodes. IDS and secure routing protocol also have a 
common short-age that they are lack of prediction for the underlying attacking threat. 
Before any reaction/recovery mechanism takes effect, the established route may have 
been disrupted. And route re-construction not only brings significant communication 
overhead, but also increases end-to-end delay. 

From the above analysis, we can get the conclusion that, constructing an absolute 
secure path is impractical especially in a hostile and unstable environment. Every 
node has the possibility of attacking others or being attacked. Therefore, designing a 
flexible secure routing enhancement mechanism which can take the difference of 
security status of each node into account is crucial. Even when a proportion of nodes 
suffer from serious security threat, this secure mechanism can make the best choice of 
path selection to provide a reliable routing service. 

(1) Content of this paper 
In this paper, we propose a security enhancement mechanism for multipath routing 
protocols of Ad hoc network, SEMAP, to provide a more reliable end-to-end routing 
service. SEMAP is compatible with both single path and multipath routing. The fun-
damental idea of SEMAP is based on a new proposed concept “Attacking Point”. 
Attack Point (AP) is a metric for evaluating the security status of nodes, which is the 
combination the possibilities of attacking, being attacked and being attacked in the 
future. Each node will present an abnormal status in its performance while it suffers 
from attack. But as mentioned above, this status may also a result of the decline of its 
own capability. No matter which reason causes this phenomenon, this node is not 
suitable to be a part of routing process in some extent. To concrete this extent, we 
convert it to AP as a security metric through specific algorithm. AP is the complete 
evaluation of security status of a node, but a single node only plays a tiny roll in the 
whole routing process. So after obtaining AP of a single node, we extend it to a path 
and a path set for obtaining a general security evaluation on an end-to-end connection. 
By this means, when multiple paths have been established, we have sufficient confi-
dence to choose a suitable path set based on pre-defined AP requirement. 
 
(2) Challenge of SEMAP 
We address three major design issues: 

1) How to convert the possibilities of attacking others, being attacked and being at-
tacked in the future to the AP of node; 

2) How to integrate SEMAP to current multipath routing protocol seamlessly; 
3) How to make a decision on selecting a secure communication channel based on 

AP of a path set developed from that of a node. 
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(3) Contribution of this paper 
SEMAP brings the following improvements on current security mechanisms for Ad 
hoc networks: 

1) Detecting misbehavior and abnormal status of nodes before actual routing estab-
lishment; 

2) Developing a novel concrete metric for security evaluation in path selection; 
3) Integrating AP based security with conventional routing protocols seamlessly 

with compromising the efficiency. 

The following paper is organized as follows: In section 2, we present the related 
works on multipath routing protocol. In section 3, we provide the details of SEMAP, 
which includes the three major design issues. Simulation results are given in section 4 
and section 5 concludes the whole paper. 

2   Related Works 

Multipath routing has shown its effectiveness in coping with the frequent topology 
changes and improving resilience to node/link failures in Ad hoc network [9~12]. 

Split Multipath Routing (SMR) [9] first establishes a shortest delay route between 
source and destination. Then it creates a maximum path set whose member path is 
disjoint from the shortest delay route. SMR relies on RREQ flooding to the entire 
network to search maximal disjoint paths, which brings considerable communication 
overhead to the network. 

A multipath extension to DSR is proposed in [10]. Source node floods routing re-
quest queries to destination node. When intermediate node receives a query, they will 
duplicate this query and re-broadcasts it. Queries arrive at destination nodes through 
different paths and only the ones that are disjoint with others will be replied by the 
destination node. 

A multipath extension to AODV (AODVM) [11] is proposed for finding reliable 
routing paths. Intermediate nodes not only duplicate RREQ during forwarding them, 
but also preserve these packets. It is obvious that this approach will consume enor-
mous memory and communication overhead. 

AOMDV is proposed in [12], which is an extension to AODV for computing mul-
tiple loop-free and link disjoint paths. A new concept of “advertised hop count” is 
introduced to make sure that routing controlling messages won’t travel back to origi-
nal. Intermediate node will guarantee link disjoint when they re-flood routing control-
ling messages. 

3   Security Enhancement Mechanism Based on Attacking Point 

3.1   Assumption 

(1) Cryptographic method 
SEMAP employ asymmetric encryption method. Each node joining the network gen-
erates a pair of public and private keys; 
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(2) Key server 
There is a key server in the network. This key server doesn’t authenticate any network 
members, and only provides a storage space for preserving public keys. In our design, 
this key server is equipped with sufficient storage capability and under strong protection; 

 

(3) Underlying routing protocol 
We employ multipath routing protocol AOMDV to establish path set between source 
and destination. Other protocols are also compatible with SEMAP; 

 

(4) Radio radius and communication channel 
The radio radius of node is time-invariant and the wireless channel is bidirectional. 
The wireless network cards of nodes are all in promiscuous model, which makes 
neighboring nodes within transmission range can monitor the communication status 
of each others. 

3.2   The Design Details of SEMAP 

There are three main components of SEMAP. First of all, an extensible model of AP 
calculation is the precondition of SEMAP design; the second is the proper integration 
of AP and underlying routing protocol; finally a path selection policy is set for con-
structing the most secure path set. This section will provide the details. 

3.2.1   The Overview of SEMAP 
The concept of “Attacking Point” comes from the observation that, in a hostile and 
unstable network environment, security threat can’t be avoided for any network 
member. We call this phenomenon as “Pervasive Security Threat”. From this concept, 
possible existing attacks, potential possibility to be attacked and suspicious misbehav-
ior should be all taken into account. Behind the above three security threats, we as-
sume that there exists a “virtual attacker” with a possibility, and we convert this  
possibility to the new security metric – Attacking Point (AP). Then determining 
whether a node is suitable for joining routing process or not, can simply compare the 
value of its AP with pre-defined security requirement. 

SEMAP explores the relationship between AP and current multipath routing proto-
cols. As shown in Figure 1. There are four main procedures related with AP: evaluat-
ing AP, collecting AP, analyzing AP and monitoring AP. Each procedure can be 
mapped to corresponding stage of the routing process. 

1) Evaluating AP needs the up-to-date operation information of nodes. The period 
exchange of Hello message can take the responsibility to collect such information, 
which won’t bring additional communication overhead; 

2) The first procedure only obtains AP of a single node. To give a security estimate 
of a whole path, all the AP of nodes along the path should be obtained. Then as rout-
ing controlling messages travel along the path, each intermediate node can attach its 
security evaluation (AP) on its neighboring node on these messages; 

3) Based on the analyzing result of AP of each path set, source node will the final 
decision on path selection; 

4) Conventional routing maintenance is based on the availability detection and it 
can be updated to AP monitoring of neighboring nodes during packet forwarding. 
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Fig. 1. The Relationship between SEMAP and Routing Protocol 

3.2.2   Mathematic Model of Attacking Point 
Operation information reflects three kinds of security statuses of node, which include 
being attacked, being attacked in the future and attacking others. Each status provides 
a part of reference to form the final AP. So we define three sub-APs to represent their 
possibilities separately, which are Attacking Influence Point (AIP), Attacking Tempt-
ing Point (ATP) and Attacking Launching Point (ALP). 

The conversion procedure from the original operation information to the final AP 
is as follows: collecting the statistic data of performance status in a short time window 
-> making a contrast between current data with the pre-defined standard data -> esti-
mating the security status from comparison result in the view of possibility -> con-
verting the security status to a concrete value of AP. 

(1) Attacking Influence Point (AIP) 
The weakness in conventional secure routing protocols is that they seldom consider 
the influence imposed to network performance from varieties of attack. Node will 
present diversity in its performance more or less after attack. So a deeper understand-
ing based upon such diversity should be achieved. AIP indicates the possibility of 
being attacked according to the performance decline and we employ several perform-
ance metrics recommended by ITU-T and IETF as follows: 

1) IPTD (IP Packet Transfer Delay); 
2) IPLR (IP Packet Loss Rate); 
3) IPER (IP Packet Error Rate). 

It should be pointed out that, the decline of above performance metrics doesn’t indicate 
that node is under attack. For example, the increase of IPTD may be the result of network 
congestion or shortage of computational power. PIPTD, PIPLR and PIPER are the possibilities 
of being attacked deduced from each performance decline, as shown in Formula 1~3: 
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Where CIPTD, CIPLR and CIPER are the current values of performance metrics; SIPTD, 
SIPLR and SIPER are the pre-defined standard values of performance metrics. AIP can 
be calculated with Formula 4: 

1 2 3
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* * *

1
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α α α

= + +⎧
⎨ + + =⎩

 (4) 

Where 1α , 2α and 3α are the influence coefficients of each performance metric in 
AIP and can be adjusted according to practical requirement. For example, in real-time 
critical environment, the proportion of IPTD will be increased while that of IPLR and 
IPER can be reduced. 

 

(2) Attacking Tempting Point (ATP) 
Ad hoc network is a completely distributed network in its definition. However the 
degree of node activity is not uniform across the network in fact. To achieve a maxi-
mum damage effect, adversaries will seek for the most desired objects which are the 
“hop spot” of network, which means that the node has taken part in multiple network 
activities. For pre-caution, the tempting factors of attack should be extracted to pre-
dict the probability of coming threat. We conclude three characteristic tempting fac-
tors as follows: 

1) NIN (Number of Immediate Neighbors): It reflects the density of an area and the 
opportunity of being connected with others. Attacking such node will result the de-
struction of a whole local area; 

2) NRP (Number of Routing Process): It is probable that a node belongs to several 
routing process at the same time, which makes it as the traffic center of network. The 
failure of such node will result the breakage of multiple paths; 

3) LTQ (Length of Task Queue): This indicates the congestion status of node. 
Node of heavy load intrigues attackers more easily for its failure will bring serious 
packet loss. 

Calculation of the components of ATP employs an experiential model based on seg-
ment, as illustrated in Figure 2. 

 
Fig. 2. A Segment Model for ATP Calculation 
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For example, the possibility of being attacked in the future deduced from the value 
of NIN is as follows: 
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PNRP and PLTQ can be also obtained through the same model. Then ATP is calcu-
lated just as AIP. 

1 2 3
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* * *
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Where 1β , 2β and 3β are the proportion of each tempting factor in ATP and can be 

also adjusted according to security requirement. 
 

(3) Attacking Launching Point (ALP) 
An Adversary may possess several misbehaviors simultaneously. The more its misbe-
haviors, the more threat it will bring to the network. So the calculation of ALP, the 
possibility of attacking others, is an accumulative model, as shown in Formula 7. 
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Where 0<k<1 and N is the number of misbehaviors. The misbehavior list can be seen 
in [13], which include Unusual Traffic Attraction (UTA), Lack of Error Messages 
(LEM) and Frequent Route Updates (FRU) and so on. Figure 3 shows that as the 
increase of misbehaviors, ALP is close to 1. 

 
Fig. 3. The Relationship between ALP and Misbehaviors 

 
(4) Attacking Point (AP) 
After obtaining AIP, ATP and ALP, finally AP is calculating through Formula 8. 
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C1, C2 and C3 are ratios of AIP, ATP and ALP in AP, which are system parame-
ters. As shown in Figure 4, the mathematic model of AP is extensible and new secu-
rity related components can be easily added. The only change is internal relationship 
of the series ofα , β  and k.  

The higher security threat a node has, the higher its AP is. So the goal of SEMAP 
is to make the routing process away from the nodes with high AP. 

 

Fig. 4. The Extensible Model of AP 

3.2.3   Integration of AP and Routing Protocol 
 

(1) AP evaluation process 
Nodes exchange their status information with immediate neighbors periodically and 
evaluate their AP through the model in 3.3.2. Then as show in Figure 5, nodes classify 
their neighbors into two categories, suspicious and eligible. Based on the pre-defined 
AP threshold APT, each node maintains an Eligible Neighbor Table (ENT) to record 
the neighbors whose AP is lower than APT for message forwarding. 

 

Fig. 5. Node Classifying 

(2) Routing controlling message 
To integrate AP into current routing protocol, two new fields are added to conven-
tional routing controlling messages such as Routing Request Message (RREQ) and 
Routing Response Message (RREP): AP List and AP Hash. AP List records AP of 
nodes along the paths; AP Hash is the Hash value of AP List. Routing controlling 
messages in SEMAP take the responsibility of colleting AP of nodes along the path. 
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(3) Routing request procedure 
In routing request procedure, RREQ collects AP from source side. 

A. Source node generating RREQ 
Source node generates a secret random number R and encrypts it with the public key 
of destination node got from the key server. RE is the encryption result. 

Source node unicasts RREQ to the nodes in its ENT without employing the con-
ventional broadcast. AP List field of each RREQ is filled with AP of corresponding 
neighboring node. Then the initial AP Hash field is obtained through Hash function as 
Formula 9. Hash function and the encrypted R will together prevent AP from mali-
cious modification during message forwarding. Then new RREQ packet format is 
<RREQ, AP List, AP Hash, RE>. 

( , )APH hash R AP=  (9) 

B. Intermediate node forwarding RREQ 
When an intermediate node receives RREQ, it first checks whether it comes from a 
member in its ENT. If not, this RREQ will be abandoned; otherwise the intermediate 
node extracts AP Hash field from RREQ and calculates new AP Hash based on AP of 
next hop as Formula 10. 

_ _( , )AP new AP old nxethopH hash H AP=  (10) 

AP of next hop and new HAP will be attached after the previous fields of AP List 
and AP Hash. Then the updated RREQ is re-forwarded to eligible neighbors. As 
RREQ travels through the network, AP from source side is collected. When RREQ 
reaches destination node, it will contain a chain of AP and HAP, as shown in Figure 6. 

S 1 2 n D…

AP1 AP2 APN

HAP1 HAP2 HAPN

…

…

AP List =

AP Hash =  

Fig. 6. The chains of AP and HAP 

C. Destination node checking RREQ 
Intermediate node may secretly decrease its AP value given by its previous hop during 
message forwarding, which makes it seem more secure. To make sure that AP List is 
not maliciously modified, destination node will perform the following checking steps: 

Step1: Decrypting RE with its private key and obtaining R; 
Step2: Calculating HAP’ recursively as Formula 11 and compare each HAP’ with HAP in 
corresponding position of AP Hash chain. If they are not equal, we can deduce that inter-
mediate node in that position is malicious. The path this node belongs to will be discarded. 
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(4) Routing response procedure 
In routing response procedure, RREP collects AP from destination side. The basic 
process of generating and processing the fields of AP List and AP Hash is same as 
that of routing request procedure, which will not be described again. 

A. Destination node generating RREP 
In a pre-defined time limit, destination node collects sufficient RREQ from source 
node and constructs disjoint path sets from the paths that RREQ has transmitted 
along. Disjoint path set can be denoted as {

}
1 2, ,..., |

m

m

ii

DisjiontSet Path Path Path
Path

=
∩ = ∅ . The information of disjoint set and AP chain of source side  are

 attached on RREP. RREP will be sent back  to source  node  back  along  the  route 
RREQ has travelled through. 

B. Source node processing RRSP 
When source node receives RREP, it obtains AP chain of both source side and desti-
nation side, as shown in Figure 7. Then source node can employ the mean value of 
AP from these two sides as the final and complete security estimation of an interme-
diate node through Formula 12. 

2

sourceside detinationside
finalAP

AP AP
=

+
 (12) 
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RREQ

RREP  

Fig. 7. AP of source side and destination side 

3.2.4   Security Analysis Based on AP 

(1) The extending concept of AP 
When source node gets multiple disjoint paths from destination node, it needs to de-
termine which one is most suitable for final communication channel. To evaluate the 
security of a path set, we convert AP of a node to AP of a path set. The conversion 
order is node->link->path->path set. 
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To estimate path robustness, [14] offers two metrics: the number and the length of 
disjoint paths. More intermediate nodes and less disjoint paths make end-to-end con-
nection apt to break. From this concept, AP of a path should be higher than that of any 
intermediate node while AP of a path set should be lower than that of any single path. 

AP is the probability that a node is in danger status. So AP is lower than 1. We de-
fine AP of a link between node ni and nj as 

1 (1 )(1 )   Link i j i j i j i jAP AP AP AP AP AP AP AP and AP= − − − = + − >  

We define AP of a path consisting of p links as 

1

1 (1 ) 1 (1 )
p

path linkm linkm linkm

m

AP AP AP AP
=

= − − < − − =∏  

We define AP of a path set consisting of q disjoint path as 

1

q

set pathm pathm

m

AP AP AP
=

= <∏  

 

(2) Further optimization 
Source node set a security requirement setτ , and AP of path set should not ex-
ceed setτ . There may be two conditions: 

1) There are more than one path set satisfying the security requirement. Then 
source node chooses the path set with the lowest AP as the final channel; 

2) There is no path set satisfying the security requirement. Source node will exe-
cute the following steps: 

Step1: Choosing the path set with the lowest AP; 
Step2: Deleting the path with the highest AP from this path set and calculating AP 

of new path set; 
Step3: Comparing AP of new path set with setτ , if new AP is lower than setτ , this 

new path set will be the final channel; otherwise go back to step1 until suitable path 
set is found. 

After suitable path set is found, source node can send data packets to destination 
node along it. Source node makes the final decision, which can confuse the object of 
adversaries. Because even adversary intercepts the information of path set in routing 
response procedure, it can’t figure out whether it is the final communication channel. 

4   Simulation 

We construct the simulation environment using NS2. The simulation object is to 
compare the performance of AOMDV with and without SEMAP. As we have pointed 
out at the beginning of this paper that SEMAP is protocol independent. Then other 
multipath routing protocols can be also employed in our simulation. We only choose 
AOMDV as an example. In the simulation, the MAC layer is the IEEE 802.11 proto-
col with DCF. 200 nodes are placed randomly within a 1000m × 1000m area. The 
channel capacity is 2Mbps. The maximum node speed is 50m/s and the minimum 
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speed is 1m/s. The simulation time is 600 seconds. We set nodes in high security 
threat as the nodes whose AP are higher than APT. And the ratio of nodes in high 
security threat can be adjusted according to simulation requirement. Other simulation 
parameters related with SEMAP is listed in table 1. 

Table 1. Simulation Parameters 

APT 0.3 
setτ  0.45 

1α , 2α , 3α  0.33 

1β , 2β and 3β  0.33 

k 0.6 
C1, C2, C3 0.33 

We compare the performance of AOMDV with and without SEMAP at the follow-
ing three aspects: 

1) Packet delivery ratio: The ratio of the amount of packets received by the desti-
nation to the total number of packets sent by the source; 

2) Average delay: In our simulation, we treat average delay as the average time 
from the moment of source node sending RREQ to that of destination node receiving 
the first data packet; 

3) Average re-establishment overhead: The average number for source node re-
establishing route because of the failure of intermediate nodes. 

 

Fig. 8. Comparison on Packet Delivery Ratio 

 
Figure 8 shows that as the increase of the ratio of nodes in high security, packet de-

livery ratio of AOMDV decreases sharply. When the ratio of nodes in high security 
reaches 90%, AOMDV nearly loses the routing ability while AOMDV with SEMAP 
can keep a high packet delivery ratio exceeding 60%. This is because that SEMAP 
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provides a concrete metric for evaluating the security of a node, which can success-
fully exclude malicious node from routing establishment process. These malicious 
nodes may bring continuous damage to the network such as dropping packs silently. 

 
Fig. 9. Comparison on Average Delay 

Figure 9 shows that AOMDV with SEMAP also represents a better performance than 
AOMDV without SEMAP in average delay. The main component of average delay is the 
time spent in constructing the path. In conventional routing request procedure and routing 
response procedure, nodes with hidden trouble may not be completely exposed. When 
the forwarding of data packet begins, these nodes are apt to launch various attacks which 
bring frequent route re-establishment. One character of SEMAP, which is also a contri-
bution of this paper, is that SEMAP can discovery node with hidden trouble before actual 
routing establishment, which can maintain average delay in a low level. 

 
Fig. 10. Comparison on Average Re-establishment Overhead 
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Figure 10 shows that, there is only a small amount of link breaks in the network em-
ploying AOMDV with SEMAP. So communication overhead for route re-establishment 
can be greatly reduced. As pointed out in the contribution of this paper, SEMAP can be 
integrated with multipath routing protocol seamlessly, which doesn’t any additional 
message to the network. So SEMAP provides a security enhancement without compro-
mising the efficiency of normal routing protocols. 

5   Conclusion 

This paper explores the useful information of performance status of nodes in Ad hoc 
network and presents a secure enhancement mechanism SEMAP which can convert 
the possibility of security threat to a concrete metric. Then the comparison of security 
status among nodes is available, which can assist nodes to make the best choice in 
message forwarding and path selection. Simulation results have proved some attrac-
tive features of our mechanism in three aspects: packet delivery ratio, average delay 
and average route re-establishment overhead. Therefore, autonomic healing cell can 
be used as a practical solution for securing current multipath routing protocols. 
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Abstract. Scheduling the execution of multiple concurrent tasks on shared re-
sources such as CPUs and network links is essential to ensuring the reliable oper-
ation of many autonomic systems. Well known techniques such as rate-monotonic
scheduling can offer rigorous timing and preemption guarantees, but only under
assumptions (i.e., a fixed set of tasks with well-known execution times and in-
vocation rates) that do not hold in many autonomic systems. New hierarchical
scheduling techniques are better suited to enforce the more flexible execution
constraints and enforcement mechanisms that are required for autonomic sys-
tems, but a rigorous foundation for verifying and enforcing concurrency and tim-
ing guarantees is still needed for these approaches. The primary contributions of
this paper are: (1) a scheduling policy design technique that can use different de-
cision models across a wide range of systems models, and an example of how
a specific (Markov Decision Process) decision model can be applied to a basic
multi-threaded system model; (2) novel model checking techniques that can eval-
uate the behavior of the system model when it is placed under the control of the
resulting scheduling policy; and (3) an evaluation of those scheduling policy de-
sign and model checking techniques for a simple but representative example of
the kinds of execution scenarios that can arise in autonomic systems.

1 Introduction

An autonomic computing system must respond adaptively to varying operating con-
ditions, automatically and without external intervention. The adaptive behaviors that
allow such a system to continue to perform under dynamic conditions in turn place
varying demands on shared system resources, and the capacities of the system’s re-
sources constrain the possible behaviors of the system. Furthermore, to verify that an
autonomic computing system can manage its resources both feasibly and adaptively at
run-time, checkable models of the interactions among (1) the system’s resource man-
agement policies and mechanisms, (2) the system’s resources, and (3) the adaptive de-
mands that system activities place on the resources, must be developed. How to ensure
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reliable execution of autonomic computing system activities is thus an important and
challenging research problem.

Existing approaches to ensuring the verifiably feasible use of system resources on-
line often employ some kind of reference monitor [1], which mediates all requests for
access to system resources according to specified policies. Although reference moni-
tors have been considered most extensively in the contexts of data security and network
security, separation kernels [2,3] for partitioning resource use, and user level sand-
boxes [4,5,6,7] that intercept system calls made by application programs, illustrate the
applicability of resource monitors to managing the execution of system activities.

Limitations of Existing Approaches: As we discuss in further detail in Section 2,
while the user level sandbox and separation kernel approaches offer important features
for ensuring feasible use of resources by system activities, each of the approaches has
important limitations. For the sandbox approach the crucial limitation is in how pre-
cisely (especially with reference to timing) the desired execution semantics can be en-
forced, while for the separation kernel approach the limitation is the burden placed on
system developers to encode the nuances of complex system dependences according to
strict resource separation semantics.

Real-time schedulers [8] offer what amounts to a kind of (admittedly bypassable) re-
source monitor by ensuring resource feasibility of a set of system tasks. Although they
can offer strong guarantees under non-adversarial conditions, such classical scheduling
approaches only apply under very constrained assumptions that do not pertain in many
autonomic computing contexts. Hierarchical schedulers [9,10,11,12] offer greater flexi-
bility in enforcing less constrained scheduling policies precisely, and our previous work
has shown that integrating hierarchical thread-level scheduling mechanisms within a
kernel-level resource monitor is a useful step towards non-bypassable control over the
execution of system activities [13,14]. However, rigorous analysis of these more ad-
vanced scheduling approaches remains a largely open problem, so that for the most part
analytical guarantees of resource feasibility under those policies currently are not avail-
able. Furthermore, it is difficult to apply standard verification techniques such as model
checking without exploiting knowledge about the specific scheduling policy, which we
have also investigated in our prior work [15].

Solution Approach and System Model: To overcome the limitations of existing ap-
proaches for ensuring the verifiably feasible use of system resources, we are developing
new techniques (1) that are flexible in the policies they can enforce, and (2) within which
particular resource monitors can be customized according to their intended use. In this
paper, we consider only a very basic and abstract system model in which:

– multiple threads of execution require mutually exclusive use of a single common
resource (i.e., a CPU) in order to run;

– whenever a thread is granted the resource, it occupies the resource for a finite and
bounded subsequent duration;

– the duration for which a thread occupies the resource may vary from run to run of
the same thread but overall obeys a known independent and bounded distribution
over any reasonably large sample of runs of that thread;
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– a scheduler initially chooses which thread to run according to a given scheduling
policy, dispatches that thread, waits until the end of the duration during which the
thread occupies the resource, and then repeats that sequence perpetually.

This basic system model serves to illustrate simple but representative examples of the
kinds of scheduling enforcement problems that can arise in autonomic systems built
atop commonly used operating systems such as Linux or VxWorks. For example in
Linux every dispatch of an application thread occupies the CPU for at least a jiffy
and the scheduler only preempts threads at jiffy boundaries. Within the Linux kernel,
our previous work has considered how hard and soft interrupts also may be threaded
and placed under scheduler control [15], with different resulting durations of resource
occupation for the different kinds of interrupts.

In Section 3 we present a method for scheduling policy design that can be tailored to
specified workloads, which is based on a Markov Decision Process (MDP) approach.
The MDP approach is an illustrative example of a more general class of scheduling
policy design approaches that could be used in our solution approach, though we de-
fer consideration of other relevant techniques, such as reinforcement learning, to future
work. In Section 4 we present a novel model checking approach that makes use of finite
execution histories. This approach can be used for exhaustive exploration of possible
system traces, to verify properties such as the feasible use of resources under a schedul-
ing policy designed according to the approach in Section 3. In Section 5 we evaluate the
application of our approach to a sample system configuration, based on threads being
scheduled to maximize adherence to a target utilization for each thread. The results of
this evaluation show that these techniques can be practically applied. Finally, in Section 6
we summarize the contributions of this paper, and describe planned future work.

2 Related Work

Reference Monitor Approaches: User-level sandboxes have been used to intercept
system call requests and may record, deny, reorder, replace, or dispatch any request.
This approach offers significant flexibility because all system calls can be subjected
to arbitrary handling by the sandbox. However, sandboxes that do this entirely within
user space have difficulty supporting standard features like safe and efficient multi-
threading [5]. Hybrid interposition architectures [6] therefore move part of the sandbox
into the kernel. However, this approach still relies on the kernel’s native scheduling
policies and mechanisms, which do not offer sufficient control over system components
such as interrupts [14], and thus leave system activities vulnerable to accidental or ad-
versarial interference through interaction channels (such as resources shared among
threads) that do not pass explicitly through the system call interface.

Separation kernels can provide more stringent enforcement of system policies, but
unfortunately existing approaches do so inflexibly, by segregating resources into dis-
crete partitions, and strictly controlling communication and other interactions among
different partitions [2,3]. For example, the MILS kernel [3] partitions memory and CPU
resources into separate virtual machines on which processes then execute, controlling
not only access to resources, but also communication between processes running in
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different partitions. Through such strict separation, these approaches allow formal spec-
ification and verification [16] of resource isolation between the partitions.

The main limitation of existing separation kernel approaches is that application de-
velopers must assign processes to resource partitions correctly, so that independent sys-
tem activities are isolated, but system activities that have inherent dependences can
still interact appropriately. This obligation places a significant burden on system de-
signers, and examples of non-adversarial interference between activities of complex
autonomous systems, such as the Mars Pathfinder priority inversion problem [17], illus-
trate that identifying all dependences up front in real-world systems is a daunting task.

Scheduling Policy Design: Many thread scheduling policies have been designed and
analyzed to ensure guaranteed feasibility of resource use in closed real-time systems [8].
Most of those approaches assume that the number of tasks accessing system resources,
and their invocation rates and execution times, are all well characterized. Real-time
systems approaches that allow even such basic extensions such as asynchronous task
arrival must depend on special services (e.g., admission control [18]) to maintain re-
source feasibility at run-time.

Hierarchical scheduling techniques [9,10,11,12] offer greater flexibility in their
ability to enforce scheduling policies adaptively at run-time, according to multi-faceted
scheduling decision functions that are arranged hierarchically into a single system
scheduling policy. However, there has been little prior work on verification of what
guarantees can be made by such hierarchical scheduling policies. Furthermore, ver-
ification of scheduling policies that induce thread preemption and require reasoning
about continuous time may encounter problems with decidability [19], so that special
techniques that exploit knowledge about the structure of the specific scheduling prob-
lem [15,20] may be needed before the techniques we are developing can be applied to
systems with more nuanced execution semantics than the basic system model described
in Section 1 (e.g., systems in which an actuator or sensor could be triggered arbitrarily
on a continuous time line).

Dynamic programming has long been used for large-scale scheduling problems, such
as those encountered in large machine shops [21]. A related technique, Reinforcement
Learning (RL) [22] (often called Approximate Dynamic Programming), has been iden-
tified as a learning technology that holds great promise for the autonomic computing
community [23]. It has been successfully been applied to several domains, includ-
ing computer cluster management [24] and network configuration repair [25], and job
scheduling [26]. However, RL algorithms are typically iterative and, in practice provide
an approximation to the optimal solution. This approximation improves over time, as
the algorithm sees more training data but, for realistic problems, convergence to the
optimal is often slow.

3 Scheduling Policy Design

The scheduling decision model consists of sequentially deciding to dispatch one of
n threads whenever the CPU is available. Threads may release the CPU after a non-
deterministic duration, that as we noted in Section 1 falls within a known and bounded
distribution. A dispatched thread always executes for at least one time quantum. The
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scheduler’s objective is to maintain the relative resource utilization for each thread near
some target utilization vector u.

We represent this scheduling decision model as a Markov Decision Process (MDP)
[27]. In general, an MDP is a four-tuple (X, A, R, T ). X is the set of process states,
and A is the set of available actions. The transition function T describes the dynamics
of the system as a conditional probability measure P (y|x, a) of transitioning from state
x to y on action a. The real-valued reward function R(x, a, y) describes the immediate
cost or benefit for transitioning from state x to y on action a. In the discounted reward
setting, future rewards are weighted by a factor of γ ∈ (0, 1], which weights rewards by
temporal proximity.

A policy π recommends an action in each state. An optimal policy, π∗, maximizes
the expected sum of discounted rewards observed as the system executes. Finding π∗

reduces to computing the optimal state-action value function Q∗. Q∗(x, a) is exactly the
sum of discounted rewards obtainable by taking action a from state x, then executing the
optimal policy thereafter. Q∗(x, a) is the solution to the system of Bellman equations

Q∗(x, a) =
∑
y∈X

P (y|x, a) [R(x, a, y) + γV ∗(y)] , (1)

where V ∗(x) = maxa∈A {Q∗(x, a)} is the optimal state value function. Given Q∗,
π∗(x) = argmaxa∈A {Q∗(x, a)}.

In the scheduling MDP, each action corresponds to the choice to dispatch a particular
available thread. The MDP’s states are identified by the time quanta utilized by each
thread. These are integer-valued vectors x = (x1, . . . , xn) ∈ N

n for a system with n
threads. In order to bound the number of states, we introduce a termination time τ , so
that the state set X = {x ∈ N

n : ‖x‖ ≤ τ} where ‖ · ‖ denotes the 1-norm. We treat
the boundary states x such that ‖x‖ = τ as absorbing states, so that further actions
do not change the state of the system. The parameter τ defines the extent to which the
scheduler looks into the potential future evolutions of the system’s execution state when
making a decision.

The MDP’s transition function is defined in terms of the run-time distribution for
each thread. Let Δi = (δi1, . . . , δin) be the change in state after thread i executes for
a single time quantum; δij is the Kronecker delta (δij = 1 when i = j, otherwise
δij = 0). The transition probability of the system moving from state x to state y after
dispatching thread i can be non-zero only when y and x differ only in element i, i.e.,
only when y = x+ tΔi for some positive integer t. If y is non-absorbing, the transition
probability is exactly Pi(t), the probability that thread i executes for t time quanta. If
y is absorbing, then P (y|x, i) is the cumulative probability of executing for t or more
time steps,

∑∞
s=t Pi(s) = 1−∑t−1

i=1 Pi(s). To summarize,

P (y|x, i) =

⎧⎨
⎩

Pi(t) ∃t > 0, y = x + tΔi and ‖y‖ < τ

1−∑t−1
s=1 Pi(s) ∃t > 0, y = x + tΔi and ‖y‖ = τ

0 otherwise.
(2)

We define the reward function R(x, i,y) in terms of a per-state cost function C.
The cost of a state x, C(x), is the squared Euclidean distance between x and the target
utilization at time ‖x‖, ‖x‖u:
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C(x) = −
n∑

i=1

(xi − ui‖x‖)2 . (3)

Since actions only change one component of the state vector, we define R(x, i,y) only
when y = x + tΔi for some t. In order to encourage the scheduling policy to maintain
target utilizations while threads execute as well as when decisions are made, we define
the reward as the discounted sum of the costs of states from x to y, excluding y.

R(x, i,y) = R(x, i,x + tΔi) =
t−1∑
s=0

γsC(x + sΔi) (4)

Figure 1 depicts the utilization state space and its transition function for a problem
with two threads and a termination time of three quanta. Each thread in this example
has a deterministic run-time of one quantum.

0,0 2,0 3,0

0,1

0,2

0,3

1,1

1,2

2,1

1,0

Fig. 1. Transition graph for a scheduling MDP with τ = 3 and two threads. Each thread has a
deterministic single quantum run time. Right arrows indicate the change in state as thread 1 runs,
up arrows show the state transition when thread 2 runs.

Excluding absorbing states, the scheduling MDP transition graph is acyclic. The fu-
ture expected rewards of states depend only on states with greater cumulative utilization.
This enables us to solve for the value function directly by working backwards from the
absorbing states, as long as n and τ are sufficiently small.

We first compute the future expected reward of each absorbing state x. The future
expected rewards of these states are the costs of remaining in them forever,

V ∗(x) = −
∞∑

t=0

γtC(x) = −C(x)/(1− γ). (5)

Next we iterate over non-absorbing states, working backwards from states with high to
low utilization. Let T = τ −‖x‖ be the number of remaining quanta before termination
from one such state. The future expected reward of dispatching thread i in state x is

Q∗(x, i) =
T∑

s=1

P (x + sΔi|x, i) [R(x, i,x + sΔi) + γV ∗(x + sΔi)] . (6)
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Computing the value function in this case takes O(nτ |X |) time. The τ term arises be-
cause the future expected reward of a state is the weighted average over possible future
states. Computing V ∗ in the recursion requires maximizing over all n actions from
each potential future state. If we know that a thread can only occupy the resource for at
most k time steps, then we can replace the τ term with k by restricting the summation
in Equation 6 to only the possible run-times. In this paper we consider only problems
where n and τ are small enough to allow exact computation of the value function as
detailed above. The number of states grows quickly, as |X | = ∑τ

t=0

(
n+t−1
n−1

)
, so even-

tually we would need to approximate the value function as n and τ increase.

4 Verification

Model checking has been applied to the offline verification of a wide range of systems.
Model checking verifies systems by first exhaustively enumerating all reachable states
and the transitions among them. Specifically, given a transition and a predecessor state,
the next state represents the possible values the system variables can take on. To differ-
entiate these states from the utilization states in the MDP described in Section 3, we call
these states verification states. The verification states capture the possible evolutions of
the system’s utilization state.

Safety properties are specified as temporal logic expressions evaluated over the ver-
ification state space. A system is verified if, during exhaustive enumeration, no ver-
ification state is found where that expression is false. In this paper we do not detail
how to evaluate particular temporal logic expressions, but rather describe the strategies
for the exhaustive enumeration of the verification state space induced by a particular
scheduling policy.

Verification State Representation: When timing constraints must be verified, timed
automata are commonly used for modeling systems [28]. Two limitations inherent to
timed automata prevent us from using this typical approach for verification of schedul-
ing policies produced by the approach presented in Section 3.

The first limitation is the state representation used by timed automata. Timed au-
tomata use continuous clock variables to abstract the passage of time. Verification states
are represented as a set of constraints of the form: c − d < x, where c and d are clock
variables and x is an integer value. Given an arbitrary policy generated by our adaptive
approach, there is no guarantee that a particular verification state can be represented
using only constraints of this form. In particular, the dividing line between decision
regions will most likely parallel the utilization vector. Only in the special case of two
threads given equal utilization targets will it be possible to represent the decision bound-
ary as a constraint of this form.

The second limitation precluding the use of of timed automata is the way in which
verification states are propagated. Each verification state only captures the relative off-
set of the individual system clocks, abstracting away total elapsed system time. Timing
properties of the system are encoded as guards that govern what conditions must be sat-
isfied for state transitions to occur. These guards are expressed as inequalities between
a clock and an integer. Because these inequalities are specified in the model, there is a
threshold over which differences between clocks need not be tracked, therefore ensuring
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the number of possible verification states is finite. This property guarantees state prop-
agation will terminate.

However, in a system that must track utilization, as in the method presented in
Section 3, there is no such guarantee. With variables representing a thread’s utilization
there is no bound on the size of the representation needed to track the changes made by
later actions. Total system time and the time spent running any single thread both can
grow without bound, and with them the number of bits needed to track utilization by a
thread accurately.

Therefore, new methods to represent verification state and to perform verification
state propagation are needed. We first consider how our scheduling policies will be
implemented. One reasonable implementation is to deal with only a manageable finite
history when evaluating the next action as the scheduler has finite memory. Based on
this observation, the verification state becomes simply a history that encodes the last n
actions.

Verification State Propagation: We then must deal with the problem of how to prop-
agate verification states. Given the minimum and maximum execution times for each
thread dispatch and a history of the last n actions, we can determine what subsets of
utilization states are reachable. A simple decision procedure is then available for ver-
ification state propagation: iterate over the current set of utilization states and add the
action given by the policy to the set of possible actions. As the results of our evaluation
presented in Section 5 demonstrate, significant optimizations to this simple decision
procedure may be available for certain scheduling policies.

This representation guarantees coverage of all possible verification states, and also
guarantees that verification state space propagation terminates. This follows because
the verification state space is finite (there are

∑n
i=0 ti possible histories where t is the

number of threads and n is the maximum history length).

0,1 1,1 2,1 3,1 4,1

4,03,02,01,00,0

Fig. 2. Example state space exploration

Figure 2 shows the beginning of state space exploration for a simple two thread
system. In this example thread one has a deterministic run time of 1 time unit, while
thread two runs for either 1 or 2 time units. The variability of thread two’s utilization
induces (1) multiple possible utilization states in each verification state (except for at the
origin), and (2) many utilization states that belong to multiple verification states. The
boxes in Figure 2 show how the verification states are overlayed on the set of utilization
states from the scheduling policy.
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At first the verification state (corresponding to a null history) only includes the origin.
However after the first decision, which is to dispatch thread one, the verification state
now includes two utilization states, labeled (1,0) and (2,0). After two more decisions
the verification state includes three of the underlying utilization states. State exploration
continues until no transitions to unexplored verification states can be found.

However, this method is also pessimistic, allowing series of transitions that in prac-
tice are not possible. This means that systems positively verified are truly safe, but
systems where error states are reachable relative to a given query, are not necessar-
ily unsafe. The pessimism arises because each decision induces constraints on what the
possible values of the utilizations are, over the n actions for which the decision was eval-
uated. As such we can create an increasingly optimistic model by continuously adding
another action to the history. However, this leads to more complicated decision proce-
dures. In order to show the applicability of this technique we will use the pessimistic
method for full state space enumeration. This gives a good estimate to the relative costs
of the search and can provide safety guarantees because of coverage.

5 Evaluation

We demonstrate these techniques on a small example problem with two threads and
termination time τ = 512. The resulting MDP has 131,882 states.

The thread run-time distributions are shown in Figure 3. These were generated by
sampling Erlang distributions at the integers in the range from 1 to 16 inclusive, then
normalizing the results to obtain discrete run-time distributions. The Erlang distribution
for thread one has rate λ = 1 and shape k = 2 (mean 2), while the distribution for thread
two has λ = 2 and shape k = 18 (mean 9). These distributions illustrate differences
we expect to see in real systems, where user threads may be CPU-bound for long but
highly variable periods of times while low-level event handlers occupy relatively short,
fairly predictable intervals. The scheduling policy must therefore balance the need to
maintain temporal predictability (and therefore its bias is toward thread one’s smaller
mean), with the enforcement of the desired utilization.

The optimal policy for the example problem is shown in Figure 4. The policy rec-
ommends dispatching thread one in the dark gray regions, which advances the state
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Fig. 3. Example problem run-time distributions
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Fig. 4. Left: Optimal policy for this example problem. The ray shown in black shows the target
utilization. The policy dispatches thread one (move right) in dark gray states and thread two (move
upwards) in light gray states. Bottom Right: Close-up at the origin. The decision boundary runs
roughly parallel to the target utilization ray. Top Right: Close-up at the terminal states near target
utilization. Notice the protrusion of dark gray where the policy deviates from parallel.

along the horizontal axis. Thread two is dispatched in light gray states, advancing the
state vertically. The target utilization is shown by the black ray. The decision boundary,
best seen in the inset figures on the right in Figure 4, is parallel to target utilization,
but translated to the right. In this interval it is better to execute thread one even though
it is guaranteed to move the system away from target utilization. The alternative is to
execute thread two, likely overshooting the target utilization and likely resulting in a
net higher cost state because of the longer expected run-time. There is also an edge
effect near the decision boundary due to the termination time. In the neighborhood of
x = (210, 310), both actions lead to states that are quite close together because of the
proximity of absorbing states. This leads to a short interval where the decision boundary
lines up with the target utilization ray. Immediately prior to this interval is a protrusion
where it is better to dispatch thread one. Doing so is likely to put the system into a state
where dispatching thread two transitions the system directly to a good absorbing state.
Due to the relatively small variance of thread one, the system can accurately aim for a
good absorbing state a couple of decisions in advance.

Verification of properties in the state space induced by this scheduling policy can
be significantly optimized over the simple decision procedure explained in section 4.
Because of the decision boundary is mostly linear, most verification states need only
determine the action suggested at the utilization states obtained by simply alternately
maximizing and minimizing the share of the utilization received by each thread in the
history.

Exploration of the resulting state space for offline verification is summarized in
Table 1. For comparison, two different state space exploration techniques were used.
First, the unconstrained state space was explored. In unconstrained exploration (sum-
marized in the rightmost columns) any thread can be executed from any state. This
results in a finite state machine with transitions connecting every possible decision
history.
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Table 1. Summary of Verification State Space Enumeration with Different History Sizes

Under Scheduling Policy Unconstrained
History Size States Transitions Time States Transitions Time

1 11 12 00:00:00 13 16 00:00:00
2 22 25 00:00:00 29 39 00:00:00
3 45 53 00:00:00 61 76 00:00:00
4 89 108 00:00:00 125 156 00:00:00
5 177 218 00:00:00 253 316 00:00:00
6 353 438 00:00:00 509 636 00:00:00
7 705 878 00:00:00 1021 1276 00:00:00
8 1409 1758 00:00:00 2045 2556 00:00:00
9 2817 3518 00:00:00 4093 5116 00:00:00

10 5633 7038 00:00:00 8189 10236 00:00:00
11 11265 14078 00:00:00 16381 20476 00:00:01
12 22529 28158 00:00:02 32765 40956 00:00:03
13 45057 56318 00:00:09 65533 81916 00:00:13
14 90096 112607 00:00:38 131069 163836 00:00:52
15 180205 225241 00:04:28 262141 327676 00:05:31
16 360420 450509 00:10:20 524285 655356 00:15:04
17 720851 901047 00:38:07 1048573 1310716 00:53:41
18 1441714 1802125 02:36:04 2097149 2621436 03:29:34
19 2883441 3604283 10:47:04 − − −

The second state space exploration was informed by the scheduling policy described
above. Only a subset of the states reachable in the unconstrained case is reachable in
this case, since the policy may be homogeneous over the set of utilization states un-
derlying a particular validation state. Results for the exploration of this state space are
summarized in the leftmost columns. As expected, the state space exploration guided
by our scheduling policy is smaller and thus faster to compute than the full state space.

6 Conclusions and Future Work

We have described an approach to system verification given a rational scheduler that
maximizes a weighted fairness criterion given complete knowledge of distributions of
thread execution times. With this knowledge about the system, we are able to derive an
optimal policy for each utilization state up to some maximum system termination time.
This is a step toward designing verified autonomic systems with specialized scheduling
policies.

In practice, the scheduling policies derived from our system model have produced
decision surfaces that partition the utilization space into linearly separable segments (up
to edge effects). We have empirical evidence suggesting that this is a persistent effect;
we are currently attempting to determine formally whether or not this is always the
case. If policies are linearly separable, even only in special cases, then in those cases
we can apply the simpler decision procedure described in Section 5.

The MDP analysis of the scheduler is a critical component to discovering its be-
havior at a quantum-by-quantum level. However, this requires explicitly tabulating the
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possible utilization states of the system, which scales poorly with the number of threads.
More importantly, the utilization state space is unbounded, which necessitates the intro-
duction of absorbing states in the model that inadequately express the concerns of the
original system that we are modeling. Eliminating termination time from the model is
an essential next step towards broadening the applicability of this modeling approach.

It seems possible to eliminate the termination time from the MDP model by taking
advantage of the self-similarity of the system dynamics from each utilization state. We
can define equivalence classes over utilization states based on the displacement from
zero cost states. By establishing a transition function over these equivalence classes we
can capture the dynamics of the original system model without relying on some fixed
termination time. As time increases the number of equivalence classes also increases,
since it is possible to get farther and farther from target utilization. This can be handled
by introducing absorbing states. Unlike the absorbing states described in this work,
these states would likely be homogeneous with respect to the optimal policy.

One of the key limitations of the verification state spaces presented in this paper is
their pessimism. In order to improve upon this, more complicated decision procedures
are needed at each step of state propagation in model checking. While general and pow-
erful decision procedures such as those proposed in [29] seem applicable, the resulting
increase in the complexity of state propagation may make them intractable in practice.
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Abstract. Dynamic collaboration environments in which team member
utilize different pervasive collaboration services for their collaborative
work pose many challenges for service adaptation. Given a team, the un-
derlying collaboration services must fulfil the team’s goal. Thus, it is not
enough to adapt collaboration services to the context of an individual.
One needs to understand the behavior of the team and the collaboration
services in order to adapt these services. Though many research efforts
aim at understanding team behavior at the human level, there is no such a
framework that focuses on adapting collaboration services for teamwork.

In this paper, we introduce a set of novel metrics that characterizes
emergent behavior of teams. We present a team analysis and adapta-
tion framework (TAAF) which monitors diverse collaboration services,
analyzes and provides relevant metrics for understanding dynamic teams
and for continuous team and service adaptation. This paper also discusses
how TAAF can be used to support self-management of collaboration ser-
vices for collaborative teams.

1 Introduction

Recent advances in pervasive technologies have fostered the collaborative ac-
tivities of knowledge workers across spatial, organizational, and professional
boundaries [1,2]. Those activities are performed in a distributed and dynamic
environment comprising of a variety of collaboration services used in different
ways. In such an environment, pervasive collaboration services need to continu-
ously adapt to the change of team context which is strongly dependent on the
activities of team members. Existing autonomic adaptation approaches, however,
concentrate on the adaptation of services to only the context of individuals [3,4].
Given a team of knowledge workers that utilize various collaboration services,
a whole new level of complexity emerges when the adaptation needs to incor-
porate the behavior of the whole team. In this paper, we present a framework
enabling adaptation of pervasive collaboration services based on a set of novel
team metrics.

1.1 Motivation

Although, each member of a team uses collaboration services in a different way,
the underlying services must fulfil the collaborative goal of the team. As a
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result, adapting collaboration services only to the context of an individual is not
enough. We need to understand the behavior of the team in order to adapt these
services. For example, understanding team execution phases will help reconfig-
uring service provisioning strategies: a pervasive document management service
initially deployed for a small team should adapt its behavior when the team
grows. Team resource usage patterns might reveal which services are relevant
and should be selected for particular activities. This would significantly enhance
current SOA-based approaches — such as in [3] — achieving self-adaptation.
In short, if we need to support team-centric self-management of collaboration
services, we must be able to understand the complex relations between the team
and its utilization of services.

The complexity arising from dynamic teams operating in a heterogenous envi-
ronment demands for a support framework to aid collaboration services adapting
to emerging team behavior. To our best knowledge, there is no such a frame-
work that focuses on adapting collaboration services for teamwork, though many
research efforts aim at understanding team behavior at the human level [5]. Cur-
rent scientific approaches to autonomic service adaptation focus on the system
level and limited service consumer context [4,6]. Although research on context-
aware systems [7] provides methodologies and frameworks to capture dynamic
behavior, previous work consider merely the dynamics of individual humans.
This lack of quantitative metrics and framework to provide data on emerging
behavior motivates our work in this paper.

To tackle the above-mentioned issues, we apply the autonomic computing
paradigm to the adaptation of collaboration services used in teamwork. Our
ultimate goal is to develop a supporting software framework for the adapta-
tion of collaboration services for teamwork. In our view, this requires a multi-
disciplinary research effort where we need to combine research approaches from
multiple domains, such as Computer Supported Cooperative Work (CSCW),
context-awareness, autonomic computing, and SOA. However, providing such a
framework for emergence-based autonomic adaptation is challenging. We need
to characterize the behavior of team collaboration in terms of metrics that can
be used by software, and to gather information from heterogeneous services and
devices by means of monitoring. Based on that we can analyze the behavior of
a team and its collaboration services to develop adaptation strategies.

1.2 Contributions

Our salient contributions of this paper are:

– A novel set of metrics characterizing emerging team behavior that can be
used for service adaptation.

– An advanced set of analysis techniques for understanding emerging team
behaviors in pervasive collaboration environments.

– The design and implementation of a novel framework for measuring and
providing team metrics during runtime.

The work presented in this paper results in the Team Analysis and Adap-
tation Framework (TAAF). To our best knowledge, it is the first attempt to
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combine delivery of runtime characteristics and context awareness techniques to
achieve emergence-based autonomic adaptation. This paper concentrates on the
definition, monitoring and analysis of metrics for service adaptation. The subse-
quent steps of planning and execution to achieve adaptation inside the pervasive
collaboration services remain outside the scope of this paper.

Paper Structure: The remainder of this paper is organized as follows. Section 2
discusses team properties and adaptation. Section 3 introduces a set of novel
team metrics. The design and implementation of TAAF is detailed in Section 4.
We present experiments illustrating TAAF in Section 5. Related work is given
in Section 6, followed by the conclusion and future work in Section 7.

2 Team Properties and Adaptation

Our objective is to support autonomic collaboration services. Figure 1 depicts a
dynamic collaboration environment in which teams utilize different collaboration
services for their collaborative work. Given the complexity of dynamic collabo-
rations among team members, shown in the upper part of Figure 1, pervasive
collaboration services (meeting scheduling, notification, document repository,
etc.), shown in the lower part of Figure 1, should be adaptive.

Our approach is to define metrics characterizing teams to understand the dy-
namics services are confronted with. Based on that, we monitor team behavior,
capturing the required data to determine and manage team metrics. This is the
first step in the autonomic cycle focusing on observable complex relations be-
tween team members and their environment. We deliberately do not consider
cognitive or psychological properties of the individual team members, as these
properties do not constitute emerging team properties. Then, we analyze snap-
shot metrics and time-series to detect situation requiring adaptation. Threshold
analysis, team lifetime phase detection, team comparison, and metric correlation
are some supported techniques.

We have to consider several properties of the dynamic collaboration environ-
ment to understand how emerging team behavior affects service adaptation.

Fig. 1. Dynamic collaboration environment
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Location. Indynamiccollaborationenvironments, teammembersaredistributed
andmobile.Theyneed to access services andcommunicate independentof their
respective position. Furthermore, services provided by the team members’
organizations are equally distributed. Example self adaption strategies ben-
efiting from analyzing the complete set of member movements are content dis-
tribution or service replication algorithms.

Organization. Team members originate from various organizations. Monitor-
ing organizational structures and roles as well as dependencies across the
whole team will enable the evaluation of the impact of each organization on
the services and resources available to the team. For example, scheduling or
communication services equipped with self-adaptive behavior can limit the
team’s dependency on a single organization.

Coordination. Members are coordinated based on goals, tasks, assignments,
project-related roles, and skills. Analyzing individual properties is insufficient
to understand their relevance in the overall team context. Collaboration
services - such as a meeting scheduling service - that monitor coordinative
metrics at a team level can self-adapt to select the most relevant meeting
participants.

Interaction. Effective communication between distributed team members is vi-
tal. Analyzing scope (two members vs. the whole team) or type (synchronous
vs. asynchronous) allows selecting the most suitable communication services
- email, instant messaging, virtual conferences, mailing lists, or blogs. For
example, as the team evolves, monitoring emerging interactions allows a
communication recommendation service to continue recommending the most
suitable form of communication.

Resources. Team members access a vast number of resources - distributed
across a pervasive environment - from a multitude of devices. Rather than
analyzing individual resource statistics, focusing on combined resource uti-
lization at team level provides significant potential for adaptation. Example
applications are resource monitoring services prioritizing the availability and
reliability of the most vital resources.

By studying these properties, we develop and quantify metrics associated with
teams. Specifically, we focus on metrics that describe emerging properties, arising
from the relation between team members.

Terminologies and Notations: In the scope of this paper, teamwork is any
work performed by a team to achieve a goal (defined by a Project). A Team con-
sists of a set of members (more than one) engaging in teamwork, each Member
being a human resource. Different members belong to different organizations,
while a person can be a member of multiple teams. An Organization is a (le-
gal) entity which defines the professional/employment background from which
members engage in team work. Organizations can range in size from a single
person, a dozen of people, to thousands of people. A Project consists of a goal to
achieve, work steps specified to a certain degree of formalization, and constraints
for achieving the goal. Teamwork consists of a set of Activities that describe the
work actually performed by members to complete the project. By definition,
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Table 1. Notations

Notation Description
teami team i

mi member i
size(teami) the number of members assigned to teami

ai activity i
A(teami) the number of activities executed by teami

ci interaction i, a subclass of activity
ri resource i

orgi organization i assigning members to a team
ORG(teami) the list of organizations involved in teami

l(mi) location of member i
|X| number of elements in list or set X

Interactions are a subclass of activities, having multiple members involved, uti-
lizing resources of type communication service, and being short-lived. A Resource
is any computing, information, or communication service in pervasive environ-
ments that is used by team members in order to fulfil teamwork. Team members
use resources to communicate, collaborate, and coordinate teamwork. Table 1
presents notations used in this paper.

3 Team Metrics

From the analysis of team properties we have developed a set of metrics char-
acterizing relations between team members and collaboration services. Table 2
lists main metrics.

Team Location Entropy, TLE(teamk), describes whether teamk members’
movements result in spatial clusters of workers or not, by determining the prob-
ability of all members being colocated.

TLE(teamk) =
∑n

i=1

(
li(teamk)

2

)
(
size(teamk)

2

) (1)

where li(teamk) is the number of members in teamk at location li.

Table 2. Overview of main team metrics

Properties Metrics
Location Team Location Entropy TLE(teamk)

Team Mobility Entropy TME(teamk)
Organization Organization Harmonic Mean OMh(teamk)

Organization Arithmetic Mean OMa(teamk)
Organization Membership Stability OMS(teamk)

Coordination Team Size size(teami)
Team Stability TS(teamk)
Activity Participation Harmonic Mean APh(teamk)
Activity Participation Arithmetic Mean APa(teamk)

Interaction Interaction Participation Harmonic Mean IPh(teamk)
Interaction Participation Arithmetic Mean IPa(teamk)

Resource Resource Access Harmonic Mean, RAh(teamk)
Resource Access Arithmetic Mean, RAa(teamk)
Resource Access Distribution, RAD(teamk)
Resource Utilization, RU(teamk)



Measuring and Analyzing Emerging Properties 167

Team Mobility Entropy, TME(teamk), describes whether team members of
teamk relocate jointly or individually by determining the probability of the whole
team being colocated before and after relocation.

TME(teamk) =

∑n
i=1

∑n
j=1 reloci,j(teamk)

mob(teamk)
∀ i �= j (2)

where reloci,j(teamk) determines the number of members in teamk that have
relocating from location li to location lj and mob(teamk) computes the total
number of members in teamk that have moved. Thus, members remaining at
their location are not taken into consideration for calculating the TME.

Colocation and joint movements reveal tight interdependencies between mem-
bers. TME and TLE specifically focus on the spatial relations between team
members thus indicate the presence of similar needs and contexts. At the same
time colocation and co-mobility reflect the complexity of providing communica-
tion and collaboration services. The higher TME and TLE values are, the less
effort is required.

The Organization Harmonic Mean, OMh(teamk), is the harmonic mean of
member count per organization within teamk and is defined as:

OMh(teamk) =
size(teamk)∑|ORG(teamk)|

i=1
1

|orgi(teamk)|
∀ orgi ∈ ORG(teamk) (3)

Organization Membership Stability, OMS(teamk), is derived by observing
changes in the number of participating organizations. Each joining or leaving
organization, determined by function changeOrg(orgi), results in a change of
value 1.

OMS(teamk) =
∑|ORG(teamk)|

i=1 (changeOrg(orgi))
|ORG(teamk)| (4)

Organization-related metrics provide an indicator of effort to provide services in
a uniform manner. Multiple organizations in the same project may have, e.g.,
conflicting data representations forms or incompatible security policies.

Having an entire organization join or leave or having an unequal distribution of
members across organizations has significant impact on the team’s performance
due to complex coordination and resource provisioning challenges.

Team Stability1, TS(teamk), is derived by observing changes in the number of
team members. The sum of joining members and leaving members is determined
by changeMjoint(teami), respectively changeMleft(teami).

TS(teamk) =

⎧⎪⎪⎨
⎪⎪⎩

changeMjoint(teamk)
size(teamk) if changeMjoint > changeMleft

changeMjoint(teamk)
size(teamk)+changeMleft

if changeMjoint = changeMleft

changeMleft(teamk)
size(teamk)+changeMleft(teamk) if changeMjoint < changeMleft

1 Answers.com defines team stability as “the degree to which the membership of a
team remains the same. Team stability can be defined in terms of length of time
that the team members remain together”.
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Team stability reflects membership dynamics within a team and provides, to-
gether with team size, insightful information for determining suitable resource
allocation strategies.

Activity Participation Harmonic Mean, APh(teamk), specifies the harmonic
mean over all activity involvements and is defined by:

APh(teamk) =
|Ak|

size(teamk) ∗∑|Ak|
i=1

1
inv(ai)

∀ ai ∈ teamk (5)

where inv(ai) returns the number of members involved in activity ai.
Interaction Participation Harmonic Mean, IPh(teamk), specifies the harmonic

mean over the cardinality of all interactions and is defined by:

IPh(teamk) =
|Ck|

size(teamk) ∗∑|Ck|
i=1

1
card(ci)

∀ ci ∈ teamk (6)

where card(ci) returns the cardinality (number of participants) of interaction ci.
Whether interactions tend to include the whole team or just a small subset

of members reflects the scope of required interoperability between the employed
collaboration and communication services. The same property determines to
which extent self-adaptation algorithms will affect the overall team.

Resource Access Harmonic Mean, RAh(teamk), is the harmonic mean of re-
source access by members of teamk.

RAh(teamk) =
|Rk|∑|Rk|

i=1
1

use(ri)

∀ ri ∈ teamk (7)

where use(rk) returns the amount of times resource rk is used within teamk.
Resource Access Distribution, RAD(teamk), is the average reuse indication

how often resources are accessed by different members on average in teamk.

RAD(teamk) =
DRA(teamk)
|Rk| (8)

where the Distributed Resource Access DRA(teamk) sums up the total amount
of times resources Rk are accessed within teamk by different members mi. The
Distinct Resource Access, DRA(teamk), is defined as:

DRA(teamk) =
|Rk|∑
i=1

useset(ri) ∀ ri ∈ teamk (9)

where useset(ri) denotes the count of distinct members having used resource ri.
In contrast to Resource Access, Resource Utilization, RU(teamk) is the reuse

indication how long the average resource has been reused.

RU(teamk) =
∑|r|

s=1 t(rs)
t ∗ |r| (10)
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where t(r) indicates the duration in which resource rs is used within interval
t. Resource Access Distribution enables identification of the commonly used re-
sources and services. Subsequently this metric facilitates focusing adaptation
efforts on these significant team resources.

The above discussed metrics provide insight into the dynamic properties of
teams. These metrics characterize emerging behavior arising from indirect and
direct interaction, activity, communication, and resources in teams. While these
metrics provide only a snapshot of the team’s status at a specific time, temporal
analysis of these metrics can detect the effects of preceding adaptation efforts.

4 The Team Analysis and Adaptation Framework

Figure 2 describes TAAF (Team Analysis and Adaptation Framework) which
consists of middleware services and tools for monitoring and analyzing team
metrics at runtime and utilizing metrics for service adaptations. The Event Col-
lection gathers monitoring data related to teams from different collaboration
services. Events will be pre-processed to extract the main relevant information
which is the input for Metric Calculation. Metrics associated with teams are
determined during runtime and the resulting metrics are stored into the Team
Data Store. Based on that, Metric Provisioning provides, during runtime, met-
rics to Team Analysis tools and Service Adaptation components which require
the metrics for adapting collaboration services.

4.1 Monitoring Team Behavior

Our work is focused on analyzing and managing the metrics reflecting prop-
erties and changes of teamwork. Thus, we have to cope with the complexity of
diverse sources providing data required for team analysis. These data sources are
collaboration services deployed on dynamic, heterogeneous hosts in a pervasive
environment. In our work, these services are assumed to interact with TAAF

Fig. 2. TAAF architecture and data flow
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Table 3. Examples of Event sources

Event Source Deployment Event type
Notification Service Static Interaction
User & Team Management service Static MembershipChangeEvents
Calendar Service Static ResourceAccessEvent
Activity & Project Service Static ActivityActionEvent
Context Provisioning Service Mobile/Static (Re)LocationEvent, InteractionEvent, Re-

sourceAccessEvent
Document Repository Service Mobile/Static ResourceAccessEvent
Position Service Mobile Location

Table 4. Examples of events encapsulating team data

Events Description Frequency
MembershipChange contains the list of user having joined or left the team Weekly/Monthly
ResourceAccess provide details on which member accesses which resource,

optionally stating the duration of utilization
Hourly

ActivityAction inform about members engaging in an activity Hourly
Interaction contain tuples of members communicating with each other Minute/Hourly
Location hold the current location of members Minute/Hourly
Relocation inform about the movement of members from one location

to another location
Minute/Hourly

via a well-known interface. Such an assumption can be achieved via Web service
standards. To obtain the data, TAAF relies on WS-Notification which is widely
supported in pervasive environments, including constraint devices [8].

To describe data that TAAF can process, we have specified an XML schema for
describing generic collaboration metadata and specific collaboration data. This
schema allows the exchange of data relevant to teams by representing various
types of data, such as a team identifier, an event identifer, URI of collaborative
services, timestamp, and location information.

TAAF obtains relevant data from collaboration services based on push and
publish/subscribe event delivery. Thus, TAAF can support various services with
different capabilities. Dedicated collaboration services such as the User & Team
Management service or the Notification service integrate collaboration sensors
and provide a subscribe/notification interface. However, personal and highly
dynamic sources, such as services on smartphones or PDAs equipped with lo-
cation sensors, require the user to manually configure TAAF as a notification
endpoint. This eliminates the challenge to locate and access volatile sensors for
subscription and enables users to protect their privacy. Table 3 lists exemplary
collaboration services from which TAAF retrieves relevant data whereas Table 4
presents examples of events provided by these collaboration services.

When the Pre-Processing component receives an event from the Event Col-
lection, it verifies threshold values for event confidence and timestamp. Subse-
quently, the overall team structure is updated because TAAF needs to keep track
of the overall team structure. The underlying team status is updated only once
as a single event may be input to multiple metric calculations.

4.2 Analysis and Management of Team Metrics

Team metrics are determined during runtime. To achieve flexibility, metric
calculation is performed within multiple subcomponents that register with the
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Pre-Processing component; each subcomponent retrieves pre-processed data ac-
cording to its subscription. However, in TAAF, tightly connected metrics — such
as Team Location Entropy and Team Mobility Entropy — are determined in a
joint fashion in order to improve performance. In addition, which metrics should
be computed and the schedule of the computation can be defined in advance.
Depending on configuration, metrics can be saved in the Team Data Store.

To facilitate the exchange of team metrics, we have defined an XML schema
for representing metrics associated with teams. This representation can be used
to describe various types of information such as metric identifier, and current
and previous metric values. Listing 1 gives an excerpt of the metric XML schema.

1 <xs:complexType name="tMetric">
2 <xs:sequence >
3 <xs:element name="URI" type="xs:string" minOccurs="1" maxOccurs="1"/>
4 <xs:element name="CurrentValue" type="tValue" minOccurs="1" maxOccurs="1"/>
5 <xs:element name="History" type="tHistory" minOccurs="0" maxOccurs="1"/>
6 </xs:sequence >
7 <xs:attribute name="enabledHistory" type="xs:boolean"/>
8 </xs:complexType >
9 <xs:complexType name="tTeamSizeValue">

10 <xs:complexContent >
11 <xs:extension base="tValue">
12 <xs:sequence >
13 <xs:element name="Value" type="xs:positiveInteger"/>
14 </xs:sequence >
15 </xs:extension >
16 </xs:complexContent >
17 </xs:complexType >

Listing 1. Excerpt of metric specification

Metrics provide the fundamental data required for understanding teams, de-
tecting correlations, and ultimately taking action to counter steer negative ten-
dencies or amplify positive effects. Based on team metrics, we have developed
various team analysis features which have been incorporated into a team analysis
GUI that allows any user understanding the team metrics and their relevance
to subsequent adaptation actions. Self-adaptive collaboration services subscribe
at the Team Analysis component in order to receive notifications when metric
analysis detects relevant metric values.

Threshold Analysis: detects metrics violating a predefined condition over a
period of time. This analysis is used together with a notification mechanism to
enable runtime reaction in critical situations.

Team Phase Analysis: evaluates general trends in a metric’s timeline that in-
dicate several phases, such as project kick-off, execution, and completion phases.
Duration and structure of phases provides insightful information for autonomic
services making decisions on whether additional or available members and re-
sources should be deployed or reduced.

Multi-team Analysis: compares metric timelines of different teams. With this
analysis, we are able to observe teams over time and detect emerging differences.
Similar team configurations, such as size and member distribution, can lead to
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significantly different emergent behavior. Comparing the structure of two teams
reveals how the same adaptation decisions — such as deploying or reducing
resources — result in different outcomes. In addition, similar patterns in different
teams can indicate the occurrence of team transformations.

Correlation Analysis: reveals correlation among multiple metrics. This ana-
lyzes relations between metrics, giving more meaning to individual metrics.

4.3 Prototype Implementation

We are currently implementing our framework based on Java. The Team Data
Store is based on the eXist database2. The following collaboration services are
currently being integrated with TAAF: User & Team Management Service, Con-
text Provisioning Service, Calendar Service, Document Repository Service, No-
tification Service, and Activity & Project Service.

The above-mentioned services are part of the Pervasive Collaboration Service
Architecture (PCSA) deployed at multiple sites across Europe, including Vienna,
Milan, Genoa, and Aachen, within the inContext3 project. Inside TAAF, we
use OpenJMS4 to pass events between components. In addition to the existing
message header information provided by JMS, we provide extended header fields
for storing information on event type, team identifier, activity, user, and source
thus enabling efficient intra-framework event selection. Of the metrics described
in Section 3 we implemented all except Resource Utilization (RU). We clustered
related metrics together such as arithmetic and harmonic mean, or size and
stability. For visualizing metrics, we utilize the JFreeChart framework5. The user
can select the number of desired metrics to be displayed at the same time (see
Figure 3). The current prototype uses JMS queues for delivering metric updates.
However, we are going to support this kind of update via WS-Notification.

5 Experiments

5.1 Testbed

Section 4.3 introduced the hosting environment for the pervasive collaboration
services required for running our experiments; these services are based on the
inContext’s PCSA. The PCSA is currently being used for project developments
only, therefore, we have not been able to obtain enough live data for our ex-
periments. As our main goal is demonstrating how to exploit emerging behavior
for autonomic adaptation, we simulate the emerging team behavior arising from
a dynamic collaboration environment as depicted in Figure 1 (upper part). We
implemented a team simulation based on the concepts introduced in Section 2
to achieve various emerging behavior.

2 http://exist.sourceforge.net/
3 http://www.in-context.eu/
4 http://openjms.sourceforge.net/
5 http://www.jfree.org/jfreechart/



Measuring and Analyzing Emerging Properties 173

To simulate the team behavior, we adapted the model by Barabási and Albert
[5] to create a scale free, directed, acyclical graph (DAG) of interdependent
activities which are managed by the Activity & Project Service. In this DAG,
the vertices represent activities and the edges represent the dependency between
two activities. Each activity is associated with the following properties:

– Duration: indicates the amount of time required to complete this activity
– Location: indicates the location at which the activity is performed.
– Cost: specifies the cost associated with an activity.
– Priority: specifies the priority of an activity
– Activity status: is either pending, available, work in progress, or completed.

The User & Team Management Service is then enabled to assign each team
member to an organization which provides a set of resources. Initially these re-
sources are available only to members of that organization. Calendar Service,
Document Repository Service are providing resources in the form of calender
entries and documents, respectively. During collaboration, these resources are
shared between interacting members. The Notification Service provides commu-
nication in the form of instant messaging, SMS, and email. Organizations assign
new members to a team or withdraw active members from the team. In addition,
each member is able to spend a certain amount of time on an activity. Finally,
the Context Provisioning Service provides details on member mobility.

The data generator then simulates the invocation of our pervasive collabo-
ration services. These collaboration services in turn deliver the actual events.
When the simulated project begins, each member selects an available activity to
work on, that is any activity which has all previous activities completed. An ac-
tivity is completed once members have jointly spent enough time/effort to cover
the activity’s duration.

In each simulation round, we receive the set of collaboration events. Each
member’s selection results in an activity and location event. Additionally, for
members engaging in the same activity at the same time, we receive an interac-
tion event. Finally, interacting members utilize a subset of resources from their
combined pool of resources, while members without interaction select resources
only from their organization’s resource pool. In both cases, services fire respective
resource access events.

5.2 Examples for Emergence-Based Adaptation

For the adaptation example in this section, we created an activity graph of
200 nodes with activities spread across 10 different locations. The simulated
team consists of 30 members from 4 organizations each providing 5 resources.
Figure 3 presents an excerpt of the team analysis GUI visualizing the Activity
Participation metric (Left) and Interaction Participation metric (Right) over
the team’s lifetime. Each graph includes harmonic and arithmetic mean. The
meaning of the values are the same for both metrics: a value close to 1 indicates
that (almost) all members participate in an activity, respectively an interaction,
while a value close to 0 denotes a lack of collaboration as members work mostly
alone on different assignments.
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Fig. 3. Team Analysis GUI excerpt: The left graph provides Activity participation
metrics while the right graph displays Interaction participation metrics for a team of
30 members working on 200 activities

Threshold analysis is a basic, albeit very useful technique enabling self-
adaptive behavior. An exemplary project escalation service can utilize the sub-
scription request in Listing 2 to receive alerts when the Activity Participation
metric falls below 0.33. The simulated team crosses this threshold at the end of
the kick-off phase (Figure 3 Left).

1 <subscription >
2 <type>
3 http://www.vitalab.tuwien.ac.at/projects/taaf/threshold_lowerbound
4 </type>
5 <teamuri >
6 http://www.vitalab.tuwien.ac.at/projects/taaf/teams#demoteam1
7 </teamuri >
8 <metricuri >
9 http: //www.vitalab.tuwien.ac.at/projects/taaf#ActivityParticipationHMean

10 </metricuri >
11 <threshold >0.33</threshold >
12 <notificationendpoint >
13 ... [WS-Addressing Endpoint Reference] ...
14 <notificationendpoint >
15 <subscription >

Listing 2. Subscribing to threshold analysis

Other examples of potential self-adaptive behavior are:

Threshold Analysis: an autonomic content distribution service can decide to
spawn extra distribution nodes when a team features decreasing team location
entropy, or reduce the number of nodes when the team becomes more collocated.

Team Phase Analysis: a task scheduling service can ignore team instability at
the beginning of a project, but starts to assign backup workers on critical tasks
when the team remains instable during its execution phase.

Multi-team Analysis: a recommendation service can compare the effect of
selecting the same communication service in different teams to adapt its selection
strategy.
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Correlation Analysis: Let us assume an inverse correlation of team location
entropy and team interaction coverage. In this case, a meeting scheduler can
suggest members from all locations to participate in a physical meeting.

6 Related Work

In our previous work, we analyzed teams with respect to impact on service
requirements, resulting in a set of team forms and views [9]. Metrics associated
with teams, however, have not been defined and quantified.

Scientists have invested great effort in providing concepts and tools for team
based adaptation in the scope of context-aware devices and services. Vieira et al.
[10] include interaction and organization aspects in their context ontologies but
neglect emerging properties. Sterritt et al. [11] make the case for behavioral
knowledge from which to compute metrics, but they remain at a general activity-
focused level, not considering other teamwork aspects. Work on context gather-
ing prior to these efforts generally focus on individual context neglecting team
context altogether.

Current generic autonomic techniques and toolkits such as [4], [6], or [12] do
not monitor the context of individual users, respectively limit monitoring to in-
dependent user properties such as location or device. De Wolf and Holvoet point
out the potential of emergence for autonomic behavior [13] and also discuss the
concept of emergence for engineering self-organizing systems [14]. They main-
tain, however, a pure system-centric view, applying emergent properties only to
the autonomic system. In contrast, Bird et al. [15] apply email mining to discover
emerging interaction patterns between users, but other major team properties
are left aside. In a similar attempt, Valverda and Solé [16] investigate emerging
self-organization in large open source social networks based on email repositories.
However, such communities feature different characteristics compared to teams.
TAAF specifically collects data about emerging properties from a wide range of
sources and thus delivers more reliable and expressive data.

TAAF differs from the above-mentioned work in many aspects as it explores
emergent team properties for the self-adaptive collaboration services.

7 Conclusion and Future Work
Understanding and detecting emerging behavior, patterns, and transformations
in teams ultimately enables team-centric self-adaptation of collaboration ser-
vices. In this paper, we tackled issues related to team metrics, since runtime
information on emerging team properties and team transformations is the key
to service adaptation for pervasive collaboration environments. This has not
been well addressed until now. We have presented a novel set of team metrics
and described TAAF which is a framework for analyzing, managing and pro-
viding team metrics for service adaptation during runtime. TAAF can uncover
associations between various metrics, notify collaboration services when thresh-
olds are reached, visualize team life-time phases, and compare multiple teams,
thus providing necessary features for achieving autonomic collaboration services.
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Our future work includes the further development of metric monitoring and
analysis parts of TAAF. Furthermore, we will concentrate our work on advanced
service adaptation techniques for teamwork in pervasive environments.
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Abstract. Robot anomaly detection method described in this paper uses an 
approach inspired by an immune system for detecting failures within autonomous 
robot system. The concept is based on self-nonself discrimination and clonal 
selection principles found within the natural immune system. The approach 
applies principles of fuzzy logic for representing and processing the information 
within the artificial immune system. Throughout the paper we explain the 
working principle of RADE (Robot Anomaly Detection Engine) approach and we 
show its practical effectiveness through several experimental test cases. 

Keywords: Robot anomaly detection, robot fault detection, artificial immune 
system, clonal selection, self-healing, self-reconfiguration, fault tolerant robot, 
six legged robot. 

1   Introduction 

Autonomous mobile robots are complex technical systems which are capable of 
carrying out predefined tasks without human intervention. In order to fulfil the 
proposed requirements, they consist of various software and hardware processing 
units, sensors, actuators. Due to their high complexity, modelling, development and 
maintenance of such systems is often a tedious and time consuming task.  

Declaring them as autonomous means that the robots should operate and complete 
their tasks under various given scenarios and unforeseen conditions. Additionally they 
should be reliable and tolerant to system malfunctions such: components failures, 
parts aging or any other external influences like object collisions. Therefore, they 
should correctly detect their anomalies and dynamically reconfigure themselves in 
these situations in order to properly continue executing the predefined mission.  

But building a full failure model for robot systems is often an exhaustive process 
[1]. To overcome this constraint the robots should poses so called self-x properties. 
These properties, like self-healing, self-reconfiguration, self-learning and the like 
would aid introducing more robust and reliable robots. In that sense this methodology 
will directly contribute towards shortening their development and maintenance time.  

Biological systems on the other hand have effectively demonstrated to poses the 
above mentioned self-x features. Such phenomena seen in natural systems have often 
provided inspiration for their metaphoric implementation in the domain of engineering.  
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Artificial Immune System (AIS) is one of such successfully applied paradigms we 
have considered for building our RADE (Robot Anomaly Detection Engine) for fault 
tolerant robots. RADE introduces a robust concept for anomaly detection which aims 
to decrease the engineering effort in building fault tolerant autonomous robots. 
Additionally it also opens the possibility for the system through learning to find and 
resolve errors, which is going to be realized in the next stage of the RADE project. 
The paper is organized as follows. In section 2 we give a short introduction on AIS as 
natural immune system inspired paradigm used in RADE. In section 3 we describe 
RADE and its principle of operation in more detail. In section 4 we discuss several 
experimental test cases made with RADE on the robot demonstrator. 

2   Artificial Immune System 

Artificial Immune System (AIS) is directly inspired by the natural immune system as 
important biological defence mechanism which is able to recognize and defend our 
organisms from bacteria and viruses.  

The natural immune system generally consists of two types of defence mechanisms: 
innate immune system and the adaptive immune system. Innate immune system is 
directly involved in providing immediate defence against pathogens and in recognizing 
them in a generic way. The adaptive immune system defence mechanism instead 
provides more specific response to the pathogenic antigens. It recognizes and 
memorises specific antigen signatures so it can rapidly and more effectively react next 
time it encounters such antigens. The adaptive immune system generally consists of 
two types of cells: T-cells and B-cells. T-cells are helper cells and are related to 
activation of the response of the immune system, while B-cells have receptors which 
detect antigens and are associated with production of antibodies (self) for detecting the 
antigens (non-self). An important characteristic of the adaptive immune system is the 
immune response to antigens. This response is well explained through clonal selection 
theory [2] which states that those cells which are able to recognize the antigenic 
stimulus will be selected and will proliferate (divide) and differentiate into plasma cells 
(as antibody secretors) and memory cells. Such process of clonal selection and 
proliferation is represented on Figure 1. 

 

Fig. 1. Clonal selection and proliferation 
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When memory cells are exposed to a secondary antigenic stimulus, they 
differentiate into plasma cells and produce high amount of specialized antibodies 
which bind to the antigens and therefore result in faster secondary response to a 
particular antigen. Such rapid secondary and subsequent responses are represented on 
Figure 2. [3]. 

 

Fig. 2. Secondary and subsequent responses to particular antigen 

Similar to the natural immune system, AIS also introduces a metric that allows the 
system to distinguish between self (correctly functioning system) and non-self 
(anomaly in the system) and also to memorize and detect specific patterns. Therefore 
main properties of AIS are: recognition, identification, adaptation, self-organization. 
It has been successfully applied for various domains: pattern recognition [4], data 
mining [5], network security [6], robotics [7], [8], [9], [10], [11], and others. There 
exist several different approaches [12] for AIS. However, the most commonly found 
in literature are: negative selection [13], positive selection [14], artificial immune 
networks (AIN) [15] and clonal selection [3]. 

Negative selection mechanism is based on the ability of the immune system to 
learn to categorize between non-self and self by providing tolerance for the self. The 
negative selection consists of generating a set of detectors and evaluation of those 
detectors. Only the detectors that detect non-self, but do not react to self are 
considered for further detection. The positive selection, on the other hand, generates, 
evaluates and enables those detectors that can detect only the non-self. The clonal 
selection within AIS is based on the proliferation mechanism where self, upon 
recognizing non-self, starts to proliferate by cloning itself and also memorizing the 
pattern of the non-self (immune memory), so it has better responsiveness for the next 
encounter with such a particular non-self pattern. 

3   Robot Anomaly Detection Engine (RADE) 

For the detection of an anomaly within robot systems different immune system 
approaches have been considered, like inflammation [9], or usage of negative 
selection [10]. For our RADE anomaly detection approach we are using the clonal 
selection method in combination with fuzzy logic for representing the information 
within the AIS.  
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Before proceeding further with the discussion on anomaly detection within RADE, 
we are first going to introduce our experimental hexapod robot OSCAR(Organic Self 
Configuring and Adapting Robot) [16], [17] shown in Figure 3 on which the RADE 
experiments are made with.  

 

Fig. 3. Experimental hexapod robot OSCAR (Organic Self Reconfiguring and Adapting Robot) 
has six legs, with three motors per leg. Going from the body – alpha, beta and gamma. 

Robot OSCAR has six legs, with three motors per leg, which are named alpha, beta 
and gamma (going from the body), feet pressure sensors, acceleration sensors and 
onboard control hardware. With an additional data acquisition setup, we are able to 
monitor the immediate values of currents and positions of the motors as well as 
pressure readings from the robot’s six foot sensors.  

At a given instance of time the robot executes one or several behaviours like 
walking, standing, going left or right, etc. These behaviours are then related to some 
movements of actuators within the robot and as result the robot realizes particular 
behaviour actions. For detecting if an anomaly situation has appeared within the robot 
system, there are monitor units within the robot control architecture where RADE is 
situated. Depending on its implementation, within the robot’s control model several 
behaviors (behavior units), several monitors and number of sensors and actuators can 
be present. This is represented on Figure 4.  

 
Fig. 4. Monitors (RADE) are related to anomaly detection within the robot control concept 
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RADE uses fuzzy logic for representing information because an exact recognition is 
not necessary for triggering of an anomaly response. It is also similar to the way the 
association is made within the immune system, where given a similar (but not 
necessarily identical) stimulus, the response can be initiated. In a practical 
implementation, this would mean for example: if the behavior is walking then the 
acceleration level should not be low. Or in monitoring the servo’s motor status, this can 
be interpreted as: by normal walking, the servo’s current should not be high. In RADE 
such generalized self / non-self situations can be defined by fuzzy rules which are part 
of self / non-self sets. The rules in the non-self set detect when there is some anomaly 
present within the system, and the rules in the self set detect when the situation is not 
characterised as anomalous. The rules of both sets have the following structure: 

IF X1&X2&…Xn THEN Anomaly is Y WITH WEIGHT_FACTOR Z 

The “X1&X2&…Xn” represents the premise part which constitutes of monitored 
behaviours: walking, standing, etc.; and particular some characteristics like: current, 
acceleration, etc. The “Y” is the consequence part and can have two types of values: 
“anomaly is present” or “anomaly is absent”. The weight factor “Z” represents the clonal 
proliferation within AIS, and is in a range from 0.0 to 1.0. The “Z” value will increase 
for some constant value (for example: 0.1) if the rule has “fired”. In parallel to that the 
weights will decrease in all the rules belonging to the opposite set, just as the 
concentration of self/non-self drops being influenced by an increased concentration of 
non-self/self within the immune system. The firing level of each rule is therefore always 
adjusted, depending on the value of “Z”. The weight factor “Z” has also another positive 
characteristic for the anomaly detection engine. Namely we want to reduce the factor of 
hand coded elements in RADE, and let the system dynamically adjusts itself to the 
situation. For example in case we have coded fuzzy rules without using weights, 
depending on the manually pre-designed fuzzy membership sets for the premise parts of 
the rules, the rules can have an optimal response for some situation and perhaps a not 
satisfying response for other unforeseen situations. In case the fuzzy rules have weights, 
this would introduce two new features: 

− The premise parts of the rules do not require any additional handcrafting and 
expert designing for their fuzzy membership sets. Therefore they can have 
some automatically generated “standard” triangular fuzzy membership sets, 
normally distributed within a valid range for the observed variable. For 
example such fuzzy membership sets for monitored variable “Current” having 
values in the range from min 0 to max 3 Amperes can be represented as: 

 

Fig. 5. Fuzzy membership set for monitored variable “Current” 
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The other membership sets for other monitored variables (for example: 
acceleration) are going to have the same “standard” triangular fuzzy membership 
normally distributed for their input range. The nice thing for having such 
“standard” generated fuzzy membership sets is that they can be part of the 
learning process, which we plan to introduce in the next step of development of 
our anomaly detection engine. Having the “standard” fuzzy membership sets for 
every of the observed parameters, we may build up a rule based learning system 
which incorporates only new situations since the fuzzy membership sets for the 
observed parameters are not going to be changed, and so it will be possible to 
distinguish between what has been already learned and what can be learned. 

– The weight factors for such rules having the “standard” generated fuzzy 
membership sets allow the rule to adapt to the situation even without the rule 
being optimally pre-designed at start, i.e. having its membership sets optimally 
pre-designed. Therefore the changes of the weights depend on the particular 
situation and therefore contribute for the dynamics of overall system. 

The previously discussed self and non-self rule sets and the dynamical change of 
their weights can be visually represented as in Figure 5. 

 
Fig. 6. Functioning principle of RADE and the dynamically changing weights within the self 
and non-self rule sets (for clearness, here only monitoring parameter “Current” is represented, 
although additional monitored parameter, like “Acceleration” can be considered as well) 

As illustrated in the figure, when the premise within a rule belonging to the non-
self set is satisfied, the rule “fires” and its weight is also increased by some constant 
value, e.g. by 0.1 from 0.3 to 0.4. In the same time, the weights of rules belonging to 
another set are decreased with the same constant value of 0.1. In such way they lower 
their value from 0.4 on 0.3 or from 0.6 on 0.5 and so on.  

In every computation step, a weighted output is calculated from such a fuzzy system 
which contains two membership functions: self and non-self. The value is in the range 
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from 0.0 (no anomaly) to 1.0 (full anomaly) and represents the output of the RADE 
method. The output of RADE is computed in a defuzzification process as a centroid of 
fuzzy outputs of the “fired” rules. Therefore the output of RADE is influenced by the 
weight factor of each of the firing rules. The weight factor acts in the similar way as the 
secondary and subsequent responses within the immune system, i.e. the more the weight 
is associated to some rules, the more significant will be the response of those rules to the 
output of RADE in the next moment of their firing. 

The change of weights therefore acts as some sort of short memory for events that 
occurred some moments ago. In such way RADE demonstrates its self-adapting 
property, where the anomaly output level of RADE depends on its short history and 
also on actual system’s state.  

4   Results of Experimental Test Cases 

We have made several experiments with RADE on real data acquired from several 
test cases conducted with our robot demonstrator. The measurements are done 
considering the following scenarios: normal robot walking (Figures 7a, 7b), obstacle 
collisions (Figures 8a, 8b), a servo joint motor gets disconnected (Figures 9a, 9b), 
mechanical problem - a screw on joint is falling off (Figures 10a, 10b).  

The output of the fuzzy system has two membership functions: absent and present, 
which correspondingly represent the absence or presence of anomaly in the system. 
For the measurement tests we have assumed that the behaviour is walking and we 
have initialized RADE with several fuzzy rules, which have “standard” triangular 
membership sets, equally distributed over the valid range for the observed parameters. 
These rules with their weights factoring can be represented as following: 

RULE 1: IF accel IS zero THEN anomaly IS present WEIGHT 0.1; 
RULE 2: IF accel IS small THEN anomaly IS absent WEIGHT 0.1;   
RULE 3: IF accel IS medium THEN anomaly IS absent WEIGHT 0.1; 
RULE 4: IF accel IS big THEN anomaly IS absent WEIGHT 0.1; 
RULE 5: IF accel IS verybig THEN anomaly IS absent WEIGHT 0.1;    
RULE 6: IF scurrent IS zero THEN anomaly IS present WEIGHT 0.1;   
RULE 7: IF scurrent IS small THEN anomaly IS absent WEIGHT 0.1;  
RULE 8: IF scurrent IS medium THEN anomaly IS absent WEIGHT 0.1;  
RULE 9: IF scurrent IS big THEN anomaly IS absent WEIGHT 0.1;  
RULE 10: IF scurrent IS verybig THEN anomaly IS present WEIGHT 0.1; 

The parameter accel in the rules stands for acceleration of the robot and the 
scurrent stands for the servo current. The weights of the rules are initially set on 0.1 
at the start and change dynamically during the runtime of RADE. Such manual pre-
initialization of fuzzy rules can be overcome in future with introducing learning 
within RADE. However the purpose of these tests is to prove the concept by 
introducing clonal proliferation inspired change of the weights of fuzzy rules and their 
online adaptation to the situation. The fuzzy rules without weights factoring are the 
same as mentioned above, but with static weights defined to 0.5. 

In Fig. 7 to 10 we are presenting the experimental results. On the horizontal axis we 
have the time units (seconds). On the vertical axis we can observe the following 
parameters: servo joint current with values between 0 and 3 Amperes; normalized 
acceleration level with values between 0 and 1.5 gravity acceleration units; anomaly 
level with values between 0 and 1, where 0 means no anomaly and 1 is the maximum 
level of anomaly. 
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For each scenario, we have conducted experiments with two different types of 
fuzzy rules:  

– fuzzy rules without weights factoring (static weights); (case a) 
– fuzzy rules with weights and clonal proliferation inspired dynamics; (case b) 

In order to estimate the effectiveness of our clonal proliferation inspired approach for 
anomaly detection we have made a comparison between these two types of rules. 

The first described scenario is normal walking of the robot. 
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Fig. 7. (a) Normal robot walking; Fuzzy rules with static weights. (b) Normal robot walking; 
Fuzzy rules with clonal proliferation dynamics for the weights. 
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(b) 

Fig. 8. (a) Robot hits obstacle with its leg at time moments 12, 18 and 105; Fuzzy rules with 
static weights. (b) Robot hits obstacle with its leg at time moments 12, 18 and 105; Fuzzy rules 
with clonal proliferation dynamics for the weights. 

 

For normal walking of robot we observe that the typical level for the anomaly in 
the both cases is within range of 0.1 and 0.5. In the case where the fuzzy system has 
static weights the anomaly level does not change much. However, we can observe that 
for fuzzy rules with dynamic weights, the anomaly level is not that steady in the 
observed domain from 0.1 up to 0.5, which illustrates how RADE adapts even to the 
smallest perturbations in the monitored parameters. 



186 B. Jakimovski and E. Maehle 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

1 9 17 25 33 41 49 57 65 73 81 89 97 105 113 121 129
Time (sec)

M
ot

or
 c

ur
re

nt
 (

A
),

 a
cc

el
er

at
io

n(
g)

,
an

om
al

y 
le

ve
l

Joint motor current Acceleration Anomaly level (min 0 to max 1)
 

(a) 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

1 9 17 25 33 41 49 57 65 73 81 89 97 105 113 121 129
Time (sec)

M
ot

or
 c

ur
re

nt
 (

A
),

 a
cc

el
er

at
io

n(
g)

,
an

om
al

y 
le

ve
l

Joint motor current Acceleration Anomaly level (min 0 to max 1)
 

(b) 

Fig. 9. (a) Servo joint is switched off at time 56 to simulate some electrical failure; Fuzzy rules 
with static weights. (b) Servo joint is switched off at time 56 to simulate some electrical failure; 
Fuzzy rules with clonal proliferation dynamics for the weights. 

 
In Figures 8a, 8b we observe a scenario where the robot hits some obstacles with its 

parts (legs). We can identify two bigger spikes that represent the current values of a 
servo joint which appear when the leg hits some obstacle. The comparative differences 
to the normal walking situation are also recognizable within the values for acceleration 
level and also in the computed anomaly level, which dynamically rise up in two 
different time moments. These levels may indicate that some temporal problem has 
appeared and for example may be an indication for changing the walking gait pattern. 
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As can be seen from the tests done, within the fuzzy system based on statical 
weights, when the leg hits the obstacle, the anomaly level rises up in two cases to 0.5 
and 0.6 respectively. This may not indicate some particular anomaly in the system 
which as a consequence may denote that the robot does not properly react to the 
particular situation. Such an anomaly level computed in the fuzzy logic system using 
the static weights comes out from the fact that “standard” triangular membership sets 
may not be best suited for producing optimized reaction for such a situation. 

However, in case of fuzzy logic system utilizing the clonal proliferation change of its 
weights, the anomaly level rises up in three different moments of time to values of 0.85, 
0.85 and 0.9 respectively. This clearly indicates that the anomaly detection engine 
dynamically adapts to the situation even with “standard” triangular membership sets and 
produces an output correctly recognizing the situation. 

On Figures 9a, 9b, a scenario is presented where a servo is switched off in order to 
simulate some broken contact or similar electrical failure within robot. The servo joint 
is switched off at time 56, and therefore its current drops to 0 Amperes. 

Such a situation where the current value and acceleration level drops very low should 
result in some anomaly situation. In case of a fuzzy system utilizing static weights only, 
we can see that the computed anomaly level slowly rises after that moment and at time 
98 it goes on level of 0.55 where it persists till time 114, when it goes up to value of 
0.75 and stays persistently on that level. This may be not that optimal output for 
anomaly level in order to detect some severe anomaly. This kind of reaction may be 
tracked back again to the predefined “standard” triangular membership sets which are 
perhaps not suited to produce optimal result for every situation. 

For the same scenario and input data, we conducted an experiment with fuzzy rules 
with clonal proliferation dynamics for the weights and same “standard” triangular 
membership sets as in previous case. We can observe a different output of the 
anomaly detection method in comparison to the former case with static weights. 
Namely, after the servo joint gets disconnected at time 56, the anomaly level rises up 
more rapidly than in the previous experiment with static weights. We can also observe 
a small disturbance of the anomaly level rising (in time domain 67 to 72), which is 
due to the acceleration level which rises a bit, as result of the robot’s declining on the 
side on which the servo is disconnected. After that, the anomaly level rises to level of 
0.9 where it persists constantly. Such particular reaction would clearly indicate that 
the robot should reconfigure itself in that case (for example: spatial reconfiguration of 
the legs). From the comparison of the case with static and with clonal proliferation 
dynamics for the weights we can observe that the anomaly detection engine in the 
second case performs much faster and gives a better estimation of the situation. 

In Figures 10a, 10b, a scenario is presented where a screw is falling off from a 
servo joint at time 105 and simulates some sort of mechanical error within the robot. 
As can be seen from the figures, after the screw has fallen off, the servo joint becomes 
non-functional and therefore the acceleration of the robot gradually drops down. The 
level of the servo current in that situation is also very low. As a result from these 
circumstances, the anomaly level rises up to indicate some anomaly situation.  

 
 



188 B. Jakimovski and E. Maehle 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

1 10 19 28 37 46 55 64 73 82 91 100 109 118 127 136 145 154
Time (sec)

M
ot

or
 c

ur
re

nt
 (

A
),

 a
cc

el
er

at
io

n(
g)

,
an

om
al

y 
le

ve
l

Joint motor current Acceleration Anomaly level (min 0 to max 1)
 

(a) 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

1 11 21 31 41 51 61 71 81 91 101 111 121 131 141 151
Time (sec)

M
ot

or
 c

ur
re

nt
 (

A
),

 a
cc

el
er

at
io

n(
g)

,
an

om
al

y 
le

ve
l

Joint motor current Acceleration Anomaly level (min 0 to max 1)
 

(b) 

Fig. 10. (a) Mechanical problem - screw is falling off of one servo joint at time 105; Fuzzy 
rules with static weights. (b) Mechanical problem - screw is falling off of one servo joint at 
time 105; Fuzzy rules with clonal proliferation dynamics for the weights. 

 

In case of fuzzy system utilizing static weights we can observe that the anomaly 
level initially rises up to value of 0.55 till time 138, and then rises again and persists 
on value 0.75. 

In the case of a fuzzy system utilizing clonal proliferation with dynamics for the 
weights we can observe that the anomaly level rises rather very quickly to value of 
0.9 and persists on that value. With such a reaction, the robotic system can clearly 
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better identify the anomaly situation than in the case with static weights and would 
therefore appropriately reconfigure itself in order to continue its mission. 

5   Conclusions 

In this paper we have introduced RADE as a new robust concept for anomaly 
detection for autonomous robots based on Artificial Immune System with clonal 
proliferation dynamics for the fuzzy rules. Throughout the paper we have explained 
its characteristics; its principle of functioning and presented results of the experiments 
done. The test cases demonstrated the practical effectiveness of this approach. 
Therefore in the next stage of the RADE project we are planning to expand this 
approach and to introduce a learning feature within the rule based system and to 
demonstrate its on-line learning potential. In this way RADE will directly contribute 
towards practical realization of self-healing autonomous robots. 
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Abstract. In the traditional minority game, each agent chooses the
highest-score strategy at every time step from its initial strategies which
are allocated randomly. How can one agent manage to outperform its
competitors and maximise its own utility in this competing and dynamic
environment? In this paper, we study a version of the minority game in
which one privileged agent is allowed to join the game with larger mem-
ory size and free to choose any strategy, while the other agents own small
number of strategies. Simulations show that the privileged agent using
the intelligent strategy outperforms the other agents in the same model
and other models proposed in previous work in terms of individual pay-
off. We also investigate how the number of strategies and the length of
memory affect the privileged agent’s performance.

Keywords: Minority game, Symmetric phase, Asymmetric phase.

1 Introduction

Inspired by Arthur’s ‘El Farol Bar’ problem [2], the minority game [6] is intro-
duced as a model for adaptive systems of interacting agents. It consists of an
odd number of N agents playing the game. At each time step, each of the N
agents independently decides to join one of the two groups, labeled 0 or 1. After
all agents have made their decisions, those who are on the minority group win,
while the other agents belonging to the majority group lose. In the traditional
method, each agent makes the decision based on the prediction of a strategy
chosen from its S strategies (or predictors), each of which maps the recent M
winning history records to a prediction. All agents always use the highest-score
strategy to decide their action. They learn and adapt by evaluating the per-
formance of their strategies. A strategy of memory size M is a lookup table
consisting of 2M entries and two columns, ‘history’ and ‘prediction’ respectively.
Each entry prescribes which group to join in according to the information gath-
ered from the recent winning history of last M time steps, thus there are 2M

entries in each strategy. The prediction at each entry is either 0 or 1, so the
total number of strategies is 22M

. Each agent is randomly assigned S strategies
from the 22M

possible strategies at the beginning of the game. After all agents
have made their decisions, traditionally, those who are on the minority group are

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 191–205, 2008.
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rewarded one point, while the other agents belonging to the majority group get
nothing or lose one point. All strategies which have made the correct prediction
are also rewarded one point. All agents keep updating the history dynamically
according to the outcome of winning side at every time step.

It has been shown that the fluctuations σ of the attendance size depends on
the ratio ρ = 2M/N between the number 2M of possible histories and the number
N of agents [5]. The length of the possible history is also referred as memory
size M . There exists a phase transition of changing direction of σ2 located at
the point ρc where σ2 attains its minimum [3]. When ρ < ρc, the phase is called
the symmetric phase. When ρ > ρc, the phase is called the asymmetric phase.
For small values of M , the strategy space is small and there is much overlap of
strategies among agents, hence a crowd of agents behave similarly and decide
the same action. This situation is called the ‘crowd effect’. Due to limited space,
we refer the interested readers to the book of Minority Games [5] for further
details.

Because of the ‘crowd effect’, the winning outcome of an even occurrence of
any history is most likely opposite to that of the odd occurrence of this history
[20][13] in the case of small ρ. Assuming that every history is equally likely to
occur [7], when a particular history occurs for the first time, all agents decide
randomly because there is no previous history at the beginning of the game. After
the first occurrence of the history, agents learn that the winning outcome is a
better choice. In the next occurrence of the same history, a crowd of agents make
the same decision as the winning outcome in the last occurrence. This leads to the
winning outcome is opposite to that in the last occurrence of the same history.
So, at the end of 2 × 2M time steps, all the strategies gain the same point on
average. For the next occurrence of the same history, the situation is equivalent
to a new start of the game, similar to that of the first occurrence. Therefore, the
minority game appears the quasi-periodic structure with a periodicity of length
2× 2M in the symmetric phase [13].

In the minority game with the ‘crowd effect’, how an individual agent can
escape from the crowd and maximise its own utility is of great interest. In this
paper, we focus on how a privileged agent outperforms its competitors and ob-
tains maximal utility. The only available information for the privileged agent
is the history information and its own strategies. We find that the privileged
agent with larger memory size than others and all its possible strategies can
achieve far larger payoff than the average payoff of the other agents for almost
all values of M . In the next section, we introduce some related work in details.
In Section 3, firstly, we introduce the inefficient information that the privileged
agent can make use of to maximise its own utility. Secondly, we propose an in-
telligent strategy for the privileged agent. Finally we evaluate the performance
of the privileged agent. In Section 4, we further investigate the effects that the
parameters M and S have on the privileged agent’s payoff and compare the
agent’s performance using the intelligent strategy with other models’. Then we
present an Experience method for the agent using the traditional method with
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all possible strategies. In the last section, we come up with some conclusions
about the paper and suggest some future work.

2 Related Work

For the traditional agents, each of them is assigned S strategies arbitrarily at the
beginning of the game and then chooses the highest-score strategy among them
at every time step. There exists some similar work focusing on how individual
agents outperform their competitors in the minority game. Liu and Liaw [14]
consider the gain of a special agent. They propose the ‘opposite strategy’ for a
special agent to maximise its personal gain. It is to use the highest-score strategy
among all 22M

possible strategies when ρ is larger than ρc, and use the opposite
strategy when ρ is smaller than ρc. The opposite strategy is to use the prediction
in each entry opposite from that of the highest-score strategy. It is shown that
the winning probability of this special agent using the ‘opposite strategy’ can be
larger than 0.5 for almost all values of ρ. The reason that the ‘opposite strategy’
can enhance the winning probability lies in that it makes use of the quasi-periodic
structure of the game: the winning outcome of an even occurrence of any history
is most likely opposite to that of the odd occurrence of this history in the case
of small ρ.

Yip et al. [19] consider special agents who participate in the game with a
probability q per turn. That means these agents have a probability q of joining
the game in each turn and a probability of 1 − q of staying out of the game
in a turn. The other agents participate in the game every turn. For all agents,
they choose the highest-score strategies to make the decisions. Besides joining
the game only with probability q, the special agents differ from the other agents
in that they only assess the performance of their strategies in the turns that
they participate. For the turns that the special agents decide not to play, they
do not reward or subtract points to their strategies, regardless of the outcome.
They find that these special agents with q < 1 achieve higher success rate than
the average of all other agents when ρ is small. The success rate is the ratio
of the number of winning turns to the number of turns the agent has actually
participated. Because the special agents do not participate in the game every
turn, they can avoid the ‘crowd effect’. However, this method is a passive one
because the special agents do not participate in the game for all turns. They
only enhance their winning probability, but not enhance their overall payoffs.

Sometimes it pays to increase the agent’s memory size M . Johnson et al. [9]
study a mixed population of adaptive agents with small and large memory sizes,
but all agents own the same number of strategies and choose the highest-score
one to make decisions. They find that the average success rate of the large-
memory agents within a mixed-ability population can be greater than 0.5 by
uncovering and exploiting hidden information in the system’s recent history. The
hidden information is the system’s history information which agents can make
use of. Challet et al. [4] point out that the special agent with larger memory
size can obtain larger gain than all of the other agents in the symmetric phase
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but the gain cannot be increased further more if the agent increases memory
size. Furthermore, in the asymmetric phase the special agent receives a lower
payoff than the average payoff of the other agents. Both of these two pieces of
work demonstrate the importance of memory size in the minority game, but they
ignore the influence of the number of strategies.

Lam and Leung [11] propose an adaptive behavioral strategy for the minority
game according to the winning histories h and the net payoff u for choosing side
0 or 1. Each agent has two initial attitudes ax towards choosing side 0 or 1 and
two respective adaptive parameters. At each time step, each agent calculates the
attractiveness (= (1− ax)× h + ax × u) of side 0 and 1 to make the prediction.
If side 0’s attractiveness is larger than side 1’s, it will choose side 0, and vice
versa. At the end of each round, each agent updates its attitudes: if it has cho-
sen side 0 and wins, then its attitude towards side 0 will be increased by the
increasing adaptive parameter; if it has chosen side 0 and loses, then its attitude
towards side 0 will be decreased by the decreasing adaptive parameter. Effec-
tively, these agents do not use explicit predictors. Simulations show that agents
with the adaptive behavioral strategy perform well. However, the performance
of the agents with the adaptive behavioral strategy relies on each other because
of the limitation of the strategy itself. The strategy can work well only if there
are enough agents using it, because the agents update their attitudes according
to the winning outcome. The winning outcome need enough agents using the
adaptive behaviorial strategy to affect itself so that the agents can update their
attitudes in the right way.

3 An Intelligent Strategy

3.1 Motivation

The motivation of the work is that there is a common phenomenon: ‘crowd
effect’ in the minority game when ρ is small (N � 2M ). The problem for agents
is how to escape from the ‘crowd effect’ and maximise personal utilities based
on the history information and their own strategies. What will happen if the
agent is more intelligent, i.e. having larger memory size or more strategies? In
previous studies as described in Section 2, [4][19][9][14] propose different methods
to escape from the crowd and enhance the winning probability. Based on the
previous work that the agent has longer memory [4][9], we anticipate that if
a privileged agent has larger memory size M ′ than the other agents and is
free to choose any strategy at every time step while the other agents are using
their highest-score strategies drawn randomly from the 22M

possible strategies,
then the privileged agent can also escape from the crowd and hence enhance the
success rate. Intuitively, this mechanism can achieve the performance because the
privileged agent with longer memory and more strategies is more intelligent than
the other agents. The resource allocation problem can be modeled as minority
games [8][12]. However, the application of minority games is not included in the
domain of this paper.
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In order to study the information content of the minority game, we consider
P (1|hk), the conditional probability to have a winning outcome of side 1 imme-
diately following some specific history string hk of k bits [18][16]. That means
when the history string hk with length of k occurs, the probability of the win-
ning outcome to be side 1 is P (1|hk). Yip et al. [19] define the inefficiency ε as
follows:

ε =
1

2M

2M−1∑
i=0

|P (1|i(hk))− 1
2
| (1)

where the sum is over all 2M possible winning history strings of M bits and i(hk)
is the corresponding integer value of the binary history string hk of length k.
The inefficiency ε measures the information left in the winning history strings
that a privileged agent uses to assess its strategies. If P (1|hk) is larger than 0.5,
then the strategies with the prediction of side 1 at that specific history hk are
rewarded more points. If P (1|hk) is smaller than 0.5, then the strategies with
the prediction of side 0 at that specific history hk are rewarded more points. The
agent decides whether to reward points to its strategies based on the winning
outcome at the past winning history and chooses the highest-score strategy to
make the decision.
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Fig. 1. A histogram of the condi-
tional probability P (1|i(hk)) with
k = 4 for the game played with
M = 3
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Fig. 2. A histogram of the condi-
tional probability P (1|i(hk)) with
k = 5 for the game played with
M = 3

The predictive information is about which will be the minority group at the
next time step. Manuca et al. [18][16] have shown that in the symmetric phase of
the minority game, the winning history strings with length less than or equal to
the memory size contain no predictive information. That means P (1|hk) = 0.5
for any history and hence ε = 0. In Figures 1 and 2, we plot P (1|i(hk)) generated
by a game with N = 101. One is the privileged agent with larger memory size
and all possible strategies and the others have M = 3 and S = 2. Figure 1 shows
the histogram of P (1|i(hk)) for the privileged agent having one longer memory
than the memory other agents have, i.e. k = M + 1 = 4. Figure 2 shows the



196 Y. She and H. Leung

histogram of P (1|i(hk)) for the privileged agent having two longer memory than
the memory other agents have, i.e. k = M + 2 = 5. From the histograms we
can see that the distinguished hidden information becomes clearer when having
longer memory, because P (1|i(hk)) for k = 5 is more approaching to 1 when it
is above 0.5 and more approaching to 0 when it is below 0.5. Using the figures in
Figures 1 and 2 and Eq. (1), we can get the numerical results of the inefficiency
ε: ε1 = 0.154 for Figure 1 and ε2 = 0.299 for Figure 2. Obviously, ε2 > ε1.

Thus we are led to the intriguing idea that an individual agent can make good
use of this information to maximise its own utility by having longer memory and
owning all its possible strategies. At each time step, the side within the highest-
score strategy at that specific history is selected to make the decision. After
each time step, if the winning outcome is side 1, then the strategy’s score with
side 1 at that specific history is increased by one. If the winning outcome is side
0, then the strategy’s score with side 0 at that specific history is increased by
one. The theoretical analysis is as follows: the probability P (1|hk) > 0.5 means
that the winning outcome to be side 1 occurs more often than side 0. After
some learning steps, the strategy’s score with side 1 at that specific history will
be greater than the strategy’s’ score with side 0 at that specific history and
this situation lasts through the game. So the agent with longer memory and all
possible strategies will always choose side 1 if P (1|hk) > 0.5. This implies that
the probability Pwin that the agent will win through the game is approximately
equal to P (1|hk). Conversely, the agent will always choose side 0 if P (1|hk) < 0.5,
because the winning outcome to be side 0 occurs more often than side 1. The
probability Pwin that the agent will win is approximately equal to 1− P (1|hk).
Concluding the above analysis, we can get the following equation:

Pwin �
{

P (1|hk) P (1|hk) ≥ 0.5
1− P (1|hk) P (1|hk) < 0.5 (2)

Combining Eqs. (1) and (2), we have

Pwin � 1
2

+ ε (3)

Therefore the probability that the privileged agent wins for all occurrences of
histories will be greater than 0.5 if ε �= 0. The larger inefficiency ε is, the larger
winning probability is. From these two figures, we can conclude that the privi-
leged agent can lengthen the memory size to get more inefficient information.

3.2 An Intelligent Strategy

In the traditional minority game, all agents keep the same memory size M and
the same number of strategies S. As described in Section 1, there is ‘crowd
effect’ in the symmetric phase, all agents behave similarly and obtain similar
payoff. So it is hard to distinguish one from others. How can one agent manage
to outperform the other agents in terms of individual payoff? Intuitively, the
agent should be intelligent enough to avoid the ‘crowd effect’. The only available
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information it can use is the history information and its strategies. So how can
the agent make good use of the information to maximise its payoff? Does it need
to increase its memory size or the number of strategies it owns?

In the work of Challet et al. [4], they suggest that the payoff of the agent with
M ′ = M + 1 and S′ = 2 cannot be increased furthermore if the agent increases
M ′. This result is applicable when the agent has the same number of strategies
as the other agents but longer memory than the others. However, in addition to
having longer memory than the others, if the agent also has greater number of
strategies, the situation maybe change.

Inspired by the inefficient information described in Section 3.1, we propose an
intelligent strategy for the privileged agent to maximise its own payoff. That is
the privileged agent with larger memory size M ′ than the other agents and free
to choose any strategy at each time step. In the present model, we consider a
population of N agents in which there is a privileged agent using the intelligent
strategy. The other agents have the same memory size M (M ′ > M) and are
only assigned S strategies drawn randomly from all the 22M

possible strategies.
For all agents, they choose the highest-score strategies to make the decisions.
For tie strategies, the agents make a random choice. After each time step, the
winning outcome is announced to the public. Each agent’s payoff is increased by
one if it makes the accurate decision. All the strategies’ score are also updated.
If the prediction at the specific history in one strategy is the same as the winning
outcome, then the strategy is rewarded one point.

3.3 Experiment Results

In Figure 3 and Figure 4, we plot the payoff of the privileged agent using the
intelligent strategy versus the average payoff of the other agents as a function
of different memory sizes M . The experiment setting is as follows: the number
of total agents is N = 101 for Figure 3 and N = 1001 for Figure 4, the number
of strategies each traditional agent owns is S = 2, the range of the memory
size M is the integer value between 1 and 15. The memory M ′ of the privileged
agent ranges among M + 1, M + 2, M + 3, M + 4, M + 5, M + 7 and M + 10
independently. Note that the memory the privileged agent has is longer than the
other agents’ memory. All agents are using the highest-score strategy in hands.
For each value of M , each data point is the average of 10 independent runs with
different initial random distributions of strategies and each runs 106 rounds. The
purpose for doing so is to cover as many situations as possible because the initial
strategies are randomly generated.

From Figure 3 and Figure 4, we can see that the privileged agent with longer
memory performs significantly better than the average of the other agents for
almost all values of M , no matter whether it is in the symmetric phase (ρ < ρc)
or asymmetric phase (ρ > ρc). That means the privileged agent can outperform
others for almost all values of ρ (ρ = 2M/N). The phase transition occurs at
Mc = 5 and Mc = 8 respectively. Qualitatively, the maximal utility of the
privileged agent comes from a successful escape in fully adapting to the history
information created by the other agents, and hence it does not become part of
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the crowd. Furthermore, the interesting result is that in the symmetric phase, the
agent with longer memory obtains more payoff. As described in Section 3.1, the
inefficient information ε is larger for the privileged agent with longer memory.
According to Equation (3), the privileged agent’s winning probability Pwin is
larger, so it is able to obtain larger payoff. However, in the asymmetric phase,
the privileged agent with smaller memory size performs better than the one with
larger memory size. In this phase, the memory size M is larger, so the strategy
space 22M

is larger, thus the other agents do not behave similarly. So there is no
‘crowd effect’ in this phase. The privileged agent cannot make use of any further
information by increasing memory size.

Therefore, we can conclude that the privileged agent using the intelligent
strategy can maximise its personal utility with larger memory size M ′ in the
symmetric phase and smaller memory size M ′′ in the asymmetric phase. Both
M ′ and M ′′ are larger than the others agents’.

4 Discussions and Analysis

4.1 Impact of M and S

In this section, we discuss the impact of M and S on the privileged agent’s
payoff. In Figure 5, we plot the payoff of two kinds of privileged agents with
M ′ = M +1 versus the average payoff of the other agents with M and S = 2 for
N = 101: the first privileged agent with all the 22M′

possible strategies, and the
second privileged agent with S′ = 2. We can see that the first privileged agent
always outperforms the second privileged one. The only difference between the
two privileged agents is the difference between the number of strategies they
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have. So it is the difference of the number of strategies that has caused the
first privileged agent to be able to achieve higher payoff. Therefore, we need to
do further investigation of the impact of S on the privileged agent’s payoff. In
Figure 6, we plot the privileged agent’s payoff with M ′ = M + 1 and S′ versus
the average payoff of the other agents with M = 3 and S = 2 as a function of S′

for N = 101. We can see that the larger the number of strategies the privileged
agent has, the more payoff it obtains. The reason is that if an agent has more
strategies, it has more opportunity to explore in the strategy-space and thus
predict more accurately. We can also observe that the privileged agent’s payoff
may decrease as the number of strategies increases. The reason is that the agent
behaves based on its strategies, so its payoff is strongly related to the initial
distribution of the strategies. If the initially assigned strategies do not predict
well, the agent will not perform well. However, this does not affect the principal
changing trend: the larger the number of strategies the privileged agent has, the
more payoff it obtains.

Next we investigate how the length of memory the privileged agent owns
affects its performance. In Figure 7, we plot the privileged agent’s payoff with
all the 22M′

possible strategies and M ′ ranging among M +1, M , M −1, M −2,
and M − 3 independently versus the average payoff of the other agents with M
and S = 2 as a function of M for N = 101. For each value of M , the data point
is the average of 10 independent runs with different initial random distributions
of strategies and each runs 106 rounds. From this figure, we can get three results
in the symmetric phase. The first one is that the privileged agent with M ′ = M
performs the worst and even achieves less payoff than the average payoff of the
other agents. The reason is that the privileged agent has a memory of the same
length as the other agents but owns all the possible strategies. That means the



200 Y. She and H. Leung

3 4 5 6 7 8 9 10 11 12 13 14 15
2

3

4

5

6

7

8

9

10
x 10

5

M

P
ay

of
f

 

 
M+1

M

M−1

M−2

M−3

M~M+1

M~M

M~M−1

M~M−2

M~M−3

Fig. 7. The privileged agent’s payoff

with M ′ and S′ = 22M′
versus the

average payoff of the other agents
with M and S = 2 as a function of
M . (N = 101).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
3

4

5

6

7

8

9

10
x 10

5

M

P
ay

of
f

 

 
the privileged agent’s payoff with with M’=M+1,S’=22

M
’

average payoff of other agents with M,S=3

Fig. 8. The privileged agent’s payoff

with M ′ = M+1 and S′ = 22M′
ver-

sus the average payoff of the other
agents with M and S = 3 as a func-
tion of M . (N = 101).

privileged agent will always follow the crowd and become a loser most of the
time. The second result is that the payoff of the privileged agent with shorter
length of memory than the other agents is smaller than the average payoff. The
reason is similar to that of the first one. The third result is that the privileged
agent with shorter length of memory than the other agents, such as M ′ = M−1,
behaves better than the privileged one with M ′ = M . The reason is that the
privileged agent with M ′ < M does not fully adapt to the history information
created by the other agents. So it is able to not be in the crowd sometimes. Thus
its payoff is a little larger than the one with M ′ = M . In the asymmetric phase,
there is no ‘crowd effect’. The agent with M ′ < M gets less history information
about the game than the agent with M ′ ≥M . This is not good for predictions,
so it gets less payoff.

Lastly, we investigate the effects that the parameters M and S have on the
dynamic phase transition point Mc of such a system with a population with a
memory M and one privileged agent with longer memory M ′ and all its possible
strategies. From Figure 3 and Figure 4, we can see that the privileged agent’s
payoff drops as M increases and reaches a minimum around Mc = 5 for N = 101
and Mc = 8 for N = 1001. Then it increases with M again for M > Mc. This
implies that when N increases, Mc increases. To test whether the dependence
of payoff of the privileged agent on M is intrinsic, we carried out simulations
for a system with N = 101 plotted in Figure 8, in which one privileged agent
has M ′ = M + 1 and S′ = 22M′

while others have M and S = 3. The phase
transition for N = 101, S = 3 occurs when Mc = 6. The result suggests that
when S increases, Mc increases. From these two pairs of comparisons, we can
conclude that the relationship between Mc and N or S is when N increases or
S increases, it leads to increasing Mc.
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4.2 Comparisons with Related Work

In this section, we discuss some simulation results using different approaches
which all enhance individual agents’ utility. These agents all escape from the
‘crowd effect’. The model proposed by Yip et al. [19] is a passive way to avoid
the overadaptation to the history produced by the collective behavior of the other
agents. It assumes that the particular agent decides to whether to participate in
the game with a probability q and assesses the performance of its strategies only
in the turns that it participates. So, the particular agent’s payoff is at most half
of the total turns when q = 0.5, so the success rate for q = 0.5 is at most 0.5.
In addition, Yip et al. [19] also show that the enhanced success rate for q �= 1
takes on similar values, so the success rate is at most 0.5 even if q is close to 1.
Thus, the payoff is at most half of the number of the total turns for any q. The
achievable payoff is not large enough.

In Figure 9, we compare the payoff of the privileged agent using the intelligent
strategy with the payoff of another agent using the adaptive behavioral strategy
proposed by Lam and Leung [11]. The experiment setting is as follows: the
number of total agents is N = 101, the number of strategies each of the other
agent owns is S = 2, the range of the memory size M is the integer values between
1 and 15. The memory M ′ of the agent using the intelligent strategy is M + 1.
The agent’s initial attitude towards side 0 and 1 and adaptive parameters using
the adaptive behavioral strategy are randomly generated at the beginning of the
game. The other agents are using the highest-score strategy in hands. For each
value of M , the data point is the average of 10 independent runs with different
initial random distributions of strategies and each runs 106 rounds. This figure
illustrates that the privileged agent using the intelligent strategy achieves larger
payoff than the agent using the adaptive behavioral strategy for all most values
of M . The reason why the agent using the adaptive behavioral strategy does
not obtain large enough payoff is as described in Section 2. There is only one
agent using the adaptive behavioral strategy in the experiment, so its decision
affect little on the winning outcome. So the agent will update its attitudes in
the wrong way.

In Figure 10, we compare the payoff of the privileged agent using the intelligent
strategy with the payoff of another agent using Liu and Liaw’s [14] ‘opposite
strategy’. The experiment setting is the same as the previous one. The memory
M ′ of the agent using the intelligent strategy is M + 10 when M ≤ 5 and
M +1 when M > 5. We can see from Figure 3, the agent with M + 10 performs
better in the symmetric phase and the agent with M + 1 performs better in the
asymmetric phase. For the agent using the ‘opposite strategy’, it uses the highest-
score strategy when M > 5 and uses the opposite strategy when M ≤ 5. The
opposite strategy is the one with the prediction opposite from that of the highest-
score strategy at any entry. From this figure, we can see that the agent using the
intelligent strategy obtains more payoff than the one using the ‘opposite strategy’
in the symmetric phase. In the asymmetric phase, the payoff of the agent using
the intelligent strategy and the payoff of the agent using the ‘opposite strategy’
are more or less the same. In fact, as described in Section 1, the winning outcome
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of an even occurrence of any history is most likely opposite to that of the odd
occurrence of this history [20][13] in the symmetric phase. Since the agent using
the ‘opposite strategy’ use the prediction opposite from that of the highest-score
strategy, so it can almost wins for the even occurrence of any history. For the
odd occurrence of any history, it has a probability of 0.5 to win. So its winning
probability on average will be approximately equal to 0.75. On the other hand, in
Section 3.1, statistical results reveal that the inefficient information contained in
M +2 is ε > 0.25. Since longer memory can lead to larger inefficient information
ε, so the inefficient information ε contained in M + 10 is greater than 0.25.
Then according to the relationship Pwin � 1

2 +ε, the winning probability will be
greater than 0.75. Therefore, the agent using the intelligent strategy can obtain
more payoff than the agent using the ‘opposite strategy’.

From these comparisons, we can conclude that the privileged agent using the
intelligent strategy is able to make more accurate decisions with larger memory
size in the symmetric phase. However, if the agent does not know when the
phase transition will occur, it can just lengthen its memory size by one, i.e. keep
longer memory than the other agents’ by one, no matter in the symmetric phase
or the asymmetric phase. It is because the agent with M + 1 performs well for
all most values of M . If the agent knows where the phase transition occurs, it
can lengthen its memory size more than one in the symmetric phase.

4.3 Equivalence to the Experience Method

Obviously, if an agent owns all 22M

strategies, the number of strategies will be
too large for the agent to handle even when M is moderate. In this section, we
present a simple Experience method, and show that agents employing Experience
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method have the same behavior as agents employing the traditional method with
all 22M

strategies.
The Experience method is as follows. Instead of using any of the 22M

strate-
gies, an agent simply records, for each immediate past history of length M , the
number of times side 0 has won and the number of times side 1 has won. The
number of times side 0 or 1 has won is said to be the score of the respective
side. To make a decision given an immediate past history of length M , an agent
chooses the side with the highest score, and makes random choice at ties.

Let Ei
x(h) denote the score of side x (0 or 1) at time step i for an immediate

past history h of length M . Formally, the experience method can be expressed
as follows:

Ei
x(h) =

⎧⎨
⎩

0 i = 0
Ei−1

x (h) i > 0 and side x loses at time step i
Ei−1

x (h) + 1 i > 0 and side x wins at time step i
(4)

At time step i, if the immediate past history is h, an agent chooses side 0
if Ei

0(h) > Ei
1(h), or side 1 if Ei

0(h) < Ei
1(h), or a random choice between 0

and 1 if Ei
0(h) = Ei

1(h). This Experience strategy is intuitively simple and easy
to implement. However, the following theorem proves that agents employing
such an Experience method are behaviorally equivalent to agents employing the
traditional method with all strategies.

Theorem: The behavior of an agent using the Experience method is equivalent to
the behavior of an agent using the traditional method with all possible strategies.

Proof: Consider an agent using the traditional method, which has all 22M

strategies. For any strategy P , let P (h) denote the prediction made by strat-
egy P with history h. Choose any two strategies P1 and P2. Suppose at time
step i with history h, P1 has the highest score Si

1 and P2 has the score Si
2

(Si
1 ≥ Si

2). Then we have Ei
P1(h)(h) ≥ Ei

P2(h)(h) for the following reason. Suppose
Ei

P1(h)(h) < Ei
P2(h)(h). As the agent has all possible strategies, there must exist

a strategy P3 with the same prediction in P2 at the history h (P3(h) = P2(h))
and with the same predictions in P1 at all the other histories (P3(h′) = P1(h′)
iff h′ �= h). So P3’s score Si

3 = Si
1 − Ei

P1(h)(h) + Ei
P2(h)(h). Then Si

3 > Si
1,

which contradicts to the fact that Si
1 is the highest score. Therefore, we have

Ei
P1(h)(h) ≥ Ei

P2(h)(h). In other words, P1 scores weakly better than any other
strategy P2 for each h.

If both P1 and P2 are highest-score strategies at time step i (Si
1 = Si

2), then
we have Ei

P1(h)(h) ≥ Ei
P2(h)(h) and Ei

P1(h)(h) ≤ Ei
P2(h)(h), hence Ei

P1(h)(h) =
Ei

P2(h)(h).
In summary, Si

1 ≥ Si
2 if and only if Ei

P1(h)(h) ≥ Ei
P2(h)(h), and vice versa.

Therefore, the agent that uses the Experience method and chooses the side with
the highest score at each history is actually using the traditional method with
all possible strategies. So their behaviors are equivalent. ��
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5 Conclusions and Future Work

In this paper, we study the performance of one privileged agent with larger
memory size M ′ and free to choose any possible strategy in a population with
a memory M and S = 2. We find some significant results. The present results
demonstrate that the privileged agent outperforms the other agents for almost
all values of M . Moreover, another feature of the results is that in the symmetric
phase, the privileged agent with larger memory size can obtain more payoff than
the one with smaller memory size but still larger than the others’.

In addition, we compare the payoff the privileged agent using the intelligent
strategy with the payoff of another agent using the adaptive behavioral strategy
proposed by Lam and Leung[11]. The result shows that the privileged agent can
outperform the agent using the adaptive behavioral strategy for all most values
of M . We also compare the payoff of the agent using the intelligent strategy
with the payoff of another agent using the ‘opposite strategy’ proposed by Liu
and Liaw [14]. The result also shows that the intelligent agent can outperform
the agent using the ‘opposite strategy’ in the symmetric phase. Therefore, the
privileged agent using the intelligent strategy we propose outperforms the other
agents in the same model and other models proposed in previous work in terms
of individual payoff.

We also investigate how the number of strategies and the length of memory
affect the privileged agent’s performance. We have two conclusions. First, the
larger the number of strategies the privileged agent with larger memory size
has, the more payoff it obtains. Second, in the symmetric phase, the privileged
agent with all strategies and memory size smaller than or equal to the other
agents’ memory size gets less payoff than the average payoff of the other agents.
In the asymmetric phase, the privileged agent with all strategies and memory
size smaller than the other agents’ memory size gets less payoff than the privi-
leged agent with all strategies and memory size larger than or equal to the other
agents’. Finally, we present a simple Experience method for agents with all pos-
sible strategies, and prove that agents employing Experience method have the
same behavior as agents employing the traditional method with all strategies.

There are some aspects for future work. First, if we allow additional commu-
nication between agents or the strategies the agents own is evolutionary [1][10],
how will agents make good use of the property to make more accurate decisions?
Second, we are interested in applying the intelligent strategy to the resource al-
location problem modeled as the extended minority game. There may be not
only one resource. The resource capacity may vary over time. Agents may need
bundles of resources. So agents do not make a binary decision, but need to pre-
dict the resource load to decide which resource to choose. We can also extend
the model to more complicated multi-agent systems in real-world environment,
such as applications in sensor network [15] and grid computing [17].
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Abstract. Software rejuvenation is a preventive and proactive main-
tenance solution that is particularly useful for counteracting the phe-
nomenon of software aging. In this paper we consider an operational
software system with multiple degradations and derive the optimal soft-
ware rejuvenation policy minimizing the expected operation cost per unit
time in the steady state, via the dynamic programing approach. Espe-
cially, we develop a reinforcement learning algorithm to estimate the
optimal rejuvenation schedule adaptively and examine its asymptotic
properties through a simulation experiment.

Keywords: Software aging, software rejuvenation, semi-Markov decision
process, Q-learning, adaptation, non-parametric statistics, simulation-
based optimization.

1 Introduction

When software application is executed continuously for long periods of time,
some of the faults cause it to age due to error conditions that accrue with time
and/or load. Software aging will affect the performance of the application and
eventually cause it to fail [2, 7, 9]. Software aging has also been observed in
widely-used communication software like Internet Explorer, Netscape and xrn as
well as commercial operating system and middleware [9]. A complementary ap-
proach to handle software aging and its related transient software failures, called
software rejuvenation, has been becoming popular [14]. Software rejuvenation is
a preventive and proactive solution that is particularly useful for counteracting
the phenomenon of software aging. It involves stopping the running software
occasionally, cleaning its internal state and restarting it. Cleaning the internal
state of a software might involve garbage collection, flushing operating system
kernel tables, reinitializing internal data structures, or hardware reboot.

Huang et al. [14] considered a degradation phenomenon as a two-step stochas-
tic process in order to represent the uncertain behavior of a telecommunication
billing application. From the clean state the software system jumps into a de-
graded state from which two actions are possible: rejuvenation with return to the
clean state or transition to the complete system failure state. They modeled a
four-state process as a continuous-time Markov chain (CTMC), and derived the
steady-state system availability and the expected operation cost per unit time in
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the steady state. Avritzer and Weyuker [3] discussed the aging in a telecommu-
nication switching software where the effect manifests as gradual performance
degradation. Garg et al. [11] introduced an idea of periodic rejuvenation (deter-
ministic interval between successive rejuvenations) into the Huang et al.’s model
[14] and represented the stochastic behavior by using a Markov regenerative
stochastic Petri net. Dohi et al. [8] and Suzuki et al. [19] extended the seminal
two-step software degradation models in Huang et al. [14] and Garg et al. [11],
respectively, by using semi-Markov processes (SMPs).

As another example, it may be interesting to consider both effects of aging
as crash/hang failure, referred to as hard failure, and of aging as soft failure
that can lead to performance degradation. Pfening et al. [17] modeled a per-
formance degradation process by the gradual decrease of the processing rate
in a non-stationary Markovian queueing system, and formulated a determina-
tion problem of the cost-optimal software rejuvenation schedule by a Markov
decision process. Garg et al. [12] analyzed a transaction-based software system,
which involves arrival and queueing of jobs, and examined both effects of ag-
ing; hard failures that result in an unavailability and soft failures that result
in performance degradation. Recently, Eto and Dohi [10] considered the similar
but somewhat different multistage degradation models from Pfening et al. [17]
via a semi-Markov decision process, by taking account of the presence of system
failure. They proved that the control-limit type of software rejuvenation policy
should be optimal among all the Markovian stationary policies in a simple mul-
tistage degradation model. Bobbio et al. [5] introduced a cumulative process to
describe the temporal damage resulted by software aging.

In this paper we consider the same software cost model as Eto and Dohi [10],
but focus on a statistical estimation problem. As discussed in Dohi et al. [8]
and Suzuki et al. [19], a non-parametric estimation scheme is quite useful to
rejuvenate the operational software, because it enables us to trigger the software
rejuvenation at the asymptotically optimal timing without specifying the sys-
tem failure time distribution. Since the approach taken in the references [8, 19] is
based on the fixed complete sample that relies on observing system failure times
without truncations and its empirical distribution, it would be quite difficult to
acquire the complete sample data in an operational phase of software system,
and to apply the same technique to an adaptive situation. In other words, for
software systems which are long-lived and costly, the luxury of obtaining a sam-
ple of complete lifetimes before a rejuvenation policy is implemented may not be
available in many cases. Hence, an adaptive non-parametric estimation scheme
should be definitely developed to trigger the software rejuvenation in an on-line
way. In this paper, a reinforcement learning algorithm, called Q-learning, is used
for developing an on-line adaptive algorithm (see [18]). In this estimation frame-
work, it is guaranteed that the optimal software rejuvenation schedule can be
estimated adaptively without the complete knowledge on system failure (degra-
dation) time distribution in the operational phase, even if the underlying state
transition of software is governed by CTMCs or SMPs. The most attractive point
is that the resulting estimator can converge to the real (but unknown) optimal
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solution almost surely. In that sense, our method can provide an asymptotically
optimal software rejuvenation schedule with the incomplete knowledge on the
system failure (degradation) time distribution.

The rest part of the paper is organized as follows. In Section 2, we describe
the multistage degradation software system by means of CTMC and define the
notation and underlying assumptions. The formulation is still valid for an SMP
model, where each state transition obeys a non-exponential probability distribu-
tion. Section 3 is related to the semi-Markov decision process under the expected
operation cost per unit time in the steady state. We formulate the Bellman
equation and give the corresponding value iteration algorithm to compute the
optimal software rejuvenation timing which minimizes the expected operation
cost per unit time. In Section 4, we introduce the Q-learning algorithm as a
typical example of reinforcement learning algorithms, and develop a simulation-
based adaptive algorithm to trigger the rejuvenation. Since this can guarantee a
statistically consistent property, the resulting solution converges to the real op-
timal solution even if the system failure time distribution is unknown. Section 5
is devoted to given an illustrative example, where we examine the convergence
property of the Q-learning algorithm proposed in this paper. Finally, the paper
is concluded with some remarks in Section 6.

2 Multistage Degradation Software System

Consider a single use software system which deteriorates with time. State of
the software system deteriorates stochastically and changes from i to j (i, j =
0, 1, · · · , s+1, i < j), where state 0 and state s+1 are the normal (robust) state
and the system down state, respectively. Suppose that the state of software
at time t, {N(t), t ≥ 0}, is described by a right-skip free CTMC with state
space I = {0, 1, · · · , s + 1} and that the transition rate from i to j is given by
γi,j (> 0), where

∑s+1
j=i+1 γi,j = Γi for all i (= 0, 1, · · · , s) (see Fig. 1). When

the system failure occurs, then the system is down (j = s + 1) and the recovery
operation immediately starts, where the time to complete the recovery operation
is an independent and identically distributed (i.i.d.) random variable having the
cumulative distribution function (c.d.f.) Hs+1(x) and mean 1/ωs+1(> 0).

On the other hand, one makes a decision whether to trigger the software
rejuvenation at the time instant when the state of software system changes from
i to j (= i + 1, i + 2, · · · , s). If one decides to continue operation, the state is
monitored until the next change of state, otherwise, the software rejuvenation
is preventively triggered, where the time to complete the rejuvenation is also an
i.i.d. random variable with the c.d.f. Hi(x) and mean 1/ωi (> 0), depending on
the state i (= 0, 1, · · · , s). Let x1 (> 0) and x2 (> 0) be the rejuvenation cost
per unit time and the recovery cost per unit time, respectively. In both periods
of rejuvenation and recovery operation, the system operation is stopped. Also, it
is assumed that the state-dependent cost ai is incurred per unit operation time
for i = 0, 1, · · · , s.
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Fig. 1. Semi-Markovian transition diagram of software degradetion level

Note that the system state can be described by only the index j (0 < j ≤ s+1).
At each time instant when the state changes from i to j, one has an option to
choose Action 1 (rejuvenation) or Action 2 (continuation of processing). When
the system failure occurs, i.e., the state of system becomes j = s+1, the recovery
operation (Action 3) is taken. Let q(δ)(i, j) denote the probability that the state
changes from i to j under Action δ (= 1, 2, 3). Then it can be seen that

(i) Case 1 (rejuvenation):

q(1)(i, 0) =
∫ ∞

0

dHi(t) = 1, i = 0, 1, · · · , s, (1)

where the mean rejuvenation time (overhead) is given by

hi =
∫ ∞

0

tdHi(t). (2)

(ii) Case 2 (continuation of processing):

q(2)(i, j) = γi,j/Γi, i, j = 0, 1, · · · , s + 1, i < j. (3)

(iii) Case 3 (recovery from system failure):

q(3)(s + 1, 0) =
∫ ∞

0

dHs+1(t) = 1, (4)

where the mean recovery time (overhead) is given by

hs+1 =
∫ ∞

0

tdHs+1(t). (5)
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After completing rejuvenation and recovery operations, the state of software
system becomes as good as new, i.e., j = 0 in Eqs. (1) and (4), and the same cycle
repeats again and again over an infinite time horizon. We define the time interval
from the initial point of system operation to the completion of rejuvenation or
recovery operation whichever occurs first, as one cycle.

3 Semi-Markov Decision Process

Observing the state of software system, we sequentially determine the optimal
timing to trigger the software rejuvenation so as to minimize the expected op-
eration cost per unit time in the steady state. Define the following notation:

δ(i): action taken at state (decision point) i, where

δ(i) =

⎧⎨
⎩

1 : 0 ≤ i ≤ s
2 : 0 ≤ i ≤ s
3 : i = s + 1.

(6)

G(i, δ(i)): mean cost between two successive decision points, when action δ(i)
is taken at state i, i.e.,

G(i, δ(i)) =

⎧⎨
⎩

x1hi : δ(i) = 1
0 : δ(i) = 2
x2hs+1 : δ(i) = 3.

(7)

πi(δ(i)): expected total time between two successive decision points, when action
δ(i) is taken at state i, i.e.,

πi(δ(i)) =

⎧⎨
⎩

hi : δ(i) = 1
1/Γi : δ(i) = 2
hs+1 : δ(i) = 3.

(8)

U(i): action space at state i, i.e., δ(i) ∈ U(i).
v(i): ralative value function in the semi-Markov decision process at state i ∈ I.
z∞: expected operation cost per unit time in the steady state, where z∗∞ denotes

the minimum one.

From the preliminary above, the Bellman equation based on the principle of
optimality, is given by

v(i) = min
δ∈U(i)

[
G(i, δ)− z∞πi(δ) +

s+1∑
j=0

qi,j(δ)v(j)
]
. (9)

It is well known that the software rejuvenation policy satisfying Eq. (9) is al-
ways optimal among all the Markovian stationary policies [20]. To solve the
above functional equation numerically, we can easily develop the well-known
value iteration algorithm for the semi-Markov decision process. Define:

w(i, δ(i)): relative value function when action δ(i) is taken at state i,
A(n): = mini∈I{vn(i)− vn−1(i)},
B(n): = maxi∈I{vn(i)− vn−1(i)},
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ε: tolerance level for iterative calculations,
τ : design parameter in the value iteration algorithm which satisfies 0 ≤ τ/hr,

0 ≤ τΓi ≤ 1 and 0 ≤ τ/hf ≤ 1 for all i (see [20]),

where wn(i, δ(i)) and vn(i) denote the n-th iteration of the relative value function
and its minimum one, respectively. Then the value iteration algorithm for the
Bellman equation in Eq. (9) is given in the following:

Value Iteration Algorithm:

Step 1: n := 0, v0(i) := 0.
Step 2:

wn+1(i, 2) := ai +
s+1∑
j=0

τγi,jv
n(j)

Γi
+
(
1−

s+1∑
j=0

τγi,j

Γi

)
vn(i),

wn+1(i, 1) := x1 +
( τ

hi

)
vn(0) +

(
1− τ

hi

)
vn(i),

vn+1(i) := min{wn+1(i, 1), wn+1(i, 2)},
vn+1(s + 1) := x2 +

( τ

hs+1

)
vn(0) +

(
1− τ

hs+1

)
vn(s + 1),

Step 3: If 0 ≤ B(n) −A(n) ≤ εA(n), then stop the procedure, otherwise, n :=
n + 1 and go to Step 1.

Although we describe the multistage degradation phenomenon of an operational
software system by a CTMC, it can be easily extended to an SMP with non-
exponential transition rates. Eto and Dohi [10] proved in the somewhat different
modeling framework that the control-limit type of software rejuvenation policy
is always optimal under mild conditions. Also, they gave an explicit form of the
expected operation cost per unit time in the steady state, and provided a sim-
ple calculation method without using the value iteration algorithm. However,
it is worth mentioning that the analytical approach and/or the value iteration
algorithm are effective only for the case where the system failure time distribu-
tion is completely known. In addition, when the transition rates are unknown in
the CTMC case or the transition probability distributions are unknown in the
SMP case, one must spend much time and effort to the statistical estimation
and test, in order to validate any parametric model. In the following section,
we develop a simulation-based adaptive optimization approach to estimate the
optimal software rejuvenation schedule.

4 Reinforcement Learning Algorithm

The reinforcement learning is a simulation-based optimization algorithm, where
the optimal value function is approximated with the sample or simulation of
observations. In general, the reinforcement learning scheme consists of (i) an
environment, (ii) a learning agent with its knowledge base, (iii) a set of different
actions taken by the agent and (iv) responses from the environment to different
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Fig. 2. Configuration of reinforcement learning algorithm

actions in different states (see Fig. 2). That is, the agent learns an interac-
tion from the environment itself. Also, the agent receives the information called
reward from the environment, and learns the parameters which govern the en-
vironment. In this paper we focus on the representative reinforcement learning,
called Q-learning [18], which consists of the following three factors:

Observation of state: Observe the current state,
Selection of actions: Select the best action from possible ones at the cur-

rent state, where the best action is taken based on an estimate of reward
(Q-value),

Learning from environment: Update Q-value with both the current Q-value
and the reward earned by the selected action.

The Q-learning has been discussed more specifically within the framework of
Markov and/or semi-Markov decision processes. Abounadi et al. [1] improved the
classical Q-learning algorithm and showed that it can converge to the optimal
relative value function in the dynamic programing equation almost surely. Borkar
and Meyn [6] and Konda and Bokar [15] proved some convergence properties on
the Q-learning based algorithms with the ordinary differential equation (O.D.E.)
method and the martingale convergence theorem, respectively. Mahadevan [16]
paid his attention to the numerical calculation in the Q-learning. For the good
survey on the Q-learning algorithms in Markov/semi-Markov decision processes,
see Bertsekas and Tsitsiklis [4] and Gosavi [13].

Define the following notation:

Q(i, δ(i)): estimate of future cumulative cost just after the action δ(i) is taken
in state i,

t(i, δ(i), j): transition time to state j just after the action δ(i) is taken in state
i,

r(i, δ(i), j): cost until the state transition to j occurs just after the action δ(i)
is taken in state i,

REWARD∞: cumulative cost in the steady state, provided that an agent selects
the action δ(i) with smaller Q-value, with probability 1/|U(i)|,
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TIME∞: cumulative operation time in the steady state, provided that an agent
selects the action δ(i) with smaller Q-value, with probability 1/|U(i)|,

REWARDt: cumulative cost at each decision point,
TIMEt: cumulative operation time at each decision point,
φ: design parameter in the Q-learning algorithm,
k: number of iterations,
zt: transient (instantaneous) operation cost per unit time, i.e.,

zt = REWARDt/T IMEt, (10)

where limt→∞ zt = z∞.

We derive the Q-factor version of the value iteration algorithm mentioned in
Section 3. In the first phase of Q-learning algorithm (Step 1 ∼ Step 5 below),
the agent learns the Q-value as an estimate of future cumulative cost based
on a probabilistic action, and adapts the environment through the update of
Q-value. In the second phase (Step 6 ∼ Step 9 below), the decision maker (DM)
regards the first phase as a simulator, and selects the optimal action based on
the updated Q-value by the agent. Although the DM’s action at each decision
point does not influence neither the agent nor the environment, he or she can
behave optimally in the sense of minimization of the Q-value, and can estimate
the updated Q-value, say, estimates of the cumulative cost and cumulative total
operation time from the history. The estimates in this stage is transient, i.e.,
they can function to check the convergence.

Q-Learning Algorithm:

Step 1: Agent observes the current state i of software system. Set k = 0, φ = 1,
REWARD∞ = 0, TIME∞ = 0, REWARDt = 0 and TIMEt = 0.

Step 2: For a sufficient large iteration number kz (e.g., kz = 10, 000), if k ≤ kz

at each observation point with state i (= 1, 2, · · · , s), then the agent uses
a probabilistic strategy, i.e., take an action δ(i); rejuvenation (δ(i) = 1) or
continuation of process (δ(i) = 2) with probability 1/|U(i)|. Further, if the
action taken by the agent minimizes the Q-value, then φ = 0, otherwise
φ = 1. On the other hand, if k ≥ kz , then the agent takes the optimal action
which minimizes the Q-value and stop the procedure.

Step 3: After observing the transition from state i to j, the agent updates the
Q-value with the probabilistic strategy δ according to the following formula:

Q(i, δ)←− (1− α)Q(i, δ) + α
{

r(i, δ, j)− z∞t(i, δ, j) + min
´δ′∈U(j)

Q(j, δ′)
}

,

where α ∈ (0, 1] is the learning rate (free parameter).
Step 4: If φ = 0, then update REWARD∞ and TIME∞ as shown below:

REWARD∞ ← REWARD∞ + r(i, δ, j),
T IME∞ ← TIME∞ + t(i, δ, j).
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Step 5: Update the minimum operation cost per unit time in the steady state
z∞ by

z∞ ← REWARD∞/T IME∞.

Step 6: The DM selects the optimal action at state i, minimizing the Q-value
updated by

δ(i) = argmin ´δ(i)∈U(i)
Q(i, δ(i)).

Step 7: Update REWARDt and TIMEt by

REWARDt ← REWARDt + r(i, δ(i), j),
T IMEt ← TIMEt + t(i, δ(i), j).

Step 8: Update zt by

zt ← REWARDt/T IMEt.

Step 9: Set k = k + 1 and i← j, and go to Step 2.

In the actual implementation of the above algorithm, it should be noted that the
action whether to trigger the software rejuvenation or not at each decision point
is taken in Step 6. Then, an estimate of the expected operation cost per unit
time in the steady state is equivalent to that estimated by the agent in Step 5
and is independent of the DM’s action. On the other hand, when z∞ ≈ zt

at the maximum iteration number kz, then one can check that the Q-learning
algorithm converges and as the result the minimum operation cost per unit time
in the steady state can be achieved in the software operation with rejuvenation.
In the following section, we give an illustrative example and investigate the
convergence properties of the Q-learning algorithm.

5 An Illustrative Example

In this section, we consider the case where the state transition is governed by
an SMP. For better understanding the situation, we do not use the notation of
transition rate γi,j(t), but, instead, the following one:

exp(λ): exponential distribution with mean 1/λ,
Wei(η, m): Weibull distribution with scale parameter η and shape paramete m.

Figure 3 depicts the SMP with respective transition probabilities, where x1 =
8, x2 = 15, a0 = 1, a1 = 3, a2 = 5, a3 = 7, ω0 = 0.20, ω1 = 0.15, ω2 = 0.12, ω3 =
0.10, ω4 = 0.02. If one can know all the information on the SMP, it is quite easy
to make the so-called decision table by solving numerically the value iteration
algorithm (see [10]). In this case, the optimal control limit is given by N∗(t) = 2
and the corresponding operation cost per unit time in the steady state is z∗∞ =
4.3223, so that it is optimal to trigger the rejuvenation at the first passage time
inf{t ≥ 0 : N(t) = 2}.
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Fig. 3. An example with three degradation levels
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Fig. 4. Asymptotic behavior of operation cost per unit time in the steady state based
on Q-learning for varying learning rate

Of our concern is the investigation of convergence properties of the Q-learning
algorithm. We perform the Monte Carlo simulation with pseudo random numbers
for the exponential and Weibull distributions with the same parameters in Fig.3,
and observe realizations of state deterioration time and system failure time.
At each decision (observation) point, we behave so as to minimize the Q-value
and estimate both z∞ and zt. Throughout this paper, we fix the upper limit
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Table 1. Dependence of learning rate on estimation of the operation cost per unit time
in the steady state with Q-learning

number of processes

α 200 400 800

0.01 6.86 4.41 0.56

0.05 8.91 6.45 0.66

0.10 11.77 7.71 1.00

0.20 16.90 10.27 2.11

0.30 17.33 11.01 2.48

0.40 17.39 11.03 3.08

0.50 17.55 12.32 4.02

2
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Fig. 5. Comparison of Q-learning rejuvenation policy with some control-limits

of iteration number as kz = 10, 000. Figure 4 shows the asymptotic behavior
of estimates of the operation cost per unit time in the steady state for varying
learning rate, α = 0.01, 0, 02 and 0.50, where the horizontal line denotes the real
optimal value, z∗∞ = 4.3223. In the figure, we define the unit of a process by the
time length of one cycle. From this result, it is seen that estimates of the expected
operation cost per unit time in the steady state asymptotically converges to the
real optimal value z∗∞ = 4.3223 as the number of processes increases. Hence, the
statistically consistent property could be checked numerically.

Note again that this can be achieved with the probabilistic action by the
agent. If the learning rate is given by α = 0.10 and α = 0.50, when the number of
processes is fixed as 200, the relative error with respect to z∗∞ becomes 6.86% and
17.55%, respectively. In general, though the smaller error α leads to much more
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computation cost, it dose not always guarantee the smaller error. For instance,
when the number of processes is 800 with α = 0.01, the relative error is given by
0.56%. That is , the careful adjustment of the learning rate would be important to
realize the effective estimation. In Table 1, we calculate the estimation errors (%)
between estimate and the real optimal value. As the learning rate decreases, the
estimation error decreases and afterward the Q-learning tends to underestimate
the operation cost per unit time in the steady state.

Next, we examine the asymptotic behavior of the transient cost based on the
DM’s action. In this example, if the complete information on the system de-
terioration/failure time distributions is available, as mentioned before, one can
know that the optimal threshold level is given by N∗(t) = 2. Then, our concern
here is to examine the performance of the Q-learning characterized by choosing
the minimum Q-value. That is, how close is the estimate of transient expected
cost z(t) to the real optimal solution z∗∞? In Fig.5, we carry out the Monte
Carlo simulation and compare the Q-learning algorithm with the rejuvenation
schedule with fixed threshold level N(t) = 1, 2, 3, 4, where N(t) = 4 implies no-
rejuvenation policy. In this simulation experiment, it can be easily expected that
the simulation result with N∗(t) = 2 approaches to z∗∞ = 4.3223. On the other
hand, the rejuvenation schedule based on the Q-learning gives the fluctuated
results in earlier phase, and latter converges to the real optimal as the number
of processes increases. It is evident that the simulation-based optimization algo-
rithm used here can never outperform the really optimal rejuvenation solution
with N∗ = 2 under the incomplete information. However, in the situation where
no statistical information on the system deterioration/failure time distributions
is available, this non-parametric estimation scheme would be effective.

6 Concluding Remarks

In this paper we have developed an adaptive estimation scheme to trigger the
software rejuvenation for operational software systems. The resulting algorithm
has several theoretical advantages; non-parametric method without specifying
the system failure/degradation mechanism and statistical consistency. As men-
tioned in Section 1, these seem to be essentially important to construct adaptive
preventive maintenance framework for software systems which are long-lived and
costly, because the luxury of obtaining the complete sample of system failure
times before a rejuvenation policy is implemented may not be available in prac-
tice. The algorithm proposed in this paper has been based on a reinforcement
learning and been classified into a simulation-based optimization approach.

However, as we have shown the asymptotic behavior of the value function
in a numerical example, the convergence speed is never satisfactory, so that we
need a number of process executions to achieve the nearly optimal solution. For
instance, in our example, over 200 process executions will be needed to get the
good performance. This is, of course, a weak point for the reinforcement learning
approach under the incomplete knowledge on system failure/degradation mech-
anism. In the future, the non-parametric adaptive algorithm provided in this
paper should be improved in terms of the convergence speed.
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Abstract. In recent years, Autonomic and Organic Computing have
become areas of active research in the computer science community. Both
initiatives aim at handling the growing complexity in technical systems
by creating systems with adaptation and self-optimisation capabilities.
One application scenario for such “life-like” systems is the control of road
traffic signals in urban areas. This paper presents an organic approach
to traffic light control and analyses its performance by an experimental
validation of the proposed architecture which demonstrates its benefits
compared to classical traffic control.

1 Introduction

In recent years, Autonomic [1] and Organic Computing [2] have become areas
of active research in the computer science community. Both initiatives aim at
handling the growing complexity in today’s technical systems. The focus is on
principles that enable the creation of systems with “life-like” properties. Such
systems are capable of adapting to changing environments and handling un-
foreseen situations. They exhibit self-x properties including self-configuration,
self-optimisation, self-protection, or self-healing capabilities. While Autonomic
Computing has a strong focus on server architectures, Organic Computing in-
vestigates self-organising technical systems in general.

Urban traffic networks are one promising application domain for Organic
Computing. The traffic volume in cities and on highways is constantly rising
worldwide, leading to serious congestion problems. In many cities, these rising
demands cannot be counteracted by further extending the existing road infras-
tructure due to the limited space available. Therefore, it is especially important
to use the existing road network efficiently. Traffic lights are a vital factor in
achieving efficient networks since good control strategies are often capable of
improving the network-wide traffic situation (within certain limits). The envi-
ronmental and economic importance of traffic control systems combined with the
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distributed nature of traffic nodes and their constantly changing traffic demands
make traffic light control an ideal test case for Organic Computing approaches.

In the remainder of this paper, an organic traffic control (OTC) approach
is presented. Section 2 briefly reviews existing control concepts for (isolated)
traffic nodes and gives a short introduction to evolutionary techniques relevant
for the novel approach proposed in this work. Existing literature on the appli-
cation of these techniques to traffic control is presented. Section 3 presents an
implementation of the generic observer/controller architecture for Organic Com-
puting introduced in [3]. The generic architecture is adopted to create an adap-
tive, learning node controller. Results comparing a “conventional” system and
the organic version including an observer/controller component are presented in
Sect. 4 and show the benefits of the OTC approach. Section 5 concludes with a
summary of the presented concepts and results and gives an outlook to future
work.

2 State of the Art

The approach to traffic control introduced in this paper touches a number of
topics of different research disciplines including computer science and civil engi-
neering. The following sections give a brief introduction to the relevant state of
the art.

2.1 Traffic Control

Urban areas suffer from increasingly congested road traffic networks. The nodes
or intersections are the bottlenecks determining the capacity of the network.
Traffic lights are used to allocate the limited resource of space within the in-
tersection needed by conflicting traffic streams by activating the corresponding
phase, i. e. switching traffic lights to green. The simplest way to control an in-
tersection – called fixed-time control – is to fix the sequence of phases and their
durations. Thus, the actual traffic situation does not influence the behaviour of
the controller, but it can be optimised to fit the traffic situation expected on
average while the controller is active. This approach can be enhanced by switch-
ing between pre-optimised parameter sets at fixed times of day (e. g. to consider
different traffic patterns during the morning and afternoon peak periods).

The advantage of fixed-time control is that the hardware needed to run such
a controller is very simple and the number of parameters to be tuned is limited:
cycle time, split, phase sequence, and offset. The cycle time determines how
long it takes until all phases have been activated and the cycle is restarted. The
sequence of all phases to be considered is used to split this cycle into fractions of
appropriate lengths. Finally, if the intersection should synchronise its operation
with neighbouring nodes (to generate a progressive signal system), a global timer
is used and the starting point of the cycle is shifted by a certain offset. While
fixed-time controllers are relatively simple, avoidable delays are induced as the
controller does not react on the actual traffic situation (e. g. by cutting short an
unused phase).
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The performance of a controlled intersection is often measured in terms of
the “Level of Service” (LOS) [4], which is in fact the average delay per vehicle
passing the intersection, mapped to a discrete scale of six levels labelled A (no
delay) to F (heavy congestion). Other measurements like number of stops per
vehicle or queue length are sometimes incorporated into a performance index to
represent optimisation goals.

To improve performance, sensors can be installed to provide data on the cur-
rent situation. Inductive loops or infrared sensors are widely used for vehicle
detection today and are only slowly replaced by modern video detectors. Traffic-
responsive control may use the provided data to determine when to terminate
or extend a phase or which phase to activate next. To set up such a controller
several parameters for every phase of a node have to be defined. The parameters
specify minimum and maximum green times and determine conditions for the
traffic-dependent extension of a phase. Synchronisation of such a controller is a
dynamic problem, so most controllers run without it.

The significantly enlarged complexity of traffic-responsive control leads to an
improved performance, but as the load on the network increases, this advantage
decreases. This is due to the fact that traffic-responsive strategies tend to re-
semble fixed-time controllers when large queues are constantly detected for all
intersection approaches. For the SCOOT system (Split Cycle Offset Optimisation
Technique, see e. g. [5]), Bretherton reports that at a utilisation of about 80% of
the maximum capacity, there is no difference in performance between SCOOT
and a fixed-time strategy [6]. The additional complexity gives no advantage in
this situation.

In urban areas, it is not sufficient to look at a single node only, but to es-
pecially consider the coordination of multiple nodes. The obvious approach to
coordination is to establish a single central controller for all intersections. Besides
SCOOT, SCATS (Sydney Coordinated Adaptive Traffic System, see e. g. [7]) is a
prominent example following this approach. However, such systems are difficult
to set up and maintain and demand significant computing power. Therefore, hi-
erarchically structured approaches like “Balance” have been developed [8]. The
question whether such coordination is possible using a completely decentralised
approach remains unanswered, though.

2.2 Evolutionary Computation

Evolutionary computation is a research area in computer science that investi-
gates the application of nature-inspired problem-solving techniques to a wide va-
riety of optimisation and adaptation problems. Evolutionary computation tech-
niques include Evolutionary Algorithms and Learning Classifier Systems.

Evolutionary Algorithms (EA). Are randomised optimisation heuristics that
mimic biological evolution to tackle optimisation problems. Their general scheme
is simple: Starting with a set (called population) of randomly generated initial
solutions, an EA selects solutions with a relatively high quality from its popula-
tion as parents, which are then combined and locally modified by crossover and
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mutation operators to form new offspring solutions. Based on their quality, some
of the parents and offspring are selected to form the next generation of solutions
that replaces the old population. This process is repeated until a stopping crite-
rion (usually a maximum number of generations, a time limit, or some quality
level) is reached. Selection, crossover, and mutation are randomised operations,
but good solutions have a higher probability to survive and generate offspring.
Therefore, the overall quality of solutions is likely to improve over time while the
random influence of mutation helps to prevent premature convergence on some
local optimum.

Due to their simple working principle and the fact that EAs are black box
algorithms that can be applied to any problem where a quality (or fitness) can
be assigned to a solution, EAs are widely used in many real world optimisation
problems. They also have been applied in the off-line optimisation of traffic light
controllers (see Sect. 2.3 for a brief review).

Learning Classifier Systems (LCS). Are closely linked to EA. Their goal is to
learn the “right” or “best” response to any stimulus they get. They are applicable
to all problems where an action leads to some kind of numerical reward. The
core component of an LCS is a rule base, where each rule consists of three parts:
condition, action and value. This structure is called a classifier. The selection of
an appropriate action is a two-step process. From the rule base of all classifiers
a subset called “match set” is built containing all classifiers whose condition
matches the current stimulus. For all distinct actions present in the match set
the average value of all classifiers advocating that action is computed. The action
with the highest value is selected for execution and all classifiers in the match
set advocating that action form the “action set”. The reward received from the
environment is subsequently used to update the value of all classifiers in the
action set.

New classifiers are generated in two different ways: Whenever the match set
is empty, a classifier consisting of a condition matching the current input, a
random action and a default value is inserted into the rule base (“covering”).
Furthermore, occasionally, some classifiers are selected to be the “parent indi-
viduals” for a reproduction cycle. Genetic operators like crossover and mutation
are applied to copies of the parents to form offspring which are inserted into the
rule base.

A wide variety of different LCS implementations has been proposed, most of
which are based on work done by Wilson [9,10]. While Wilson used a binary
coding of the stimuli for these rather simple LCSs, different approaches to repre-
sent real-valued input have been examined (e. g. [11,12,13]). The representation
and update of the value of a classifier plays a major part in adapting an LCS
to a given problem, therefore the emphasis is not always just on maximisation
of obtained reward, but in many cases rather on reliability. Most problems in-
vestigated in LCS research involved conditions of only limited size and a limited
number of actions to choose from.
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2.3 Evolutionary Computation in Traffic Control

Both Evolutionary Algorithms and Learning Classifier Systems have been ap-
plied to problems related to traffic control. This section presents and discusses
relevant work in this area.

EAs in traffic control. The first work that used EAs for signal timing de-
termination known to the authors was published in 1992 by Foy et al. in [14].
In a simulated Manhattan-type network of four simple two-phase intersections,
cycle length and green time splits were optimised for a fixed traffic situation.
The minimisation of the resulting delays served as the objective. According to
Foy et al. their EA found near-optimal solutions which proved the feasibility of
EAs for the task.

In the following years, other authors applied EAs to traffic control problems.
The considerable number of publications on the topic can be grouped with re-
spect to the following criteria:

– Fixed-time vs. traffic-responsive controllers: In general, the optimisation of
traffic-responsive controllers is more complex due to the larger number of
available parameters. Therefore, publications dealing with fixed-time con-
trollers should be distinguished from those optimising traffic-responsive
controllers.

– Isolated intersections vs. networks: While some publications focus on single
intersections, others consider networks. In general, the optimisation of net-
works is more complex, since the necessary coordination among the network’s
intersections induces additional parameters.

– Single- vs. multi-objective optimisation: While in single-objective optimisa-
tion only one criterion is considered for optimisation, multi-objective ap-
proaches deal with several (usually contradicting) objectives. The goal is to
find optimal trade-off solutions (called Pareto-optima), i. e. solutions that
cannot be improved in any objective without worsening at least one other
objective. In traffic control, delay times and the resulting number of stops
induced by a signal program are often used as contradicting objectives since
delay minimisation leads to shorter cycles while the minimisation of stops
tends to increase the cycle length.

The remainder of this section presents selected publications, starting with
the recent work of Stevanovic et al. [15] who focus on the optimisation of traffic
networks:

Their test case was an arterial road of twelve intersections in Park City, USA.
They optimised cycle length, offsets, phase sequences, and green splits of the net-
works’ intersections, trying to minimise their performance index that combines
delay and the resulting number of stops into a single objective. The controller
considered in their work was a traffic-responsive NEMA controller that is com-
mon in the US. Solutions discovered by this approach outperformed timing plans
found by SYNCHRO – a traditional optimisation tool – by at least 8%.
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Multi-objective approaches are discussed by Sun et al. and Branke et al. among
others: Sun et al. investigated the use of NSGA-II – a multi-objective EA – for
signal timing optimisation in [16]. Delay times and the resulting number of stops
were minimised for a two-phase isolated intersection controlled by a fixed-time
controller. Approximation formulas by Webster and Akçelik served as objective
functions in their experiments.

Branke et al. used NSGA-II for the optimisation of an isolated intersection
at Karlsruhe, Germany, that was equipped with a traffic-responsive controller
[17]. Again, delay time and number of stops served as objectives, but controller
settings were evaluated with the help of a microscopic traffic simulation software.
Solutions found by NSGA-II outperformed a reference solution provided by a
traffic-engineer with respect to the considered objectives.

In the references mentioned above, EAs have been used for the off-line op-
timisation of traffic light controller settings, i. e. the controller parameters are
optimised before they are applied, but no further on-line optimisations take place
when the parameters are used in the traffic system. Therefore, the parameters’
quality runs the risk of being decreased over time due to changing traffic demands
(an effect called “ageing” for fixed-time controllers). To avoid this problem, pa-
rameters can be adapted on-line, but the on-line usage of EAs is challenging due
to their run-time requirements.

LCS in traffic control. Although LCSs are on-line learning systems, the au-
thors are aware of only few recent publications discussing the application of
LCSs to traffic control [18,19]. These publications investigate the use of an
LCS as an intersection controller in small networks of two-phased intersec-
tions. An LCS is used to adapt the phase durations at each intersection based
on detected queues, but the investigated intersection model is fairly simple.
The approaches should not be applicable to a real intersection without major
extensions.

The OTC approach presented here uses an EA for off-line parameter opti-
misation but combines it with an LCS that selects and evaluates parameters
on-line. Details are presented in Sect. 3.

3 Architecture

This section presents the OTC architecture for the control of signalled intersec-
tions. An industry-standard traffic light controller (TLC) – the System under
Observation and Control (SuOC) in terms of Organic Computing – is extended
by an observer/controller component that reconfigures the TLC depending on
current traffic conditions. The architecture – which is an implementation of the
generic observer/controller architecture presented in [3] – is depicted in Fig. 1.
The resulting traffic control system is self-configuring and self-optimising.
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3.1 Overview

The SuOC consists of a parametrisable TLC responsible for physically set-
ting the intersection’s traffic lights. Different industry-standard TLCs may be
implemented in the SuOC, the only precondition being that the controller is
parametrisable, i. e. that its behaviour can be specified by a set of parameters
which can be varied by the observer/controller. Possible controllers include sim-
ple fixed-time controllers (FTC) or more complex traffic-responsive variants like
VS-Plus [20] or NEMA controllers [21]. A good setup of the TLC’s parameters
that matches the current traffic conditions has an important influence on the
resulting delay times and number of stops for these systems.

Fig. 1. The OTC architecture for traf-
fic light control

The TLC’s parameters are adapted by
an additional observer/controller compo-
nent introduced with the OTC architec-
ture. In Fig. 1, this component is split
into two separate layers according to the
different tasks performed by the observ-
er/controller. Layer 1 is responsible for
the on-line selection of TLC parameters
depending on local traffic conditions. An
observer component monitors the traffic
flows crossing the intersection, combines
the determined flow values into a vec-
tor representing the local traffic situation,
and provides this information regularly to
a modified real-valued LCS. The LCS se-
lects appropriate parameters from its rule
base. New classifiers for unforeseen traf-
fic conditions are created on Layer 2 by
off-line optimisation. Here, an EA evolves
TLC parameters for a specified traffic situation and evaluates the parameters’
quality using a simulation component. Important architectural aspects are dis-
cussed in the remainder of this section, further details can be found in [3,22].

3.2 On-Line Selection of TLC Parameters

The traffic-dependent selection of TLC parameters is performed by a modified
real-valued LCS. For an intersection with n turnings, the system input consists
of an n-dimensional real-valued vector containing the traffic flows measured in
vehicles per hour (veh/h) for each of the intersection’s turnings. The condition
part of the classifiers accordingly consists of n interval predicates forming an
n-dimensional hyperrectangle containing all inputs matched by the classifier,
while the action part contains a TLC parameter set. For a given input, the LCS
determines all matching classifiers. One of the TLC parameter sets present in
this match set is selected as with standard LCS (see Sect. 2.2 for details) and
used to configure the TLC of the intersection.
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Although LCSs are evolutionary on-line learning systems, some modifications
are necessary before using them for the control task. Existing systems like XCS –
which is used as a basis for the modified version presented here – create classi-
fiers in a stochastic process and evaluate their quality by applying their actions
directly in the environment. For the task of traffic control, these systems would
test and evaluate arbitrary TLC parameters directly at the controlled intersec-
tion. Since the use of inappropriate parameters leads to long average delays and
a large number of stops, this approach is infeasible.

In the OTC architecture, new classifiers – or more precisely their action parts
containing the TLC parameters – are evolved by an EA that uses a traffic sim-
ulation software to evaluate the parameters’ quality with respect to a specific
traffic situation. Using this off-line simulation-based approach, an approximate
quality of a classifier is known even if it has not been previously applied at the
intersection. Small imprecisions induced by the simulation-based evaluation are
corrected on-line by the LCS when the classifier’s action containing the TLC
parameters is applied in the SuOC and its impact is evaluated later on by de-
termining its reward value.

Unfortunately, evolving good parameters based on simulations takes some
time while an LCS is expected to react on new traffic situations immediately.
If the rule base of the LCS does not contain classifiers matching an observed
traffic situation, a classifier located most “closely” to the unmatched situation is
selected and its condition is widened as far as necessary to match the situation.
The distance between a traffic situation and a classifier condition is measured
by calculating the Manhattan distance between the point of the hyperrectangle
located closest to the situation and the point representing the situation. Other
distance measures are possible but should not significantly influence the system’s
behaviour. The widening of existing classifiers that are located close to an un-
matched situation enables an immediate response of the LCS while on the other
hand the situation-dependent quality of TLC parameters remains (somewhat)
predictable.

A

B

Condition part 1
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on

 p
ar

t 2

Fig. 2. A situation is matched by a
widened classifier A, but not by a more
specific classifier B

In test runs, the modifications
described in the previous paragraphs
resulted in a weak competition among
existing classifiers: In many cases an ex-
tensively widened classifier A matches a
situation while a more specific but not
matching classifier B is located close by.
In these cases, the parameters proposed
by classifier A are used in the SuOC
although the parameters advocated by
B would often exhibit a better perfor-
mance since they were originally created
for a situation closer to the current in-
put. The problem is illustrated in Fig. 2
for the 2-dimensional case.
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Fig. 3. Overview of the modified
match set creation process

To improve the performance of the LCS,
the match set creation has been modified
further: If the set of classifiers matching a
situation does not contain at least d dis-
tinct TLC parameter sets, widened copies of
not matching classifiers in the proximity of
the situation are included in the match set
(but not yet in the rule base) until the re-
quired number of d distinct parameter sets
is reached or no more classifiers are avail-
able. Based on this match set, the action
set is formed and TLC parameters for the
SuOC are returned. If the action set contains
a widened copy of an originally not match-
ing classifier it is included in the rule base.
The overall process is shown in Fig. 3.

Reconsidering the constellation depicted
in Fig. 2, both classifiers A and B will now
be included in the match set, and depend-
ing on their quality, B’s parameters might
be used in the SuOC. In the performed test
runs, this modified selection process resulted in significantly better performance
of the controlled intersection.

4 Results

The OTC architecture presented in the previous section has been evaluated for
different three- and four-armed traffic nodes. This section provides details of the
experimental setup and presents the obtained results.

4.1 Experimental Setup

To perform the experiments, simulation models of existing traffic nodes have
been built using the microscopic traffic simulator Aimsun [23]. The models
(called K3 and K7) are based on maps of intersections located at Hamburg,
Germany. They are depicted in Fig. 4. While K7 is a three-armed intersec-
tion allowing six turning manoeuvres, K3 is four-armed and consists of eleven
turnings.

For both nodes a fixed-time signal program used in reality was available and
is used as a reference controller in the evaluation. Traffic demands are modelled
according to data taken from a traffic census. In the census, cars and trucks
passing the intersection were counted and documented for each turning with a
time resolution of 15 minutes.

Experiments were conducted for a simulated period of six hours starting at
6 a. m. This period was chosen because it starts with a phase of low traffic density
that is quickly replaced by the morning peak hour (lasting approximately from
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(a) K3 (b) K7

Fig. 4. Simulation models of the intersections K3 and K7
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Fig. 5. Traffic demands for K3 and K7

7.30 a.m. to 8.30 a.m.) with high traffic demands. Till noon, traffic settles down
to a medium level. The total number of vehicles passing K3 and K7 are depicted
in Fig. 5.

To compare the performance of different traffic light controllers, the intersec-
tion’s average delay is used. It is defined as

∑
t∈T ft · dt∑

t∈T ft
,

where T is a set containing all turnings of the intersection. The variables ft and
dt denote the flow and the average delay for a turning t ∈ T . The intersection’s
average delay is the basis for the established Level of Service classification (see
Sect. 2.1) and should be minimised by a traffic light controller. Delays have been
measured using the microscopic traffic simulator Aimsun (version 5.1), which
was used to simulate the SuOC and to provide a fitness evaluator for the EA on
Layer 2 of the OTC architecture.
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The OTC approach was evaluated in three consecutive experiments (labelled
Day 1, Day 2, and Day 3). At the beginning of Day 1, the rule base of the
LCS was empty. For Day 2 and Day 3 the rule base that evolved on the previous
day(s) was used. Simulations of each day have been repeated at least three times
using different random seeds. The EA optimised cycle length and phase splits
for the intersections while using the phase sequence from the reference TLC.

After some preliminary testing, the configuration listed in Table 1 was used in
the experiments. Most parameters are standard for LCSs and EAs, respectively,
but some need explanation: For the LCS, no rule base size limit has been imple-
mented to avoid bad system performance due to a limited rule base capacity. No
subsumption or deletion of classifiers has been performed. The interval width for
new classifiers defines the initial width of the intervals used in the condition of
new classifiers created by Layer 2. While the initial width should be preferably
small to keep the EAs quality prediction accurate, larger intervals can reduce the
number of EA activations especially on the first day of simulation. The number
d of distinct actions needed in the match set has been introduced in Sect. 3.2.

For the EA, the parameters warm-up and simulation duration define the sim-
ulated duration of evaluation runs used to determine the quality of TLC param-
eters. While the traffic can build up during the warm-up period of an evaluation,
delay statistics are only gathered for the simulation duration. Shorter simulations
allow for a faster evaluation of TLC parameters, but longer simulations reduce
the variance of the quality estimates. For the selected durations, an optimisation
run takes about 4 to 6 minutes on a recent standard processor, depending on
the simulated node and traffic demands.

Table 1. Configuration used for the experiments

Layer 1 (LCS)

rule base size limit N none
learning rate β 0.2
initial prediction error εI and fitness FI 50, 0.01
accuracy determination param. α, ε0, ν 0.1, 1.5, 5
interval width for new classifiers 120
# d of distinct actions in match set 3

Layer 2 (EA)

population size 10
# generations 10
# offspring 5
warm-up duration 900 sec.
simulation duration 3600 sec.

4.2 Simulation Results

This section presents results of the simulation study, comparing the average
vehicle delay resulting from the reference solution and the OTC approach. Fur-
thermore, some statistics on the development of the LCS rule base are included.

Results for K7. Results of the experiments for K7 are depicted in Fig. 6. For
Day 1, the OTC approach can quickly improve the average vehicle delay com-
pared to the reference solution for the low traffic period preceding the morning
peak. In this period, TLCs found by the EA can easily outperform the reference
solution that was designed to suit higher traffic volumes. During the morning
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peak, the OTC approach performs slightly better than the reference solution.
Due to the quickly rising traffic demand at the intersection, Layer 2 is heavily
used during this period and existing classifiers need to be widened frequently
since the initially empty rule base does not contain appropriate classifiers. After
the morning peak, the OTC approach leads to smaller delays than the refer-
ence solution. Overall, the average improvement for Day 1 with respect to the
reference solution is about 10%.
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Fig. 6. Comparison of OTC approach and reference solution for K7

For Day 2 and 3, the OTC approach can outperform the reference solution for
the whole simulation period. The system has learned appropriate TLC parame-
ters for most traffic situations recognised by the observer, therefore appropriate
TLC parameters are often available instantly or existing classifiers need to be
widened only to a small extent. The average improvement with respect to the
reference solution is about 12%.

Results for K3. Results obtained for intersection K3 are depicted in Fig. 7.
The results resemble the simulations for K7 presented above: For Day 1, an
improvement of about 6% could be obtained in comparison to the reference
controller despite the initially empty LCS rule base. For Days 2 and 3, the system
profits from is populated rule base, handling especially the morning peak better
than on Day 1. This results in an average delay reduced by 8 % compared to the
reference solution for both days.

The presented results for K3 and K7 indicate that the OTC approach is capa-
ble of autonomously improving the performance of signalised intersections. The
system’s self-optimisation capabilities allow the continuous on-line adaptation
to changing traffic demands, thereby easing the job of a traffic engineer. Since
the OTC architecture represents a novel approach, further improvements of its
optimisation and adaptation capabilities can be expected in the future.
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Fig. 7. Comparison of OTC approach and reference solution for K3

LCS statistics. For both intersections, statistics on the number of classifiers,
the number of classifiers with distinct TLC parameters, and the number of op-
timisations performed by Layer 2 were gathered. The average of these measures
for the repetitions of each simulated day are shown in Table 2.

Table 2. LCS statistics

K3 K7
Day 1 Day 2 Day 3 Day 1 Day 2 Day 3

# classifiers in rule base 230 415 577 248 424 574
# optimisations 120 77 65 123 69 53
# distinct TLC parameters in rule base 97 142 174 105 152 187

For both nodes, several new classifiers are created each day by widening op-
erations or EA optimisations. While the new classifiers initially lead to a rapidly
growing rule base, more and more typical traffic situations are covered by clas-
sifiers, resulting in a smaller number of optimisations and a reduced rule base
growth on subsequent days. Accordingly, the number of distinct TLC parameters
is rising slowly after a large number of parameters has been created on Day 1.
Their absolute number is relatively large since even slightly different parameter
sets are counted separately.

5 Summary and Outlook

This paper presented traffic control as an interesting application for Organic Com-
puting. A brief introduction into existing traffic control systems was given and
Evolutionary Algorithms and Learning Classifier Systems – two Evolutionary
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Computation techniques – were presented. After summarising existing traffic-
related applications of these techniques, a novel architecture for traffic light con-
trollers has been presented. Using the OTC approach that extends the traffic light
controller with an observer/controller architecture, the average delay time at the
controlled intersection could be reduced.

Future work focuses on the extension of the OTC architecture to make it
better suited for the application in larger traffic networks. Although the pre-
sented approach can be applied in a network setting without changes, it cur-
rently includes no explicit mechanism that synchronises neighbouring nodes. In
urban networks, synchronisation among nodes is usually established to achieve
smoother traffic flows (e. g. by establishing a progressive signal system on an
arterial road). Future work will investigate possibilities to dynamically establish
synchronised traffic lights depending on the network’s traffic flows by providing
a communication mechanism among the nodes. It will be investigated if a de-
centralised approach of local interactions between neighbouring nodes is feasible
to establish useful synchronisations or if an additional coordination component
is needed to perform this task.
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Abstract. In this paper, we introduce new concepts and methods for
checking the correctness of control flow instructions during the execution
of programs in embedded CPUs. Detecting and avoiding the execution of
faulty control flow instructions is a problem of growing importance w.r.t.
reliability and security. On the other hand, hardware cost overheads and
an easy integration into the design flow are of utmost important for
cost sensitive embedded systems. Our proposed methodology is able to
monitor all direct jumps and branches as well as calls and returns form
subroutines autonomously during program execution. Furthermore, we
propose and evaluate an implementation of an autonomous checker unit
which is closely coupled to the processor and can detect and even avoid
the execution of a faulty control flow instruction. Upon detection of a
faulty instruction, we propose a method to refetch and reexecute the
incorrect jump or branch instruction. Other benefits of this novel ap-
proach are that the application code must not be changed or augmented
by signatures or additional instructions, and that there is no measurable
performance impact in terms of execution latency. From the user point
of view, our approach is completely transparent to a program developer.

1 Introduction

Modern electronic systems are integrated more and more together with com-
munication devices. In the past, aero planes were steered by cables, axes and
hydro pneumatic systems. Now, planes become fitted with ”fly-by-wire” systems
without any direct mechanical coupling between the pilot’s control elements and
the actuators. Clearly, such systems require a very high standard of reliability.
The Airbus A380, for instance, has reached a new dimension on integration of
wire-based and wireless communication components [1].

Thus, from the researcher’s point of view, the focus is constantly shifting from
the integration of new technologies to the effort to increase the reliability and
security of existing systems.
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Fig. 1. Concepts of autonomously interacting control flow checker that can monitor
the program counter and detect false jumps or branches based on information of the
compiled code. Moreover, the checker should also be able to correct false jumps or
branches.

Robustness, reliability and security are essential requirements of todays SoCs
(Systems on Chips). Modules and their integration in the system have to be
designed to be still operational also in difficult and inference-prone areas as well
as insecure environments.

In this paper, our goal is to investigate methods to recognize, analyze, and
correct sporadic and/or permanent errors occurring in the control paths of em-
bedded RISC-CPUs. Our vision thereby is to define autonomously behaving el-
ements to resolve functional errors of a RISC-CPU-Core locally inside the core.

These autonomous elements called control flow checkers are supposed to recog-
nize, evaluate, and correct errors during the program execution of the processor.
In particular, soft errors [2] as well as malign security attacks [3] are in the focus
of this paper.

In the following, we propose such concepts and an implementation of a cor-
responding control flow checker hardware (see Figure 1). The main task of the
control logic in a CPU is to control the program flow. The actual state of execu-
tion of a program is, in general, given by the value of the program counter and
the CPU registers. Usually, the next instruction to fetch is given by an increment
of the program counter, but also branches and jumps may occur.

Sources of errors that we want to autonomously detect and correct include
accidental sporadic, permanent, or intended errors caused by local attacks that
try to manipulate the program execution. These errors can effect a wrong pro-
gram counter value. Errors may also be caused by pure software means such as
buffer overflows. Here, a wrong jump destination or a wrong return address from
a subroutine might cause an execution of infiltrated code. If an error is detected,
the control flow checker should be able to initiate the reexecution of the control
flow instruction.

Definition 1. Control flow checking denotes the task to test whether a sequence
of program counter values is correct with respect to a given program specification.

The paper is structured as follows: In Section 2, a general overview of related
work is given. In Section 3, we present a classification of control flow instructions.
Subsequently, in Section 4, two different methodological concepts for control flow
checking are introduced. Architectural concepts for implementing these ideas
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present the focus of Section 5. Finally, in Section 6, we present an implementation
of an autonomous control flow checker for a given real Leon3 [4] CPU and analyze
the corresponding overheads for control flow checking in Section 7. Section 8
concludes the work.

2 Related Work

Error detection and correction methods have important roots in the area of
fault-tolerance. Here, one of the most familiar method for error detection is the
duplication of a given processor core with subsequent comparison of the results
[5]. Duplication of processing units is, however, too cost-intensive and thus often
prohibitive due to cost (area) and power consumption. Hence, these approaches
are only used in safety-critical systems with a high demand on reliability.

In the following, we first define relevant criteria when comparing different
methodologies for control flow checking quantitatively. Here, the following crite-
ria will be used: Error coverage denotes the degree of faults that can be detected
by a method. For example, some methods for control flow checking discussed
in the following can only detect a certain type of control flow instructions (e.g.,
direct branches and jumps). Some may detect not 100% of all control flow errors.
Another criterion for comparison is the detection latency. The detection latency
denotes the time between occurrence of a fault and its detection. This time is
important to prevent a system failure. Only if an error is detected with a low
latency, the error handling can react to transfer the system into a secure state or
to trigger error correction measures. On the other hand, the following overheads
may be caused: execution time overheads (CPU time), memory overheads and
area overheads (hardware cost overheads).

Related work on control flow checking can be divided into approaches using
an additional hardware checker unit or a watchdog processor [6,7,8,9,10], and
approaches which are completely software-based [11]. In these approaches, the
program code is first structured into basic blocks1.

Control Flow Checking using Assertions (CCA) [11] denotes a software-based
approach. After creating a basic block graph, a sequence of special control in-
structions is inserted into the program code at the beginning as well as at the end
of each basic block. These additional instructions verify that only legal branch
or jump destinations according to the specification, given by the basic block
graph is taken. The advantage is that no additional hardware (area overhead)
is required, but this approach has an obvious impact on the performance of
the program code (execution time overhead). Undesired jumps caused by faults
occurring on instructions inside a basic block cannot be detected at all.

1 A basic block is a sequence of code which is executed successively without any jumps
or branches except at the end. The basic block can only be left at the end of a block
and can only be entered at the beginning. Only the last instruction can be a jump
or branch and only the first instruction can be a jump or branch destination (see
Section 4.1).
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A good overview over software methods for control flow checking for security
and fault tolerance is given in [12].

To check all types of instructions, a signature (hash or a CRC value) of all
instructions of a basic block can be calculated offline (at compile time). At run-
time, a hardware checker can calculate the signature of the executed instruction
in a basic block. When leaving a basic block, the signatures can be compared
and errors inside the basic block can be found. Signature methods can be di-
vided into two groups, namely Embedded Signature Monitoring (ESM) [6,7,8]
and Autonomous Signature Monitoring (ASM) [9,10].

In the ESM methods, the offline calculated signature (golden signature) is
stored in the program code with additionally inserted instructions at the end
of each basic block. These instructions read out the calculated signature of the
executed instructions from the checker unit and compare it to the golden sig-
nature. The advantage of these methods is that all types of instructions can be
checked and a new program contains already the corresponding signature. The
disadvantages are a significant performance impact (execution time overhead)
and that a fault can only be detected at the end of a basic block which may
be too late to prevent a system failure (detection latency). Also, a single event
upset during the execution of the additionally inserted instruction can lead to a
false detection or spoofing of an error.

In the ASM methods, the golden signature is stored in a separate memory
belonging to the checker unit. Also, the comparator for the golden and the cal-
culated signature is implemented in hardware. The information of the basic block
graph is mapped into microinstructions, located inside the instruction memory
of the checker. Jumps and branch destinations can thus also be checked. The
advantages are that the program code must not be altered and that there is no
performance impact. Also, all types of instructions can be monitored. The dis-
advantages are that an extra memory for the checker unit is required (memory
overhead) and that synchronization between the CPU and the checker unit is dif-
ficult. So, interrupts, multi threading, and indirect jumps cannot be completely
covered.

An ASM approach for security applications is described in [10]. The Intra-
Procedural Control Flow Checking is similar to our method. The advantages of
our methods however is, that we are a) more flexible in using memories to store
the control flow (instruction) graph instead of a finite state machine in logic.
Moreover, we have b) no performance impact in the error free case, and c) our
checker unit is simpler and thus requires less resources.

Finally, the Diva approach [13] describes a pipeline which accepts only checked
results for the further processing after the commit phase. A redundant second
pipeline is a simple rudimentary pipeline, where the results of arithmetic func-
tions are recalculated with a separate checker, and memory items are refetched.
The weakness is that the second pipeline is assumed to be fault-free, which might
not be the reality in today’s deep submicron designs. The area overhead of Diva
is lower than in the case of fully redundant units, but also performance reduction
exists due to a longer pipeline.
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3 Branches and Jumps

Control flow instructions (CFI) can be categorized into conditional branches and
unconditional jumps. Conditional branches depend on the result of a logical or
arithmetic operation.

Both groups of control flow instructions can be subdivided into direct (static)
and indirect (dynamic) jumps or branches. The destination of direct branches or
jumps is fixed at compile time and is encoded into the jump or branch instruction
in an absolute or relative address. For indirect jumps or branches, the destination
address is determined during program execution. The destination address is given
by either a register value or as the result of an operation with registers or the
result of an operation with a register and a constant value which is encoded into
the instruction. Absolute or relative addressing modes can be used there.

Summarizing, four types of control flow instructions exist: (Unconditional)
direct jumps (e.g., call, goto), (Conditional) direct branches (e.g., if .. then
.. else), (Unconditional) indirect jumps (e.g., return from subroutine), and
(Conditional) indirect branches.

Furthermore, the class of unconditional indirect jumps can be subdivided into
returns from subroutine, register indirect calls and other jumps. A return from
subroutine is an example of an indirect jump, because the program counter
jumps to the address where the routine is called from, and this address is only
known at runtime. Register indirect calls are calls where the address of called
subroutine is determined at runtime.

Finally, also jumps which are not triggered by an instruction can occur such
as interrupts and traps. The destinations of interrupts are typically given by
the start address of the main interrupt service routine, and so, interrupts are
direct jumps. Traps occur on exception conditions (like divide by zero). Here,
the program jumps to the address of an exception handler, and so, traps can be
treated as direct jumps.

Table 1 presents an analysis of the occurrence rates of these different types
of branches and jumps on the SPARC architecture for the SPEC CINT2000

Table 1. Accumulated number of control flow instructions of benchmarks of the SPEC
CINT2000 test suite [14] when compiled to the SPARC [15] architecture

SPEC direct indirect
program branches jumps returns calls other jumps

gzip 1426 599 111 4 0
gcc 54676 22340 2188 140 273
vpr 2810 2065 248 2 7
mcf 288 82 26 0 0

crafty 4544 3848 77 0 11
parser 3189 1703 320 0 2
gap 18733 4158 828 1262 5

vortex 12537 8491 913 15 21
bzip2 748 380 73 0 0
twolf 5701 2060 189 0 2
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benchmark [14] for a given list of programs. As been seen, indirect calls and
jumps occur relatively rarely as opposed to direct branches and jumps.

4 Methods for Autonomous Control Flow Checking

In SoCs, a CPU often executes only a few specified programs over lifetime. This
holds true particularly for embedded applications where the system is often only
programmed once, and the code is never changed during the lifetime of the
product, except for the update of the SoC with a new firmware and software.
Furthermore, it is well known that in many computational intensive problems,
most of the execution time is spent in only few subroutines. So, it is beneficial
to analyze these subroutines for branches and jumps statically.

If we assume that only direct jumps and branches exists in a given code seg-
ment, we are able to check the control flow of this code by verifying the correct
execution of each direct control flow instruction as well as the (successively)
linear execution of all the other instructions (the program counter value is in-
cremented by one word address after each instruction).

To check the correct execution of control flow instructions, we need to check
the correct address of the control flow instruction and the correct target address.
The program counter value before and after the execution of a control flow
instruction can be compared to these addresses. If there is a mismatch, an error
signal may be raised.

In the following, we propose two alternative methods to obtain the correct
addresses of control flow instructions of a given machine program and the cor-
responding targets.

The first method is called basic block or control flow method (CF). The second
method is called control flow instruction method (CFI).

4.1 Control Flow (CF) Method

First, a given compiled machine code is separated into a set of basic blocks
BB. The following instructions define the begin of a basic block: a) the first
instruction in a program or segment, b) the instruction following a control flow
instruction, c) instructions which are destinations of control flow instructions.

From this information, the control flow graph CFG(BB, T ) is built: Each
node BBi ∈ BB of the control flow graph represents a basic block. The nodes are
sorted with increasing start address of the corresponding basic block in ascending
address order. Each edge t ∈ T represents a transition of the control flow from
one basic block to another. If the last instruction of a basic block BBi is a direct
branch instruction, the basic block has two successors. One is the basic block
next in the list BBi+1 (if the branch is not taken), and to a basic block where the
first instruction is the branch destination (if the branch is taken). Jumps have
only one successor, and if the last instruction is not a control flow instruction,
the successor basic block is always the next basic block BBi+1. An example
program is shown in Figure 2 which is separated into basic blocks. Also, the
corresponding CFG is shown.
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Fig. 2. An example program code is given on the left side with the corresponding
assembler code. The CFIs are denoted A to C, and the CFI destinations with a to c.
D denotes the end of the program or segment to be checked. Furthermore, the code is
divided into basic blocks, denoted with 1 to 6. In the middle, the corresponding CFG
and on the right side, the corresponding CFIG are shown.

With the given CFG, we have all information to check a sequence of pro-
gram counter values for correctness as follows: The information of the CFG
can be either used to directly define a finite state machine (FSM) to check the
correctness of control flow instructions. Alternatively, an implementation using
microinstructions of a microprogrammed circuit can be deducted from the CFG.

For an implementation of a microprogrammed circuit, the information of the
CFG can be stored inside memories. We need for each basic block, the start and
the end address and also the successors basic blocks indexes. The start address
of a basic block is the end address of the previous basic block incremented by
one. To minimize the memory overhead, we need only the end address and a
global start address. Also, we need to store only one successor of the basic block
for branches because if the branch is not taken, always the basic block with the
next index (BBi+1) is the successor.

The correct control flow instruction address may directly be stored inside the
memory (basic block end address). The corresponding target address is the start
address of the successor basic block, given by its index. To get this address, the
end address of the basic block with the previous index is fetched and the address
is incremented (BBi−1 +1). Having both addresses, the control flow instruction
can be verified.

For example, [10] describes a CF method, where the CFG is implemented in
a FSM and the lookup table for resolving the control flow instruction addresses
and indexes is implemented in memories.

4.2 Control Flow Instruction (CFI) Method

In case of direct branches and jumps, the start and target address is known at
compile time. So, it is possible to extract this information from the binary or
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the disassembled program code by decoding the instructions. The control flow
instructions are then sorted by increasing addresses in ascending address order.

Then, the control flow instruction graph (CFIG(CFI, T )) is built: Here, each
control flow instruction in the code which should be checked represents a node
(CFIi ∈ CFI). The edges of the CFIG denote transitions t ∈ T to the following
control flow instruction.

Like in a CFG, each node can have a maximum of two successors: two for a
branch instruction and one in case of a jump instruction. For a branch instruction
CFIi, one successor is CFIi+1 (branch is not taken). The other successor of
a direct branch and jump instruction is CFIn which is the next control flow
instruction in the program code after the branch destination (branch is taken).
The CFIG from the example program code is shown on the right side in Fig. 2.

Like in the CF method, the information of the CFIG can be used as a specifi-
cation of a control flow checker unit and implemented either directly by a FSM
or as microinstructions of a microprogrammed circuit. For the microprogrammed
circuit, we store for each CFI the start and the target address in memory. Also
the index of the successor CFI must be stored inside this memory. For direct
branches, we store the successor CFI for taken branches. If the branch is not
taken, the successor CFI is CFIi+1.

4.3 Methods Conclusions

Both introduced methods can only check direct branches and jumps, where start
and destination address can be extracted from the compiled code. For indirect
control flow instructions, we will present extensions for both methods. Some of
these extensions are discussed later.

The advantage of the CF method is that in the most cases, fewer additional
memory resources are needed than the CFI method. Furthermore, we can extend
this method to check the integrity of all types of instruction sequence inside a
basic block with a CRC or hash value. This value can be run time calculated
from the executed instructions and can be compared at the end of a basic block
with a precalculated value [9].

The disadvantage of the CF method is that we need two times access to the
memory for each control flow instruction. One access for the end address of the
basic block and one for the start address of the successor basic block. To ensure
that on a branch or jump the correct start and destination address is available,
we can preread both values. But this preread can only be done if the basic block
has more than one instruction. If a basic block consists only of one instruction,
we must stall the processor pipeline to verify the control flow instruction.

The advantages of the CFI method are that the checker unit is very simple
and uses only few logic resources. Also we have no performance impact, because
the correct control flow instruction address and target address may be loaded
from the memory in a single clock cycle. The disadvantages are that usually
more memory resources are needed as for CF method, and that we are not able
to check the integrity of non-control flow instructions.
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5 An Architecture for Lightweight Control Flow
Checking

In the following, we introduce an architecture of a lightweight control flow checker
to monitor and to correct the executed control flow instructions of a RISC CPU.
Our approach can monitor direct jumps and branches as well as call and re-
turns from subroutine. To achieve a correction of a corrupt program, a detected
incorrect jump or branch can be reexecuted. Our checker is called lightweight,
because with little area overhead, we can detect and correct many though not all
errors. Our architecture concept is modular in the sense that coverage aspects
can be treaded off with implementation overheads.

5.1 Handling of Direct Jumps/Branches

We are using the CFI method described in Section 4.2 to check direct jumps and
branches where the CFIG is implemented in a dedicated memory. The checker
must know the instruction’s program address and the address of the next in-
struction to execute. Since most CPU architectures today are pipelined, these
addresses can easily be taken from successive pipeline stages of the program
counter.

If no jump or branch instruction occurs, the next instruction address PCn+1

is typically one instruction word higher than the value of the current program
counter PCn. So, an incremented instruction address can be compared to the
address after the instruction (see comparator a in Figure 3). If the current in-
struction is a direct jump or branch instruction, the next program counter is the
jump destination, or, in the case of a branch the branch destination, or, if the
branch is not taken, the next address in the program code.

Each pair of control flow instruction address and target address is stored in
two RAMs of the checker unit, one for the start and one for the target address
(see Figure 3). The addresses of the branch or jump instructions are stored
successively in the start address RAM (sAdrRam) and the corresponding targets
in the jump address RAM (jAdrRam). Also, a checker unit program counter
(CUPC ) is needed which points in these RAMs to the cell, where the address
of the next direct branch or jump is stored. This start address is compared to
the current program counter to determine when the branch or jump instruction
is executed (comparator b). In this case, the following program counter value is
compared to the address of the jump address RAM to verify the correct execution
of the branch or the jump (comparator c). Now, the CUPC must point to the
next branch or jump address. This can be achieved by introducing a third RAM
(ctrlRam) where the next CUPC is stored for each branch or jump. In the case of
a branch, it must also be determined if the branch is taken or not. If the branch
is taken, the next CUPC has the value which is stored in the ctrlRam. If the
branch is not taken, then the CUPC can be incremented. The CUPC and the
ctrlRam presents a microprogrammed architecture which implements the CFIG.
The CUPC can be compared with the index of the CFI. The transitions of the
CFIG are stored in the ctrlRam.
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Fig. 3. Architecture for control path checker with the three Rams and comparators.
Also, the control unit program counter (CUPC ) is shown.

Also, control flags are stored in the ctrlRam. So, the checker unit can distin-
guish between jumps or branches or can activate or deactivate the checker unit
based on specific program addresses. This can be done by storing the checking
start or end address in the sAdrRam and setting the checking start or end flag in
the corresponding cell in the ctrlRam. If the program flow reaches the starting
address, the checker unit will be activated, or, if the checking end address is
reached, the checker unit deactivates itself. Finally, parts of the program flow,
e.g., non-critical sections or sections which can not be checked due to not sup-
ported indirect jumps, might be excluded from the checking process by setting
the checking start and end flags.

5.2 Handling of Calls and Returns

The most frequent use of indirect jumps occur in the form of returns from sub-
routine. By executing a return from subroutine instruction, the program counter
jumps to the next address after the instruction from where the subroutine was
called from. The return address is typically stored in a CPU register, so the
return instruction is a special indirect jump. Returns can be verified also in our
approach by introducing an additional hardware stack. Upon a call (direct or in-
direct), the return address is stored in the stack and when the return instruction
is executed, the target address can be verified.

5.3 Correction by Reexecution

If a faulty jump or branch instruction occurs, this instruction will be reexecuted
as follows: The error can be detected fast enough to ensure that the state of the
CPU is not altered by the faulty instruction execution. To guarantee this, the
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Fig. 4. The checker unit is placed between the first pipeline stages of the Leon core [4].
All bold lines denote new paths for monitoring and reexecution of jump and branch
instructions.

checker must monitor the program counter in the first pipeline stage of a CPU.
Unfortunately, in most architectures, the jump or branch instructions need more
than one cycle to execute. So, until the error is detected, some other instructions
after the jump might be executed. After error detection, the program counter is
reset to a value previous the error occurs by looping back the program counter
value from a subsequent pipeline step. The details of the reexecution process
depends highly on the processor architecture and design.

The SPARC architecture allows to execute one instruction after a branch
instruction or two instructions after a jump instruction before the branch or jump
is performed (see [15]). If an error is detected and the jump or branch instruction
must be reexecuted, also these following instructions must be reexecuted. It must
also be ensured that these instruction cannot alter the state (e.g., register content
or memory operations) of the CPU before reexecution (see Section 6).

6 Implementation

We implemented and analyzed our methods of lightweight control flow checking
for the open source SPARC CPU Leon3 from Gaisler Research [4] in a Virtex 4
FPGA from Xilinx. The checker can monitor direct branches, jumps and calls as
well as indirect returns and has also the possibility to reexecute a corrupted jump
or branch instruction by fetching it again from the memory. Other features of
the checker are the support of the activate and deactivate procedures described
in Section 5.1. The complete methodology for control flow checking consists of
the concept of checking of direct jumps and branches (Section 5.1), the return
stack (Section 5.2) and the repair mechanism (Section 5.3). To minimize the
resource overhead, some features can be disabled (see Section 7). Indirect jumps
which are not returns, are not supported so far, but many application programs
or routines in embedded systems have none of these instructions.
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The checker is placed between the first pipeline stages of the Leon3 core (see
Figure 4). The current program counter for the checker is the program counter in
the decode pipeline step and the next program counter is the program counter of
the fetch pipeline step. For reexecuting a jump or branch, the program counter
of the memory step is looped back to the program counter generation (a step
prior to the fetch step), and the instructions are annulled after the memory
step, so the incorrect instructions are not executed and no registers or memories
are written. Because of the loop back, the jump is executed again, and if this
execution is correct, the program is continued normally.

To prepare an application, the compiled code is analyzed by a program which
decodes the instructions and searches for jumps, branches, calls and returns
(see Figure 5). The addresses of these instructions are stored in the sAdrRam
initialization file and the destination address, except for the return instruction,
is stored in jAdrRam initialization file. Also, the initialization file for the control
Ram (ctrlRam) is generated, and the activate and deactivate instructions for
the checker unit are inserted. The original program of the application remains
completely unchanged.

The memory initialization files can be used for the synthesis of the checker
unit, or the content of the rams can be initialized directly in the bitfile of the
FPGA with the Xilinx tool ”data2mem”. For future FPGA and ASIC versions
of the checker, the memories could be initialized also at runtime over a memory
bus or the processor.

Fig. 5. From the compiled code, the program analyzer extracts all branches, calls, and
returns and generates the memory initialization files for the sAdrRam, jAdrRam, and
ctrlRam. The checker rams can be initialized during the synthesis or later in the bitfile
with the data2mem tool.

7 Overhead Analysis

Next, we analyze the number of entries of the checker rams (sAdrRam, jAdr-
Ram, and ctrlRam) and the area overhead of the checker for different supported
features. Furthermore, the verification process of the checker unit is described
in this section.

We analyze the number of required entries of the checker ram for the SPEC
CINT2000 benchmark [14] compiled to the Leon processor. Table 2 shows the
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Table 2. Number of required entries in the checker rams for different programs of the
SPEC CINT2000 benchmark [14]

SPEC program gzip gcc vpr mcf crafty parser gap vortex bzip2 twolf

checker ram entries 2138 79206 5125 398 8471 5214 23721 21943 1203 7952

Table 3. Area overheads of different checker unit versions for a Leon3 core without
PCI and Ethernet. The area and memory overhead of the full version C and the reduced
versions (A and B) and for different checker ram sizes are shown.

Overhead Leon3 Version A Version B Version C

checker rams with 512 entries

LUTs % 17031 106 0.62% 242 1.42% 259 1.52%
Flip Flops % 5412 11 0.20% 17 0.31% 20 0.37%
BRAMs % 50 3 6% 3 6% 3 6%

checker rams with 1024 entries

LUTs % 17031 111 0.65% 248 1.46% 265 1.56%
Flip Flops % 5412 12 0.22% 18 0.33% 21 0.39%
BRAMs % 50 5 10% 5 10% 5 10%

checker rams with 2048 entries

LUTs % 17031 112 0.66% 250 1.47% 267 1.57%
Flip Flops % 5412 13 0.24% 19 0.35% 22 0.41%
BRAMs % 50 8 16% 8 16% 8 16%

checker rams with 4096 entries

LUTs % 17031 105 0.62% 251 1.47% 268 1.57%
Flip Flops % 5412 14 0.26% 20 0.37% 23 0.42%
BRAMs % 50 10 20% 10 20% 10 20%

number of checker ram entries of different programs of the benchmark. Operating
system routines and standard library functions are not included in this analysis.

Next, we provide different versions of the checker which support different jump
instructions and error detection features resulting in different area overheads.

The smallest version of the checker (version A) can only monitor direct jumps
or branches. All indirect jumps are not supported and not allowed in the code,
but it is allowed that indirect jumps can occur in the unchecked code. This
includes also returns from subroutine, so this technique can only be used for a
single procedure or function. But many of these procedures and functions can
be checked if the checker unit is deactivated at calls and returns, and activated
inside the function.

The second version (version B) is version A with an additional 32 entry return
stack. With this version, we can also monitor calls and returns, so the most
application programs can be fully monitored.

The last version (version C) has the additional capability of repeating an
incorrect jump or branch instruction as described in Section 5.3 and Section 6.

Table 3 shows the overhead of different versions, synthesized and implemented
on a Virtex 4 with ISE 8.2 with different checker ram sizes. The results show
that the area overhead for logic (lookup tables and Flip Flops) is very small. If
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more control flow instructions shall be monitored and more checker ram entries
are needed, only the overhead of the block rams increases. A qualitatively com-
parison of the overhead to other approaches is difficult due to different target
architectures.

The verification of the checker has been performed by simulation and the
Leon in-circuit debugger. Instruction faults are simulated between the instruc-
tion cache and the integer unit by an XOR with an error mask, read in from a
file. With the in-circuit debugger, control flow instructions can be altered inside
the memory (for example the jump destination encoded inside the instruction).
With these techniques, the checker and the correction of incorrect jump instruc-
tion has been verified.

8 Conclusions and Future Work

We introduced a systematic methodology for autonomous control flow checking
for embedded RISC CPUs which can monitor direct jump and branches as well as
returns from subroutine. Experimental results show that the additional hardware
overhead is small. In particular, lookup tables and Flip Flops overhead amount
to an overhead of less than 2% in all cases. So, the only overhead results from the
additional memory needed to monitor the control flow instructions. A modular
concept for generation of checker units has been proposed, so the area overhead
can be further reduced, by removing some functions. The detection of faults is
very fast, so we have the possibility to react immediately during the execution
of a faulty instruction and are able to prevent incorrect instructions from being
executed. Furthermore, an incorrect jump or branch instruction can be refetched
and reexecuted. With this technique, we therefore have no performance impact
on the CPU and the compiled program code remains unchanged.

We introduced a second independent program counter CUPC with its own
state machine and own microcode with own microinstructions (ctrlRam). The
checker program code is based on the extracted branch and jump instructions
from the program code at compile time. This reduced code covers only direct
branches or jumps without the instructions between two branch points. With
this technique, we enhanced the CPU with a reduced second independent pro-
gram counter and instruction unit at minimum additional hardware cost and
full control of the program flow.

Further extensions can be the support of indirect jumps, multi threading, and
the check of the conditionals of branches. Also, an interface to the OS could be
usefully to count the errors and to report the reliability of the CPU.

Finally, if the checker unit has a bus interface, the contents or part of the
content of the checker rams may be stored in the system memory. Only the
content for checking the current part of program (e.g. the current function or a
set of functions which are current in use) may be hold in the local checker rams.
If the checker needs informations which are not stored inside the local checker
rams, the checker can generate a page-fault-like event to signal the operating
system to reload the checker rams with the needed contents. This concept of
caching can reduce the the among of memory overhead significantly.
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Abstract. A knowledge network is a construct that will organise knowl-
edge in a way that allows it to be efficiently retrieved and used. While
an Internet-based network is the obvious application area, the system
would also be suitable for pervasive sensorised environments. Key ele-
ments thereof are its lightweight, reference-based structure and its au-
tonomous nature. This paper is concerned with describing the querying
process that will be used to retrieve information from the network. For
this process, the network metadata will act as a lightweight and dis-
tributed ontology, where the hierarchical structures of the network will
describe the main relationships and guide the search. Then, using au-
tonomous querying, the ontology can be updated with personal refer-
ences between sources, allowing for semantically unrelated concepts to
also be linked together. A novel linking mechanism is described that is
shown to be effective, dynamic and adaptive, and could be particularly
useful in tomorrow’s Semantic Web environment.

Keywords: Autonomous, Knowledge, Query, Network, Stigmergy.

1 Introduction

A knowledge network is a generic structure that organises distributed knowl-
edge of any format into a system that will allow it to be retrieved efficiently.
The rationale of the knowledge network is to act as a middle layer that connects
to a multitude of sources, organises them based on various concepts and finally
provides well-structured, pre-organised knowledge to individual services and ap-
plications. Baumgarten et al. 2006 and Mulvenna et al. 2006 have described the
initial philosophy behind this network concept in their earlier works. The term
‘knowledge network’ has nonetheless been used by different researchers; see for
example Lee et al. 2004. For the context of this paper, a knowledge network
could be understood to be a network that organises information sources through
the use of ontologies and intelligent links, to provide some sort of meaning to the
associations. By meaningful it is meant that the associations will be understood
by the user of the network. The network can also be loaded with any number of
services that can intelligently process or reason over the stored information. This
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sounds a lot like the Web 3.0 and is a reasonably good generic definition. How-
ever, this work would extend the definition to also accommodate the pervasive
sensorised environments. The sensors would act as data sources, providing infor-
mation to a more intelligent system that could combine such information with
heterogeneous data sources found on the Internet, for example. Thus dynamic
and real-time aspects of an environment can also be used to answer queries and
can also be combined with existing knowledge sources.

The knowledge can be represented by understanding the context in which
each node is used. For example, the metadata describing a node can be used
to compare and link the node with other nodes. However, this cannot provide a
complete organisation, as in a dynamic environment everything cannot be known
beforehand. There is also the problem of distriminating between several nodes
of the same type. Thus temporary overlay views are required to further optimise
and these can dynamically change over time to reflect the use of the system. The
mechanism that is used to optimise and generate these views is by stigmergically
linking sources that are related through the querying process. If we consider the
ant colony optimisation algorithm (ACO) (Dorigo and Di Caro, 1999), then with
this algorithm, pheromone trails between nodes in a network can be strengthened
or weakened to define a route through them. A similar strengthening/weakening
mechanism is used to link the sources related to each other through the queries.

The semantically related organisation (see Fig. 1 in section 4) and reasoning
is new work on the system that is being presented in this paper. The main focus
however is the query process that will be used to query the knowledge. It is
possible to use the querying mechanism as an additional part of the knowledge
organisation mechanism, to autonomously create the temporary views that re-
flect the use of the system. The challenges faced for querying this knowledge can
therefore be identified as follows:

1. Ontologies are typically used to represent knowledge as they allow for a
richer set of querying operations, but the knowledge needs to be represented
in a relatively lightweight way.

2. The querying construct should also be lightweight. However, complex sources
are allowed, when they would also need to be queried.

3. The querying is distributed, retrieving information from several sources. This
requires the query to be constructed dynamically from partial results as it
is executed.

4. The knowledge organisation must be autonomous and does not assume any
prior knowledge of the environment. The system is to be generic, dynamic
and self-organising.

5. The potential size of the network could be huge, therefore some query op-
timisation, directing the search to the most relevant sources, would make a
querying process more practical.

The rest of the paper is organised as follows: Section 2 describes related work.
Section 3 describes the problems faced in querying the network and introduces a
proposed solution. Section 4 describes the query process in more detail. Section 5
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describes details of the implemented system, while section 6 discusses the paper’s
findings and presents the conclusions of the work.

2 Related Work

In this section some related methods for representing and storing knowledge are
discussed, as well as some related work on autonomous querying.

2.1 Knowledge Representation

This section describes the usage of some XML-based knowledge representation
methods used in distributed network environments. There is a strong emphasis
on Semantic Web technologies in this area, where knowledge representation is an
important topic. Knowledge representation generally deals with using ontologies.
There are different definitions of what an ontology is depending on what subject
area you are dealing with. Gruber 1993 gives the following definition for the area
of ‘AI and knowledge representation’, which is suitable for this work:

‘An ontology is an explicit specification of a conceptualisation. The term is
borrowed from philosophy, where an ontology is a systematic account of Exis-
tence. For knowledge-based systems, what ‘exists’ is exactly that which can be
represented. When the knowledge of a domain is represented in a declarative
formalism, the set of objects that can be represented is called the universe of
discourse. This set of objects, and the describable relationships among them,
are reflected in the representational vocabulary with which a knowledge-based
program represents knowledge. Thus, we can describe the ontology of a program
by defining a set of representational terms. In such an ontology, definitions as-
sociate the names of entities in the universe of discourse (e.g., classes, relations,
functions, or other objects) with human-readable text describing what the names
are meant to denote, and formal axioms that constrain the interpretation and
well-formed use of these terms.’

With the Semantic Web, the relations between concepts need to be deduced
automatically. This can be achieved by semantic mapping, or it can also be
achieved by examining the context in which different elements are used. This
could be compared to knowledge or experience-based approaches. Due to the
large amount of literature on knowledge representation and management, this
topic is only briefly mentioned here, however RDF 2008 and languages derived
from it such as OWL 2008 are popular standards for representing the knowledge.

Cuzzocrea 2005 addresses the issue of peer-to-peer processing of knowledge.
He suggests a knowledge representation model in the form of a Semantic Rela-
tionship Matrix (SRM). The SRM for a peer is a 2-D matrix, having as rows
the neighbouring peers and as columns the set of neighbouring concepts. This
adds semantics to a p2p IS (peer-to-peer information system), giving a peer the
knowledge it needs to query its neighbours. Sartiani et al. 2004 have also worked
in the area of p2p systems. They suggest a p2p system called XPeer that con-
tains super-peers that aggregate or organise other peers. The super-peers also
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combine the schema of the other peers automatically, allowing the system to be
queried without the need for human administration. Dragan et al. 2005 also use
the super-peer system. They allow peers to become super-peers if they continu-
ally reroute queries. The network structure described in this paper is essentially
the same, with aggregated nodes referenced by other nodes and a lightweight
linking mechanism based on flat or nested hashtable structures. This structure
will be described in more detail in later sections.

2.2 Autonomous Querying

There has not been a lot of work presented on autonomous querying and pub-
lished research seems to be different to the stigmergic linking methodology pro-
posed in this paper. Mano et al. 2006 discuss the main mechanisms used in this
paper for ‘linking’ (stigmergy, self-organisation, reinforcement). Stigmergy has
now been used widely to self-organise in distributed mobile or ad-hoc networks
(MANETs). These networks are highly dynamic and need a flexible and robust
mechanism that can adapt and allow them to self-organise. As these systems
can be on a massive scale, some centralised controlling mechanism may not be
practical. Babaoglu et al. 2006 and Breukner and Parunak 2004 are papers that
discuss this problem. Dragan et al. 2005 is also relevant, as the dynamic link-
ing of sources will also in effect reroute queries. Another example can be found
in Raschid et al. 2006. They apply linking to the problem of optimising routes
through Web resources in the area of Life Sciences. In this set of resources, there
are known to be different routes to different resources that may answer the same
query and so one route can be more optimal than another. An example of link-
ing based purely on the query experiences includes Koloniari et al. 2005. They
try to cluster nodes in a p2p network based on query workloads. They try to
cluster nodes with similar workloads together, which will maximise the number
of relevant nodes that can be visited in a time period to answer a particular
query, by having them just a few links apart. They describe that the mechanism
for calculating the workload value is still an open issue and could be based on a
node storing statistics on the queries that pass through it.

There are also several self-organising systems of other types. Construct
(Stevenson et al., 2006), for example, is a self-aggregating system, where informa-
tion from sources can be aggregated to provide higher levels of abstraction as re-
quired by the application. Construct is a service-based context-aggregationsystem
that is self-organising.Pitoura et al. 2003 describe a service-orienteddata manage-
ment system that also queries massively distributed and autonomous p2p systems.
They use ontologies to organise metadata describing the services and use filters to
route the queries to the appropriate services. They also create user profiles that de-
scribe the user’s use of the system. De Meo et al. 2003 and Marrow and Koubarakis
2005 also self-organise based on user profiles. The system to be described in this
paper does not organise users, although it does globally organise the results of the
users’ requests. Hence the results are available to anyone who uses the network and
not only to the specific users that performed the queries. This has advantages and
disadvantages depending on what the individual users’ want. A user new to the
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network may find the results of previous users to be helpful, whereas an experi-
enced user with specific criteria may find this generalisation less useful. Neverthe-
less, the system does not prevent user profiles from also being used, for example,
local views of the network can also be generated using the same linking mechanism
and could be tailored to each individual user.

3 The Querying Problem

To retrieve the information that is contained in the knowledge network requires
an efficient querying mechanism. This query mechanism should take maximum
advantage of the relations already built by the knowledge network, but also, it
should not alter them for each request. Therefore, the scope of the querying sys-
tem is to build a temporary view of individual components without altering the
structure of the underlying network. The architecture is intended to be generic
allowing any type of source and any size of network. The knowledge represented
by the network will be stored in XML format, where RDF or XML only will be
allowed at the sources.

The ontology information can be distributed over the whole network, when
the subclass or more obvious relations can be represented at each node. This
provides a more lightweight structure than a large centralised repository. Then
through the experience of the query results, other less obvious relations in the
knowledge can be discovered that will be used to direct the search process more
efficiently. These links are temporary and can complement the permanent or-
ganisation provided by the hierarchical network structure and help to create the
views of the request layer. As will be explained in section 4, these links are cre-
ated in a stigmergic way. Stigmergy uses changes in the environment rather than
some knowledge-based approach to derive information and so tends to be more
lightweight. Fig. 1 is an example of a hierarchical network related to weather
and clothes concepts. The hierarchy associates concepts with sub-concepts, end-
ing with instances of particular leaf concepts. The semantics or keywords that
describe each node can thus be used as a lightweight ontology. In the figure,
the solid arrows are semantically-based organisation, while the dashed lines are
stigmergic links between specific source nodes.

4 The Query Process

To try and keep the network as lightweight as possible there will be two initial
phases to the querying. The first phase is a search through the network to find
the most suitable sources. This can also be used by itself as a search engine.
The second phase is then to actually query those sources. The query search and
execution is performed through the network structure itself. This is in keeping
with a distributed system. The two phase approach, retrieving only source ad-
dresses in the first phase, also means that these addresses can be stored locally
and the sources queried at any later time to retrieve information that might
dynamically change. Thus the system can cope with more dynamic information
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Fig. 1. Hierarchical network with experience-based linking

as well. There can then be a third phase that autonomously updates the knowl-
edge based on the query process. The nodes in the network used for navigation
(the higher level aggregating nodes) will store and process metadata, in RDF
format, for example. There are then a set of source nodes at the leaf positions
that access the sources directly. These do not perform any extra navigation but
rather query a source to retrieve some information. These nodes do not have to
process RDF but can be heterogeneous with respect to the query language and
so should store a query engine suitable to the source. If there is a complex XML
document, then the query engine might be something like XQuery (Chamberlin,
2002) or Xcerpt 2008. If there is a simple sensor, then an RDF query engine
could be stored. A Query Mediator can convert the query request into the form
suitable for the source. The source can then executes the query and returns the
result to the mediator, which converts it back and combines it with all the other
replies.

The following scenario will describe what this heterogeneous approach would
allow: Consider the case where there are a number of distributed weather sen-
sors and there is an XML document with knowledge on the clothes that people
wear in different weather conditions. The query is ‘retrieve what to wear when
temperature and wind sensors indicate good conditions’. The query in the form
of a typical ‘select-from-where’ statement may look like:

Select clothes.what to wear, From clothes, weather station Where (clothes.
weather Equals weather station.conditions) and (weather station.temperature
sensor Equals hot) and (weather station.wind force sensor Equals light)

Thus both sensors and knowledge sources can be used and combined to answer
a dynamic query based on current conditions.

4.1 Autonomic Knowledge Updating

So the user submits a query and initiates a query process. The nodes visited
to answer the query are recorded, which can be defined by the paths through
the network. These nodes can then be informed of the query parts that they
answered and form links between each other. This will in effect create temporary
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views to reflect the current network use. If the network use changes, then so will
these views. Weighted values can be updated for links between sources that
consistently answer the same types of query. If the weight values reach a certain
threshold then the use of the system suggests that these sources are now related.
This has the advantage of linking separate sources and not whole groups of
sources. For example, if we have 100 temperature sensors and only 1 is used as
part of a query, then only that single sensor could be linked to another part
of the network while the other sensors are not included. This may also help
to group nodes in a situational sense, as particular areas of the network may
typically answer the same query. In Fig. 1 for example, when the Raincoat node
is queried again with relation to Rain and Wind, the query engine can look at
just the nodes R1 and WF2, omitting R2 and WF1. The linked paths are shown
by the dashed lines and this would achieve some degree of optimisation.

This kind of linking is in line with the lightweight approach the knowledge
network wishes to adopt. The nodes used to answer the query are informed and
they strengthen their related links. If other sources are not used, their links may
be weakened, until they are removed altogether. In this system, the exact node
that should be visited to answer the first part of the query will not be indicated
by the linking mechanism, however, local views of the whole network structure
can also be constructed that will indicate nodes most commonly visited by the
local application. This can be constructed using the same linking mechanism and
will reduce the search to the first node type visited. The aim is then to indicate
the other nodes for the rest of the query through related links, to try to reduce
query time and improve the quality of service (or answer). For example, if the
following query is executed:

Select budget.available, clothes.cost, clothes.what to buy, From budget, clothes,
weather station Where (budget.available Greater Than clothes.cost) and (clothes.
weather Equals weather station.conditions)

Then the first part of the query that is solved is ‘clothes.weather Equals
weather station.conditions’. The weather stations to look at could be indicated
by a local view and resolved with clothes sources through comparisons or related
links. Then, only these selected clothes sources are used to answer the second
part of the query ‘budget.available Greater Than clothes.cost’, which would also
retrieve links to any related budget sources.

This is like the ACO method, where relations (pheromone trails) between
nodes are strengthened/weakened. Because this weight updating is calculated
through changes in the environment (nodes visited) and not by any knowledge-
based process, it can be called stigmergic. It is also possible to include learning
algorithms or fix and redistribute the total amount of allowed memory, ensuring
that the structure stays lightweight. Work has also revealed levels of reasoning
that can be obtained from the linking mechanism, by aggregating values based
on the links (Greer et al., 2007b). For example, several linked source values could
be averaged to give a ‘best’ value. Thus the knowledge of the users of the system
(who create the links) can be used to perform some levels of reasoning over the
contained information.
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4.2 Test Results

A substantial amount of testing has demonstrated that the linking mechanism
is indeed very effective. Tests have been conducted to try and determine the
amount of variability that the linking mechanism will be able to cope with. For
example, if all queries are the same then it should be easy to link the appropri-
ate sources, while if they are always different then the linking mechanism will
not work. To investigate these concepts further, random networks and queries
were generated, with the queries being skewed towards certain types. The data
generated was of the numerical type and so a metric could try to maximise the
sum total for the answer to determine what the best answer would be. It is only
important to specify in some way that one source is better than another. Then
the linking mechanism must try to learn this relation.

The skewing was performed by placing source or value types into probabil-
ity bands and then selecting from a band depending on a random number. For
example, a 90:10 split would place certain source or value types in a 90% proba-
bility band with the rest in the 10% probability band. When retrieving a source
or value type, the 90% band would be visited much more often, skewing the
queries towards the types in that band. Statistics are compared between a full
search that is guided only by the hierarchy and a linked search that also uses
links between the source nodes. Node count and quality of answer are measured.
The full search has access to all source nodes and so will always return the best
answer. The linked search will not visit all source nodes. If the linking is correct
however, linking the appropriate sources, it will still return a good answer. If it
is not correct, then it will return a poorer answer. Greer et al. 2007a 2007b gives
some more information on the testing procedure and potential for the linking
mechanism. Greer et al. 2007a showed the result that the querying mechanism
needed to be supervised as too many links could in fact be added. When this
happened the linking mechanism would need to be adapted to improve per-
formance again. So as well as self-organisation through the linking mechanism,
self-supervision would also be necessary. The values for this evaluation were for
a split of 90:10 and one would expect to obtain an effective performance from
the linking mechanism with this amount of variability. However, down to a 70:30
split could also be effective. Table 1 gives some indication of performance levels
for the linked search compared to a full search for different levels of skewing.

For these tests, the random network was constructed from the following pa-
rameters: There were a total of 10 different source types and 5 different value
types. For the skewing, the source types were split 3:7, while the value types
were split 2:3. Each value type was assigned a random value in the range 1 to

Table 1. Example of possible search reduction with related loss of QoS values for
different query skewing

70:30 - EO 80:20 - EO 90:10 - EO 70:30 - AC 80:20 - AC 90:10 - AC

Search Reduction 89% 86% 87% 92% 92% 94%

Loss of QoS 11% 9% 5% 13% 11% 7%
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10. For the random network there were 30 instances of each source type and
thus 300 sources nodes with 315 nodes in total. Thus a 70:30 skew indicates 3
source types and 2 value types in the 70% band, with the other 7 source types
and 3 value types in the 30% band. Queries that used the equivalence only (EO)
comparison or used all comparison (AC) operators were tested and the results
are an average over 3 test runs. The results show that while the search reduction
remains relatively constant for each query type, the greater skewing significantly
improves the quality of answer. The equivalence only queries also have an im-
proved quality of answer over the all comparison queries, as you would expect,
due to the smaller variability in possible query types.

5 System Details

The knowledge network concepts have been implemented as an integral com-
ponent of a larger system. This system includes a communication package, the
knowledge network components and an admin/user application. The communi-
cation package is a separate package designed on the XML-RPC mechanism.
This package has been given the name ‘licas’ (lightweight communication for
autonomic services). The packages allow for networks of nested services to be
built and stored on distributed servers. The licas package also contains the link-
ing package used to dynamically link the different services (or nodes) based on
the query feedback. This server-side p2p framework is then extended by the
knowledge network components themselves, which are used to build the actual
network. Data is provided by an internal structure in each source node that stores
XML values, although some sensors have also been accessed by the software1.
The knowledge network package also contains the functionality to generate ran-
dom networks and queries, the ability to test these and also measure statistics
based on the querying process. Thus a reliable evaluation of the linking mech-
anism can be obtained. The client side consists of an admin/user application.
This acts both as an admin gui and also as a practical application with which
to query the network.

All queries are of the ‘select-from-where’ type, while the data is in XML for-
mat. Currently the query engine can perform either a search or a full evaluation
of source nodes. All of the metadata used to describe the services is retrieved
when a network is loaded and so when using the search engine, this can then be
used to identify which services to access. For example, if considering Fig. 1, the
user could ask for nodes (or services) relating to Raincoat or Wind, etc. Then
addresses to the relevant nodes can be found and returned, together with some
metadata describing the service. If the queries specify specific values for specific
nodes, then an evaluation of the node values is also performed and the resulting
best value returned as the answer. Depending on what sort of query is being
executed, some amount of query re-writing is performed to provide a standard
‘select-from-where’ format to process. All of the main functionality is held in
different services that are loaded as and when needed. For example, a statistics
1 Nicola Bicocchi, University of Modena and Reggio Emilia.



258 K. Greer et al.

service will store statistics for each node, or a linking service will store and up-
date the linking structure. The main focus of the work to date has been on the
autonomic and stigmergic aspects, but now work is also focusing on semantic
evaluations. A metadata service already exists that is used to process the query
request by matching it to the metadata held at each node. While the system is
very much a prototype, the metadata service even allows pattern matching of
XML fragments, as you would expect in an XML-based query language. Now
also, RDF schema can be parsed and the network structure constructed from
the schema contents.

The RDF parser can also read SWRL rules and use them to answer queries
not directly answerable by the network semantics. The RDF parser has read
an OWL ontology called ‘myfamily.rdf’ (this can be found at http://www.ag-
nbi.de/research/swrlengine/#why%20additional%20rules) and constructed the
network from that. This ontology also contains a number of rules that describe
relations between the different family members. Fig. 2 shows the admin/user
application after a reasoning query has been performed. This is a new query
process recently added to the system. The reasoning process shows how the
stigmergic links and the semantics can be combined to answer queries that each
could not answer individually. The links can be entered manually for testing, but
would occur naturally through the use of the system in a real environment. An
example of a link can be seen in the top half of the Knowledge Network window.
The links represent the relations built up between the network components by
the users of the system. The semantics then represent the knowledge that is
already known about the network. The query being executed is asking if a child
called ‘Charlie’ has an uncle. For testing purposes concepts can be removed from
the network construction, so that they have to be answered using rules. The rule
used to answer this links the concepts ‘Child’ with ‘hasParent’ and ‘hasParent’
with ‘hasBrother’. The query can be constructed as shown in the Query Client
window. A standard ‘select-from-where’ query is constructed, but the question is
added to the front of the query. The standard query is processed and this returns
an answer, finding a child source with a value of ‘Charlie’. The source used to
answer this is taken to be the starting point to process the rule. The rule states
that you have an uncle if you have a parent and your parent has a brother. The
rule looks for stigmergic links from the starting source to the related sources to
determine if a path exists that will satisfy the question. All rules can be parsed
and only the ones that contain the appropriate concepts need to be traced. In
this case a path does exist and the name of the uncle is ‘Jack’. You could imagine
nested select statements with additional questions, where the select clause would
provide the starting point for a rule search that would provide further starting
points for further select clause queries, etc. This could provide quite a powerful
reasoning engine. The knowledge network that is constructed can be seen in the
bottom right panel of the Knowledge Network window. The structure is to have
a flat repository of sources and then to create the hierarchy through referencing
the different source types. The values are single XML elements. The bottom left
panel shows the results of a reasoning query.
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Fig. 2. Application GUI showing the result of a reasoning query. The network is con-
structed from the ‘myfamily.rdf’ schema.

5.1 Autonomic Aspects

The developed system shows several autonomic features. The querying process
has already been described. This is related to dynamic/adaptive systems, emer-
gence and self-organisation. It is autonomic because it can self-organise based on
the feedback from the query process. The links are dynamic and can change over
time, thus it is the system itself, based on its use, that determines what links
are constructed. Self-supervision based on measuring the linking performance
is also possible (Greer et al. 2007a). The licas system has security features in
the form of password protection. Nevertheless it is also expected that the indi-
vidual services will negotiate with each other to determine if they can use each
other. Specific functionality for this is not in place and it would be very much
application dependent. Method skeletons exist however for agent-like communi-
cation, when a service can also decide to give its password based on a descrip-
tion of the asking service. The system is completely open. Once a password has
been given any service is free to call any other service. Thus it is expected that
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intelligence will be coded into the services themselves and trust between services
will be a key consideration.

6 Discussion

This paper has outlined a new approach for querying a network of knowledge.
Previous work has focused strongly on the stigmergic and dynamic organisational
aspects of the system. This paper tries to focus more on the knowledge-based as-
pects of the system. Some related work has been described, but it is clear that the
linking mechanism being suggested, along with the type of query being executed,
is new. The architecture is lightweight because the main linking mechanism is a
stigmergic link. This can be simply a reference and weight between two nodes
and does not require any heavyweight knowledge-based algorithms to work. The
number of allowed links can also be controlled. The communication framework
(licas) is built using only JDOM and Apache HttpCore third party components.
The whole package is only approximaely 240 kb in size, although it would require
Java Reflection to act as a server. The lightweight architecture allows for smaller
devices, such as in the pervasive environment, to operate. However, these could
also be peripheral devices connecting to the Internet. Traditional searches of the
Internet try to retrieve single Web pages that satisfy a user’s request. With the
Semantic Web however, the additional knowledge will allow queries to be an-
swered from several related Web pages. The type of query that has been tested,
with sources related to each other through value types, has particular relevance
in this domain, although this paper provides more of a vision than a concrete
system. An overall system has been implemented based on autonomic principles,
the main ones being self-organisation and self-supervision. The self-organisation
is controlled by the linking mechanism and will emerge through the results of the
query requests. The ontology information may be integrated into the network
itself, making use of the elements that already exist.

The licas package is generic, but the knowledge network and client packages
rely on the knowledge network components. However, there is nothing special
about the organisational structure or type of data that is stored and so the basic
organisation and querying principles are also generic and could be applied to
many different systems. The organisation could be obtained from an algorithm,
or thorugh reading XML schemas. Previously constructed schemas should, in
theory, provide a correct hierarchical organisation of the knowledge. Because
the potential size of the network can be huge, the stigmergic links can then
prune most of the nodes from the search process, making querying of larger
networks more practical. The architecture is one of distributed networks that
talk to each other, but the query process has a certain amount of sequential
processing that would slow down the query process. This is due to comparisons
between specific values of specific nodes. Thus while the node count can be shown
to be dramatically reduced, no claims about overall search time are being made.
However, the same process without the stigmergic linking would be much slower.
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The querying process suggests two initial stages - one to traverse the network
and one to query the sources. The search will be largely guided by the hierarchical
structure, which is permanent. Given that the main navigation is accounted for,
the query process can try to improve the network performance in an experience
based way by directly linking semantically unrelated sources for certain query
types. Thus if many source instances of the same type exist, optimisation can
indicate only specific ones to look at. This is performed in a stigmergic and
autonomic manner and will allow temporal and situational factors to be included.
Tests have then shown that the query performance can be improved further
through supervising it to adapt the linking mechanism when performance begins
to drop again. It is also clear that a complete organisation of the network requires
both semantics and experience-based techniques and so semantic processing is
now also being looked at.

The problems that needed to be solved at the end of the Introduction section
can now be addressed as follows:

1. Ontologies - the hierarchical structure, together with the metadata stored
at each node, represents sufficient ontology information to allow for a search
through the network. The network acts like an indexing system and for the
search the essential relation would be the subclass relation. This is provided
by the hierarchical links.

2. Lightweight - the main architecture is lightweight, but it is also flexible,
allowing for more heavyweight components/services if required.

3. Distributed querying - the query process is a 2-stage process to answer the
query and a third stage to update the linking structures. The search is per-
formed in a distributed manner, through the individual nodes. Also, any
evaluation that can be executed locally at a source is performed there. For
example, a value type compared to an actual value will be evaluated at the
source and the source address returned only if the evaluation is true. Com-
paring different source types must be performed sequentially, however, as we
need all sources first to make the comparison. The rest of the query eval-
uation then also requires the related linked nodes from the previous parts
before it can be performed.

4. Knowledge organisation - the static organisation is not dynamic but per-
manent based on semantics. The stigmergic linking however is autonomous
and dynamic, providing temporary overlay views. This allows the knowledge
organisation to adapt to the changing use of the system.

5. Query optimisation - both the hierarchical structure and the stigmergic links
will provide for optimisation of the search process. The hierarchy provides
clear paths to the source nodes while the links can select individual source
nodes of the same type. Tests have shown that the stigmergic linking can
improve search over using just the hierarchy by 80 - 90%, while the hierarchy
will obviously improve over searching the whole network by a very large
amount.
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Abstract. Due to its highly flexible tree structure, XML data is used
to capture most kinds of data and provides a substrate in which almost
any other data structure may be presented. With the continuous growth
of XML tree data in electronic environments, the discovery of useful
knowledge from them has been a main research area in the information
retrieval community. The mostly used approach to this task is to ex-
tract frequently occurring subtree patterns from a set of trees. However,
because the number of frequent subtrees grows exponentially with the
size of trees, a more practical and scalable alternative is required, which
is the discovery of maximal frequent subtrees. The maximal frequent
subtrees hold all the useful information, though, the number of them
is much smaller than that of frequent subtrees. Handling the maximal
frequent subtrees is an interesting challenge, and represents the core of
this paper. As far as we know, this is one of the first studies to directly
discover maximal frequent subtrees without any candidate sets gener-
ations as well as eliminating the process of useless subtree pruning. To
this end, we define and use a new type of projected database to represent
XML tree data efficiently. It significantly improves the entire process of
mining maximal frequent subtree patterns. We study the performance
and the scalability of the proposed approach through experiments based
on synthetic datasets.

1 Introduction

With the ever-increasing amount of XML data in electronic environments, the
ability to extract valuable knowledge from them becomes increasingly important
and desirable, because a data-rich environment does not mean an information-
rich environment. This caused that the data mining community has been chal-
lenged to come up with an efficient and scalable method for uncovering useful
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information from a large collection of XML data, where the problem of find-
ing information from XML data has not been very well studied, in spite of its
applicability to a broad variety of problems in XML world. Since XML has
tree structure, traditional extraction methods which are typically applied to flat
structure cannot be used directly to XML data. Even though XML data can be
flattened out into a set, this may result in loss of significant structural informa-
tion. It is not trivial work to discover useful information from XML trees. With
increasing demands, however, it is necessary to develop new extraction methods
or adjusting the existing ones for the data of XML. Various works have been
proposed.

The most common approaches are apriori [2]-based and frequent-pattern-
growth(FP) [5]-based techniques. The apriori-based algorithms extract frequent
subtrees by the well known anti-monotone property, every non empty subtree
of a frequent tree is also frequent, for candidate-generate-and-test. Since it pro-
vides significant reduction of the number of candidate sets and leads to good
performance gain, various techniques, such as mining of path, enumeration tree,
prefix subtree, scope of nodes, least general generalization, have been issued
[11,1,14,4,9].

However, apriori-based algorithms suffer from two high computational costs:
generating a huge number of candidate subtrees and scanning a same database
repeatedly for the frequency counting of candidate sets. To solve such problems,
FP-growth is extended to mine tree patterns. The algorithms [10,15] which base
on the FP-growth avoid candidate sets generation. Instead, they construct a
concise in-memory data structure that preserves all necessary information related
to the frequent subtrees, recursively partition an original database into several
conditional databases and search for local frequent subtrees to assemble larger
global frequent subtrees, which is that the strategy of divide-and-conquer. A
potential problem with this approach, however, is that the recursive projection
may again lead to a lot of pointer chasing and poor cache behavior.

The goal of all the mentioned approaches above is to discover frequent sub-
trees from a database of trees. However, as observed in Chi et al’s papers [4],
the number of frequent subtrees usually grows exponentially with the size of
trees due to the combinatorial explosion in candidate subtrees generation. This
causes severe problems with the completion time of mining algorithm and the
huge amount of potentially uninteresting patterns. Therefore, finding all frequent
subtrees becomes infeasible for a large number of trees.

The more practical and scalable alternative is to mine maximal frequent sub-
trees, which was presented by Xiao et al. [12] and Chi et al. [4]. A maximal
frequent subtree is a frequent subtree for which none of its proper supertrees
are frequent, and the number of them is much smaller than that of frequent
subtrees. However, finding maximal frequent subtrees is still in the immature
stage and needs to be further researched, compared to the substantial achieve-
ments in finding frequent subtrees. Handling the maximal frequent subtrees is
an interesting challenge, thought, and represents the core of this paper.
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As a step toward this direction, from the perspective of the design of knowl-
edge extraction algorithm, we consider the challenging problem of efficient reduc-
tion of subtree generation for finding maximal frequent subtrees. The proposed
solution relies on a newly introduced concept of label-projected database, and
it leverages the properties of the proposed approach that is inherently list-based
as opposed to tree-based. The proposed method not only gets rid of the process
for infrequent tree pruning, but also totally eliminates the problem of generating
candidate subtrees. Hence, it significantly improves the whole mining process. To
the best of our knowledge, the algorithm proposed in this paper is the first one
directly discovering maximal frequent subtrees without any subtree generation.

2 Problem Definition

XML represents data as trees, and makes no requirement that the trees be bal-
anced. Indeed, XML is remarkably free-form, with the only requirements being
that it has to be rooted and labeled.

General tree concepts. A rooted tree is directed acyclic graph satisfying (1)
there is a special node called the root that has no entering edges, (2) every other
node has exactly one entering edge, and (3) there is a unique path from the
root to each node. A tree is a labeled tree if there exists a labeling function that
assigns a label to each node of a tree. Let T = (r, N, E,L) be a rooted labeled
tree, where r ∈ N is the root node, N is a set of nodes, E is a set of edges, and L
is a labeling function for nodes in the tree; for any node v ∈ N , L(v) assigns the
label of v. Any node u on the unique path from r to v is called an ancestor of v.
If u is an ancestor of v, then v is a descendant of u. If u is an immediate ancestor
of v, then u is called the parent of v, and v is the child of u. Each node v has
only one parent while a node u can have one or more children. Nodes that share
the same parent are siblings. A node with no children is a leaf node; otherwise, it
is an internal node. For brevity, in the remaining of this paper, unless otherwise
specified, we call a rooted labeled tree as simply a tree.

Tree inclusion has been suggested as an important primitive for expressing
queries on structured document databases [6]. A structured document database
is considered as a collection of trees. The tree inclusion is used as a means of
retrieving information from them [3]. The general tree inclusion problem given a
pattern tree S and a target tree T is to find the subtrees of T that are instances
of S. The subtree is said to occur or match at the root of the trees that are
instances of the pattern. The subtree discovery from a set of trees, however, is
not trivial because of the hierarchy of tree.

Embedded subtrees. Given a tree T = (r, N, E,L), we say that a labeled
rooted tree S = (r′, NS , ES ,L′) is included as an embedded subtree of T , denoted
S � T , iff (1) NS ⊆ N , (2) for all edges (u, v) ∈ ES such that u is the parent of
v, u is an ancestor of v in T , (3) the label of any node v ∈ NS, L′(v) = L(v).
The tree T must preserve ancestor relation but not necessarily parent relation
for nodes in S.
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The primary goal of finding valuable knowledge from some set of data is
to provide information often occurred in the dataset. Roughly speaking, often
occurred information means some data patterns which are frequently used by
various users or applications. However, it is not straightforward in the case for
trees unlike the case for traditional item data.

Support and frequent subtree. Let D = {T1, T2, . . . , Ti} be a set of trees and
|D| be the number of trees in D, where 0 < i ≤ |D|. Given a tree S, the frequency
of S with respect to D, freqD(S), is defined as ΣTi∈DfreqTi(S), where freqTi(S)
is 1 if S is a subtree of Ti and 0, otherwise. The support of S with respect to
D, supD(S), is the fraction of the trees in D that have S as a subtree. That is,
supD(S) = freqD(S)

|D| . A subtree is called frequent if its support is greater than
or equal to a minimum value of support specified by users or applications. This
user-specified minimum value is often called the minimum support (minsup or
σ). The problem of mining frequent subtrees is defined as to uncover all pattern
trees S, such that supD(S) = ΣTi∈DfreqTi

(S)

|D| ≥ minsup.
The discovery of frequent subtrees appearing in a large set of trees, however,

is not easy task to do. As explained in the earlier pages, to get frequent subtrees
are generated first candidate subtrees by repeatedly joining nodes. The combi-
natorial time for subtree generation becomes an inherent bottleneck of frequent
subtree extraction and it causes that finding all frequent subtrees is impossi-
ble. The maximal frequent subtree is one of frequent subtrees which none of its
proper supertrees are frequent. Thus, there are fewer maximal frequent subtrees
than the number of frequent subtrees. In addition, by uncovering only maximal
frequent subtrees, we do not lose other frequent information by the fact that the
set of maximal ones subsumes all frequent subtrees.

3 Scheme of SEAMSON

In this section, we introduce a new algorithm SEAMSON (Scalable and Efficient
Algorithm for Maximal frequent Subtrees extractiON) appropriate for use as
the core of discovering valuable information from a database of rooted labeled
trees, where data not only exhibit heterogeneity but also are distributed. The
suggested approach is inspired by the mining algorithms, such as FP-Tree mining
[5], FST-Forest [12], and EXiT-B [7,8]. Especially, SEAMSON mainly adopts
the fundamental idea of FP-tree, which is to devise a compact database that
preserves all necessary information.

3.1 Label-Projected Database

Given a tree database D, trees are originally stored based on their relating
documents; each document is treated as a transaction. The database is organized
as a set of rows, with each row representing a tree in terms of the nodes that
are labeled with rich set of labels in a tree. The data layout is document-driven.
Finding frequently occurred subtrees is actually to discover the subtrees whose
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nodes are assigned by the frequently occurring labels. In order to check a label is
frequent or not, the frequency of a given label has to be computed. In document-
driven layout, the entire trees are scanned whenever frequency of a label is
computed. This work computationally requires O(|D||N ||L|) time complexity to
get frequencies of the whole labels. It is not serious problem if the total number
of trees (|D|) and number of nodes of a tree (|N |) are small. However, it becomes
infeasible to compute the frequency of labels efficiently, because both are usually
large in real world.

What if the database was organized in a label-driven layout? That means
each label plays a key role which has been generally taken by tree indexes or
transaction indexes. All the tree information in D are rearranged according to
labels. During scan of the trees in D, all nodes with the same label are grouped
together. The nodes composed of the same tree form a member of the group
and the number of members actually determines the frequency of the given
label; the maximum number of members is a number of trees in D, which is
called label-projection. After all labels are projected, the document-driven
layout is changed into label-driven layout in which the time complexity to check
labels’ frequency requires at most O(|L||D|). If hash-based search is used, the
complexity is reduced up to O(|D|). Apparently, the label-driven layout shows
much less computational cost than that of document-driven layout in obtaining
the label frequency. SEAMSON applies the concept of label-projection for storing
original input trees in a new compact database in space efficient way and easy
to manipulate need to be constructed. The database will also need to handle the
structural semantic information inherent in tree data. List representation is one
of the simple empirical ways of representing tree. With the practical union of
the list representation and the concept of label-projection, we build a collection
of list-based units from a set of trees, and make the units store crucial and
quantitative information for potentially maximal frequent subtrees.

Starting from the organization of a label-projected database, SEAMSON con-
sists of 3 main phases: (1) Construction phase – a label-projections are per-
formed and a set of list-based structures is constructed. (2) Refinement phase—
frequently used labels and its related information, such as nodes indexes, par-
ent nodes, and trees indexes, are remained in the lists. (3) Derivation phase—
maximal frequent subtrees are discovered.

3.2 Construction Phase

Construction phase is initiated by scanning a trees database, D, and results
in generating a label-projected database within the memory. We refer to this
new database as a dictionary, more specifically label-dictionary, and denote L-
dictionary. The dictionary is composed of several linked list-like structures. For
each one of the lists, followings are mainly stored: a projected label, node indexes,
and tree indexes.

Definition 1 (label list). Let l be a label in L. During pre-ordered scanning
trees, tree indexes and node indexes which are projected by l construct a single
linked list. It is called a label list of the label l and is denoted �l-list.
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The �-list provides some perspectives on the appropriate uses of the list, espe-
cially when each �-list is required to be distinguished apart from other �-lists
and to access all the relevant information about a given label. According to dif-
ferent requirement of the different perspectives, the structure of �-list contains
two separate divisions.

Definition 2 (head & body). A part whose purpose is to clearly identify
each �-list leads the �-list, thus, it is called head of �-list, notated �-list.h. The
other part concerns about how many times the projected label is occurred and
where the nodes assigned by the label are placed in original tree structures. Since
this part directly follows its corresponding head part, it is called body of �-list,
notated �-list.b.

With regards to the intended purposes, the head and body parts have different
kinds of data. A head is composed with one key field, one satellite data of the key,
and one link field, which are a projected label, node indexes being mapped the
label, and a link pointing to its body1, respectively. The purpose of head part,
identification of �-list, is envisaged by the labels in key fields because there is
no duplicated label-projection in more specifically label-dictionary, and denote
L-dictionary. Node indexes in the satellite data field are those nodes whose
labels in trees are exactly same as the label in the key field.

The body of �-list follows its head immediately. The main concerns of the
body is to evaluate how many trees have the same label in its pairing head
and to remember parents indexes of the nodes in the head. The former is for
dealing with the frequencies of each label, while the latter is for handling the
hierarchical information of the label. To achieve such intentions the structure of
body is a sequence of elements which is arranged in a linear order. Each element
is an object with a key field, one link field pointing to the next element, and one
satellite data field. One tree index number is stored in as a key of an element
and this indicates that the projected label in its corresponding head is used in
the tree. Because only the trees which assign the projected label to their nodes
are eligible to create the element, the total number of elements in a body is the
number of trees that contains the label in the head. During pre-ordered scanning
trees, the element is generated and inserted into the bodies of �-lists. The newly
inserted element is added to the end of a proper body and the link field of its
previous element points this new element.

Definition 3 (size of �-list). The body of �-list provides the method we can
judge how many trees have the projected label, and this is supported by a num-
ber of elements. We define the number of elements as size of �-list because it
determines the occurrence number of each label-projection. For a given label l,
its size is notated |�l-list|. The size of each �-list mainly used to determine if a
current �-list is frequent or not.

The satellite data used in an element is related to the node indexes in head
because it is the positions of their parent nodes in the tree whose index is the
1 More accurately, it points to the first element of a body.
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key of the element. Since a same label can be assigned to several different nodes
within a same tree, there definitely exist several parent nodes. By storing parent
node indexes in elements, it is feasible to induce the relations between nodes
without tree structure. Note that we use a special node index 0 to represent zero
parent node because of the root node. Even more, based on such information, we
can eliminate the burdensome candidate subtrees generation. It will be discussed
later in this paper how the time consuming subtree generation has been removed
from our approach and what the alternative way is.

-list

label
node

indexes
body

Parents
position

tree index
1

next
Parents
position

tree index
2

next
Parents
position

tree index
m

…

element
head body

Fig. 1. Structure of a single �-list

The structure of a �-list is illustrated in Fig. 1. Compared to the original linked
list structure, the role of head has been extended to deal with the identification
of �-lists. As shown in the picture, a number of trees which include the projected
label of this �-list is m, because |�-list| is same as the number of elements,
m. Fig. 2 shows a depicted example of how L-dictionary and its �-lists are
constructed and managed from the database D. Each alphabet represents the
projected labels. As explained in the previous pages, the bodies of �-lists decide
the frequencies of corresponding labels. For instance, the label A is only occurred
one time, while the other labels are occurred three times. Consequently, the label
A does not satisfy the given minimum value which is set 2

3 .

3.3 Refinement Phase

The complete L-dictionary produced by the construction phase contains less
than or equal to |L|, because the purpose of the first phase is just to convert
the whole tree structured data in D into a label projected database according
to the distinct labels which are used by nodes. Therefore, the firstly obtained
L-dictionary contains all the �-lists whose labels appeared in trees at least one
time. It will not cause any problem for us to manage the current L-dictionary
only if a given minimum support is 1

|�−list|max
; |�−list|max is that the maximum

number of elements which a �-list can have is |D|. Since in such case the maximum
number of trees being frequent is 1, every label is eligible to be frequent.

In most cases, however, the minimum number of occurrence is more than 1.
Therefore, �-lists of the projected labels in L-dictionary have to be verified if
they are frequent or not, because some labels may be frequent but some are not.
This procedure is seemed to be analogous that if the first step in apriori-based
techniques. Because the initial L-dictionary is similar to the set of single-node
trees, those �-lists whose sizes do not confirm the condition of being frequent
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Fig. 2. L-dictionary after the construction phase

have to be eliminated from the dictionary. Furthermore, every �-list itself in
L-dictionary should be frequent (we will describe the meaning of frequent �-list
in the following paragraph) to extract maximal frequent subtrees. This is the
purpose of the refinement phase and it will explained how this second phase
works.

Definition 4 (frequent head). Given a minimum support σ, a �l-list is said
to have a frequent-head iff |�l−list| is greater than or equal to |�−list|max × σ.
Otherwise, it is said to have an infrequent-head.

The �-lists contained in the initial L-dictionary are required to verify if they
have a frequent-head. If a �-list has an infrequent-head, it is filtered out from
the L-dictionary. Such pruned �-lists organize some table by themselves in order
to support another pruning process. The detailed explanation will be given later.
After every �-list in L-dictionary is checked for its frequent head, only the �-lists
which have frequent heads are left in L-dictionary. The state of L-dictionary
is changed from having all �-lists to having all the �-lists with frequent heads.
Because the �-lists with infrequent heads are filtered out from the initial
L-dictionary, we denote the current state of L-dictionary simply LF-dictionary,
and the �-lists in LF-dictionary can be parallel to the frequent single-node sub-
trees in which their nodes are labeled by the projected labels of frequent heads.

Definition 5 (frequent �-list). Given an arbitrary label list �l-list in
LF-dictionary is said to be a frequent �-list iff it satisfies the following con-
ditions: (1) the list �l-list has a frequent-head. (2) For every parent index p in
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Fig. 3. LR-dictionary after processing the refinement phase

all the elements of �l-list.h, the label of L(p) was already projected and has its
�L(p)-list. (3) �L(p)-list has also a frequent-head.

The first condition indicates that only frequent labels have to be used in order
to grow �-lists. The focus of the second and third conditions is about parent
indexes in elements. Based on the definition of embedded subtree and support,
all labels which are used in a tree should be frequent in order the tree becomes a
frequent tree. And the maximal frequent tree is produced by repeatedly growing
smaller frequent subtrees. When a frequent single-node tree S1 is joined by a
node n, the label of n should be frequent if let the grown tree S2 want to be
frequent.

Within a single �-list are actually contained several subtrees whose sizes are
k = 2 where k is a number of nodes. Due to the structure of �-list’s body,
especially parent indexes in elements, a �-list implicitly includes subtrees as many
as the number of parent indexes in it. With regards to a current LF-dictionary,
it is guaranteed that the node indexes in �-list.h have frequent labels, however,
it is not in case of the parent indexes in �-list.b. In spite of the fact that a
parent index is a member of the �-list which has a frequent-head, it is uncertain
whether the label of that parent index forms a corresponding �-list which also
has frequent-head. Because LF-dictionary has been produced by considering the
frequency of labels, only the heads part were concerned. The label of parent node
p has to be frequent in order that a subtree made by joining p is qualified for
being frequent. To resolve the mentioned problem we refine every parent node
p in LF-dictionary by following procedures: (1) a parent index p in elements is
tested by means of a candidate hash table 2 to determine a given node index
has a frequent label or not. If its label is found in the table, it means that the
label is infrequent, because it is not in LF-dictionary. (2) If L(p) is found in the
table, p is marked by ‘replace’ and its record is retrieved to search an alternative
node index which has a frequent label. (3) Step(1) and (2) continue until the
alternative node index is found. (4) p is replaced by the found node index which
is actually an ancestor node index of p. (5) Through step(1) to (3), thought, if
the alternative node index is not found, p is replaced by 0.

After the replacement according to the procedure, finally all the �-lists in LF-
dictionary satisfy the conditions of Definition 5. The �-lists in LF-dictionary

2 This table is constructed with the �-lists which could not included in the LF-
dictionary.
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are all frequent label lists and this makes the state of current LF-dictionary is
different from that of LF-dictionary which is the one before refining. Thus, we
denote the refined LF-dictionary as LR-dictionary. Fig. 3 presents LR-dictionary
obtained from the LF-dictionary on Fig. 2 which has all the �-lists except �A-list.

Parent nodes in a same element may have different labels, or share a same
label. As an example, we compare the indexes in �F -list’s first element and
those in the third element. The former is in case of having different labels,
L(5) = B and L(7) = E. The latter is, however, in case of having the same
labels, L(18) = L(18) = B. It is waste of memory to store several nodes having
a same label in the same tree. Hence, all nodes in an element which are assigned
by the same label are removed from the element except only one node which is a
representative of the label. The final outcome of the end of the refinement phase
is shown on Fig. 4. Note that a dummy list is inserted to LR-dictionary, which
is the special label list of the symbolic label /. It is for representing and setting
the root of some tree including the goal of this paper.
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Fig. 4. LR-dictionary after removal of the parent node indexes having same label

3.4 Derivation Phase

The last state of LR-dictionary contains all �-lists whose projected labels are
frequently occurred and all paths which could possibly be frequent in original
trees. It is, however, not guaranteed that paths are always frequent, even though
all nodes of the paths are labeled by the frequent labels. This stems from the fact
that a path is a sequence of edges, p = e1e2 . . . ei, and an edge is a line segment
joining two nodes in a tree, e = (a, b). Therefore, two nodes composing an edge
should have frequent labels and appear together as many as σ · |D| if the edge
wants to be frequent, and all edges composing a path should be frequent and
they also appear together as many as σ · |D| if the path wants to be frequent.
Even though a and b are labeled by the frequent labels, the edge cannot be
frequent if both a and b do not occur together. This causes a path cannot be
frequent if all edges are not frequent.

To verify paths frequencies, explicit edges between any two nodes have to
be unveiled from LR-dictionary. During the read of �-lists, edges are formed
by joining symbolic nodes whose labels are the projected labels of �-lists and
symbolic nodes of parent indexes in �l-list.b. Unveiling edges totally relies on
every frequent label lists because the symbolic nodes of parent indexes’ labels
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have also their frequent label lists. The hidden paths between �-list and other
label lists are discovered by extending the node of label in �-list.h with the nodes
of the labels in other �-lists.

Definition 6 (label list extension). Given LR-dictionary, let a frequent label
list be �l-list and p be one of parent indexes in its elements. For �l-list, firstly
a symbolic node whose label is l is set and the node is prepared to join with
its parent. The second symbolic node is set from the parent index p. Its label
is easily obtained by L(p) and the corresponding �L(p)-list is in LR-dictionary
due to the definition 5. Consequently, the node labeled by l is joined to the node
labeled by L(p). We call this operation label list extension and denote �← L(p)
where ‘←’ indicates the direction of parent to child.

Note that the extension is performed with labels not the node indexes in �-lists.
The node index is used to just get label or its corresponding �-list. A symbolic
node is created whenever a label requires it. The fundamental method is actually
to extend labels, thus, we say label list extension is essentially performed by label
extension.
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Fig. 5. The derived PMP-tree from LR-dictionary

The label list extension is committed to each label list in LR-dictionary. Af-
ter completing the work of extension, the projected labels of frequent �-lists are
joined together via symbolic nodes. The structure of the result is a tree whose
root is labeled by /. This tree contains all of potentially maximal frequent sub-
trees and thus is named Potentially Maximal Pattern tree (PMP-tree in short).
The tree3 is actually derived from LR-dictionary, where each edge has its own
count to keep how many often it is occurred in the derived tree (TreeHeaderTable
supports to build the tree; the detailed explanation is omitted due to the space).
Based on those counts, the edges whose counts are less than a given σ · |D| are
cleared off from PMP-tree. After deleting such edges and rearranging the tree,
the goal of this paper is produced. The final result from LR-dictionary in Fig. 5
is shown in the following illustration.
3 We duplicate the nodes shared by different parents/ancestors to avoid deriving a

graph. The duplicated nodes are marked with dotted bold lines.
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Theorem 1. After pruning infrequent edges and theirs entering nodes, the num-
ber of children of PMP-tree’s root is the same as the one of maximal frequent
subtrees.

Proof. Let �α-list, �β-list, �γ-list be the arbitrary frequent label lists in LR-
dictionary. Let |�α-list| = |�β-list| = 2, |�γ-list| = 4, and the given σ · |D| = 2.
We assume each element of them has only one parent index, for the sake of sim-
plicity. The elements of �α-list and �β-list have the parent index 0, which means
the actual parent indexes are empty and they have the symbolic labels /. Let the
parent indexes in elements of �γ-list be p1, p2, p3, and p4. Then, we can consider
the following three cases:

– Case I. (L(p1) = L(p2) = α and L(p3) = L(p4) = β) : Two nodes labeled
by α and β are direct children of the root, because both edge frequencies
satisfy 2. The node labeled by γ is clones to prevent being a graph since
both edge frequencies of different parents also satisfy 2. Therefore, total
two maximal frequent subtrees, one is (α, {α, γ}, {(α, γ)},L)4 and the other
(β, {β, γ}, {(β, γ)},L), are obtained.

– Case II. (L(p1) = L(p2) = L(p3) = α and L(p4) = β) : The number of
children of the root is same as the one of case I, which is two. The edge (α, γ)
satisfies the threshold as 3, but the edge (β, γ) is not. Therefore, the actual
maximal frequent subtrees are (α, {α, γ}, {(α, γ)},L) and (β, {β}, {φ},L),
which is total two.

– Case III. (L(p1) = L(p2) = / and L(p3) = L(p4) = α or β) : The root
has total three children whose labels are α, β, and γ. By the second con-
dition, α‖5β is joined with γ. Therefore, the maximal frequent subtrees are
(α/β, {α/β}, {φ},L), (α/β, {α/β, γ}, {(α/β, γ)},L), and (γ, {γ}, {φ}, L),
total three.

In each case, the number of maximal frequent subtrees are exactly same as the
total number of children of the root of PMP-tree.

4 Experimental Evaluation

We performed several experiments to evaluate the performance of SEAMSON
algorithm using synthetic datasets. All experiments were done on a 2.2GHz AMD
Athlon 64 3500+ PC with 1GB main memory, running Windows XP operating
system. All algorithms were implemented by Java.

The synthetic datasets are generated by the tree generation program whose
underlying ideas are inspired by Termier [9] and Zaki [14]. The generator con-
structs a set of trees, D, based on some parameters supplied by the user: T : the
number of trees in D, L : the set of labels, f : the maximum branching factor of
a node, d : the maximum depth of a tree, ρ : the random probability of one node
in the tree to generate children or not, η : the average number of nodes in each
4 T = (r,N, E,L).
5 or.
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Fig. 6. Scalability and sensitivity

tree in D. We used the following default values for the parameters: the number
of trees T = 10, 000, the number of labels L = 100, the maximal branch factor
f = 5, and the maximum depth d = 5.

In the following experiment, we want to evaluate the scalability of our algorithm
with varying minimum support and the number of trees T , while other parame-
ters are fixed as: L = 100, f = 5, d = 5, ρ = 20%, η = 13.8 and 20.5 (when
T = 10, 000 and 15,000, respectively). Fig. 6 shows several results, where the
minimum support is set from σ = 10% to σ = 0.0001%. In this figure, both
X- and Y-axis are drawn on a logarithmic scale for the convenience of observation.

From Fig. 6(a), we can find that the running time increases when the num-
ber of trees T increases, however, both running times are rarely affected by the
decrease of the minimum support. With the σ becoming smaller, there is no
big difference in execution time for both datasets. This is because SEAMSON
relies on the number of labels not the number of nodes. Thus it is very effi-
cient for datasets with varying and growing tree sizes. Then, Fig. 6(b) shows the
scalability with size of dataset – the number of input trees. The parameter T
varies from 1,000 to 15,000 with η = 20. We evaluated three different minimum
support, 0.2%, 0.15%, and 0.1%. The corresponding graphs show considerable
similarity which slowly increases until T = 11, 000 and suddenly go up between
T = 11, 000 and T = 13, 000. Afterwards, the graphs are started to rapidly dete-
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riorate. Our understanding of this phenomena is that the sizes of LR-dictionary
and its �-lists are maximized with 100 distinct node labels when the number of
input trees reaches at 12,000 and 13,000.

Next, we want to check how sensitive the running time is to the depth and
the branching factors of the dataset. We generated a set of databases with the
same number (T = 10, 000) of trees embedded. With L = 100, ρ = 50%, η =
15, minsup = 0.2%, we changed two factors that determine the depth of each
tree and the fanout of each node. In Fig. 6(c), we only vary d from 3 to 10. The
trend of the graph gradually increases until d = 9 and goes up quickly from 9
to 10. Afterwards, it gently slopes. In Fig. 6(d), the performance of the different
branching factors is similar to the case of depths, except that the slope of the
graph is more steep than that of the graph in Fig. 6(c).

5 Conclusion

We presented a new and simple lists and labels based approach to extract maxi-
mal frequent subtrees from a database of trees. Unlike the traditional approaches,
the proposed method did not perform any candidate subtree generation. To this
end, we devised both a special database L-dictionary which introduced the con-
cept of label-projected database, and its basic unit �-list which preserved all
necessary information to discover maximal frequent subtrees.

The beneficial effect of our method is that it not only got rid of the process
for infrequent tree pruning, but also eliminated totally the problem of candidate
subtrees generation. Hence, we significantly improved the whole mining process,
especially when the minimum supports are small and dynamic, which made
SEAMSON be L-dependent not σ-dependent.
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Abstract. The security of wireless mesh network has been more and more 
important these days. Although many works have been done to analyze the 
MAC layer misbehavior such as the selfish node which changes its backoff time 
to make itself more profits in 802.11 DCF mechanisms, most of them are under 
the assumption that the backoff time of the sender can be correctly detected. 
However because of the hidden node problem, misdiagnosing occurs fre-
quently. In this paper, we propose a method to detect the backoff time of the 
sender using multiple detectors. It can avoid the misdiagnosing due to the 
hidden node problem. We also propose an algorithm to calculate the detection 
results using weighting parameters get by the probability that the detect nodes 
will suffer from the hidden node problems. The simulation result shows that the 
proposed method has a better performance in detecting the backoff time. 

Keywords: Wireless mesh network, MAC layer, selfish node, multiple detectors. 

1   Introduction 

Recently, much work has been done to improve the security of wireless mesh 
networks. Due to the lack of routing infrastructure, cooperation of both routers and 
terminals becomes an important part in maintaining the reliable communication in 
mesh networks. In the Medium Access Control (MAC) layer, 802.11 based wireless 
mesh networks use distributed coordination function (DCF) for sharing the wireless 
channel[1]. The DCF mechanism is based on fully cooperation and trust between each 
node. However, in real world networks, not all of the nodes can be trusted and some 
nodes may misbehave by deviating from the mechanism. 

There are two kinds of misbehaviors, one is selfish misbehavior and the other is 
malicious misbehavior. The selfish nodes aim at improving there own preferment 
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such as to gain more chance to access the channel, more bandwidth and more 
throughput. On the other side, the malicious nodes aim at disrupting the normal 
functions of the network. 

In DCF, the sender should wait for a random chosen backoff before the competition 
for the channel. The backoff time is randomly chosen in a range [0, CW-1], where CW 
is the contention window size. After an unsuccessful approaching to the channel, the 

contention window size is doubled until it reaches the upper bound maxCW . A selfish 

sending node, who wants to improve its own performance, however may not follow the 
DCF mechanism honestly. It always chooses smaller backoffs than the honest nodes 
instead of randomly choose the backoffs, or simply do not double the contention widow 
size after the failure. By doing these, the selfish nodes would have more chance to 
access the channel and get more throughput or bandwidth, but the performance of the 
performance of the honest nodes and the equality of the network would be severely 
degraded. 

On the other side, malicious nodes, they focus on destroy the normal functions of 
the networks [2]. The malicious nodes may refuse to forward the packets from other 
nodes in order to destroy the routing of the network or continuously send data to the 
other nodes causing the power exhaust. This attack would cause a denial of service 
(DoS) and so degrade the performance of the whole networks. A new type of 
vulnerabilities was raised in [3], time out attack, that a node can change the SIFS 
value in 802.11 to cause the data transmission to be time out. 

In this paper we only focus on the detection of the selfish nodes. 

2   Related Work 

For the selfish nodes, what they want is to improve their own performance to the 
maximum extend. They only interested in their own throughput, latency, energy and 
so on. They don’t especially focus on degrade other nodes’ performance. Up on this, 
Game-theoretic techniques have been used to consider the problem [4][5][6]. The 
protocol developed from the Game-theoretic are designed to reach a fair equilibrium 
called “Nash equilibrium” that the selfish nodes can not get more advantage than the 
well-behaved nods. But the assumption in the Game-theoretic protocols that all the 
nodes can observe all others’ actions can not always be reached. So it can not solve 
the selfish misbehavior problems. 

Since the aim of the selfish nodes is known, direct methods to detect the 
misbehaving nodes is raised. In [7], A. Cardenas and S. Radosavac have raised a 
method to detect it. The method is to direct test the backoff time for the nodes each 
time. There are two algorithms: one is to test for the change in the mean, the other is 
to estimate the entropy of the backoff time. Since the selfish nodes always have 
smaller mean backoff times so that they can access the channel more easily. And the 
entropy is one of the most used measures of randomness. For the nodes those are 
smart who knows the test threshold, they can choose specific backoff windows to 
avoid be detected. 

In order to eliminate the selfish senders, the method that the receivers choose 
backoff time was introduced [7][8]. After finding a node may be a misbehavior node, 
some extra time can be added in the backoff time. This can mitigate some bad impact 
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of the selfish node if the node does not want to be detected. However, this is based on 
that the receivers are well behaved nodes. But in the real mesh networks any node can 
be a receiving node, so not all of the receivers can be trusted. 

Lei Guang and Chadi Assi have raised another method to mitigate the selfish 
misbehavior in MAC layer[9]. It is called Predictable Random Backoff (PRB) 
algorithm. The idea of it is to get a lower limit for the backoff time, so that a node can 
not always choose a small backoff time. 

3   Problem Statement 

In all of the diagnosis methods, the real backoff time that the sender takes should be 
detected. Most of the researchers does not focus on how to get the exact backoff time 
and always simply assume that it can be easily detected. However it is not the truth. 

Most of the algorithms use the receiver to detect the backoff time of the sender. 
After sensed the channel to be idle the receiver starts its timer. The time between the 
start of the timer and the receiving of the RTS sent by the sender is the estimation of 
the backoff time of the sender. But whether the times of the two nodes are 
synchronized is the problem. 

 

Fig. 1. Occurrence of misdiagnosis 

Consider the following case. As shown in figure 1, the nodes P and Q are 
continuous sending data. The node S wants to access the channel to communicate 
with the node R. For the sending node S, it is out side of the transmission range of the 
nodes P and Q, so it can not sense the transmission of between them and it will judge 
that the channel is idle, and starts its timer. But for the receiving node, it is near the 
nodes P and Q, and it can sense the channel are occupied by them, so it will not start 
its timer until the transmission between them is end. So the two timers are not 
synchronized well. This leads to the wrong estimation of the backoff time. This is the 
problem of hidden terminals. 

4   Multiple Detectors Approach 

Since the hidden terminal problem makes the starting time of the sender and 
observer’s clocks start at a different time. The method that uses multiple detectors is 
raised.  
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As shown in figure 2, we add two nodes, node M and node N, to help detect the 
backoff time of the sender. Both nodes M and N can sense the transmission of the 
sending node S, but neither of them is near enough to the nodes P and Q. So both of 
the nodes M and N would sense the channel to be idle at the same time as the sender S 
does. With the help of nodes M and N, the estimation of the senders’ backoff time 
would be more accurate. 

 

Fig. 2. Using multiple detectors can avoid misdiagnosis 

4.1   Mathematic Analysis 

Firstly suppose that all the sending and receiving nodes have the same sensing range 
Rm. So a node S (suppose to be the sender) can communicate with all the nodes in the 
circle whose center is the node S and the radius of which is Rm. And all the other 
nodes in that circle can sense the transmission of the node S no matter which node is 
the receiving node. So each of the nodes in the circle can be a detector to detect the 
backoff time of the sender S. And for one of the detectors, for example the receiving 
node, it has the same radius of its sensing region. If there are any nodes in its sensing 
region are in transmission, the node would judge that the channel is occupied by the 
others. But the sensing regions of the sender and the receiver are not the same. It leads 
to the diverse of the sensing result. 

4.1.1   Hidden Nodes Probability 
As shown in figure 3, node S is the sending node, it wants to communicate with the 
node R. The circle I denotes the sensing range of node S and circle II denotes the 
sensing range of node R. The distance between node S and R can be any value 
between 0 and the sensing radius Rm. All the nodes in region I can be used to detect 
the backoff time of the node S, such as node R and node N. Take node R as an 
example. Region III is the region that in the circle II but not in the circle I, which 
means that the transmission of nodes in region III can only be detected by node R but 
not node S. Suppose that there is a node H in region in transmission, and no other 
nodes in region I is currently in transmission. Then nodes S would find that the 
channel is idle and begin to decrease its timer from the backoff time to zero and send 
the RTS to node R. But node R has sensed that the channel is in occupied by node H, 
and it would not begin to decrease its timer. So when node R receives the RTS sent by  
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Fig. 3. The area that a hidden node can be found 

S, the backoff timer of node R is not time out and R would judge that the sending 
node S misbehaved. 

The probability of misjudging is proportional to the area of region III. Since the 
nodes are randomly and uniformly distribution in the whole area, the larger region III 
is, the more hidden nodes in the region. 

Let the distance between node S and R is X meters, then the area of region III can 
be expressed as the function of X. 

Area of III (Hidden nodes occurring range):  
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In (1), arccos
2

X

Rm
θ = , X is in the range of 0~Rm 

Since the nodes are randomly and uniformly distributed in the whole area, the 
probability of the occurrence of a hidden node is the ratio between the area of III and 
the whole area: 

2/H HP A Rmπ= . (2) 

With the increase of the distance between the sender and the receiver, the probability 
of hidden nodes occurring increases too. The range of hidden nodes may occur also 
increase as the radius of the sensing range. 

4.1.2   Using of Multiple Detectors 
When a hidden node H exists, as shown in figure 4, we can use multiple detectors to 
decrease the probability of misdetection. H is any node that in the shaded area of 
figure 3. 
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Fig. 4. Scenario where multiple detectors are used 

In figure 4, circle I denote the communication range of the send node S, which 
means that all the nodes in circle I can detect the node S and compute its backoff time 
as well. The circle II is the communication range of node H, and all the nodes can 
sense the channel to be busy when H holds the channel. Circle II divides the inter area 
of circle I into two parts, region III and region IV. In region III, the nodes can both 
sense node S and node H. When H is in transmission, they would not judge the 
channel to be idle as the node S does. So they would make error detect of the backoff 
time of node S. But for the nodes in region IV, they don’t sense the node H as well as 
node S, so they sense the same channel condition as node S, and would get the true 
length of the backoff time of node S. 

In the figure, nodes E1 and E2 would make mistake when detecting the backoff 
time of S with the influence of H, but nodes C1, C2 and C3 would not. 

When using multiple detectors, the number of correct detection and error detection 
are also related to the area of the two ranges. 

Let node S and H are apart in the distance of K, the radius of the sensing range are 
still be Rm, then the two area can be denoted as follows: 

Area of region III, error range:  
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In (3) and (4), arccos
2

K

Rm
θ = , and K is in the range of Rm~2Rm.  

If we only use one detector, the error rate of detection is 2/EA Rmπ , that is the 

ratio between the shade area of figure IV and the area of the circle. Denote the one 
detector error rate is: 

2
1( ) /EP K A Rmπ= . (5) 

Then when multiple detector are used, the probability that all the node are in the 

error region is 1( )nP K .  

4.2   Algorithm Analysis 

Suppose that we use 1, 2, 3…n detectors to detect the backoff time of the sender S. 
Each of the detectors gets a result denoted as T(k), k=1, 2, 3…n 

The total result of the backoff time can be calculated as: 

1

(1) (2) ( ) 1
( )

n

k

T T T n
T T k

n n =

+ + ⋅⋅⋅ += = ∑ . (6) 

This is Average method. Consider two extreme conditions: if all the detectors are 
in the correct region (region IV in figure 4), the estimation of backoff time should be 
equal to the real time T; and if all the detectors are in the error region (region III in 
figure 4), the result should be the same as we only use one detector and it gets the 
wrong result. For most of the conditions the result would be between the two extreme 
values. 

Our aim is to make the estimate result more and more approach to the real backoff 
time. In equation (6), whether the result is approach to the real value depend only on 
the position of the detectors. As the hidden nodes goes more and more near the 
sending nodes, more and more detectors would gets the wrong value and the final 
result would be farer away from the real value. The detector’s position only be 
categories into two types, in error region or outside of the error region, and the other 
position information does not make any sense in it. So we propose a new algorithm 
using the position information of the detectors to improve the accuracy of the 
estimation result. 

Then we propose a weighted method. We use it to get a weight for the result get by 
each detector. The equation (6) can be written as 

1 2
1

(1) (2) ( ) ( )
n

n k
k

T wT w T w T n w T k
=

= + + ⋅⋅⋅ + =∑ . (7) 

The detection results gotten by the detectors who would get less probability of 
influence by the hidden node should get larger weight. The following equation is 
based on this idea. 
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Look back to equation (2), HP  is related to the distance between the sender and 

the detector. For each specific detector, it has its own distance to the sender, and it has 
its own weight parameter.  

HP  is the probability that a detector node would be influenced by the hidden node 

problem. Then 1 HP−  is the probability that the detector would not be influenced by 

a hidden node. The node that have larger 1 HP− , which means it would be less 

influenced by the hidden node problem, will have larger weight.  

5   Simulation Scenario 

We use Matlab to test the performance of the two algorithms. 
The scenario is a 400m * 200m region. And all the sender and detectors have the 

same sensing range Rm=100m. The sending node is fixed at the coordinate (100,100). 
The hidden node is lies in the line y = 100, and x in the range 200 to 300. And the 
other detector nodes, is randomly and uniformly distributed in the left square 100m * 
100m area. 

 

Fig. 5. Simulation scenario 

6   Simulation Results 

In the simulation we have test the two methods, average method and weighted method 
in two aspects. First we make the assumption that the true value of the backoff time 
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chosen by the sender is 2, and the detectors would detect the value to be 1 if they have 
been influenced by the hidden node, otherwise they will get the correct result. 

We first test the impact of the number of the detectors on the detection result. 
Figure 6 shows that no matter how many nodes are used to detect the sender’s backoff 
time, the weighted algorithm will always have better performance. And more 
detectors provide a more similar approach to the optimize value. In this scenario the 
hidden node is fixed at the coordinate (250,100). 
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Fig. 6. Impact of number of detectors on the result 
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Fig. 7. Impact of the position of the hidden node on the result 

Then we test the impact of the position of the hidden node on the result. When the 
hidden node is moving away from the sender, the percentage of the nodes that would 
decrease, then the result would be more and more close to the true value. Also the 
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weighted algorithm always has better performance than the average method. Both of 
the trends are as we expected. The number of detectors in this scenario is about 70. 

7   Conclusion 

The selfish in wireless mesh network would degrade the performance of the other 
honest nodes and the whole network. The proper handling of the selfish nodes is a 
crucial requirement. Some method have been raised to mitigate the problem, however 
they didn’t consider the impact of the hidden node problem on the detection of the 
backoff time of the sender, which would lead to misdiagnosing an honest node to be a 
selfish node. In this paper we first analyze the probability of misdiagnose occurs. 
Then we propose the method that using multiple observers to avoid the hidden node 
problem. And we propose two algorithms to deal with the detection value of the 
multiple detectors, one is the simple average algorithm and the other is the improved 
weighted algorithm. We do simulation to analyze the performance of the two 
algorithms. And as we expected, the weighted algorithm performs better in the 
simulation. 
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Abstract. High availability of software systems is an essential requirement for 
pervasive computing environments. In such systems self-adaptation, using dy-
namic reconfiguration is also a key feature. However, dynamic reconfiguration 
potentially decreases the system availability by making parts of the system tem-
porary frozen, especially during incomplete or faulty execution of the recon-
figuration process. In this paper, we propose Assured Dynamic Reconfiguration 
Framework (ADRF), consisting of run-time analysis phases, assuring the de-
sired correctness and completeness of dynamic reconfiguration process. We 
also specify factors that affect availability of reconfigurable software in perva-
sive computing systems. Observing the effects of these factors, we present 
availability improvement of our method in comparison to the other reconfigura-
tion mechanisms. 

Keywords: Dynamic Reconfiguration, Pervasive Computing, Autonomic Sys-
tems, Availability. 

1   Introduction 

Pervasive Computing Systems (PCSs) are going to change the focus of software 
systems from information and services to users. In such user-centric PCSs, 
availability and adaptability are parts of the software development fundamentals [1]. 
High availability of services in PCSs forces such systems to be self-adaptive. Self-
adaptation or adaptability is the software ability to change its architecture behavior in 
the execution time whenever it is needed [2]. Changing software architecture in run-
time without shutting the system down is called dynamic reconfiguration [3].   

Our perception of dynamic reconfiguration covers all kinds of run-time changes on 
application in the level of software architecture such as upgrading, updating, bug 
fixing, and adapting to a new situation. Mainly, dynamic reconfiguration is performed 
to adapt a system to the new situation to improve system performance and software 
qualities. One of the most important quality attributes, which is necessary in 
distributed systems and much more in PCSs, is system availability. This is due to the 
facts that unavailable systems can not (1) be invisible from users for a long time (2) 
respond to user intent sufficiently (3) be trusted as secure systems and (4) be 
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considered as dependable systems to be used anytime, anywhere, and from any 
device. Reconfigurable software in PCSs has the following features [4]: 

• PCS software potentially has the ability to perform many reconfigurations in 
their life-time because of systems adaptiveness and reconfigurations context-
awareness. 

• In ordinary systems, reconfigurations are usually simple such as upgrading a 
component. But in PCSs, reconfigurations usually consist of several operations 
to adapt the system to completely new situations. Reconfigurations with 
several operations are called complex reconfiguration.   

• Most of PCSs do not have any external administrator. This fact forces them 
to be self-managed. From this point of view, PCSs are similar to autonomic 
systems which need self-reconfigurablity. 

• Wireless communication, device mobility, limited power, and other limited 
resources make pervasive computing environments error-prone. Therefore, 
the risk of failure during reconfiguration process in such environments is 
very high. 

Hence, if there is not any mechanism for correct execution of reconfiguration 
process, dynamic reconfiguration decreases the system availability in the case of 
reconfiguration failure.  

Although adaptability in PCSs has been discussed in many papers, the problem of run-
time assurance for reconfiguration process has not been considered properly. Most of 
current run-time monitoring, validation, and verification techniques are at the code level 
[5, 6]. There exists some tools such as ArchStudio [7] and Mae [8] which manage 
dynamic reconfiguration but they do not have enough run-time analysis. In [9] replicated 
components have been used during reconfiguration, and after completion of reconfigura-
tion process. This solution suffers from having an extensive overhead for changing all 
replicas of a component after a reconfiguration. In addition, the replicated component can 
not be used, when the old version is functionally wrong or not applicable.  

To achieve the assured reconfiguration, we need some assurance analyses in the 
specification time and run-time. As the main focus of this paper is run-time analysis, 
we assume that all reconfiguration specifications are correct. Having a verified 
reconfiguration specification is not enough because of unexpected run-time errors and 
unsuitable reconfiguration starting time [10]. In this paper, we propose a run-time 
monitoring method in ADRF to ensure correct and complete execution of dynamic 
reconfiguration in PCSs. Also, we demonstrate how much the PCS availability can be 
improved by performing reconfiguration under ADRF supervision. 

Section 2 introduces ADRF with its architecture and process. In sections 3 
monitoring and analysis of reconfiguration in ADRF is demonstrated. Section 4 
discusses some availability issues in ADRF, and section 5 evaluates ADRF in terms 
of system availability. 

2   Assured Dynamic Reconfiguration Framework  

Assured Dynamic Reconfiguration Framework (ADRF) is aimed to provide correct 
and complete reconfiguration in PCSs [11]. In addition, ADRF improves system 
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availability through reducing the risk of incomplete and faulty reconfigurations. In 
this section ADRF architecture and its reconfiguration process are explained. 

2.1   ADRF Architecture 

ADRF, illustrated in Figure 1, is located between the middleware and the user 
interface. It surrounds the application and monitors it in the reconfiguration period. 
ADRF rules can be updated through the user interface.  Utilizing the middleware 
distribution facilities, ADRF can support distributed applications, which is out of the 
scope of this paper. Inside ADRF, there are three main components for providing 
assured reconfiguration process: A context-manager (CM), a reconfiguration-manager 
(RM), and a service-manager (SM). CM is responsible for triggering RM and the 
application when a related context changes. RM is responsible for performing assured 
reconfigurations when preconditions are triggered by CM.  SM is responsible for 
preparing components and software for reconfiguring in a suitable manner by freezing 
and unfreezing some components.  

 

Fig. 1. The Architecture of ADRF 

2.2   Reconfiguration Process in ARDF 

In the ADRF component model, components are interconnected through messages and 
messages are buffered in the source and destination components. Therefore, connectors 
are just some pointers and do not have significant role in our view of the software 
architecture. A UML-like state-chart is used for specifying component behavior.  
Software configuration in ADRF is represented by a graph of components.  The system 
behavior is characterized using the components behavior in addition to its architectural 
configuration. The reconfiguration process in ADRF consists of four steps: 
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1. Detecting the need for a reconfiguration (or reconfiguration initiation) 
2. Selecting a reconfiguration map 
3. Performing the reconfiguration map 
4. Analyzing the architecture after reconfiguration 

The first step starts when a change in the system or environment occurs which satisfies a 
reconfiguration’s pre-conditions. These pre-conditions in PCSs are context-aware. It 
means that they are triggered by changes in the system, user, or environmental contexts. 
In fact, system designers or architects use these pre-conditions to define situations 
where system needs reconfiguring its architecture. The followings are some examples of 
these situations in PCSs: the need for tolerating faults, using new services, adapting to 
existing resources, automatic evolution, and supporting change in user intents.  

In the second step the corresponding map for the pre-condition is fired. A 
reconfiguration map is a set of reconfiguration operations which should be performed 
sequentially. Each reconfiguration has a rule, which contain preconditions and 
corresponding map. In ADRF, reconfiguration rules are specified in the design time 
by the system designer or architect. Reconfiguration operations are: 

• Add(Ci) which adds component Ci to an architecture,  
• Delete(Ci) which deletes component Ci from an architecture, 
• Attach(Ci,Cj) which attaches two components Ci and Cj to each other,  
• Detach(Ci,Cj) which detaches two components Ci and Cj from each other, and  
• Replace(Ci,Cj) which replaces two components Ci and Cj with each other. 

The definition of reconfiguration rules can be defined in EBNF (Extended Backus-
Naur Form) as: 

• <RecRule> ::= <Precond>, <Map> 
• <Precond> ::= <Cond> {Λ <Cond>}*  
• <Cond> ::=  Context <Op> Context | Context <Op> Const 
• <Op> ::= < | > | <= | => | == |  ≠ | in | not in  
• <Map> ::= <RecOp>+ 
• <RecOP> ::= Add(Ci) | Delete(Ci) | Attach(Ci, Cj) | Detach(Ci, Cj) | Replace(Ci, 

Cj) 

Where terminals are shown in bold and non-terminals are located between "<" and 
">". The terminal Context can be one of the pre-defined contexts in the system or 
environment. The terminal const is a constant value. In ADRF, software components 
are attached together without specific connectors. Therefore, the connector role in the 
reconfiguration operations is omitted. 

In the third step of the reconfiguration process, the reconfiguration map is 
performed by sequentially executing its reconfiguration operations on the software. 
Executing these operations, it is necessary to block (freeze) some parts of the software 
which are participated in the reconfiguration. It is due to the fact that in most cases 
components can not be reconfigured, when they are being executed through a running 
process. During freezing period, services which are provided by frozen components 
are not available. Freezing has two problems which should be solved in the 
reconfiguration process: finding the best time to freeze, and finding the minimum 
components which should be frozen.  
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After freezing, the reconfiguration operations are performed and then the frozen 
components are unfrozen. In the fourth step, some run-time analyses are carried out 
before unfreezing the modified software architecture to check its conformance with 
the architect anticipation. 

3   Monitoring and Analysis of Reconfiguration Process in ARDF 

Run-time assurance analysis in ADRF is performed in three phases: before, during, 
and after reconfiguration. In the initialization phase of ADRF, the context-aware 
application and each reconfiguration rule register themselves in CM.  Each rule may 
include some contexts in its pre-condition. Such pre-conditions are registered in CM 
in the initialization phase as well as new rules insertion time. If all preconditions of a 
reconfiguration are satisfied, CM will trigger RM to fire the reconfiguration. In the 
following sub-sections, we explain the details of the three reconfiguration analysis 
phases. 

3.1   Freezing the Affected Area 

The first phase of analyzing a reconfiguration, which is done before reconfiguration 
execution, is freezing the affected area by SM. Affected area in a specific 
reconfiguration, is the set of components affected by the reconfiguration. It consists of 
all components which have been given as parameters to the reconfiguration 
operations. For example, if a reconfiguration attempts to replace c1 with c2; c1 should 
be frozen and added to the affected area of this reconfiguration. Unfrozen components 
continue their execution regardless of the frozen part.  If a running component sends a 
message to one of the frozen components, the message will remain in the destination 
component buffer, until the component is unfrozen. 

After recognizing the affected area, SM should find the best time to freeze. When 
components of the affected area are in their Safe Reconfiguration Points (SRPs) is the 
best time. SRPs are states in the component state-chart where the component state can 
be correctly transferred. In fact, components that are not in SRP states can not be 
reconfigured. Recognizing SRPs in the state-chart can not be done completely 
automatic due to the lack of some semantic information which should be given by the 
architect. In ADRF we assume that the architect specifies SRPs in the component 
state-chart. SRPs are defined per component without taking into account the 
difference between reconfigurations. Therefore, we need additional restriction on 
SRPs to find allowed starting states per reconfiguration. In ADRF this is done by a 
Transfer Function, which corresponds some SRPs of the component to new states 
after a specific reconfiguration. Transfer Function of a reconfiguration is given in a 
table called T-Table. This table is a list of following pair states <Permissible SRP 
from the reconfiguration point of view, Corresponding state after reconfiguration>. 

In ADRF, each component is executed in a separate execution process and each 
user instantiates the component in a separate execution thread. A reconfiguration 
execution reaches to a break-point when all its threads are in their permissible SRPs 
regarding T-Table. When the freeze instruction is invoked, execution threads will be 
stopped by SM in the first break-point. If the affected area components can not reach 
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to a break-point in a defined time, the reconfiguration is regarded as unsafe and 
ADRF will reject it. 

3.2   Structural Analysis 

The second assurance analysis is structural correctness checking after performing the 
reconfiguration. In ADRF this analysis is done by Assurance Automata. The 
automaton is created during reconfiguration to model the intermediate architectures, 
from the initial to the expected target architecture. In Assurance Automata, each state 
represents the anticipated architectures during reconfiguration. ADRF continually 
monitors current system configuration and compares it with the states of Assurance 
Automata. There are some techniques and methods for capturing the current system 
architecture such as [12]. Assurance Automata is defined more formally as 
( )Σ′ ,,,, FSS δ where: 

∑ is the automaton alphabet and includes reconfiguration operations: 

∑ = {Add(Ci), Delete(Ci), Attach(Ci, Cj), Detach(Ci, Cj), Replace(Ci, Cj)}∪ {Er, Hld}, 
Where Er indicates the incorrect execution and Hld shows the unexecuted operation. 

iS  represents a configuration (valid or invalid) of an architecure. The configuration is 

shown by G(V,E). G is a directed graph, where its nodes are the architecture 
components and its edges are connectores (links between attached components).   
δ  is the transition function defined by either correct execution of an operation 
(destination: the next state) or incorrect execution in the case of run-time errors 
(destination: other states or one trap state in online and offline methods respectively) 
or unexecution, for any reason (destination: the  current state).  

S ′  is the initial state, equivalent to the system architecture just before reconfiguration. 

F is the final state, equivalent to the target architecture.  
Structural analysis by Assurance Automata can be done in offline or online 

methods: 

Offline Method:  In the offline method, a snapshot of the system is captured and then 
reconfiguration starts. After a predefined time, which depends on the number of 
reconfiguration operations, RM compares the system state (current configuration) 
with the target state in Assurance Automata. The reconfiguration execution is 
structurally correct if those states match. Otherwise, the system state is compared to 
the all intermediate states in Assurance Automata in the reverse order, until finding an 
equal state. Afterward, the reconfiguration is re-executed from the discovered state 
with remained operations. If none of the states are equal to the system state, the 
system is in a trap state and it should be recovered from initial state, which is stored 
in the captured snapshot, and then the reconfiguration is re-executed.  

In this method, besides the timeout, the number of executed operations is another 
stopping criterion for reconfiguration process. RM restricts the number of performed 
operations to the number specified in the map.  

Online Method: In the online method, when the expected time to execute an 
operation is passed, RM compares the current system state with the expected state in 
Assurance Automata. The expected states represent correct execution of each 
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reconfiguration operations. If the system state is equal to the next state of the 
automaton, the execution has been performed correctly. If the system state is not 
equal to the next state, but equal to the “before transition” (current) state, the last 
operation must be re-executed. If the system state is not equal to either the next or 
current state, system has gone to the other state.  In this case, system must be 
recovered from the current state and then the last operation should be re-executed. 

The main advantage of this monitoring and control mechanism is online error 
detection that is suitable when some repair mechanism is available.  

3.3   Behavioral Analysis 

The behavioral analysis is the third phase in assurance analysis which is performed at 
the end of the reconfiguration process and before unfreezing the affected area. RM 
checks component states which should match with the T-Table information. If 
Assurance Automata passes the reconfiguration but a component is found in the 
affected area which is not in its expected state, the behavioral assurance is not 
satisfied and the state transfer should be repeated. In ADRF, the current state transfer 
algorithm is simple but can be replaced without any change in the core of the 
framework. 

Finally, if the three assurance analysis phases are passed successfully, the 
reconfiguration process is regarded as assured and SM can unfreeze the affected area. 

4   Availability Issues of Reconfigurable Software in PCSs 

The term availability is defined as the ratio of the total time a functional unit is 
capable of being used during a given interval to the length of the interval. The most 
simple representation for availability is as a ratio of the expected value of the uptime 
of a system to the aggregate of the expected values of up and down time, or 
MTTF/(MTTF+MTTR). Where MTTF is the mean time to failure and MTTR declares 
the mean time to repair. 

Although a successful reconfiguration can improve system availability by 1) 
replacing faulty components with the debugged version and 2) adding extra 
components to reply requests of overloaded components, but it has the possibility of 
freezing some components at run-time, causing them to be unavailable for a while. 
Replication of components seems to be a solution. However, it has problems such as 
the overhead of reconfiguration of all replicas. In addition, in cases where the new 
component functionality is not valid anymore, replicated components are 
inapplicable. ADRF tries to minimize the mentioned unavailability time of the 
affected area components. 

4.1   Availability Definition in Reconfigurable Software 

To define the system availability in ADRF, we assume the importance of all services 
in the system is the same and freezing a component results in unavailability of only 
that component services. Accordingly, we can define the system availability as the 
simple average (instead of weighted) of its services or components availability. The 
availability of each component itself is the average of all its instances availability. 



296 H. Hemmati and R. Jalili 

Component instances are instantiated from a base component for each user session 
where the component is invoked. Reconfiguration process is performed on the base 
components. By reconfiguring a base component all its instances should also be 
reconfigured accordingly. When all instances of a component are frozen, the 
component is frozen and ready to be reconfigured.   

Putting all together, the system availability is the average availability of all system 
component instances. Let call jth instance of ith component, Cij, so in a system having 
n components and mi instances for each component Ci, the system availability is 
defined as equation 1.a. 

The availability of a component instance is equivalent to its up time (CIUT) 
divided by its life time (CILT). CILT is the time between the instantiation of an 
instance and its destruction. With respect to the reconfiguration process, CIUT is a 
part of CILT that the component instance is not frozen, multiply by α .  α is the 
component’s normal availability without considering the reconfiguration process.  
The freeze time of a component instance depends on the number of reconfigurations 
performed on the instance during its life time (p) and the instance freeze time during 
each reconfiguration (CIFT(Rk)). CIUT is obtained by subtracting the sum of all 
freeze times of an instance from the instance life time, multiplying by α . The system 
availability is obtained by the average value of Availability(Cij) for all component 
instances in the system (replacing Availability(Cij) in equation 1.a by Availability(Cij) 
from equation 1.b).  

a)

imn
A vailability(C )ij

i=1 j=1
A vailab ility(system ) =  

n
m i

i=1

∑∑

∑
 

b)

p
α*(CILT - CIFT(R ))k

CIUT k=1Availability(C ) = ij CILT CILT
=

∑
 

(1) 

4.2   Availability Factors for Reconfigurable Software in PCSs 

We extracted factors that affect the system availability based on the above discussion. 
The effective factors are defined as follows (concentrating on the reconfiguration 
effects on availability, we assume that CILT and α  are constants): 

• Number of reconfigurations: As the number of reconfigurations is 
increased, the component freeze time is increased. Therefore, the component 
availability and consequently the system availability are decreased.  

• Number of involved components: Since all involved components should be 
frozen during reconfiguration, the more components involved in a 
reconfiguration the less system availability. If a component instance does not 
participate in any reconfiguration during its life time, its availability has the 
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maximum value ( α ). For each participation, an unavailability time (CIFT) is 
added to the components down time and so decreases the system availability. 

• Number of users: If the number of system users is increased, the number of 
component instances involved in the reconfiguration is increased. Therefore, 
available instances and the system availability will be decreased. 

• Number of reconfiguration operations: The number of reconfiguration 
operations directly affects the total execution time of the reconfiguration 
process. Accordingly, long reconfigurations (including many operations) 
decrease system availability. 

• Error Rate: The more errors occurrence the more validity checks and 
recovery done. 

5   Availability Evaluation in ADRF 

In our study, a simple PCS simulator was implemented to fill the absence of a real 
pervasive system. The simulator takes an XML file describing a context-aware 
application through its architectural component-diagram plus the state-chart of each 
component. Contexts can be changed randomly in the simulator. A sample of context is 
location and its change demonstrates the user mobility. Application execution is 
simulated by transferring messages among components.  A prototype of ADRF has also 
been embedded in the PCS simulator implementation in order to manage reconfiguring 
the applications running in the simulator.  

To evaluate ADRF and its impacts on availability, a smart library case study has been 
studied. Smart library provides a map-based guidance to books and collections on a 
Smart Digital Assistants. Main components in the system architecture which are 
distributed in the environment servers, gadgets, and user mobile devices are User Profile 
Manager, User Interface, Library Books Manager, Search Engine, Positioning Engine, 
Location Manager, Path Finder, and Map Manager. The reconfiguration which is used 
here is replacing Location Manager (LM) component with a new location manager 
(ULM) which supports updating the user current position while he is walking towards a 
selected rack. The study focuses on comparing availability of the system when using 
one of the following reconfiguration mechanisms: 

• BASE: This mechanism ignores occurrence of errors. The system 
administrator is responsible for recovering the system and re-executing the 
reconfiguration. Involving the external human administrator in the 
reconfiguration process makes this mechanism unsuitable for PCSs. Evaluating 
this mechanism, the average recovery time by the external administrator is 
added to the unavailability time of all involved instances in the unsuccessful 
reconfiguration. 

• OPTIMISTIC: This mechanism uses offline method of ADRF for structurally 
analyzing the reconfiguration process. If the system falls into an error state, it 
is automatically recovered after reconfiguration process and repeats the 
reconfiguration with the hope of correct execution. In this approach, capturing 
the system snapshot is done in the background while the system is available, 
but automatic recovery time is considered as a part of component’s downtime. 
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• ADRF: This mechanism uses online method of ADRF in the structural 
analysis phase. The check and repair time for each operation, is important in 
the online method. In ADRF, each reconfiguration operation should be 
performed correctly.  In the case of any error in the operation execution, it 
should be detected and repaired on-line. The smaller check and repair time, the 
quicker reconfiguration process and more available systems. 

Our first observation is the effect of number of users on system availability. The 
number of library users in this case varies from 1 to 36. As shown in Figure 2.a, the 
availability in BASE mechanism is decreased more rapidly due to its long external 
recovery time. While the system availability in ADRF and OPTIMISTIC mechanisms 
are close to each other, ADRF provides more availability as the number of users 
increases.  The reason is dependence between the number of users and the number of 
component instances. Therefore, OPTIMISTIC mechanism makes systems with many 
users more unavailable.  

The next experiment focuses on the number of reconfigurations. In this case, another 
reconfiguration which replaces ULM with LM is defined. These two reconfigurations are 
applied repeatedly on the software architecture by required context changes. Figure 2.b 
depicts the effect of varying the number of reconfigurations on the system availability. As 
shown, decline of the system availability in the BASE mechanism is very sharp, because 
of the huge external overhead per reconfiguration. As the number of reconfigurations 
increases, the re-execution overhead in the OPTIMISTIC mechanism results in less 
availability in comparison to the ADRF mechanism. This experiment recommends ADRF 
for adaptive context-aware systems which have many reconfigurations during their life-
cycle. 

The effect of the number of reconfiguration operations on the system availability is 
evaluated, as the next experiment. We increase the number of operations by replacing 
more components and adding new components. As depicted in Figure 2.c, by increasing 
the number of reconfiguration operations, the availability of ADRF against BASE and 
OPTIMISTIC mechanism is less decreased. The BASE mechanism is the worst, 
because of the higher chance of failure (when the number of operations increases) as 
well as the high external recovery time. For long reconfigurations OPTIMISTIC 
approach decreases the system availability more than ADRF, because of re-executing 
the reconfiguration process from the beginning. 

Our concentration in Figure 2.d, is the effect of error rate on availability. Generally, 
when a fault happens it means that an error has happened before. This error could be in 
communication links, computation, storage, or anywhere else. We assume no difference 
between errors. Therefore, error rate is assumed as the rate of fault occurrence. By 
changing the average error rate between 0.05 and 0.5, the difference among 
availabilities gained in the three mechanisms is specified in error-prone environments. 
As expected, the OPTIMISTIC mechanism is not suitable in such environments even 
worse than the BASE mechanism because of its optimistic view on error occurrence and 
its huge re-execution overhead. According to Figure 2.d, when the risk of falling into 
error states in each operation execution is high, online detection and repair in ADRF is 
the best. 

Based on the level of decline on availability, the number of reconfigurations is the 
most effective factor. Therefore, the mechanism tolerating this effect is more suitable 
for PCSs. Our above-mentioned evaluations determined that ADRF is an appropriate 
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framework for reconfiguration in PCSs especially when the environment is error-prone, 
the software is complex, context-aware, very adaptive with long reconfigurations, and 
lots of users. This is because of ADRF assurance mechanism which provides not only 
the correct and complete reconfiguration but also a highly available reconfiguration 
process, in comparison to performing reconfigurations without any assurance checks or 
simple offline optimistic validation mechanisms. Additionally, ADRF demonstrates 
itself scalable in terms of the number of users, reconfiguration operations, and the error 
rate. 

 

Fig. 2. The Effect of a) Number of Users, b) Number of Reconfigurations, c) Number of Re-
configuration Operations, and d) Error Rate on system availability 

6   Conclusions and Future Work 

Software reconfiguration will play an important role in the future computing 
environments. Most research on this domain and especially on the reconfiguration in 
PCSs are restricted to finding the best change strategies. However, applying these 
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reconfiguration strategies in a running system has problems such as reconfiguration 
failure which affects service availability. Without monitoring and validating the 
reconfiguration process at run-time, system invisibility and adaptability can be 
damaged. 

In this paper, we proposed an Assured Dynamic Reconfiguration Framework, 
ADRF, capable of performing run-time reconfiguration on PCSs. Achieving three 
assurance analysis phases (before, during, and after reconfiguration process), ADRF 
ensures architect that his defined reconfigurations will be performed correctly and 
completely. In addition, we defined the system availability with respect to 
reconfiguration process and identify the effective factors on the PCSs availability. We 
evaluated our developed framework, which uses an online assurance mechanism in 
the reconfiguration process, based on the defined factors. Results confirmed that, our 
framework provides more system availability especially for complex PCSs in error-
prone environments which perform long reconfigurations.  

As future work, effects of other factors on reconfigurable software availability can 
be investigated. Enhancing ADRF to perform secure and dependable reconfiguration 
is also among the other topics of interest for future research. 
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Abstract. The social-network-based epidemics, such as email-based ones, have 
been long studied. However, few have noticed some newly emerging epidemics 
which especially based on portable devices. In this paper, we think of such 
viruses and take a representative, the Rose epidemic, for case study. We build a 
model with a system of differential equations and closed-form solutions for 
three propagation scenes correspondingly. With both theoretical and numerical 
analysis, we find out that (1) Rose is able to infect hosts as exponentially as the 
Internet-based worms do;(2) In the Internet cafe scene, it is difficult to contain 
Rose even with reactive recovery measures; (3) the most influential factors for 
Rose’s propagation are the amount of hosts and portable devices and the 
lifetime of Internet cafe machines, while the arrival rate of clients and the 
proportion of immune machines only affect in the print service office scene. 

Keywords: Social Network, Portable Device, Rose Epidemic, Modeling. 

1   Introduction 

Information security has been challenged by Internet epidemics for decades [1][2]. 
These epidemics, such as worms, Trojans and malware, are able to self propagate by 
taking advantage of vulnerabilities on online hosts. For instance, the random scanning 
worms [3] will examine a random series of Internet hosts, and compromise vulnerable 
ones rapidly. Researchers have proposed plentiful measures against both known and 
potential Internet based epidemics. For example, a simple and traditional solution is 
the reactive immunization [4][5]. 

Social network: There have already been extensive researches on social network 
[6][9]. Similar to the World Wide Web (WWW), the web of human sexual contacts, 
or criminal networks, which often do not have an engineered architecture but instead 
are self-organized by the actions of a large number of individuals, social network can 
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emerge as small-world properties or scale-free degree distributions [13]. Traditionally, it 
is believed that the junk email is one of the most important security issues in social 
network. However, with modern techniques, we believe there are more complicated 
epidemics taking advantage of social network. 

Modern social network based epidemics: The traditional social network based 
epidemics can be concluded as acquaintance-based, e.g., the junk emails, rumor 
dissemination. However, modern epidemics have the characteristics that do no need 
contacts to know each other. They simply need a certain form of medium. For 
instance, an epidemic called Rose [7] has been prevalent in China since April, 2006. It 
never takes advantage of Internet but portable devices only. An infected device will 
harm vulnerable hosts as well as other devices through social networks. Further, if 
such a feature is integrated with Internet techniques, the harm can be much strong. 
For example, Panda [8] which relies on portable devices and some vulnerable 
websites even infects millions of hosts and leads to a great deal of loss from 
December, 2006 to April, 2007. 

Intuitively, Internet is much more clustering and fast-speed than social network. 
However, due to the power-law principles in the free-scale networks, epidemics based 
on social network are still fast propagating. Besides, many offline epidemics are not 
taken into account in existing virus database of major anti-virus companies’ products. 
This greatly increases the prevalence of offline epidemics and raises the difficulty to 
clean such viruses. 

As introduced, the typical propagation measure for modern social network based 
epidemics is to make use of portable devices, especially flash drives. As Rose is a 
purely portable device based epidemic, our further analysis is based on Rose. 

In this paper, we study the social network based epidemics especially aiming at 
portable devices. Specifically, we bring forward Rose’s three typical propagation 
scenes and establish corresponding differential equations, as well as closed-form 
solutions. The specific contributions of this paper are as follows: 

(1) To the best of our knowledge, we are the first to explore the portable device 
based social network epidemics. We build a system of differential equations to model 
the Rose epidemic. The model contains the cases both with and without recovery 
mechanisms. We propose the closed-form solutions for these equations. Our 
methodology is meaningful that the models without and with recovery are suitable for 
the propagating phase and the eliminating phase, respectively. The model indicates 
that Rose can propagate exponentially as most Internet based epidemics do. 

(2) We conduct numerical experiments of this model, and the results show that 
Internet cafe scene is the most important one where Rose can not be eliminated even 
with recovery mechanisms. 

(3) The most influential factors in the dissemination of Rose are the amount of 
hosts and portable devices and the lifetime of Internet cafe machines. In the print 
service office scene, the arrival rate of clients and the percentage of immune machines 
also have some influence. 

The rest of this paper is organized as follows: in section 2, we introduce the 
destruction and mechanism of Rose, as well as its three propagation scenes. In section 3, 
we model Rose for each of the scenes respectively, both with and without defense. In 
Section 4, the numerical experiments and results are shown. In Section 5, we introduce 
the related work. In Section 6, the conclusion is drawn and the future work is presented. 
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2   The Rose Epidemic 

Portable device technique has been rapidly developed recently. Among all portable 
devices, portable storages (e.g., flash drives) are most popular. It allows users to 
connect a storage disk to a computer and use it immediately. The flash drives are 
prevalent because of their convenience and mobility. However, these features also 
provide viruses yet another manner to propagate. Once a virus compromises a flash 
drive, it will automatically propagate itself to any vulnerable machines to which the 
storage is plugged-in. Rose is such a virus that purely takes advantage of portable 
storages. 

2.1   The Mechanism of Rose 

Rose first appeared in the central China in April, 2006 which infected Windows 
systems. Once a computer is compromised, there will be two virus producing files 
called rose.exe and autorun.inf in all drives. When double clicking the drive icon, the 
drive can not be open. However, the virus is auto-propagating at background. The 
harms of the Rose virus are high resource occupation rate and possible system crash. 

As we mentioned, the propagation of Rose epidemic is based on portable devices. 
Once a virus-containing portable device is connected to a susceptible computer, it will 
automatically copy the virus files onto all other drives. A susceptible computer is a 
machine that allows flash drives to auto run if there is an autorun.inf file on the exact 
drive. As this function is enabled by default in Windows, a large proportion of 
computers are susceptible. If other clean portable devices are connected to this 
infected computer, they will also be compromised recursively. Besides, not until the 
auto run system function is disabled, simply deleting virus files can not immune the 
machine. 

The propagation mechanism of Rose seems simple and weak. However, such 
epidemics have become rampant for a long period. Most anti-virus software have not 
provided corresponding virus database for Rose currently. We estimate it is because 
of two reasons: (1) such epidemic is not significant at the beginning because they do 
not transfer through Internet, so the virus database is not updated in time. (2) 
Considering that the autorun.inf file is a normal text file, which is used for the auto 
run function in legal manner, it is rude to simply disabling the function and remove 
such a file. 

2.2   Three Propagation Scenes 

To our knowledge, there are mainly three places where Rose is significantly 
propagated. 

Print Service Office (PSO): The print service offices help clients print sheets, such 
as papers, documents, images. In each office, there are several computers where 
clients can freely use their flash drives to upload files for print. As the service 
providers are mostly unprofessional in system security administration, many 
machines in PSOs are susceptible to Rose. Once a client uses an infected flash drive 
on the machine, it is compromised and can further infect following clients’ portable 
devices. 
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Internet Cafe (IC): The Internet cafe is a place where net surfers pay for Internet 
service. Clients are also allowed to use flash drives freely. In this case, the IC scene is 
same to the PSO scene. However, we concentrate on a specific kind of IC, i.e., the 
one where the storage protection cards are used. A storage protection card, also 
called system reset card, is a piece of hardware used to recover the disk content and 
system configuration on the boot of the machine. It is usually a PCI device and takes 
effect before the operating system is loaded. Thus, the virus files will be removed 
automatically at any reboot of the machine. As many ICs provide service in the all-
day manner, a machine will then be restarted only by the clients’ operation, e.g., when 
the system is down. 

Friendship Network (FN): In many cases, friends will share (i.e., borrow and lend) 
portable storages when needed. For instance, a person attended a party and will use 
the photographer’s portable storage to copy some pictures. In this way, the virus can 
also be propagated. Friendship network is totally a traditional social network as we 
mentioned. 

In the following sections, we will explain the details of these scenes, and study 
each of them to build the model. 

3   Epidemic Modeling 

Now we analyze Rose virus and establish a model of it. We will consider the 
occasions both with and without recovery mechanisms. We assume only computers 
can be immunized, while portable storages can not be immunized but cleaned by the 
immune machines. The case when the storages are set read-only to immunize 
themselves is not taken into account. We also suppose a client owns one and only one 
portable device. The sum of the clients (also portable storages) is very large but 
limited, which is practical for describing Rose epidemic in a specified region (e.g., a 
college or a city). 

3.1   Modeling Print Service Office Scene 

For simplicity, we make following assumptions in this subsection: (1) Clients visit 
each printing service computer with the same arrival rate; (2) There are two kinds of 
machines in PSO, the infected ones and the immune ones. An immune machine is a 
computer having auto run function disabled and cleanup software installed. Thus, a 
clean portable storage will only be contaminated when connecting to an infected 
machine. On opposite, a virus containing flash drive will be cleaned on connecting to 
an immune machine. The infected machines are propagated by outside environment 
and all flash drives are clean at the beginning. 

The frequently used notations are list in Table 1. As a flash drive is either clean 
(susceptible) or infected, we have x+y=W. 

Without Recovery. In this subsection, we study the case when there are no recovery 
mechanisms. Namely, M=0. Suppose the probability for a client to visit an infected 
machine is p, then: 
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Table 1. Frequently used notations in the model 

M # of immune machines 
N # of susceptible machines 
μ Client arrival rate for each machine 
W # of total clients 
x # of clean flash drives 
y # of infected flash drives 
p probability to visit an infected machine 
Ci Constants in formal solutions 
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Fig. 1. State transition diagram in PSO scene: (a) Markov process without recovery (b) Markov 
process with recovery (c) transition probability 

Considering the tuple (x, y), it is a Markov process. Figure 1(a) shows the state 
transitions for this process. From the state (x, y) the system can go to the state: 

 (x-1, y+1): when a clean client visits an infected machine; 
 (x, y): otherwise. 

Let y=y(t), i.e., the number of infected clients at time t. Thus, we have: 
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This differential equation has the formal solution: 
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Consider the boundary condition that y(0)=0, we can get C1=W. Then, the closed-
form solution is: 
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With Recovery. In this subsection, we take into account that there are some passive 
solutions such as vaccination. Then, the Markov process (x, y) and the state transitions 
are shown in Figure 1(b). Then the system at state (x, y) can jump to the state: 
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 (x-1, y+1): when a clean client visits an infected machine; 
 (x, y): when an infected client visits an infected machine, or a clean client visits 

an immune machine; 
 (x+1, y-1): when an infected client visits an immune machine. 

Therefore, we also get a differential equation for y(t) in this case: 
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with the closed-form solution that: 
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3.2   Modeling Internet Cafe Scene 

As introduced, a computer in the IC scene will receive arriving clients and keeps 
working until it is rebooted. The period between two reboots is called the lifetime of 
the computer. It will be infected at a random time during its lifetime when an 
infective client uses his flash drive on it. So different from PSO scene, the flash drive 
in IC scene is possible to infect a computer and flash drives arriving in the remaining 
of this lifetime. 

Also, we make some assumptions for simplicity: (1) Clients visit each Internet 
service computer with the same arrival rate; (2) An infective client may arrive at a 
random time during this period; (3) Compared with the long investigation time, the 
lifetime is assumed much shorter, and all machines are regarded synchronously 
working. 

The length of the lifetime is denoted as T. We assume the lifetime yields exponential 
distribution with the parameter λ. Then, T=1/λ. We use y0 for the initial number of 
infected flash drives in IC scene, which is determined by outside environment. 

Without Recovery. In this case, still M=0. We denote the time point for a clean 
machine to receive an infected client during one lifetime as 1-q, i.e., the machine is 
clean in [0, 1-q) and it is infected in [q, 1]. For one machine, we can get the 
differential equation of the number of the newly infected clients during its lifetime: 
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The formal solution of this equation is: 
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As y(0)=y0=0, then C2=W. We integrate Formula (8) over [0, T] and get the number 
of newly infected clients that: 
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Further, if the arrival rate for rebooted machines and normal machines are same, i.e., 
q=1/μ, and T=1/λ, we can derive Formula (9) into: 
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Then, in each period of lifetime, there are y(T) machines to be infected. As 
supposed, T is much more transient compared with the long observation time. 
Namely, the infecting rate λT=dy/dT=y(T). Further, we can build the differential 
equation for the whole observation that: 
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The solution is: 
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With Recovery. The Markov process for Rose propagation with recovery in IC scene 
is shown in Figure 2. 

 

Fig. 2. State transition diagram in IC scene: (a) Markov process with recovery (b) transition 
probability 

Then Formula (8) should be adjusted to: 
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The solution is: 
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By replacing t=T, q=1/μ, and T=1/λ into this solution, we can get: 
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Similar to Without Recovery case, we get the propagation process during the whole 
observation that: 
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3.3   Modeling Friendship Network 

According to the theory of social network, the friendship network is a scale-free (SF) 
network [12][13][14]. Since such networks and corresponding epidemics (as shown in 
Figure 3) have been extensively studied, we simply present the results in the FN 
scene. The propagation manner is shown in Figure 3. 

In this scene, we suppose the friendship network is composed by individuals who 
own personal machines, some of which have flash drives and others not. The one who 
has no flash drives will borrow others’ and use them on his machine. Then the 
infected flash drives propagate Rose epidemic among these machines and drives. An 
infected individual is the one with either an infected machine or an infected flash 
drive. Otherwise, it is a clean individual. During each step, each susceptible (clean) 
individual is infected with rate ν if it is connected to one or more infected nodes. 
Meanwhile, infected nodes are cured and become again susceptible with rate δ, 
defining an effective spreading rate λf=ν/δ. 

 

Fig. 3. Infected nodes and epidemics in social networks 

It is known that the probability of an individual to have k friends is k-γ (γ=3 is used 
in most computations) [12]. Further, in the scale-free model, the connectivity 
distribution of all the individuals yields P(k)=2m2/k-3. Then, the percentage of infected 
individuals (ρ) yields [13]: 
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Notice that Formula (17) is the case with recovery. While, in cases without 
recovery, λf=ν. 

For coherency purpose, we use y to denote the number of infected individuals, and 
the number of individuals is still W, thus 
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4   Analysis and Implications of Parameters 

We have obtained a system of differential equations and closed-form solutions to model 
the propagation of Rose epidemic in three scenes. In this section, we analyze the 
parameters’ effects and implications. The following analysis is based on Formula (6) 
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and (16), i.e., the cases with recovery. When investigating one parameter, the others are 
fixed and the investigated one is varied within a range. The values and ranges for the 
parameters are listed in Table 2. 

Arrival rate: First, we investigate the influence of the arrival rate of clients in the PSO 
and IC scenes, i.e., parameter μ. The results for PSO model and IC model are shown in 
Figure 4. 

In the PSO scene, the arrival rate has shown significant influence. When μ=100, the 
curve is a fast increasing exponential one and about 10% clients have been 
compromised within 250 time units. When μ is reduced to 10, the progress is milder and 
10% clients have been infected within about 2000 time units. When μ reaches 1 or 
below, the curves are almost linear and the propagation is much slowly evolving. This 
result is intuitive to the real world that if PSO receives a flurry of clients when 
epidemics take place, the epidemic is able to disseminate rapidly. Also, we can see from 
Figure 4 that with recovery, there are no more than 10% clients infected. 

Table 2. Values/ranges for parameters in experiments 

Parameter Value when fixed Range when varied 
μ 10 0.1~1000 
M 20 10~200 

N (fixed) 200 N/A 
W 5000 2000~50000 
y0 10 1~100 
λ 0.01 0.001~1 

 

  
(a) (b) 

Fig. 4. Rose propagation with varied μ: (a) in PSO scene; (b) in IC scene 

However, Figure 4(b) indicates that the arrival rate influences unnoticeably in the 
IC scene. This is because the machines in the IC scene will reboot every 100 time 
units (i.e., λ=0.01). This period is short compared with our observation period (about 
2000 time unit as shown in the figure). Besides, the first arrival of an infective client 
after the reboot is random. Therefore, the affect of parameter μ is much neutralized. 
The result implies that it is fortunate that with the help of storage protection card, the 
arrival rate of clients in IC scene is ignorable. 
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Immune machine percentage: In Figure 5, we show the results of the propagation 
with different immune machines in PSO and IC scenes. 

The infected client number in the PSO scene is bounded to about 470 when M=10, 
which is decreased to 250 when M=200. The effect of the immune machine 
percentage in IC scene is also perceivable but a bit weaker than in PSO scene. It is 
promising that we can limit the epidemic to affect less than 10% clients by inducing 
5% immune machines (i.e., M=10 while N=200) in the PSO scene. However, the case 
in the IC scene is not acceptable, e.g., even if M=200 the limitation reaches to 4500 
(i.e., 90%). Moreover, we also notice that the decrement of infected client boundary is 
inverse exponential to the increment of immune machines. This suggests that to 
simply increase the immune machines is not a sufficient solution to eliminate Rose 
epidemic. 

(a) (b)  

Fig. 5. Rose propagation with varied M: (a) in PSO scene; (b) in IC scene 

Client amount: As we suppose the epidemic is disseminated within a limited but 
large scale, we study the influence of the sum of clients and the results are shown in 
Figure 6. It is intuitive that in both the PSO and IC scenes, the growth of infected 
client number is much slower with W getting larger. Unlike the former two 
experiments, the influences of the client amount are totally homogeneous in both the 
two scenes. Notice that the threshold of infected clients is still less than 10% in the 
PSO scene but nearly 100% in the IC scene. 

Machine lifetime and initially infected clients: Now we study the particular 
parameters in IC scene, i.e., the lifetime and the initially infected clients. 

The effect of lifetime in the IC scene is presented in Figure 7(a). With longer 
lifetime, the propagation is much sharper. That is because the IC machine stays infective 
once it receives a virus containing client; and the longer its lifetime is, the more it will 
compromise following clients. When λ=0.001 (i.e., the lifetime of a machine reaches 
1000 time unit which is half of our observation period), which means the IC machines 
are nearly always-on, the whole clients are infected very soon (in about 300 time units). 
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(a) (b)  

Fig. 6. Rose propagation with varied W: (a) in PSO scene; (b) in IC scene 

Figure 7(b) shows the influence of the initially infected clients in the IC scene. It is 
difficult to tell apart the four curves, which indicates that y0 is really trivial to the 
propagation of Rose. It is reasonable because a flash drive is unable to contact others 
directly. The real intermediate of Rose epidemic is the machines in all scenes. The y0 
initially infected clients’ most important job is only bringing the virus into the 
community. 

  
(a) (b) 

Fig. 7. Particular parameters in IC scene: (a) with varied λ; (b) with varied y0 

Recovery existence: The models without recovery are able to describe the 
propagating phase of Rose epidemic, while the models with recovery can be used to 
represent the eliminating phase. Now we examine the difference between the two 
kinds of models. Our current analysis is based on Formula (4), (6), (12) and (16). 

Figure 8 shows the respective results in PSO and IC scenes. In Figure 8(a), the 
recovery mechanism can greatly reduce the number of infected clients (limited to about 
10% of the values when recovery is absent). It means in the PSO scene, the Rose 
epidemic tends to be under control with sufficient recovery measures, e.g., the 
immunization. Nevertheless, the result in Figure 8(b) indicates that it is difficult to 
recover from Rose in the IC scene. The curves show that even with common 
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(a) (b) 

Fig. 8. Model comparison in without and with recovery cases: (a) in PSO scene; (b) in IC scene 

 immunization solutions, the epidemic can be disseminated quickly and widely. The 
recovery mechanism is nearly of no use (the bottom curve in the figure). It implies that 
in IC scene a passive recovery is quite insufficient against Rose. 

5   Related Work 

Many researchers have studied sorts of security issues in Internet, such as random 
scanning worms [3]. Especially, they build some models which can introduce the 
epidemics well. However, some researches have been transferring into epidemics in 
social network, which happens in an offline manner. A most common concern among 
these researches is the junk email issue. 

Levi et al. [15] pointed out there are some risks in using emails, such as the bogus 
email with someone else’s email name and address when SMTP servers do not check 
sender authenticity. They proposed a digital signature and globally-known trustworthy 
certification authority solution.  

Newman et al. [16] proposed that the emails can compose a network to propagate 
computer viruses. The network is formed in the way that viruses make use of computer 
users’ email address books as a source for email addresses of new victims. Further, they 
investigated empirically the structure of this network using data drawn from a large 
computer installation, and discussed the implications of this structure for the 
understanding and prevention of computer virus epidemics. 

There are more studies on filtering junk emails [17][18]. However, as we introduced 
above, a new security issue has emerged in the form of leveraging portable devices. The 
representation of this kind of epidemics is Rose [7] and Panda [8]. In these epidemics, 
people share machines and portable devices, thus form a social network and facilitate 
the propagation of the epidemics. 

6   Conclusion and Future Work 

In this paper, we explore a kind of modern social network based epidemics which 
leverages portable devices and Windows OS vulnerabilities. We take Rose epidemic 
as a case study and analyze the models in three scenes of Rose’s propagation. We 
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establish a system of differential equations with the help of Markov process and 
conduct numerical analysis on them. The experiments on the model show that reactive 
measures take effect in the print service office scene, however, it is difficult to 
recovery from Rose epidemic in the Internet cafe scene. Also, simply increasing the 
immune machines is ineffective. The most influential factors during the propagation 
process are the amount of hosts and portable devices and the lifetime of Internet cafe 
machines. The arrival rate of clients and the percentage of immune machines only 
affect in the print service office scene. 

There are some user behaviors we ignore in our modeling, such as right-clicks 
(which can avoid to trigger the virus) and read-only drives. Also as mentioned, Panda 
is a more raging epidemic compared with Rose, which relies on both the social 
network and the Internet. Besides, it is worth studying that how to proactively defend 
the non-Internet epidemics, since it is shown reactive solutions take little effect. We 
leave them as our future work. 
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Abstract. We assess the effectiveness of using the Autonomic System 
Specification Language (ASSL) to model ANTS (Autonomous Nano-Technology 
Swarm), a NASA concept swarm-based exploration mission.  In this study, we 
draw upon our preliminary results of modeling some of the autonomic features of 
ANTS, to discuss and evaluate the advantages and shortcomings of this approach.  
Moreover, this paper, which documents the results of that study, identifies 
challenges and aspects of ANTS that cannot be modeled with ASSL. Therefore, 
an important contribution of this study is a critical analysis of ASSL as a 
specification language designed specifically for autonomic systems. 

Keywords: Autonomic computing, system modeling, specification language. 

1   Introduction 

Autonomic Computing (AC) [5] is an emerging field for developing complex large-
scale systems by transforming them into self-managing autonomic systems (ASs), 
which are intrinsically intended to reduce complexity through automation.  However, 
the very complexity inherent in many systems that lend themselves well to AC can 
often cause difficulty in designing that same AS.  All of this emphasizes the need for 
a specification language that allows for modeling and validation of such systems. 
ASSL is a formal framework for modeling ASs that reveals a new specification style, 
going far beyond the initial specifications pertaining to functional and interfacing 
issues [1].  

NASA exploration missions increasingly rely on the concepts of AC, exploiting 
these to increase the survivability of remote missions, particularly when human 
tending is not feasible. NASA swarm-based exploration missions [2, 3, 4] represent a 
new class of concept missions based on swarm intelligence attained through 
collective, cooperative interactions of nodes at all levels of the system. One such 
mission is the concept Autonomous Nano-Technology Swarm (ANTS), in which “a 
thousand picospacecraft, each weighing less than three pounds, will work 
cooperatively to explore the asteroid belt” [2]. ANTS provides self-management to 
meet the requirements of changing configurations and harsh external conditions. 
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Research Problem. In general, ANTS must afford autonomous operation without 
intervention from Earth, while operating under harsh conditions in space. ANTS 
poses many challenges related to its heterogeneous architecture, the need of 
continuous re-planning, re-configuration, and re-optimization.  Thus, considering the 
hostile environment in which it must survive, we need to design and implement 
ANTS as a system able to perform an arbitrary number of in-space exploration tasks 
over multiple years and also able to autonomously manage itself, by integrating at 
least the baseline AC self-management  policies: self-configuring, self-healing, self-
optimizing and self-protecting [5].  

Therefore, the need for prototyping, and formal modeling, which will aid in the 
design and implementation ANTS, are becoming increasingly necessary and 
important as the urgent need for high levels of assurance regarding correctness and 
autonomic behavior persists in the ANTS requirements [2, 3, 4]. Moreover, an 
evaluation of the effectiveness of the approach under consideration should be 
performed in the context of a comprehensive study about ANTS, thus including 
architecture, objectives, and operational environment.  

Our Approach. In this research, we place emphasis on modeling ANTS’s autonomic 
properties with ASSL and build a set of specification models for ANTS.  Having 
completed our initial steps of modeling ANTS with ASSL, we are able to evaluate the 
effectiveness of our preliminary results, before further research will be undertaken. 
The result of this evaluation study will allow us to improve the current specification 
models and continue specifying incrementally. The latter also includes relating the 
current specification models together into a whole and more-complete specification 
model that will allow us to generate Java code, which will be the base for a functional 
prototype of ANTS.  The latter could be extremely useful when undertaking further 
investigation based on practical results and will help to test the autonomic behavior 
under simulated conditions.  The goals of this paper can be stated as following: 

1) to give a brief survey of the current ASSL specification models for ANTS; and  
2) to present a thorough and critical analysis of the models under consideration.    

The rest of this paper is organized as follows.  In Section 2, we review related work 
on the current formal approaches to ANTS and AC formal specification platforms.  
As a background to the remaining sections, Section 3 provides a brief description of 
ANTS, and Section 4 introduces the ASSL framework. Section 5 presents an 
overview of the current and prospective ASSL specification models for ANTS. In 
section 6, we provide an evaluation of using ASSL with the ANTS concept mission.  
Our conclusions and future work directions are outlined in Section 7.  

2   Related Work 

A NASA developed formal approach, named R2D2C (Requirements to Design to 
Code) is described in [9].  In this approach, system designers may write specifications 
as scenarios in constrained (domain-specific) natural language, or in a range of other 
notations (including UML use cases).  These scenarios are then used to derive a 
formal model that fulfills the requirements stated at the outset, and which is 
subsequently used as a basis for code generation.  R2D2C relies on a variety of formal 
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methods to express the formal model under consideration.  The latter can be used for 
various types of analysis and investigation, and as the basis for fully formal 
implementations as well as for use in automated test case generation. 

IBM has developed a framework called Policy Management for AC (PMAC) [10] 
that provides a standard model for the definition of policies and an environment for 
the development of software objects that hold and evaluate policies. For writing and 
storing policies, PMAC uses a declarative XML-based language called AC Policy 
Language (ACPL) [10, 11]. A policy written in ACPL provides an XML specification 
defining the following elements:  

• condition — when a policy is to be applied; 
• decision — observable behavior or desired outcome of a policy; 
• result — a set of named and typed data values;  
• action — invokes an operation;  
• configuration profile — unifies result and action; 
• business value — the relative priority of a policy; 
• scope — the subject of the policy.   

The basis of ACPL is the AC Expression Language (ACEL) [10, 11].  ACEL is an 
XML-based language developed to describe conditions when a policy should be 
applied to a managed system. 

3   ANTS 

The Autonomous Nano-Technology Swarm (ANTS) concept sub-mission PAM 
(Prospecting Asteroids Mission) is a novel approach to asteroid belt resource 
exploration.  ANTS necessitates extremely high levels of autonomy, minimal 
communication requirements with Earth, and a set of very small explorers with a few 
consumables [2, 3].  These explorers forming the swarm are pico-class, low-power, 
and low-weight spacecraft units, yet capable of operating as fully autonomous and 
adaptable agents.  The units in a swarm are able to interact with each other and self-
organize based on the emergent behavior of the simple interactions.  

Fig. 1 depicts the ANTS concept mission. A transport spacecraft launched from 
Earth toward the asteroid belt carries a laboratory that assembles the tiny spacecraft. 
Once it reaches a certain point in space,  where gravity forces are balanced, termed a 
Lagrangian, the transport ship releases the assembled swarm, which will head for the 
asteroid belt.  Each spacecraft is equipped with a solar sail, thus it relies primarily on 
power from the sun, using only tiny thrusters to navigate independently.  Moreover, 
each spacecraft also has onboard computation, artificial intelligence, and heuristics 
systems for control at the individual and team levels.  

As Fig. 1 shows, there are three classes of spacecraft — rulers, messengers and 
workers. They form teams that explore particular asteroids in an ant colony analogy.  
ANTS exhibits self-organization since there is no external force directing its behavior 
and no single spacecraft unit has a global view of the intended macroscopic behavior.  
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Fig. 1. ANTS Mission Concept [2] 

In general, a swarm consists of several sub-swarms, which are temporal groups 
organized to perform a particular task. Each swarm group has a group leader (ruler), 
one or more messengers, and a number of workers carrying a specialized instrument. 
The messengers are needed to connect the team members when they cannot connect 
directly, due to a long distance or a barrier.  

4   ASSL 

The Autonomic System Specification Language (ASSL) [1] is a framework that 
provides a multi-tier structure for specifying ASs and targets at the generation of an 
operational framework instance from the ASSL specification. In general, the 
framework helps to design and generate an AC wrapper that embeds the components 
of existing systems; i.e., it allows non-intrusive addition of self-management features 
to existing systems. Moreover, the framework allows a top-down development 
approach to ASs, where the generated framework instance will guide the designers to 
the required components, and their interfaces, of the system under consideration.  

ASSL Rationale. By its virtue, ASSL is generic and expressive enough to describe a 
variety of ASs [6, 7].  The ASSL framework is defined through formalization tiers. 
Over these tiers, ASSL provides a multi-tier specification model that is designed to be 
scalable and exposes a judicious selection and configuration of infrastructure 
elements and mechanisms needed by an AS.  Thus, ASSL defines the latter with its 
interaction protocol and AEs, where the ASSL tiers and their sub-tiers describe 
different aspects of the AS under consideration. Fig. 2 depicts the ASSL specification 
model, which decomposes an AS in two directions — first into levels of functional 
abstraction, and second into functionally related sub-tiers. The first decomposition 
presents the system from three different perspectives, three major tiers:  

• a general and global AS perspective, where we define the general system rules, 
architecture and global actions, events, and metrics applied in these rules; 
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• a communication protocol perspective, where we define the means of communica-
tion between AEs within the AS under consideration. This is crucial, since ASSL 
considers ASs as multi-agent systems; 

• a unit-level perspective, where we define interacting sets of individual 
computing elements (AEs) with their own behavior, which must be 
synchronized with the rules from the global AS perspective.  

 

Fig. 2. ASSL Tiers [1] 

With the second decomposition, we decompose the major tiers into functionally related 
sub-tiers, where new AS properties emerge at each sub-tier. This allows a very flexible 
approach to specification. For example, we can start with a global understanding of the 
system by specifying the service-level objectives and digging down to find the needed 
metrics at the very detailed-level, or we can start working at the detailed levels and build 
our system bottom-up, or we can work on both abstract and detailed-level sides by 
constantly synchronizing their specification.  

ASSL Tiers. The AS Tier specifies an AS in terms of service-level objectives (AS 
SLO), self-management policies, actions, events, metrics, and architecture. The AS SLO 
is a high-level form of behavioral specification that establishes system objectives such 
as performance. The self-management policies could be the four self-management 
policies (the so-called self-CHOP) of an AS: self-configuring, self-healing, self-
optimizing and self-protecting, or they could be others. The metrics constitute a set of 
parameters and observables controllable by the AEs.  

At the AS Interaction Protocol tier, the ASSL framework specifies an AS-level 
interaction protocol (ASIP). ASIP is a public communication interface, expressed as 
communication channels, communication functions and messages.  

At the AE Tier, the ASSL formal model considers AEs to be analogous to software 
agents able to manage their own behavior and their relationships with other AEs. At 
this tier level, ASSL describes the individual AEs of an AS.  
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5   ASSL Specification Models for ANTS 

In order to evaluate the effectiveness of modeling ANTS with ASSL, in the course of 
this evaluation study, we partially specified some of the ANTS concept mission 
autonomic properties. The following subsections present a critical analysis of the 
current specification models together with prospective ASSL models for ANTS.  

5.1   Current ASSL Models for ANTS 

In our endeavor to specify ANTS with ASSL, we emphasized modeling ANTS self-
management policies of self-configuring, self-healing and self-scheduling. In 
addition, we propose a specification model for the ANTS safety requirements. In 
general, a complete specification of these autonomic properties requires a two-level 
approach.  They need to be specified at the individual spacecraft level (AE tier) and at 
the level of the entire swarm (AS tier).  To specify the ANTS safety requirements we 
use the ASSL SLO structures (cf. Section 4). Moreover, to specify the self-
management policies we used four base ASSL elements: 

• a self-management policy structure — which describes the self-management 
policy under consideration.  We use a set of fluents and mappings to specify 
this policy [1].  With fluents we express specific situations, in which the policy 
is interested, and with mappings we map those situations to actions.  A fluent 
has a timed duration, for example a state like “there is a lack of idle x-ray 
workers”. When the system gets into that condition, the fluent is initiated. 

• actions — a set of actions that can be undertaken by ANTS in response to 
certain conditions, and according to that policy. 

• events — a set of events that initiate fluents and are prompted by the actions 
according to the policies.    

• metrics — a set of metrics [1] needed by the events and actions.  

Note that the specifications presented here are partial, because some of the aspects 
that must be specified, or have been specified, are left out, due to space limitations. 

5.1.1   Self-configuring 
ANTS must support concurrent exploration and examination of hundreds of asteroids. 
Thus, in order to coordinate science operations while simultaneously maximizing 
resource utilization, ANTS should allow team formation “on the fly”, where the 
ANTS resources must be configured at both the swarm and team (sub-swarm) levels.  

Fig. 3 presents a partial specification of the self-configuring behavior of ANTS 
when a new asteroid has been detected [6]. This policy specifies the “on the fly” 
configuration of different teams of ANTS spacecraft units for asteroid exploration.  

Shortcomings and Improvements. The model shown in Fig. 3 prompts reconfiguration 
immediately after a new asteroid has been discovered. ANTS will explore the asteroid belt 
where hundreds of thousands of asteroids are currently known, and the total number 
ranges in the millions or more. Thus, while working on some asteroids, ANTS should 
discover many new asteroids in a steady fashion, thus causing a constant reconfiguration 
that will block the entire swarm. A possible solution is to add more guards to the  
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Fig. 3. ANTS Self-Configuration 

reconfigureANTS action to ensure that reconfiguration will take place only when there is a 
sufficient number of idle workers and rulers to form a team that will explore the newly 
discovered asteroid. This requires metrics to track the number of idle workers and rulers in 
the swarm.  

The proposed specification model specifies only the AS-level self-configuration. 
For completeness, we need to specify the self-configuring policy for each ruler. This 
will allow rulers to release idle workers, which then can participate in the formation 
of new teams. A major deficiency here is the lack of support for cooperation among 
the rulers to achieve better self-configuring. A possible solution will be to specify a 
negotiation protocol [1] to allow negotiation among the rulers for idle workers. 

The biggest challenge in this model is the reconfiguration of ANTS on the fly. Our 
temporary solution is to delegate this task to further implementation. The ASSL IMPL 
clause states for “further implementation” [1], which means that the ASSL framework 
will generate an empty routine and its content should be implemented manually. To 
solve this problem, we must investigate possible self-configuring mechanisms for 
group formation and scheduling in accordance with the ANTS and environmental 
conditions, and then specify the IMPL routine (cf. Fig. 3) with ASSL. 

Self-configuring may also be required as the result of a failure or anomaly of some 
sort. For example, a worker may be lost due to collision with an asteroid, failure of its 
communication devices, or hardware failure.  The loss of a worker may result in the 
role of that worker being performed by another. Therefore, a great improvement of 
this model will be the specification of self-configuration due to the loss of a worker.   

5.1.2   Self-healing 
In Fig. 4, we present a partial specification of the self-healing policy. In our approach, 
we assume that each worker sends, on a regular basis, heartbeat messages to the ruler 
[6]. The latter uses these messages to determine when a worker is not able to continue 
its operation, due to a crash or malfunction in its communication device or instrument 
(cf. Fig. 4).  

Fig. 4 shows only fluents and mappings, these forming the specification model for 
the self-healing policy. The key features of the proposed model are: 
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• an inCollision fluent that takes place when the worker crashes into an asteroid 
or into another spacecraft, but it is still able to do self-checking operations;  

• an inInstrumentBroken fluent that takes place when the self-checking operation 
reports that the instrument is not operational anymore; 

• an inHeartbeatNotification fluent that is initiated on a regular basis by a timed 
event to send the heartbeat message to the ruler; 

• a checkANTInstrument action that performs operational checking on the carried 
instrument.   

• a distanceToNearestObject  metric that measures the distance to the nearest 
object in space. 

 

Fig. 4. ANTS Self-Healing 

Shortcomings and Improvements. In our current model, we specify the self-healing 
policy only from the worker’s viewpoint.  For a complete specification, we need to 
specify this policy also on the ruler’s side and for the entire swarm (AS tier). 
Moreover, the instrument checking operation should check also for the instrument’s 
performance; i.e., the instrument can be still operational but its performance can be 
degraded.  This will allow self-optimization, where low performing workers will be 
replaced with high performing ones. In addition, in order to complete the model, we 
also need to specify self-checking on the worker’s navigation and communication 
systems, and self-testing of the worker’s computational unit. 

Part of the self-healing process could be assigning a new worker with an identical 
instrument to the team when a malfunctioning worker has been discovered.  This will 
prompt self-configuration. Moreover, as is stated in [2], a worker with a malfunctioning 
instrument can be transformed into a ruler. This can be specified in the self-healing 
policy as an increase in the total number of rulers and as a decrease in the total number 
of workers.  This can be handled by metrics conscious of the number of rulers and the 
number of workers in the entire swarm and for each team.  

Another shortcoming here is that the self-healing model does not take into 
consideration recovery from mistakes, e.g., position displacement. A better specification 
shall include all the possible mistakes per spacecraft and their appropriate recovery actions 
or intrinsically specified recovery protocol [1].  
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5.1.3   Self-scheduling 
In the course of this research, we documented a formal approach to the self-
scheduling mechanism in ANTS and specified this mechanism as a self-management 
policy from both the ruler’s and worker’s sides [7].  Because some of the tasks in 
ANTS are time-constrained, in our approach we employed fault tolerance measures to 
both value and timing violations.  We used ASSL to model self-scheduling in ANTS 
by capturing the timing and schedulability requirements, and by modeling scheduling 
at group and individual level.  

Modeling self-scheduling for ANTS [7] was the most complex exercise in the 
course of this project.  We specified self-scheduling as a distinct self-management 
policy. Note, that ASSL allows specification of distinct self-management policies that 
can be classified as neither one of the four self-CHOP policies [5]. We specified self-
scheduling as any regular policy - with a set of related fluents, events, actions, and 
metrics. For more information on this model, the reader is asked to consult [7].  

Some of the key fluents and actions used in this model are: 

• inPlanning is a fluent that takes place when a request to the team to perform a 
new task has been issued. The fluent is initiated when a new asteroid had been 
discovered and terminated when the planning task had been done or when the 
system had rejected the planning task.    

• inScheduling is a fluent that resists until the ruler has successfully scheduled 
the instrument tasks generated by a task planning action. The latter will 
perform while there are enough idle workers in the system.   

• inMonitoring is a fluent that performs monitoring over the workers, which 
perform the instrument tasks, these generated by the inScheduling fluent. 

• PlanTask is an IMPL routine [1] that plans the team task as a sequence of 
instrument tasks. 

• EvaluateWorkerPerformance is an IMPL routine that evaluates worker 
performance and computes the same as a real number. The worker performance 
is needed by the ruler to do load balancing and task scheduling.   

Shortcomings and Improvements. A possible improvement could be the ASSL 
specification of the planning task. In our current solution, we delegate this task for 
further implementation (the PlanTask IMPL routine). To solve this problem, we must 
investigate possible expressions of ANTS states, because the proposed model needs 
the initial state and the goal state of the system.  

A shortcoming is that the current model does not provide a full specification of the 
heartbeat message. The latter is sent by the workers to notify the associated ruler 
about their status.  An improvement to this model will be a complete specification of 
this message as a composite structure including the worker’s health status (damage in 
%), the worker’s operational status (% of complete work) and its coordinates.  

Moreover, the EvaluateWorkerPerformance IMPL routine can be specified with 
ASSL. In the current model, we present performance as a real number, but it could be 
specified with the ASSL structures. Any performance improvement initiative begins 
with an analysis of the factors affecting performance. These possible factors can be 
divided into two major groups: external and internal. Almost anything that affects 
worker’s performance in any activity will fall into one of the above classifications. 
Some possible external factors are space (environmental conditions), teammates, and 
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communication. Some possible internal factors are knowledge, instrument capacity, 
health status etc. Although this will help to specify all the performance related factors, 
we still need to figure out how to express the correlation between these factors, and 
hence their impact on each other, thus resulting into a more precise estimation of their 
global impact on worker’s performance. In addition, it is difficult to express the 
environmental conditions and worker’s health and operational statuses, which are 
needed for the computation of the worker’s performance. A possible solution is to 
express them at two levels: first as composite data structures, and second as quality or 
resource metrics derived from these structures.  

Another shortcoming is the missing specification of how rulers and workers learn 
about asteroids, and how they exchange information related to their learning.   

5.1.4   Safety 
In our approach, the system’s safety properties are defined in terms of SLO (service-
level objectives). In the course of this research, we formulated the ANTS safety 
service-level objectives (Safety SLO) to ensure that both ANTS AS and ANTS AEs 
contribute to the achievement of the ANTS global safety strategy [6].  

NASA uses two software safety standards [12]. These standards define four 
qualitative hazard severity levels: catastrophic, critical, marginal, and negligible. In 
addition, four qualitative hazard probability levels are defined: probable, occasional, 
remote, and improbable. We applied these standards to define the following hazards: 

• a collision with the other spacecraft units or asteroids — we considered this as 
catastrophic and probable (index 1);  

• high-density magnetic fields — critical and occasional (index 2);  
• high radiation-marginal and remote (index 4); 
• a high energy level due to a solar eruption — critical and occasional (index 2);  
• a loss of the communication with other units — critical and probable (index 1). 

Fig. 5 shows the safety SLO specification for the ANTS AS, based on the hazard 
model above.  The Safety_RiskGroup1 SLO corresponds to the hazards with the risk 
index 1, and the two other groups correspond to the risk index 2 and the risk index 4 
respectively. The Safety_RiskGroup1 SLO has the highest priority and they must be 
held in order to proceed to the Safety_RiskGroup2 and the Safety_RiskGroup4 SLO.  

 

Fig. 5. ANTS Safety SLO Specification 
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Shortcomings and Improvements. The proposed model does not specify the safety 
SLO at the AE level.  The latter are AE SLO (cf. Section 4.4) and could be expressed 
as a sequence of AE-level Boolean expressions.  A possibility is to express them with 
the worker’s (AE-level) metrics and events. Therefore, for a complete ANTS safety 
specification, we should specify these events and metrics at the AE tier and map them 
to appropriate actions.  Moreover, the events must be attached to the metrics under 
consideration, which should detect hazard parameters such as the distance between 
the ANTS spacecraft and another near space objects, the magnetic field density, the 
radiation level, the solar energy level, the presence of a communication link, and the 
bandwidth of the communication link. 

5.2   Prospective ASSL Models for ANTS 

5.2.1   Self-optimizing 
Optimization of ANTS [2, 3] should be specified at both individual and swarm levels. 
The former will be specified at the AS tier and the latter at the AE-tier, where we 
should specify the self-optimization policy for rulers, workers, and messengers.  

Self-optimization for rulers could be specified as a process of learning. For 
example, rulers should learn about asteroids by collecting data on different types of 
asteroids, thus allowing them to better determine the characteristics of different 
asteroids that are of interest and perhaps asteroids that are difficult to orbit or get data 
from, for example, an asteroid with a fast rotation that is difficult to focus on. 

Self-optimization for messengers could be specified as a process of positioning to 
balance the communications between the rulers and workers and perhaps adjusting its 
position so it can send data back to Earth.   

Self-optimization for workers could be specified as a process of learning about the 
asteroids. This will allow workers to gain experience. Therefore, more experienced 
workers should be able to automatically skip over asteroids that are not of interest, 
thus saving time and optimizing the entire exploration process.  

5.2.2   Self-protecting 
The self-protecting policy should be specified to back up the safety SLO (cf. Section 
5.1.4) again at both individual and swarm levels. Thus, the self-protecting behavior of 
the team will be interrelated with the self-protecting behavior of the individual 
members. The anticipated hazards will be the same as those used in the specification 
of safety SLO.  Therefore, appropriate actions and events should be specified to avoid 
the safety hazards, e.g., actions that will prevent collisions or actions that will protect 
against solar storms. 

6   Overall Evaluation of ASSL 

We consider ASSL as a highly expressive specification language, this being 
supported by the multi-tier specification model (Section 4) and the constituted 
hierarchical approach to specifying ASs where the low-level tiers express high-level 
detail structures of AEs, and the high-level tiers express a general architectural view 
of an AS.  The ASSL specification models presented in Section 5.1 intrinsically 
inherit all the advantages coming with the ASSL specification model.  
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The following sections describe some remarkable pros and cons common to all the 
ASSL specification models for ANTS and ASSL in general.     

6.1   Pros 

Self-management Policies. The ASSL specification models for ANTS exposes the 
self-management policies as a sort of state-transition machine where the states are 
described as fluents, and the transitions are triggered by events. The advantages are 
that the designers can see how the system will behave, and the specification is 
expressed in a form that can be easily verified.    

IMPL Routines. The IMPL routines (cf. Section 5.1.1 and Section 5.1.3) are a kind of 
abstract actions, which require a complex ASSL specification, or which we do not 
need to specify at all. The IMPL routines are a way of referring to the further 
implementation; i.e., they are sort of specification stubs needed to complete the 
specification model under consideration. In general, by using IMPL routines we 
simplify that model.  Note, that the IMPL routines still have to be specified with their 
guards, ensures, and trigger clauses, which makes their utilization safe for the model. 
Moreover, by using IMPL routines we simplify the specification model. 

Metrics. The proposed models use metrics widely.  Metrics in ASSL have a dual role. 
First, they are observables that measure specific system quantities and can be 
controlled by the AEs, and second, they give the software developer assurance that a 
given set of values is sufficiently sensitive to track range errors [1]. A great advantage 
of using ASSL metrics is that they are adaptive and can take into account the SLO.   

Actions. The actions in the proposed models are specified following the el “design by 
contract” principle [8] elaborated by ASSL.  Therefore, the ASSL models for ANTS 
benefit from the following advantages:   

• a better understanding of the “pre-“ and postconditions on the models’ actions 
and, more generally, of the self-management policies construction;  

• a systematic approach to specifying bug-free actions; 
• a technique for dealing with abnormal cases, leading to a safe and effective 

ASSL construct for exception handling (cf. Fig. 3).  

Communication Protocol. Some of the ASSL models for ANTS benefit from the 
specification of a dedicated communication protocol. For example, for the self-
scheduling model we specify at the ASIP tier (cf. Section 4) a communication 
protocol needed by the ruler and the workers to communicate and transfer data for the 
needs of the self-scheduling policy. Thus, the models take advantages of special 
communication functions, messages and channels.   

Model Consistency. We are currently developing a Model Consistency Checker 
(MCC) tool as part of the ASSL framework. MCC is a tool for automatic verification 
and analysis of ASSL specification models. The consistency of the latter is checked at 
two levels: consistency among the different system views (the major tiers AS, ASIP 
and AE) and internal consistency among the sub-tiers. The ASSL models for ANTS 
will be checked for consistency based on the ASSL grammar rules, on the ASSL type 
system, and on a set of embedded in the models constraints. 
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Multilevel SLO. As shown in the ANTS safety SLO specification, ASSL allows the 
existence of more sophisticated SLO, i.e. SLO with multiple levels. 

Code Generation. With ASSL, we are aiming at code generation. Hence, once 
completed and consistent, the ASSL specification models will be translated to Java 
code, which will form the skeleton of the ANTS autonomic prototype. The latter can 
be used for further investigation and verification based on practical results. 

Partial Specification. When formal methods are applied to a project for the first time, 
experience has shown that it may be advisable to use them on a smaller scale, other 
than the entire project. ASSL exposes a multi-tier specification model that allows 
designers to specify partially the system under consideration. This allows designers to 
evaluate their system design at the early stages of system development and better 
understand what parts of the system will most benefit from modeling with ASSL. 

Convenient Coding Style. Writing specifications with ASSL is analogous to writing 
programs in a conventional programming language.  

There are also other intrinsically pros like the ASSL logic-centric specification 
style (in contrast to the data-centric specification style), inheritance (we used 
AECLASS structures in the self-scheduling specification [7]), specifications written 
in ASSL — an easy to read and cope with formal language [1], etc.  

6.2   Cons 

System State. The system states in ASSL are specified with fluents, these connecting 
events and actions. A shortcoming in this approach is the lack of data presentation in 
the fluents. Thus, our ASSL specification models cannot easily describe states related 
to possible configurations of ANTS data. Instead, we need to use events related to 
metrics that observe specific data, and which events initiate specific fluents.  

Metrics. ASSL expresses the metrics with a set of metric threshold classes. A 
threshold class determines ranges for valid/invalid metric values. Although this 
approach may work well for a small number of metrics, it has two disadvantages. 
First, many performance-related metrics are mutually dependent. Therefore, 
dependencies among their threshold classes may likely exist as well. Second, some 
metrics are of minor importance for self-management, but ASSL does not provide a 
straightforward mechanism for grading them by importance. The major problem 
stemming from these two factors is multicolinearity; i.e., it will be difficult to assess 
the effect of the independent metric on the dependent one, due to the mutual 
dependency among the metrics and due to the different level of importance. This 
implies that introducing additional metrics into the model under consideration should 
be done with great caution. 

Modeling Managed Systems. ASSL helps to design and generate AC (autonomic 
computing) wrappers in the form of ASs that embed the components of non-AC 
systems. The latter are considered as managed systems (managed resources), those 
controlled by the AS under consideration [1]. ASSL places emphasis on the AC 
functionality and AS architecture, but not on the managed system functionality and 
architecture. ASSL specifies only the interface needed to control the managed system 
and does not provide any means for software design of that system.  
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Therefore, the proposed ASSL specification models for ANTS are an AC wrapper 
that embeds ANTS and where each AE embeds an ANTS spacecraft unit. To 
complete these models we need to specify, for each AE, the managed interface that 
controls the associated ANTS spacecraft unit (worker, ruler, or messenger), but with 
ASSL we cannot design this unit. Although, this could be considered as a 
shortcoming, the clear distinction between the AC and non-AC parts of an AS allows 
for much better understanding and handling of the system’s AC features.  

Modeling Large-Scale Systems. Large-scale ASs can easily have over a hundred 
thousand AEs. Specifying such ASs may require a very complex and labor-intensive 
modeling process, because the self-management policies may require a complete 
specification for each AE. Fortunately, ASSL provides class structures and 
inheritance, which can help when specifying a group of similar AEs. For example, 
ANTS consists of thousands of pico-spacecraft units, which requires the specification 
of thousands of AEs, but the latter can be grouped by the instrument they are carrying. 

Tool Support. The current tool support for ASSL (developed and under development) 
is limited to editing and consistency checking. Moreover, we consider as a shortcoming 
the lack of answers to the following questions, which require more investigation and 
additional tool support allowing model checking: 

• What is the quality of the proposed ASSL models?   
• How can this quality be assessed and assured?  

7   Conclusion and Future Work 

This paper has described our evaluation study on the effectiveness of modeling ANTS 
— a concept NASA swarm-based exploration mission, with ASSL. In the course of 
this evaluation study, we have evaluated the current ASSL specification models for 
ANTS’s self-configuring, self-healing, and self-scheduling policies, and for the 
ANTS’s safety service-level objectives. This study has revealed the shortcomings of 
and has made key recommendations to these models, thus to make them more 
effective and complete. In addition, we have outlined two prospective ASSL models 
for ANTS—self-optimizing and self-protecting, which together with the 
recommended modifications in the currently existing models will help us to specify 
ANTS as a whole system, and then successfully generate the code for the future 
functional prototype of ANTS. Moreover, this study has helped us to define and 
present some important common pros and cons of modeling ANTS (and autonomic 
systems in general) with ASSL.  

With this evaluation study, we have aimed at investigating the effectiveness of 
ASSL when modeling complex autonomic systems like ANTS. Although far from a 
thorough evaluation, we consider that the ASSL specification models for ANTS are 
worthy of expanding and developing further. Despite the shortcomings presented 
here, these models provide didactic evidence that ASSL is an appropriate means for 
specifying AS, particularly ANTS. Moreover, the possibility to improve the 
specification models demonstrates the high expressiveness of ASSL.  
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Future research is concerned with further ANTS modeling with ASSL, this 
including specification of the perspective models and applying in the current models 
the recommended by the evaluation study modifications. Next will be code generation 
and supplementary implementation of the functional prototype.  
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Abstract. This paper introduces compositional performance analysis into evolv-
ing organic systems. It presents a layered distributed framework that can follow
the platform and system evolution, continuously monitoring the effect of changes
in the application on real-time constraints. For that purpose, an existing method-
ology based on iterative compositional performance analysis was adapted to a
distributed algorithm. A buffering strategy is introduced to improve the algorithm
convergence to the same order as the existing centralized offline algorithm. The
effects are demonstrated in experiments.

1 Introduction

Organic Computing [10] has recently emerged as a new challenge in computer science.
As ubiquitous and embedded computing systems become increasingly powerful, the
development paradigms shift from implementing the technically possible to building
robust and easily usable systems. Organic computing systems tackle this challenge by
introducing adaptation, learning and self-configuration into complex computer systems.
Initiatives as IBM’s Autonomic Computing Initiative [8] or Intel’s Proactive Computing
[14] show that this is not only an academic endeavour.

Real-time systems constitute a notable share of todays embedded computers that
needs special attention. The Design of robust and fault-tolerant real-time systems is
a highly active research area, that has produced numerous approaches for evaluating
and increasing system robustness against selected fault scenarios. Existing approaches
use offline sensitivity analysis to optimize for robustness, meaning low sensitivity [6].
These methodologies can be applied throughout the design process of an embedded
system and yield systems that are highly robust against a selected set of disturbances in
the field.

Future embedded systems however, will undergo an evolution in both hard- and soft-
ware configuration during their lifetime. In the automotive industry, it is already com-
mon to update or add software components during the lifetime of a product, producing
a variety of software configurations in the field. To ensure functional and temporal cor-
rectness of all possible configurations, OEMs have to maintain a complex versioning
database and perform exhaustive testing to cover the whole configuration landscape.
This already constitutes a problem today, which will grow into a major challenge in the
future. Designing embedded systems robust and fault-tolerant will not ultimately solve
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this problem, as the evolution an embedded systems goes through during its lifetime
cannot be foreseen at design time.

Introducing self-*-properties into embedded system will enhance them by flexibility
for future updates in hard- or software, thus enabling evolution during their lifetime.
Key properties of evolving (embedded) systems are the ability to assess its current sit-
uation (self-awareness) and to reconfigure themselves (self-configuration) in order to
adapt to new situations as may be implied by software updates. For hard real-time sys-
tems, the challenge of implementing self-configuration and adaptation is not only to
ensure functional, but also temporal correctness of a system.

This paper will introduce on a concise problem statement, highlighting the timing-
related problems and challenges caused by the evolution of embedded real-time systems.
It will then present a control framework building on formal methods for performance
analysis capable of managing evolution while still ensuring temporal correctness of a
system utilizing established methodologies from literature. It will close with an exper-
imental examination of a prototype implementation the formal analysis engine.

The remainder of this paper is organized as follows. In the next section, we will in-
troduce related work to then go into detail on the challenges to be addressed by our
approach. The fourth section discusses the architecture of a performance control frame-
work, where the fifth section goes into detail on the analysis methodology used by our
framework. Before we conclude the paper, experimental results are presented.

2 Related Work

Designing adaptive, self-organizing real-time systems touches two highly active fields
of current research. For once, we need to consider current development in the field of
adaptive and fault-tolerant system design, but we also need to have a closer look into
research concerning the analysis of timing properties of a given real-time system.

Currently, fault-tolerant and resilient systems are built by introducing explicit redun-
dancy on a per computer level, such as TMR in avionics.

Later research has introduced redundancy not on a per computer, but on a per task
level. The RecoNets project [7] has designed a prototype system consisting of multiple
microcontrollers running a driver assistance application. It can survive failure of one
or more board, since each task is shadowed on another microcontroller. Checkpointing
techniques allow to seamlessly migrate execution of tasks from one microcontroller
to another in case a failure is detected. This approach, however does not take global
system timing issues into account when spawning shadow tasks at different points in
the system.

Recently, also design of robust and fault tolerant systems taking into account timing
properties has been tackled. In the AiS project [5] for example, common fault scenar-
ios are identified and analysed for their possible impact on system performance. For
selected scenarios, compensation mechanisms are implemented in the system, making
it robust against these faults.

In the context of the “Organic Computing” priority program of the German DFG
[10], many projects aim at building adaptive and self-configuring systems. This is usu-
ally achieved by extending the system by a control loop that observes the current
system state, evaluates it and performs control operations based on a knowledge base
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that may be constructed using reinforcement learning techniques such as Learning Clas-
sifier Systems [1]. These architectures are referred to as Observer/Controller Architec-
tures; a general discussion of which can be found in [4].

In addition to current research in fault-tolerant and resilient systems, research in for-
mal performance analysis of real-time systems has to be considered. In the past years,
several approaches to system level timing analysis have been proposed by different re-
search groups (i.e. [11,2,15,12]). System level timing analysis requires task-level worst-
case execution times as input data. Recent research has produced formal approaches to
derive these from a given task description [16].

For the purpose of this paper, we can divide the approaches to system level perfor-
mance analysis in two classes. Holistic approaches that try to use as much information
as possible in order to perform a tight analysis of the real-time behaviour of a given
system and compositional approaches that are capable of making abstractions at inter-
mediate analysis steps.

The first class of techniques yields tightly bounded results on the timing properties
of a given system at the prize of high computational complexity. Current approaches
use different semantics to describe their systems ranging from dataflow graphs [11] to
timed automata [9].

The second class, like the approaches proposed in [15] or [12] trade analysis accuracy
for computational complexity. Here, local analysis techniques are composed using load
descriptions of intermediate event streams.

Dynamic scheduling algorithms (i.e. [3]) adapt the scheduling parameters to a change
in load conditions. Global schedulers can cover several processors, but only following
a coherent homogeneous scheduling approach. In this sense, they are comparable to
holistic analysis approaches. Global scheduling algorithms also do not easily adapt to
changing hardware topologies and timing constraint types. Furthermore, they do not
take system properties such as end-to-end latencies into account.

3 Problem Formulation

For the means of this paper, we focus on loosely coupled distributed real-time systems
as can be found i.e. in cars. A real-time system can generally be described as a set of
processing units (processor, PU) interconnected by busses, onto which a set of timing
constrained applications is mapped. On each processor, a scheduling policy is applied,
if multiple tasks are mapped onto it.

In order to give a precise problem formulation, we will first present a terminology.
We consider a set of processors interconnected by buses (or other communication

channels) the system architecture or (hardware) platform. Onto this platform, a set of
applications is to be executed, each consisting of a set of tasks, whose relationships are
defined by a task graph. Furthermore, applications may be temporally constrained. In
this case, we speak of real-time applications. We consider an architecture together with
a set of (real-time) applications a (real-time) system. In order to completely describe
running real-time systems, a set of design parameters, such as task mappings, schedul-
ing parameters (i.e. priorities), or clock rates also need to be defined. We consider a
real-time system together with a complete set of parameters a system configuration. A
given configuration has a set of properties, such as application end-to-end latencies.



334 S. Stein and R. Ernst

Note that in each design stage, a different set of system parameters is available to the
designer. These will be referred to as available parameters. For the sake of simplicity,
we will use the term parameter equivalent to available parameter and account the pa-
rameters that are not available in the current design step to the set of properties. We
consider a given system configuration feasible, if all applications adhere to their timing
constraints.

The challenge addressed in this paper is to find a methodology for designing adap-
tive systems that not only ensure functional correctness, but also adhere to system-wide
temporal constraints such as end-to-end latencies. With respect to the terminology in-
troduced above, this means finding a methodology that enables a system to verify that
its current configuration is feasible, protect itself against transitions into infeasible con-
figurations and ultimately to reconfigure itself to reenter a feasible state. To achieve
the latter, the system must perform self-optimization using available parameters during
run-time. For our purposes, we assume scheduling parameters, such as priorization or
execution sequences to be available as is the case in most real-time kernels. Other pa-
rameters, such as task mapping can also be made available by implementing adequate
techniques from literature.

From the problem statement, one can deduce the necessary components of such a
framework. One needs a feasibility evaluator for a given system configuration, a sensor
component, that monitors the current system properties to be fed into the feasibility
evaluator, an optimization component in order to generate alternate configurations, as
well as an actuator component, that transitions the system from one configuration into
another. Furthermore, a framework for the interactions of these components must be
put into place.

The feasibility evaluator is the key component in the setup outlined above. It is de-
sirable to use an evaluator, that can not only decide on feasibility, but is also able to
compute fitness values for a given system configuration, so that it can also be used by
the optimization component.

Furthermore, since we are targeting hard real-time systems and want to give guar-
antees on real-time performance, the evaluator must use a formal approach to com-
puting the current system properties. As stated in the related work section, current
approaches solve this problem in diverse ways. In distributed organic real-time sys-
tems, non-centralized solutions to fitness evaluation of a current system configuration
that adapt to the system’s evolution are preferred over centralized ones, that introduce
single points of failure. Thus, only distributable approaches to performance verification
are considered for a suitable fitness evaluator.

The next sections will go into detail on the feasibility evaluator and give a closer
description of a framework capable of online performance control of an evolving real-
time system.

4 Performance Control Framework

We chose the methodology described in [12] as a driving technology for the evaluator
for several reasons. The compositional approach is strongly decoupled by efficiently pa-
rameterized event models and a distributed analysis algorithm following the approach
has already been presented in [13]. Furthermore, the computational load implied by
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Fig. 1. Framework Architecture

the analysis engine can easily be scaled by applying more or less sophisticated local
scheduling analysis techniques. For static priority scheduling this could mean taking
inter-event-correlations into account or simply performing a context-blind schedulabil-
ity analysis. Both approaches yield conservative results for local worst-case response
times, but with different accuracy. This opens the possibility to trade analysis accuracy
for computational load.

In order to build a system model compliant with the analysis approach, for each task,
a worst-case execution time, the activation scheme described by a standard event model
([12]), its communication partners, as well as the maximum communication volume
with each partner must be known. The same is true for scheduling policies on each
shared resource. We assume that these values are annotated to the task set, although
we do not go into detail on how these values are found. Possibilities range from formal
analysis [16], to extensive offline simulation and tracing. These methods are already
successfully applied for design-time system timing analysis by early adaptors of formal
methods e.g. in the automotive industry. In case of real-time constrained applications,
we assume that the applicable constraints are also annotated to the task set.

In order to enable adaptation in evolving real time systems, the feasibility evaluator
must be embedded in a framework for online real-time control. We divide the struc-
ture of the control framework into three major parts, an observer, a controller and an
analysis layer (see figure 1). The actual real-time systems is depicted as SuOC - the
“System under Observation and Control” [4]. An Observer continuously monitors the
systems behaviour to build and maintain an analysable model of the current config-
uration ("monitor component"). This model is analysed by the formal analysis layer.
The results of the analysis are in turn used by a Controller to monitor whether the sys-
tem complies with all temporal constraints. Thus, the analysis engine, together with
part of the Controller form the “feasibility evaluator". For continuous self-optimization,
the controller can use the analysis layer to perform optimizations based on the current
system model. If optimization results in a new (better) configuration, it is also the Con-
trollers task to inject the new configuration into the system ("actuator component").

Using this framework, one can implement self-awareness and self-protection with
respect to timing properties of the current system configuration in an embedded system.
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Self-awareness is achieved by maintaining a formally analysed model of the system
at all times, which can also be used to perform what-if analysis before admitting new
applications into the system resulting in self-protecting properties of the embedded sys-
tem. The next paragraphs elaborate on these concepts.

From the annotated information of each application, partial models corresponding to
the task set running on the local processor are generated by local observer instances.
As the key metrics needed for building the model are annotated to the task set, the
main challenge in generating a complete, distributed model is establishing connec-
tivity between the partial models as well as synthesizing models for the communica-
tion infrastructure from the distributed information about communication partners and
volumes.

Before an application is accepted to be mapped on the platform, the current system
model is extended by the application and tested for feasibility. If no constraints are vio-
lated in the model, the application may execute and is guaranteed to meet its constraints,
as long as no application in the system violates its timing properties as annotated. We
consider this construct a service contract between the system and the applications. This
construct ensures that the system will only transition from one provenly save config-
uration into the next provenly save configuration, thus introducing self-protection into
evolving real-time systems.

To ensure compliance with the service contracts, we propose to implement local
watchdogs monitoring execution times and communication volumes as well as activa-
tion frequencies. The observed values will continuously be compared with the infor-
mation forming the service contracts of the individual applications. In case a violation
of a service contract of an application is detected, a controller is notified, in order to
take immediate action. Possibilities range from shaping the load implied by the appli-
cation to the load defined in the service contract (thus achieving isolation from the other
applications), to stopping the application.

At the same time, the current system model is updated to reflect the newly observed
configuration. If the resulting system still complies with all given constraints, the appli-
cation may be readmitted into the system with an adapted service contract. Otherwise,
optimization algorithms may be used to find a feasible configuration.

As violations of service contracts may not only be caused by faulty application an-
notations, but also by component failures or degradation, the above techniques also
constitute a self-healing technique efficiently using slack present in the system to cope
with component faults and failures. The efficiency of this technique directly scales with
the power of the system optimization algorithms put into place.

Figure 2 shows a more detailed view on the architecture of the performance con-
trol framework. Distributed observer instances generate partial models of their local
environment that are communicated to local analysis engines. These engines, in turn
cooperate to perform a distributed system-wide performance analysis of the currently
observed system configuration as described in [13]. Clearly, actuator components also
need to be distributed over the whole system, in order to efficiently perform system
configuration transitions, thus, the controller must also be implemented distributedly.
The cooperating observers, controllers and analysis engines form a global performance
control plane.
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Fig. 2. Control Framework

5 Analysis Methodology

We use the analysis technique proposed by Richter et al [12] to form the global analysis
and evaluator plane. A general approach to distributed performance analysis using this
technique has been proposed in [13]. As this approach is discussed in the experimental
section, we give a short overview on the approach to distributed performance analysis
in the next paragraphs. First, the SymTA/S approach is introduced shortly, then the
extensions for distributed computation are outlined.

The compositional performance analysis methodology used for this project, solves
the global system-level performance verification problem by decomposing the system
into independently investigated components.

Each Processor or Bus is modeled as a component (computation, communication
resource) that may contain tasks. The possible I/O timing between the tasks (event
streams) is captured with event models that can efficiently be described by a small set
of parameters.

Input event models capture event patterns leading to task activations. These are used
to perform a local scheduling analysis of a resource to derive the local response times
as well as output event models.

These output event models are propagated to subsequent resources where they are
used, in turn, as input event models. In setups with cyclic dependencies the assumed
event streams become increasingly more generic. This procedure either converges (and
provides a conservative estimation of system properties such as jitter and latencies
which can be checked against given constraints), or the system’s schedulability can
not be guaranteed. Figure 5 shows the structure of the analysis loop as implemented in
the tool.

The analysis of a SymTA/S model can easily be distributed over multiple analy-
sis engines, as local scheduling analysis runs are strongly decoupled by event streams.
A method to connect partial models managed by multiple analysis engines has been
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Fig. 3. Analysis Loop

proposed in [13]. Here, it is proposed to tunnel event stream information between mul-
tiple analysis engines using existing communication infrastructure. Distributed analysis
control performs a local scheduling analysis on a resource as soon as an input event
stream changes. As a major advantage, this scheme is naturally adapted to the underly-
ing platform topology and can follow its evolution, as communication with other analy-
sis engines is only necessary, if mapped applications communicate over an existing link.
Thus, if communication between analysis engines is necessary, suitable infrastructure
must be present.

6 Experimental Study

In this section, we take a closer look at the expected computational load an embedded
SymTA/S analysis engine will impose on an embedded system. To do this, we imple-
mented the distributed control algorithm as proposed in [13] by extending the offline
tool. Performing schedulability analysis is the compute intensive part of the iteration
loop. Thus, the load imposed by an analysis engine scales with the number of schedula-
bility analysis runs needed to analyse a given system and the load imposed by a single
schedulability analysis run. Here, we want to assess the quality of distributed algorithm
steering the iteration. As a quality measure for a given analysis control algorithm, we
propose the convergence speed of the system wide performance analysis, as measured
by the number of schedulability analysis runs needed to analyse the properties of this
system. We consider a control algorithm optimal for a given problem, if it solves the
global fix-point iteration with a minimal number of schedulability analysis runs. This
also implies that an optimal control algorithm imposes the minimal load for a given
system and schedulability analysis algorithm implementation.
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For testing, we used an in-house system generator tool to generate analysable system
models. The generated systems contain a configurable amount of connected tasks an
resources. For testing purposes, we generated systems, scaling them in the number of
tasks, resources and length of task chains. To benchmark the distributed analysis control
mechanism, we analysed these systems using the distributed approach as well as the
centralized approach implemented in the tool. We assume that the centralized approach
performs close to optimal.

Fig. 4. Performance naive algorithm

The result of a first test can be seen in figure 4. It shows the number of schedulability
analysis runs needed for a complete system analysis over increasing system size. The
upper point cloud shows the performance of the naive algorithm as proposed in [13],
the lower one shows the performance of the offline algorithm as implemented in the
tool SymTA/S.

The distributed approach shows weak performance w.r.t. schedulability analysis runs
needed to analyse big systems. A closer look at possible causes reveals a system con-
figuration that requires an exponentially growing number of schedulability runs to be
analysed if using the distributed performance analysis control algorithm, where theoret-
ically a linear relationship suffices: Suppose a system consisting of a series of resources
that host a number of independent task chains as depicted in figure 5(a). The system
can be scaled in two dimensions - the number of resources and the number of parallel
task chains. The minimum number of schedulability analysis runs that is needed scales
linearly with the number of resources in the system, as each resource only needs to
be analysed once (from left to right). Increasing the number of parallel chains does not
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(a) naiv setup (b) insert buffers

Fig. 5. Chained System

have any effect on the number of schedulability analysis runs needed. The proposed dis-
tributed algorithm, however shows in part exponential behaviour with increasing num-
ber of parallel task chains (see figure 6), since each scheduling analysis on a resource
recalculates the output event models of all n tasks on it, and thus potentially triggers
renewed analysis on the succeeding resource n times, where one analysis run would be
sufficient.

Fig. 6. Performance in number of analysis runs

A solution to this problem is to introduce buffers between successing resources as
shown in figure 5(b) that collect the changes of incoming event streams resulting from
one schedulability analysis on a preceeding resource and release them in as on event
reducing the number of reanalysis events for the succeeding resource to one. This ap-
proach reduces the number of analysis runs needed to the theoretical minimum for this
class of systems.

We implemented the buffering scheme in our offline prototype and redid the exper-
iments outlined above. The results as shown in figure 7 show that this improvement to
the distributed analysis control already yields convergence speeds comparable to those
of the offline tool for the class of systems produced by our system generator. Inter-
estingly, the distributed control algorithm sometimes even outperforms the centralized
algorithm. This is due to the fact that the centralized algorithm does not exploit all
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Fig. 7. Performance with buffering

knowledge about the system model to precompute an optimal sequence of schedula-
bility analysis runs. This would imply computing a topological sort on the resource
graph. Thus the distributed algorithm can outperform the centralized one, if the acti-
vation scheme coincidentally follows a topological sort of the graph. The fact that the
experiments contained many of these cases may be due to the regular structure of the
generated system models.

Further improvements to both, the offline and the distributed control algorithms can
be made by first performing a topological sort of the resources in the system model, that
can be used to determine an order of local scheduling analysis runs, yielding an optimal
control algorithm.

7 Conclusion

In this paper, we introduced a framework that enables the implementation of organic
real-time systems. It is sensitive to changes in the hardware architecture as well as
software configuration of the system.

It is based on a layered architecture of observers and controllers and a distributed
analysis layer that evaluates the local analysis results and event model parameters. Ex-
periments with a prototype implementation of the analysis methodology to be used have
shown, that the computational load implied remains small.

The presented approach is suitable for implementing evolving hard real-time that
are capable of self-protection against transitions into non-feasible system states w.r.t.
timing properties.
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Abstract. To overcome the rising complexity of computing systems, the
paradigms of Autonomic Computing and Organic Computing have been
introduced. By using an observer/controller architecture, Organic Com-
puting aims to make embedded systems more life-like by providing them
with so-called Self-X properties. Embedded real-time systems can also
gain great benefit from these techniques. In this paper, we show what
new requirements arise when introducing Autonomic/Organic Comput-
ing into the area of real-time applications. These requirements flow into
the architecture of the real-time operating system CAROS. CAROS com-
bines several concepts to provide a solid base for the implementation of
Self-X techniques in embedded real-time systems. We show the practi-
cability of our concepts with a prototypical implementation on the mul-
tithreaded CarCore microcontroller.

1 Introduction

Today, embedded systems are constantly growing, and establishing whole net-
works of Embedded Control Units (ECUs). For example, a car can contain over
70 ECUs fulfilling most different duties. With increasing size these networks
become harder if not impossible to manage. The paradigms of Autonomic and
Organic Computing promise to handle this topic.

In 2001 IBM introduced Autonomic Computing (AC) [1, 2] to overcome the
problem of increasing complexity of computing systems. AC focuses on self-
management of large server systems by implementing the so-called Self-X prop-
erties of self-configuration, self-healing, self-optimisation and self-protection (also
referred to as “Self-CHOP”). To implement such self-management techniques,
Autonomic Managers are proposed that control the system at runtime by a closed
control loop of Monitoring, Analysis, Planning, and Execution (MAPE cycle).

A few years later, Organic Computing (OC) [3] took up the Self-X concepts,
focusing on distributed embedded systems. In general, AC/OC aspire to the de-
velopment of robust, flexible and highly adaptive computing systems. To support
the Self-X properties, Richter et al. [4] developed a generic observer/controller
architecture similar to the MAPE cycle. A System under Observation/Control
(SuOC) is embedded into the control loop of an observer/controller. The ob-
server monitors relevant system parameters and analyses these data. It can also

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 343–357, 2008.
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deduce predictions of possible future behaviour by comparing current observa-
tions with past ones. The controller uses this information to infer appropriate
actions. This derivation is influenced by user-defined objectives and uses simula-
tion and adaptation models. Execution of the derived actions closes the control
loop.

Whereas the SuOC is able to run for itself, the surrounding control loop
will improve its operation by means of the Self-X properties. Thereby, the ob-
server/controller can run both in a centralised or distributed way, depending on
the system it is applied to.

Throughout this paper we will use the term Organic Manager to subsume the
observer/controller architecture of Organic Computing respectively the MAPE
control cycle of Autonomic Computing.

Operating system requirements that arise from AC/OC are (1) the exten-
sive monitoring of system parameters and running application threads and (2)
a concept to implement the Organic Manager without disturbing application
thread execution. Self-healing and self-optimisation require (3) the ability to
move tasks between different control units. Most of these functionalities can be
implemented by means of helper threads, which run in parallel to the real-time
applications. Thereby, they support the operation of the real-time applications
without disturbing their timing behaviour.

There is also another point where operation of automotive networks can be
improved. In the traditional way of implementation, a manufacturer supplies a
device with its microcontroller and software in-a-box, with nearly no possibilities
for changes due to warranty reasons. Especially safety-critical and real-time de-
vices are affected. Microcontrollers in such devices usually have free processing
time, which cannot be utilised.

With our approach we want to provide a solution to make the free processing
time available to other applications without influencing the safety-critical or hard
real-time tasks. Thereby, it can happen that two or more hard real-time tasks
need to be executed on one device. Additionally, these tasks could be developed
by different manufacturers. Hence, we need a system, hardware and software,
that allows hard real-time threads to run in full isolation from each other and
potential non real-time threads like helper threads.

But, hard real-time systems must not miss any deadline. Therefore, the
analysability and predictability of the timing behaviour of all real-time tasks
within one system is an essential requirement. This point concerns not only the
application itself but also the operating system services it is using.

In this paper we present the architecture of the real-time operating sys-
tem CAROS (Connective Autonomic Realtime Operating System). CAROS
is aimed to combine the requirements of hard real-time systems and the poten-
tials of AC/OC. Therefore, we design CAROS itself as a System under Obser-
vation/Control [4]. CAROS extends operating system techniques for the use
in an “organic environment”. Additionally, CAROS targets networked high-
performance embedded microcontrollers.
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CAROS supports extensive and non-intrusive monitoring, an Organic Man-
ager implementation by helper threads, and task migration concepts. All these
capabilities can be implemented without disturbing the timing behaviour of hard
real-time application threads running in parallel.

This paper is organised as follows: Section 2 gives an overview of work related
to real-time operating systems and Autonomic/Organic Computing (AC/OC).
In section 3 we state the requirements arising from the Organic Computing
paradigm for a real-time operating system. Section 4 presents the architecture
we developed to accomplish these requirements. In section 5 we describe a pro-
totypical implementation on the CarCore Processor. In section 6, we show how
AC/OC implementations will benefit from the proposed operating system archi-
tecture and section 7 concludes the paper.

2 Related Work

Over the last years, research in the area of Organic Computing was mainly pro-
moted within the German Science Foundation Priority Program “Organic Com-
puting” [5]. Projects here focus on systems of small networked components like
sensor networks. Although, real-time systems currently only play an underpart
within this program. The project DoDOrg [6] investigates a digital organism for
real-time applications. This project aims at the use of reconfigurable hardware
to implement virtual organs that can handle specific tasks.

The work of Rammig et al. [7] tends at the development of a distributed OS
for real-time applications. It implements techniques for self-optimisation and
self-configuration. The latter is also performed with the help of reconfigurable
hardware.

These projects have similar aims as the CAROS architecture. However, the
mentioned approaches differ strongly from our concept, as they make use of
reconfigurable hardware, whereas we aim at high-performance embedded micro-
controllers.

In the area of commercial real-time operating systems, the concepts of Or-
ganic Computing, when regarded at all, are currently only addressed marginally.
An example would be QNX Neutrino [8], which provides a micro-kernel-based
implementation of the POSIX standard (IEEE Std. 1003.1, [9]). The current
version includes an instrumented kernel and support for self-healing systems,
but does not further address the ideas of Organic Computing.

Helper threads have been proposed for future high-end multithreaded proces-
sors by rapidly spawning threads that are executed simultaneously to the main
thread thus helping the processor to speed up the execution of the single main
thread. Such helper threads are proposed for tasks like branch prediction [10],
prediction of accessed memory addresses [11, 12, 13], exception handling [14, 15]
and accelerated execution of loops [16]. In the embedded Java microcontrollers
Komodo [17] and jamuth [18] helper threads are also used for a real-time capa-
ble garbage collection and the dynamic preloading of software updates of running
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hard real-time threads [19]. Also, a helper thread can be used to accelerate task
switching in the embedded multithreaded Infineon TriCore 2 microcontroller [20].

The design of CAROS extends the helper-thread concept by another applica-
tion. Helper threads, running in the “timing shadow” of real-time applications,
here will be used as containers for Organic Management functionalities.

3 Requirements

In this section, we state the minimum requirements for a real-time operating
system, and show how these must be extended for the support of the ob-
server/controller architecture of Organic Computing.

A Real-Time Operating System (RTOS) typically fulfils the following prop-
erties [21]:

1. A RTOS is multi-threaded and preemptible.
2. The notion of thread priority exists.
3. The OS supports predictable thread synchronisation mechanisms. These in-

clude means to prevent priority inversion and/or deadlocks.
4. The OS behaviour should be known, esp. interrupt latencies, maximum exe-

cution time of system calls (must be bounded, predictable, and independent
of objects in the system)

These requirements are fulfilled by most current RTOS implementations. How-
ever, the introduction of AC/OC by means of helper threads imposes some fur-
ther requirements. Our concept extends requirement 2:

2’. The OS allows to run additional applications in fully temporal isolation from
the hard real-time threads.

Furthermore, the observer/controller architecture needs the following require-
ments to be fulfilled:

5. Monitoring of system parameters and running threads is required to provide
detailed runtime information.

6. The OS provides points to intervene into the operation of the system.
7. A concept for mobile code allows the migration of applications between

nodes.
8. Safety and security measures ensure the proper operation of the remaining

system, even if a failure occurs in one application.

Figure 1 summarises the requirements and how they are classified into the do-
mains of Real-Time and Autonomic/Organic Computing. On this basis, we are
now able to propose an OS architecture that fulfils all the afore mentioned re-
quirements.
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4 Architectural Design

4.1 Overview

The design of the CAROS architecture follows the microkernel principles. The
OS kernel comprises only the most necessary functionalities, like the scheduler,
resource management etc., whereas all additional functions run outside the kernel
as separate components, using only a predefined kernel interface. Thus, such
modules can be exchanged without impairing other parts of the system. Also,
a failure within one module leads not necessarily to the failure of the complete
system. Figure 2 gives an overview of the proposed architecture.

Two of the core functionalities are the Thread Management and the Resource
Management, like in any other RTOS. To permit code migration required by self-
optimisation and self-healing techniques, the kernel is extended by a Dynamic
Memory Management and a Runtime Linker. To ensure real-time operation of
applications, CAROS strongly utilises pre-allocation techniques. Resources are
allocated to a new application as far as possible before it starts real-time opera-
tion. A concept for Security Management completes the architecture. Monitoring
points are available throughout all OS modules. The Organic Manager itself is
not part of the operating system, but its implementation by helper threads is
supported by CAROS (see below). The next sections will describe the five indi-
vidual kernel parts in more detail.

4.2 Thread Management

Scheduler. The Scheduler is the most important part of the Thread Man-
agement. It implements a real-time capable scheduling scheme. However, this
scheduling scheme must allow to run non real-time threads in parallel to real-
time application(s). Hence, we propose the adoption of the Guaranteed Percent-
age (GP) scheduling [22], where each thread is guaranteed a constant fraction
of processing time during a repeating interval. Figure 3 illustrates the proposed
scheduling scheme. During one scheduling period, first the real-time threads get
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Fig. 3. The adapted GP Scheduling Scheme (RT: Real-Time; HT: non real-time Helper
Thread)

their share of processing time. This share depends on the WCET values of the
applications’ tasks that run within the thread slots. Afterwards, the remaining
processing time is divided among other non real-time threads e.g. accordant to
a weighted round robin scheme.

As CAROS must be able to accept new applications at runtime whose timing
constraints are known just then, the scheduler must provide information about
the current load of the processor. Using the adopted GP scheduling, the scheduler
can easily provide this information. Thus the Thread Management can decide
whether it is possible to start a new application on the node. This information
can also be used as monitoring data for an Organic Manager that runs as a
helper thread in the “timing shadow” of the real-time application(s).

Helper Threads. Helper threads are not allowed to disturb the timing be-
haviour of the running hard real-time threads. On a sequential processor they
may run in the idle times of the hard real-time threads, but must be preempted
with fixed overhead as soon as a hard real-time thread is triggered. Thus, they
do not run concurrent to a hard real-time thread and cannot interrupt the ob-
served threads. On a multithreaded processor, helper threads can be executed
in own thread slots concurrent to the hard real-time thread, provided that a
hardware-based real-time scheduler is available. Helper threads can also run in
separate cores of a multicore processor.

Synchronisation. Components for thread synchronisation are provided by the
Thread Management module. As the synchronisation mechanisms usually must
intervene deeply into the threads, they are directly managed by the Thread
Management. The employed mechanisms are apt for the use in real-time envi-
ronments.

4.3 Resource Management

Features. Management of hardware resources is also an important task of an
operating system. Because of the microkernel concept, the CAROS kernel only
manages the most essential system resources directly, i.e. processing time and
memory. Other resources, especially peripheral devices are managed through a
dedicated Resource Management. Access to these resources is done through de-
vice drivers. Following the microkernel principles, these drivers must not be exe-
cuted within the kernel, but in userspace. This concerns the generic read/write
operations as well as driver-specific I/O operations. However, access to the de-
vice (open/close operations) and configuration of the driver (ioctl operation)
is granted by the security manager running within the kernel.
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The problem of concurrent use of devices can be reduced to thread synchro-
nisation for which the Thread Manager already provides solutions. However, the
Resource Management may extend these mechanisms or implement more apt
solutions.

The device drivers need not be linked statically to the kernel, instead they can
be loaded at bootup or runtime using the Runtime Linker (see 4.5 below). With
this concept, it is also possible to exchange or update a device driver during
runtime.

Following these criteria, the Resource Manager forms an important base for
Self-Configuration techniques. The ability to exchange drivers at runtime allows
a high and flexible adaptation of the system through an organic manager.

The drivers themselves must provide at least rudimentary status information
for the operating system about the functional state of the corresponding devices.
For the support of an organic management, the drivers may implement more
sophisticated monitors.

Real-Time Considerations. Generally, there is no limitation on the number
of drivers supported by the resource manager. However, this leads inevitably to
the use of dynamic data structures within the manager, which cannot guarantee
a bounded timing behaviour for device accesses. For the use in real-time ap-
plications, the resource management must also provide constant-time-handlers.
The number of devices an application uses is limited and known in advance. So
the handlers for these devices can be arranged during the preparation of the
application’s execution environment during bootup (for statically deployed ap-
plications) respectively subsequent to the linking process (for dynamically loaded
application). Thus, device accesses can be performed in constant time. The de-
vice access for non-real-time applications can still be done over a dynamic name
resolution or similar.

4.4 Dynamic Memory Management

The memory management must allow a separation of the running threads. At
the same time it should enhance the possibilities for real-time applications, and
therefore must be real-time capable itself. We suggest the introduction of a two-
layered memory management, and the use of memory pre-allocation. On the
first layer, the Node Memory Management allocates large blocks of memory for
the individual threads. As this allocation must be guarded by locks to keep
the overall state of the memory consistent, here blocking of threads can occur.
However, this allocation is usually only done before the relating thread is started,
so influences on the real-time behaviour will not occur. Also, the impacts of this
blocking are reduced through the real-time capable synchronisation techniques of
the thread management. On the second layer, the Thread Memory Management
allocates memory to the program running in the specific thread. This can be
done without locking, as the memory is taken from the blocks allocated in the
first stage exclusively for the thread.
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Another advantage of such a two-layered architecture can be seen in figure 4.
When working with several threads, it is necessary to keep track which memory
block belongs to which thread. As shown in 4(a), this usually would be done by
putting these blocks into a linked list, using the list pointer (LP) fields. Using
the conventional (one-layered) allocation scheme, each block must have such a
pointer. Thus, management overhead will be increased strongly. When using the
proposed two-layered architecture, the list pointers need only be added to the
large blocks allocated on node stage, as shown in 4(b). As can be seen, even in
this rather simple example some memory is saved. Thus, the higher expenses for
keeping two layers of management data will be weighed up.

M
D

L
P

M
D

L
P

M
D

L
P

M
D

L
P

M
D

L
P

M
D

L
P

Thread A

Thread B

(a) Conventional memory management;
the memory blocks of threads A and B
are highly mixed

M
D

M
D

M
D

M
D

M
D

M
D

M
D

L
P

M
D

L
P

Free!
Thread A

Thread B

(b) Two-stage memory management, the
outer boxes display the blocks of the
global memory management; the threads’
memory is kept separated

Fig. 4. Example layout of used memory with two threads; MD: Management data of
the memory allocator, LP: List Pointers to keep track of thread’s memory

The two-layered architecture also facilitates cleaning up after a thread termi-
nation, as only few large blocks need to be deallocated by the node management.
There is no need to take care of the internal structure of these blocks. In the
single-layered case, instead, each small block would need its own deallocation
call, prolonging the time until the memory could be reused.

On the thread level, the possibility to use various implementations of memory
allocators unfolds. If a real-time application requires the flexibility of dynamic
storage allocation, a real-time capable allocator with bounded execution time
can be used. For non-real-time applications, efficiency of memory usage can be
improved by a best-fit allocator. The thread level allocation runs in userspace.
This saves time especially during the real-time allocation by avoiding costly
system calls.

A high locality of dynamic memory allocation will be gained by the two-
layered architecture. Especially the node memory management can be further
improved if the underlying hardware provides a memory management unit. The
availability of a memory protection system would raise the security of the whole
system, because it would allow nearly a full isolation of threads on the memory
level.

By adding specialised monitors to the two stages of storage allocation, the
proposed two-layer architecture allows a very fine-grained monitoring of mem-
ory usage and fragmentation. Thus, an Organic Manager is enabled to detect
memory contention very early and to react in time.
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4.5 Runtime Linker

A Runtime Linker represents the premise for loading program modules at run-
time. It is also utilised by the Resource Management to load device drivers.
Therefore, it must provide a framework for module and driver development. The
compiled code of such modules usually contains symbolic references to functions
of the operating system or of other modules. These references are resolved by
the runtime linker when loading the module on a specific node.

Due to these symbolic references, the linking process itself is not real-time
capable. Instead, the time for linking a module depends strongly on the number
and kind of symbolic references it contains and the data structures used for
resolution. But the linker can still be used to improve real-time operation of a
system by running a linking process as a helper thread [19].

For reasons of safety and security, the operating system must support a con-
cept of namespaces. Symbols provided by modules must not be available to all
applications on the host. Instead, access to these symbols is restricted to the
application that loaded the module in the first place. However, the application
is allowed to grant access to the module to other, selected applications.

Furthermore, the runtime linker has to provide a way to remove modules from
a running system again (module unloading). Particularly, if a module is replaced
by an updated version, the memory of the old version should be freed. Also, if an
application is migrated to another ECU, not only its runtime memory must be
freed, but also the process image usually has to be removed. The runtime linker
hereby must ensure consistency of the loaded module. This is notably critical, if
a module is to be removed that does not represent an application, but is rather
used as a library to support other modules.

The placement of the runtime linker inside the kernelspace may not seem ob-
vious in the first place. But as it has high responsibility regarding the migration
of applications, it must strongly interact with the Thread Management in some
places and is also important for the Resource Management for loading device
drivers.

4.6 Security Management

Especially the uncontrolled start of new applications on an ECU can have heavy
impact on the system’s behaviour. The same applies for an excessive or uncon-
trolled use of system memory.

To prevent such situations, a Security Management provides several stages
of privileges. If an operating system service is invoked, the OS first checks the
calling application’s privileges before executing the service. The Security Man-
ager also provides a coherent scheme for propagation of privileges, e.g. if an
application starts another one.

Another point of security and safety regards the communication with other
nodes. The kernel itself does not provide a communication module. Thus, it also
cannot directly support secure communication with other ECUs. However, it
is possible to build in support for communication and security modules loaded
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by the runtime linker. Furthermore, a Security Manager can provide its own
encryption functions, which can be regarded as “trusted” functions in contrast
to dynamically loaded modules from unknown sources.

5 Prototypical Implementation

A first prototypical implementation of CAROS was performed on the simul-
taneous multithreaded (SMT) CarCore processor. SMT allows to run helper
threads concurrently to real-time threads in temporal isolation guaranteed by
the hardware-based real-time scheduler of the CarCore. In the following sections,
we describe shortly the architecture of the CarCore, and present our experiences
with CAROS.

5.1 The CarCore Processor

The CarCore (see fig. 5) is the SMT processor core of the CAR-SoC1 [23]. It
is binary compatible to the Infineon TriCore architecture [24]. Its back-end is
similar to the TriCore, consisting of two pipelines each with Decode, Execute,
and Write Back stages. The preceding front-end stages (Instruction Fetch and
Schedule) are shared between both pipelines. Scheduling of threads is separated
into two layers, namely the Schedule stage within the pipeline, and a dedicated
Thread Manager (not to be confused with CAROS’ Thread Management).

Instructions are issued in-order and two instructions of a thread can be issued
in parallel, if an integer instruction is directly followed by an address instruction.
Otherwise, the other pipeline is filled by an instruction of another thread.

Fig. 5. Architecture of the CarCore Processor

1 Connective Autonomic Real-time System-on-Chip.
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The Schedule stage implements the First Scheduling Layer. It predecodes the
instructions depending on the priority of the thread slots and assigns them to the
appropriate pipelines. In case of latencies, instructions of the next prior thread
are selected. The priorities of the thread slots are assigned by an external signal
from the hardware Thread Manager, which implements the Second Scheduling
Layer. The Thread Manager allows to run an arbitrary number of threads man-
aged completely by hardware, thus reducing software overhead. It implements a
Guaranteed IPC Scheduling, which works similar to the Guaranteed Percentage
Scheduling (see section 4.2). Here, one or more real-time threads are guaranteed
a specific IPC rate within a predefined period each. The remaining process-
ing time in each period is distributed among non real-time threads (e.g. helper
threads). This scheduling technique is real-time capable. It is described in more
detail in [25]. The multithreaded hardware architecture and the special schedul-
ing technique enable us to have non real-time threads running in parallel to hard
real-time threads, but without influencing their real-time behaviour.

The binary compatibility to the Infineon TriCore architecture enables us to
use COTS development tools, like the TriCore GCC from HighTec [26], instead
of having to write our own compiler.

5.2 Implementation of CAROS

As mentioned, the CarCore provides a hardware-based, real-time capable thread
scheduler. On OS level, scheduling functionality is reduced to managing the
hardware thread slots and ensuring consistency of all scheduling parameters.
Especially the helper thread concept can be implemented very easily. However,
to ensure the real-time behaviour, we limited the number of real-time threads
as described in 4.2. The Thread Manager supports dependency models for ap-
plications. Hence, it is possible to prepare a real-time application from a helper
thread, and pre-allocate all needed resources. So when the application starts
running, real-time behaviour can be guaranteed for all resource accesses.

Thread synchronisation is achieved by the conventional mechanisms of lock
and conditional variables. To overcome the problem of priority inversion, a pri-
ority inheritance mechanism as described in [27] is used.

Dynamic memory management on the node level is currently performed by
an allocator based on Lea’s allocator [28] (DLAlloc). On the thread level, the
user can choose between DLAlloc again, and the real-time capable TLSF [29].
Both stages are equipped with extensive monitoring functions, to measure mem-
ory usage and fragmentation. Unfortunately, the CarCore currently provides no
memory protection system, so we can not yet guarantee a total isolation of the
separate threads on the memory level. However, the node level of the dynamic
memory management is ready to manage multiple types of memory in parallel.
Thus, we are able to provide a kind of Quality of Service on the memory level.

The runtime linker is able to use the GCC-generated object files (.o). The
development framework ensures that these object files have a certain format
and contain the information that is necessary for the integration of modules or
drivers into a running system.
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The implementation of the resource management is geared to the POSIX
standard [9]. For handling of devices, it provides open/close and read/write
operations. Configuration of the device drivers is done using the ioctl operation.
These operations are called through the kernel, which must grant the access using
the Security Manager. However, the device access by the driver is executed in
userspace again. Thus, the kernel can not be affected by malfunction of the
driver.

The Security Management is mostly implemented in a distributed fashion. The
only central point, the assignment and manipulation of privileges, is integrated
into the thread management. The checks whether an application is allowed to
perform a specific operation or not are performed within the operation, because
usually only few privileges must be checked. Due to the implementation of the
privileges as bit sets, these checks can be done with very low overhead.

6 Benefits for Organic Computing

The following section shows, how Autonomic and Organic Computing will benefit
from the CAROS architecture. Thereby, special attention is paid to the targeted
area of networks of embedded high-performance microcontrollers.

As a result of the presented architecture, the OS kernel can provide very de-
tailed runtime information about its state to an Organic Manager running on
top of the OS. This fine-grained architecture enables the integration of equally
fine-grained actuators, to influence the runtime behaviour of the system. Thus,
the CAROS architecture provides good support for the MAPE resp. the ob-
server/controller architecture for AC/OC. Depending on the application and
system architecture, the management components can run in one or more helper
threads, or even distributed over multiple nodes of a network.

The dynamic capabilities of the CAROS architecture enable the implementa-
tion of sophisticated Self-X techniques. The following points will expose in more
detail, how the specific Self-X properties profit from CAROS.

6.1 Self-configuration

The possibility to load device drivers and program modules even at runtime
enables flexible reactions to environmental changes. Necessary re-configuration
can be performed in the background using helper threads, while the main appli-
cation is still working. When re-configuration is finished, execution of the main
application is switched to the new code [19].

The reconfiguration itself is not real-time capable, but isolation of the helper
thread from other running threads guarantees hard real-time behaviour for the
running application threads, while a helper thread loads the new code.

6.2 Self-healing

The isolation on the memory level allows a strict segregation of applications.
If malfunction (e.g. through deadlocks or infinite loops) of an application is
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detected, its initial state can be recovered and the application be restarted. Due
to the two-layered memory management architecture, this can be performed in
a very efficient way.

Self-Healing is also supported on the network level. If here an ECU drops out,
the applications that were running on it can be restarted on another ECU. This
only demands the availability of further code images of the applications in the
network.

6.3 Self-optimisation

On a single ECU, the timing information of the Thread Manager can be used
to optimise the share of processing time a real-time thread gets without missing
its deadline. Thus, more processing time is available for non real-time threads.

On the level of a network, the processing load of the ECUs can be optimised
by migrating applications from ECUs with high load to such ones with a low
processing load. It is even possible to have backup ECUs with no dedicated
application. Instead, jobs are assigned to them at runtime due to dynamically
arising requirements.

6.4 Self-protection

The security manager limits access especially to system functions. Applications
can be prevented from manipulating e.g. the scheduling parameters of other
applications and thus endangering the real-time behaviour of the system.

The memory isolation induced by the two-layered memory management and
supported by a hardware memory protection system prevents malicious applica-
tions from changing other application’s code or data.

Many of the presented techniques make use of a communication network con-
necting several ECUs. To be real-time capable, the network device drivers must
implement special protocols, like the OSEK Fault-Tolerant Communication [30]
or FTT-CAN [31].

7 Conclusion and Future Work

We have presented the CAROS architecture, proposing a real-time operating
system with inherent support for Autonomic/Organic Computing. Through the
integration of dynamic features, like a runtime linker, the potentials for imple-
menting Self-X techniques are increased. The stated requirements of the kernel
architecture consider especially the observer/controller architecture proposed in
[4] by ensuring extensive monitoring information. A prototypical implementation
on the multithreaded CarCore processor shows the feasibility of our concepts.
Thereby, the special hardware scheduler of the CarCore brings a great ease to
the implementation.

In the future, we will develop an Organic Management system that imple-
ments the Self-X techniques based on the CAROS architecture. Thereby, special
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consideration will go into real-time aspects, and as well in the generality of the
developed concepts.

For better comparability, an implementation of CAROS on a recent single-
threaded processor is targeted. The use of memory protection concepts is another
point, that will be investigated in more depth.
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Abstract. In this paper we present an approach for the design of a wire-
less sensor network (WSN) architecture and the corresponding middle-
ware. The middleware, with the main functions service discovery and
task management, interacts with the WSN and allows an efficient col-
laboration of the services on top. Design criteria for a WSN architecture
and the middleware are scalability, fault-tolerance and self-organization.
To meet these requirements it is necessary to minimize the need for com-
munication of a single sensor node and to distribute the functionality of
a node with respect to its properties autonomously. Therefore, our sys-
tem approach envisions a four layer model for the sensor network and its
middleware: Two layers of sensor nodes, one layer of gateway peers and
one layer of process peers. The middleware’s communication model is
based on a peer-to-peer approach to reduce communication complexity.
Important aspects of the system are already implemented and evaluated
with respect to energy consumption and message complexity.

1 Introduction

A WSN is a wireless network of autonomous devices using sensors or actuators to
observe physical or environmental conditions or to interact with the environment.

Römer et al. [16] introduced a design space for wireless sensor networks to
show the various characteristics that influence the design of WSNs. Here, we will
focus on the main aspects of the design of a wireless sensor network - scalability,
energy efficiency, message efficiency, optimal resource management and hence
management of heterogeneous nodes.

Currently, there are a number of applications that indicate the usefulness
of WSNs like vital sign monitoring [2], power consumption [12] and grape
monitoring [3].

Another typical example is Roves [11], an implementation of a self-organizing
network to link and control electronic lock cylinders (Figure 1). After activation,
each cylinder autonomously associates and authenticates itself with the most
suitable gateway in range. This gateway announces the cylinder’s presence to the
administration. Then, the administration is capable of controlling the cylinder. If
a gateway fails, a cylinder will automatically associate itself to another gateway
in range.

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 358–372, 2008.
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Fig. 1. Roves system architecture

To handle the data delivered by sensor nodes and to manage them a middle-
ware on top of the WSN is necessary. Requirements for such a middleware are
defined in [15] and [14]. Again, scalability is an important issue along with ex-
pandability, inherent dynamism and aspects of self-organization such as self-
management, self-configuration, self-healing and self-protection.

In this paper we want to present a novel approach for a system architec-
ture and middleware for wireless sensor networks. We want to provide functions
similar to UPnP to discover and control sensor nodes and build a middleware
following the peer-to-peer paradigm on top to compensate the disadvantages of
UPnP that would make it ineffective to use with low power sensor nodes. There-
fore the focus of our interest is divided into two areas – (i) development of an
integrated network structure for WSNs and the corresponding middleware and
(ii) development of the middleware that interacts with the WSN.

Naturally, the network structure has to satisfy the above-mentioned require-
ments for WSNs. The middleware relies on peer-to-peer technology to provide
scalability, fault-tolerance and self-organization.

The rest of this paper is structured as follows. Section 2 references related
work in the relevant areas. Section 3 explains the requirements for sensor net-
works and the middleware and explains the aspects of self-organization that are
required. Section 4 takes a closer look at the system architecture. In Section 5
some implementation details of Roves and results of the middleware’s implemen-
tation are presented. In Section 6 we present our conclusion and some aspects
for future work.

2 Related Work

In this section we discuss work in the research areas relevant to this paper. These
are sensor operating systems, methods of service discovery, peer-to-peer technol-
ogy and sensor middleware with aspects of autonomous and organic computing.
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Currently, available middleware can be divided into three different approaches
[9] – database-inspired solutions, tuple-space solutions and event-based solu-
tions. Typical representatives of database solutions are TinyDB [13], SINA [19]
and COUGAR [4]. They all query sensor nodes by using SQL-like statements.
However, these solutions have in common that every sensor node in the system
needs to understand and process every data type in the network. TinyDB cre-
ates a sensor table in every node that stores the local values. In COUGAR every
sensor has an abstract data type that has to be supported by every node. Thus,
it is not possible to integrate new sensors into the network. TinyLime [5] is a
representative for the tuple concept. A tuple-space is a form of shared memory
where data can be added or removed. TinyLime can only be used for query-
ing local nodes because it does not support multi-hop propagation of data. An
event-based solution is provided by Mires [20]. It is built using TinyOS and uses
its integrated event-handling and message-oriented communication paradigms.
Mires allows sensor nodes to advertise the type of sensor data they provide, lets
client applications subscribe to advertised services and publishes sensor data to
clients that subscribe to it.

Sensor middleware is mostly built on top of sensor operating systems (OS).
However, the separation between sensor OSs and middleware is not very clear as
OSs usually include aspects of middleware systems. Nowadays, a lot of operating
systems are available. Some examples are TinyOS [10], SOS [8], Contiki [6] and
Nano-RK [7]. Most operating systems support some kind of task management
which brings along some overhead during system execution. Additionally, they
are usually only supported by a small number of sensor node models, which
narrows their applicability in highly heterogeneous environments. As this paper’s
concern is mostly about middleware for sensor networks we will not discuss sensor
operating systems any further.

Automated device and service discovery can be found in UPnP networks. After
a device is activated it advertises its services by multicasting discovery messages.
A device searching for other UPnP devices also multicasts its request. However,
for resource-constrained sensor nodes, the continuous transmission and reception
of these broadcast messages consumes a lot of energy. After discovering a device,
interested clients (called control points) can request a description of each service
and device. These descriptions contain information on how to control a service,
what events a client can subscribe to and how to monitor the service. A sensor
node describing itself to every interested client and interacting with everyone
would require a large number of messages. This is very energy consuming and
should be avoided in a sensor network.

Effective message routing can be achieved via structured peer-to-peer net-
works like Chord[21], Pastry[17] or Tapestry[25]. Peers use a dynamic hash table
(DHT) to map keys (e.g. IP addresses) to values. A key is stored on a peer that
has an ID (also a key) closest to the key. A peers routing table contains only
a fraction of peers in the network and a key is always routed to the peer with
the closest ID in the routing table. This mechanism assures that only O(log n)
messages are necessary to locate a key.
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Peers in peer-to-peer networks are usually considered uniform in resources. So,
to deal with heterogeneous peers, a “super peer” based approach was introduced
[26]. Each super peer acts as a central server to a group of peers. These peers send
their search requests to the responsible super peer that at first uses the super
peer overlay network to process the request. Only if a key cannot be located, the
regular peer-to-peer network will be used. The “super peer approach” reduces
the required bandwidth and completes requests faster.

A peer-to-peer event-notification architecture called Scribe, following the
publish-subscribe approach, was introduced in [18]. A peer can create topics
which any peer can subscribe to. To efficiently disseminate events to the sub-
scribers over the network a multicast tree for every topic is created.

An example for a peer-to-peer middleware that autonomously manages service
distribution and relocation in a ubiquitous environment is AMUN [23]. This
system is based on JXTA, an open-source peer-to-peer framework.

3 Requirements

The requirements to fulfill our goal can be classified as requirements for a wireless
sensor network which can partially be met through the design of our middleware
and the requirements for the middleware itself.

3.1 Sensor Network

In [16] a design space for wireless sensor networks was proposed. Here, we only
want to define the requirements we intend to meet with the proposed middleware.
These requirements are: energy efficiency, message efficiency, optimised resource
management, scalability and the management of heterogeneous nodes.

A sensor node should possibly last several years. Therefore, efficient energy
management is required. To optimize power consumption it is also necessary
to optimize message transmissions. The number of messages used to control a
node or to notify events should be limited as far as possible. Furthermore, other
resources in a sensor network, such as processing power and available memory,
are also very restricted and need to be used efficiently. Scalability ensures proper
functionality even as the number of nodes in a network amounts to tens of
thousands. Like in Roves, devices in a network can be very heterogeneous in
terms of their capabilities. So, in order to optimize their efficiency, different
devices need to be configured differently.

3.2 Middleware

A middleware is the interface between a wireless sensor network and the appli-
cations using it. Its main purpose is to manage the WSN, to enable applications
to inject queries into the WSN without knowing implementation details and to
execute these queries.
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A middleware has to manage a large number of nodes. Hence, it should be
highly scalable. For example, locating a particular piece of data needs to be
done efficiently without querying every available device (as might happen in a
worst case scenario) because in an environment with tens of thousands of nodes
this would be impossible to achieve in a reasonable amount of time. Scalability
also includes self-configuration and self-maintenance issues because an approach
requiring human interaction would not scale well enough.

Expandability addresses the ability of the middleware to integrate and dis-
tribute new program components at runtime. The support of new sensor nodes
or sensors, new tasks or a new communication medium are examples.

Inherent dynamism deals with the fluctuating state of the network. Sensor
nodes can change position, lose connection or fail because of power outages at
irregular intervals. Even middleware peers can join or leave the network at any
time. It is necessary to develop a system which is capable of dealing with these
challenges and which detects nodes, peers or services when they (re-)appear or
disappear.

Additionally, there are some functional requirements we consider most impor-
tant in a middleware. These are: service discovery and task management.

Service discovery will be used to discover new sensor nodes and sensors in
the network and to make their services available to the user and other services.
A similar approach is implemented in the UPnP protocol [24] but needs to be
adapted to satisfy the requirements and properties of a sensor network. Using
task management functions, tasks submitted to the middleware will be executed
on devices that offer enough resources to handle them.

3.3 Overall Requirements

Traditionally, computer networks have an administrator who is responsible for
creating and managing the network. Because of the potentially large numbers
of sensor nodes and middleware devices, this approach is not suitable in our
context. An autonomous system like AMUN [23] has the capability to configure,
manage and optimize itself and thus offers the basis to maintain large and highly
dynamic networks.

Furthermore, it is crucial to the WSN as well as to the middleware’s network
to reduce network traffic as much as possible. To achieve that, it is necessary to
avoid broadcast messages and to access the WSN as little as possible.

4 System Architecture

This section takes a closer look at the system architecture. First, a four layered
network structure is introduced and then other aspects of the system’s design
are discussed.

4.1 Network Structure

Considering Roves, we divided the structure of the sensor network and its middle-
ware into four layers (Figure 3). The layers are ordered from bottom to top with
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Fig. 2. System Architecture

increasing functionality but a device in any layer can always possess the capa-
bilities of lower layers. Figure 2 shows a descriptive illustration of the network
structure.

Tiny-Node Layer. The lowest layer consists of small battery-powered sensor
nodes with minimal processing power and maximal life time. Their only purpose
is to collect sensor data but they do not process data in any way. Each node
associates itself to a peer in the Gateway Layer. This peer then acts as a “man
in the middle” and is responsible to forward all messages intended for this sensor
node. Tiny nodes do not communicate with each other. Each node possesses a
configurable low-power radio transceiver to communicate. For security reasons
communication messages may also be encrypted. An example for a tiny node is
the Roves wireless key.

Small-Node Layer. Nodes in the Small-Node Layer provide the same functions
as tiny nodes with some additional features. They do not only possess sensors
to deliver data, they can also have actuators like the Roves lock cylinder. Ad-
ditionally, battery power is not that restricted as in the Tiny-Node Layer. If a
node is not in range of a gateway peer, it can establish a multi-hop connection to
a gateway by relaying messages through other nodes of the Small-Node Layer.
Furthermore, sensor data cannot be only collected, it is also possible to perform
further calculations with it.

Gateway Layer. The actual middleware begins with the Gateway Layer. How-
ever, Gateway Layer devices belong to the sensor network as well as to the
middleware. All devices are organized in a peer-to-peer network. Typically, a
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Sensor network
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Fig. 3. Four Layer Schema

gateway peer has two means of communication, a low-power radio transceiver to
communicate with tiny/small-nodes and a device to enable IP communication.
Tiny and small nodes associate themselves to a gateway that publishes the node
and its services over the middleware’s peer-to-peer network. Any gateway peer
can be assigned a task, like collecting sensor data from locally associated sensors.
It can also store histories of collected data. Additionally, all clients submitting
tasks to the middleware or waiting for events join the peer-to-peer network at
least temporarily. These client peers will be treated as gateway peers without
associated sensor nodes.

The gateway peers will be disseminated in a way that every sensor node can
find at least one peer. This avoids the need for multi-hop communication. The
hardware platform for a gateway peer is a WLAN Router with MIPS architecture
that has been extended with a low-power radio transceiver and uses the uCLinux
operating system.

Process Layer. Process layer peers act as super peers in the middleware’s
peer-to-peer network. Basically, super peers are gateway peers that possess the
most capabilities to handle requests made by clients. They receive new tasks,
divide them into sub-tasks that can then be partially carried out by gateway
peers. These peers are the only ones that have complete system knowledge.

4.2 Medium Access Control of WSN Nodes

In order to provide reliable, low-power communication between sensor nodes
and gateway peers, a CSMA/CA based medium access control (MAC) layer was
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developed to manage communication over the radio transceiver. In addition,
the MAC layer makes it possible to configure the response time of a sensor
node according to the middleware’s needs or to consume less power. The MAC
layer was developed for the Chipcon 1100 low-power radio transceiver [22]. The
transceiver supports “wake-on-radio” (WOR) that makes it possible for a sensor
node’s microcontroller unit (MCU) to sleep until a message is received. This
provides a simple way to significantly reduce current consumption.

WOR basically works as follows: The transceiver sleeps for a specified amount
of time, e.g. 1000 ms. Then it wakes up and switches to receive (RX) mode for
some time large enough to receive the Sync Word of two subsequent messages.
In this case messages need to be repeated by the transmitter for a minimum of
1000 ms to make sure one message has fallen into the receiver’s RX slot. Every
message will be acknowledged by the receiver to let the transmitter know that
the message was successfully delivered.

Before sending a message, the transmitter performs a clear channel assessment
(CCA) for a predetermined time. Only then a message will be sent. For example,
when using the 1000 ms WOR cycle and a 3.91 ms RX time a sensor node can
perform WOR for about 1000 days, if batteries delivering 1700 mAh are used.

4.3 Sensor Association and Description

Once a sensor node has been activated, it starts an association process to make
itself accessible through the middleware. Therefore, the node selects an appro-
priate gateway peer in range. Additionally, a node autonomously starts a new
association process if the selected gateway peer fails or if the link quality has
fallen below a specified threshold. Furthermore, there is the possiblity to per-
form mutual authentification between sensor node and gateway peer. During
the association the gateway peer checks if the sensor node is already known in
the system. If this is not the case, the peer requests a description of the node
that will be sent to the peer after the association has been completed. This de-
scription will be stored in the peer-to-peer system and is accessible in the future
which enables the sensor node to skip the description process in the future. After
completion of association and if neccessary description, a node periodically sends
alive messages to the associated gateway peer to indicate that it is still online.

4.4 Gateway Layer Peer-to-Peer

The peer-to-peer system will be a structured peer-to-peer network using a DHT
to route messages. This provides an easy way to locate information with only
O(log n) messages.

The peer-to-peer mechanism ensures an even distribution of the key/value
entries between all peers. However, a peer storing the above-mentioned data is
not necessarily the same peer where a sensor node is associated to or a task is
running. Typical information items in our network are a list of active and known
nodes, a list of available services, running tasks, etc. If a peer joins or leaves the
network, the storage of a key may change but not the peer executing a task or
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keeping the connection to a sensor node. As described in [21] a new key will be
inserted in (r) carefully chosen nodes to achieve the desired degree of redundancy
(r) in case a node fails.

Typically, gateway layer peers are either small embedded devices acting as a
gateway to the sensor nodes or clients submitting a query to the middleware. A
client can only become a super peer, if there is a high probability that it stays in
the network for some time, e.g. when it subscribes to an event that continuously
sends messages to the client for a time longer than a specified threshold.

4.5 Super Peers in Process Layer

A common unstructured peer-to-peer network considers all peers uniform in
resources like CPU speed, bandwidth and storage capabilities. In reality, this is
usually not the case. This is the reason why our middleware uses gateway and
process layer peers. Super Peers are responsible for task execution. Furthermore,
the process layer peers are the only ones that can have complete knowledge about
the system’s state, e.g. which sensors are online, which services are available or
which tasks are currently executed. Consequently, a client joining the network
only needs to query its responsible super peer for information about available
sensor nodes, services, etc. Following the peer-to-peer principle the failure of a
super peer does not result in the loss of information of the system’s state because
all relevant information is stored redundantly on several super peers. The amount
of super peers in the system will be adjusted based on the number of super peers
necessary to efficiently execute every query and task. If there are no tasks to be
executed, there are only enough super peers neccessary to maintain the required
amount of redundancy. The number of super peers must be large enough that a
new task can always find a peer that is capable of handling it.

4.6 Tasks

Any authorized client can submit queries into the middleware. A query will be
implemented in a way similar to TinyDB [13]. A super peer will be responsible
for processing it. Basically, this means finding the peers, the sensor nodes are
associated with and sending them subqueries concerning their nodes. These peers
are responsible to forward the query to the sensor node if necessary.

Usually, executing a query follows an event-based approach. The client submit-
ting the query will receive periodic updates on the sensor readings. Additionally,
the super peer can monitor these update messages, record them and hence create
a history for later use.

4.7 Self-organization

Using the design explained in this section the system’s self-organization aspects
can be shown.

– Self-configuration: The sensor nodes and peers automatically join the net-
work without the need of user interaction.
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– Self-optimization: The distribution of tasks occurs based on the workload
and available resources of the peers.

– Self-healing: Peers can dynamically join or leave the system without compro-
mising its integrity [21]. Due to distributed and redundant storage of data
items, no data will be lost.

– Self-protection: Before a sensor node or peer joins the system it needs to au-
thenticate itself. Furthermore, messages can be encrypted to ensure privacy.

– Self-description: New sensor nodes and services describe themselves to the
middleware.

5 Results

At this point, we want to describe some features already implemented in Roves
and how the super peer selection will be done. Then, we want to take a closer
look at how our approach improves message efficiency.

5.1 Energy Consumption

Using our first implementation as an example, an estimation of a sensor node’s
lifetime can be provided. Our reference design uses the CC1100 together with an
Atmel ATMega64L microcontroller [1] running at 3 volts. The lifetime estimation
is based on the power delivered by a common battery with 1700 mAh. The
transceiver’s output power was set to 0 dbm. With this settings and having a one
second WOR cycle with 3.91 ms RX time per second the energy consumption is
around 0.21 mJ. This enables the sensor node to perform WOR for approximately
1000 days. Furthermore, energy consumption for a successful transmission of 61
bytes is 0.5 mJ. The lifetime of a sensor node is around 970 days if it is in WOR
mode and sending one alive message every minute. Ideally, sensor association
needs to be done only once therefore its energy consumption can be neglected.
Additionally, when sending one data message every minute the sensor node’s
lifetime further reduces to 937 days.

5.2 Association and Authentication

To include a sensor node into the network it needs to be associated to a gateway
peer. This process is similar to a three-way handshake and includes a chal-
lenge/response procedure to mutually authenticate both devices (Fig. 4).

A sensor node broadcasts an “Associate Broadcast Request” message. This
message contains the node’s unique associate ID and a random number as first
challenge. Any peer receiving this request responds with an “Associate Broad-
cast Response” message. The payload of the response message contains (i) the
sensor node’s unique associate ID, (ii) the ID of the responding peer, (iii) the
number of the currently associated nodes at the peer and (iv) a second random
number created by the responding peer. Additionally, the sensor node calculates
the received signal strength indication (RSSI) value for each receiving message.
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Associate Broadcast Request

 Rand1, Associate ID

Associate Broadcast Response
Associate ID, Peer ID,  Node ID, Node Count, Rand2

[RSSI]

Associate Node Request

Associate ID, MAC(Rand2)

Associate Node Response

Associate ID, MAC(Rand1), Node Seq#, Peer Seq#

Sensor
Node

Gateway
Peer

Fig. 4. Association of a Sensor Node

Per definition, the node waits for a predefined number of responding peers and
decides which peer to choose based on a peer’s currently associated nodes and
the RSSI value of the “Associate Broadcast Response” message. An “Associate
Node Request” message containing the message authentication code (MAC) for
the second random number will then be sent to this peer. After confirming the
sensor node’s identity by comparing the received MAC with the locally calculated
one, the node is authenticated by the peer which immediately responds with an
“Associate Node Response” message. This message also contains the MAC for
the first random number and two randomly generated sequence numbers. These
sequence numbers are basically session IDs for incoming and outgoing messages,
which will be increased by one for every outgoing respectively incoming message
to ensure tamper-proof encrypted communication. However, if no encryption is
necessary, the sequence numbers can be omitted. Furthermore, we want to men-
tion that only the “Associate Broadcast Request” message is a real broadcast
message. However, its message header contains a randomly generated temporary
node ID that defines the destination address for the response message. By ac-
tivating the radio’s hardware address filter, the response will only be processed
by devices using the same hardware filter address. If, by any chance, there is an-
other device with the same hardware filter address, the message will be ignored
at a later point.

5.3 Selection of Super Peers

Initially, after joining the peer-to-peer network a device is treated as a gateway
peer with no associated sensor nodes. The selection of a new super peer takes
place only if the necessity arises. This occurs if the resources available on the
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current super peers are too low to execute another task. Each peer monitors
its own workload and informs its associated super peer about the available re-
sources. Furthermore, each super peer knows about the workload of every other
super peer. If one of them decides that a new super peer is necessary, a super peer
selection process is started and the peer offering the most resources will be se-
lected as new super peer. This selection process only involves process layer peers
because the state of all other peers is already known within the process layer.

5.4 Evaluation of Network Traffic

As mentioned before, our system uses functions similar to UPnP to discover and
interact with sensor nodes. However, UPnP contains a few disadvantages that
made a redesign neccessary. Device and service discovery and description has to
be done for every client that searches for UPnP devices and has to be redone if
a client was shut down and later reactivated. In addition, every client subscribes
directly to particular services on the devices and therefore a sensor node has to
send a number of event messages linear to the number of subscribed clients. Also,
UPnP is based on the http protocol and the size of messages is of no concern. In
contrast the maximum payload of radio messages is 64 bytes and therefore the
message size and the energy neccessary to transmit a message is very important.

Using our system’s peer-to-peer properties these deficiencies can be overcome.
Figure 5 shows the basic approach. During association the capabilities of a sensor
node are submitted to the middleware. This needs to be done only once because
the information will be stored redundantly in the peer-to-peer network and is
therefore always available in the future. Furthermore, when a client joins the
network and asks for information there is no need to query sensor nodes because
the neccessary data is already known. In addition, if possible a client can search
for tasks already running and simply subscribe for event messages from the
same task. This can be done without querying any sensor node. Table 1 shows

Gateway peer

Super peer

Description (once)

Notify super peer

Client

Describe system state

Describe system state

T
Tiny

Node

Fig. 5. Discovery by middleware
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Table 1. Comparation of Messages

Task UPnP Middleware

Association/Discovery per Client per System

Description per Client once per System

Event per Client one to gateway, distribution via Scribe to subscribers

the differences of the message complexity. However, if the required data is not
already available, e.g. the sample rate of a sensor data item is too low, it sends
a query to the nodes in question. When this query arrives at the responsible
gateway peer, the peer instructs the sensor node to update the data item’s
sample rate to the higher rate, ideally in a way that satisfies the old task and
the new one with one event message. The distribution of the event messages to
the interested clients follows the Scribe[18] approach to achieve effectiveness and
scalability.

As mentioned in Section 5.1 a sensor node’s lifetime is approximately 937 days
if one client receives an event message every minute. Using the UPnP approach
and having ten clients that want to receive the same event message the lifetime
reduces to approximately 724 days. In contrast, with our approach the sensor
node only sends one message to the gateway peer regardless of the number of
clients that subscribed to this event. Therefore, the lifetime does not depend on
the number of interested clients and stays at 937 days.

6 Conclusion and Future Work

The development of a middleware for WSNs is an extensive research topic with
many different approaches. We believe that the design of a peer-to-peer middle-
ware for wireless sensor networks is a promising approach to create an autonomic
middleware and offers the fundamentals to manage and control wide-area WSNs.
However, the development of our system has not been finished yet and the anal-
ysis of our middleware with respect to message efficiency, scalability and an
optimized peer to super peer ratio is still in process.

It is beyond the scope of this paper and of our first implementation to include
features like multi-hop communication for sensor nodes to associate sensors that
are not in the immediate vicinity of a gateway. Additionally, we see further
work in task distribution algorithms, security mechanisms, a global service for
distributed storage and increased redundancy on the network as well as on the
service layer.
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Abstract. This paper describes a methodology for embedding dynamic behaviour 
into software components. The implications and system architecture requirements 
to support this adaptivity are discussed. This work is part of a European 
Commission funded and industry supported project to produce a reconfigurable 
middleware for use in automotive systems. Such systems must be trustable against 
illegal internal behaviour and activity with external origins, additional devices for 
example. Policy-based computing is used here as an example of embedded logic. 
A key contribution of this work is the way in which static and dynamic aspects of 
the system are interfaced, such that the behaviour can be changed very flexibly 
(even during run-time), without modification, recompilation or redeployment of 
the embedded application code. An implementation of these concepts is 
presented, focussing on achieving trust in the use of dynamic behaviour. 

Keywords: Dynamic embedded systems, Policy-based computing, Automotive 
control systems, Fault-tolerance in autonomics. 

1   Introduction 

This paper presents a methodology for embedding decision making capability into 
software components. The target system is a distributed middleware for automotive 
systems with a mixture of mandatory and optional software components located at 
each processing node. A component may perform a single function or service for 
either the system or directly to fulfill an application requirement. In a self-managing 
system such components may need to be aware of information from within and 
around the system (the environment). This context-awareness allows the system to 
make decisions in order to adapt to changing conditions during run-time.  

We propose an approach for embedded systems with self-configuration logic 
embedded into many individual components rather than a centralised node or service, 
with the goal of improving flexibility and extensibility. Each of the components will 
have specific tasks and contain modules that can be replaced at run-time. This allows 
the behaviour of the system to be altered, making the system very dynamic. 

The development of an embedded architecture is a requirement of the DySCAS 
project [1]. This project deals with the dynamic configuration and use of Electronic 
Control Units (ECUs) within the architecture of an automobile. Additional devices 
and services may be added during run-time such as a mobile phone or an internet 
connection when the vehicle is in a hotspot area. Device detachment or ECU failure 
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during run-time will require a reconfiguration. Other challenges include the use of 
heterogeneous ECUs, some of which are very resource-constrained; use cases which 
involve field upgrades of functionality; and flexible dynamic reconfiguration to 
optimise resource usage and to mask some types of failure. These challenges have 
brought on the necessity for a dynamic and reconfigurable architecture for embedded 
systems. A static architecture simply would not be appropriate for this frequently 
changing environment. See [1, 2, 3] for more on the DySCAS project. 

Automotive systems developers face a dilemma in that they need to continuously 
add new desirable features to maintain market share, whilst keeping the behaviour of 
vehicles completely safe. Autonomic techniques are an attractive means by which 
‘smart’ context-aware behaviour can be embedded into vehicles. However, the 
acceptance of autonomics concepts into the automotive area is highly dependent on 
the trustability of the developed mechanisms, and of the underlying development 
methodologies used. If changes in the system behaviour are to be allowed, the vehicle 
manufacturer must be certain that the new configuration is safe and will not cause any 
illegal or potentially dangerous behaviour. The important issue of trust impacts on this 
project in two distinct ways: the system behaviour must itself be trustable and the 
system must automatically make trust decisions concerning externally connected 
devices (and data transmitted from such devices), as well as making trust decisions 
concerning software patches and upgrades transmitted to the vehicle. The automotive 
domain is challenging for the implementation of autonomics, having requirements of 
real-time performance and very high robustness.  

Embedded systems traditionally have fixed functionality. Whilst this approach 
remains valid for systems with a very narrow and fixed purpose, such as a washing 
machine controller for example, it is generally not applicable to embedded systems 
with greater functionality, or that operate in more variable environments. Certainly 
this is not true in the case of DySCAS in which the configuration and behaviour of the 
system is context sensitive. More complex embedded systems will often need the 
capability to change behaviour to meet changing higher level requirements, for 
example an event which was previously dealt with in a particular way, will now be 
required to be handled in a completely different way. A static architecture would 
require recompilation and re-deployment of the executable code to bring the new 
functionality into effect. A dynamically reconfigurable architecture would not need 
the system to be halted while making the change. In some cases, halting of the system 
may even be undesirable or unsafe. 

The dynamic nature of the architecture means unavoidable greater complexity over 
a static system, adding a requirement on validation and verification procedures. Our 
strategy is to validate as much as possible at design time, such as verifying the 
correctness of replaceable decision modules before deployment. Due to resource 
constraints in embedded automotive systems, it is favourable to minimise the 
validation tasks at run-time. 

Inspiration for our methodology comes from policy-based computing where a 
system’s actions are specified by both the compiled code and some policies. 
Depending on the scheme, a policy can be anything from a simple template 
containing some pre-determined constants to a decision system with various rules and 
complex functions. At a particular point in a running process, a policy is evaluated 
and the result is used to influence the system behaviour. Policy evaluation is carried 
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out by a specialised library that is able to interpret the policy file and produce the 
correct result. This means that by loading and evaluating a new policy the system can 
act in a different way. Such policy changes can occur, post-deployment, as frequently 
as required and even without having to halt or restart the system. This form of 
updating a computing system is simpler, quicker and less costly than rebuilding and 
reinstalling whole software components or even a whole system image.  

There is also a very real danger here of creating a system which is increasingly 
complex in implementing the required dynamic behaviour, and in doing so, it 
becomes more challenging to implement this than it is to implement the main system. 
Anthony refers to this in [4] as ‘complexity tail-chasing’. The work with AGILE is 
focused on the use of policies within autonomic systems. One of the advantages of 
AGILE policies is that they are capable of creating a wide range of self-configuring 
logic whilst remaining flexible to use and requiring low levels of run-time system 
resources to evaluate. For other types of policy language see [5, 6]. 

2   Related Work 

A promising approach to achieving autonomic computing is through context-aware 
run-time adaptation and dynamic reconfiguration. This may, in general, be achieved 
in two ways. Firstly, by embedding the context-awareness into the application or 
middleware and providing individual system software components (objects, services, 
etc.) with common centralised supervision. This method makes the whole system 
context-aware. However, in the case of more complex systems that manage more 
system components, this may lead to an increase in communication and computation 
effort, therefore reducing system performance. The central supervisor may have its 
own detailed implementation which is separate from methods employed by the rest of 
the system. The second method (the one advocated in this paper) is to distribute the 
context-aware functionality by placing it into the system software components 
directly. This should lead to a reduction of the system load related to the self-
adaptation decision making process. Most significantly, overall complexity is 
reduced, as the need for a monolithic supervisor component is avoided, and flexibility 
is increased as each component can potentially use a different self-configuration 
technique. Configuration decisions are localised within each component, reducing 
communication costs and adaptation latency. 

An example of centralised configuration decision making is found in [7]. Entire 
system configurations are stored and switched between as required. For a complex 
system, each configuration can be large, complex and would likely require system 
restart to enact a configuration change. This ‘mode’ based operation best suits critical 
systems with a small number of required configurations. The standard configurations 
are pre-validated, the run-time adaptation is limited to selecting between ‘modes’. 
However the approach generally suffers limitations of scalability and flexibility.  

[8] Presents a specific CORBA-compliant middleware that assures system context-
awareness. To assure this feature, a context-sensitive application object structure 
equipped with context-sensitive interfaces is proposed. In this case context-sensitivity 
is built-in to the component directly, but context analysis is external from this 
component which has a negative impact on communication intensity and also 
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decision-making latency. Decisions made by adaptive object containers using context 
information, activate or deactivate selected object methods, altering the behaviour.  

In [9] the ability of a system to perform dynamic reconfiguration in response to 
context changes is facilitated by a middleware supporting modularized customisable 
key services. These services achieve reconfiguration by dynamically instantiating and 
destroying static and non-context-aware components to achieve the appropriate 
system behaviour. The functionalities that components provide are visible through a 
set of corresponding fixed interfaces. An advanced middleware layer provides 
communication between services and applications. The instantiation and destruction 
of components requires complicated dependency and resource availability analysis 
each time a change is required. Consequently this technique is of limited suitability 
for real-time and embedded systems. 

Reconfigurable hardware and embedded system software which is partitioned into 
autonomous units of execution (called intelligent hardware agents) interacting with 
the environment in an intelligent manner is described in [10]. Three models of 
reconfiguration are discussed: static, non-buffered dynamic and buffered. Intelligent 
hardware agents: make use of domain specific knowledge; are able to learn from the 
environment; and are able to adapt themselves to environmental changes.  

A layered architecture of context-aware software infrastructure as well as layered 
structure of context information management is proposed in [11]. This work also 
presents commonly used context modelling and context abstraction techniques that 
support the decision making process involved in mapping of context information to 
appropriate application behaviours. The adaptation layer uses three repositories: 
situation, preference, and trigger, which dynamically provide the application layer 
with appropriate services from the lower layers.  

The concept of Service-Oriented Context-Aware Middleware (SOCAM) as well as 
formal context models used to address issues including context reasoning, context 
classification, and dependency are presented in [12]. This architecture aims to provide 
an efficient infrastructure to support building context-aware services that are assumed 
to make use of different levels of context and adapt the way they behave according to 
the current situation. In this approach a special Context Reasoner service interacts 
with context-aware services using for example rule-based reasoning. Different 
inference rules can be created in a predefined format and then preloaded into the 
Context Reasoner. This approach centralises decision making. In a system with many 
context-aware components interacting, this centralisation may lead to a reduction of 
the system performance and excludes this solution from real-time embedded systems. 

An architectural approach towards embedded reconfiguration is undertaken in [13]. 
This work describes a structure of components with dynamically defined interfaces. 
External events are bound to ports on the software component; these bindings can be 
changed to alter the system structure. Using events as external interfaces enables 
components to be integrated into the system with minimal coupling. This approach 
focuses on the reconfiguration mechanism, and does not specify the decision making 
system to perform the reconfiguration. 

An approach to verifying the design of adaptive embedded systems is presented in 
[14]. Design time modelling and formal specification are used to verify the behaviour 
before the system is implemented and deployed. The use of software tools to aid this 
process is discussed. The adaptive behaviour itself is formed of several possible 
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configurations for each service which can be enabled if a condition is met. The main 
disadvantage of this solution lies in the finite number of possible reconfigurations that 
are predetermined at design time.  

In [15] policy engines are decomposed into components. According to this paper, 
the main disadvantage of such an approach is the use of pre-built policy engines that 
support particular, usually fixed, languages based on text, GUI, or programming 
interfaces for “plugging in” custom policy logic usually constructed from scratch. 
This can represent reduced flexibility and thus usefulness in real-world applications. 
In contrast, our approach does not assume any pre-defined decision engine. This 
means that, for example, the AGILE policy library [4, 16] or a neural network 
reasoning engine can be used, as appropriate to the type of decision making required. 

Aspect Oriented Programming (AOP) and reflection could be used and combined 
as described in [17, 18] to implement runtime adaptable system changes as an 
alternative to using policies. Reflection however allows the rules of encapsulation to 
be broken, possibly leading to an un-maintainable system. The problem with AOP is 
that a dynamic compiler and/or weaver need to be developed and used to enable 
runtime changes to be possible. 

In [19] a dependable self-adaptive software system is described called the 
Architectural Run-time Configuration Management (ARCM). This approach is 
similar to our own, in that changes to the system can be rolled back if required. 
However, they say that to increase the trust in any dynamic changes made requires 
visual feedback in order for a system administrator to detect and correct problems. 
This goes against the concept of autonomics whereby tedious activities such as this 
should be dealt with by the system and not require human intervention.  

In [20] it is suggested that trust of a component could be increased by testing it 
several times before use. The problem here is that it is generally not possible to 
capture (or even know) all possible system configurations during the testing phase. 

The approach advocated in this paper is differentiated from the current state of 
practice as described above by its key characteristics which include: distributed 
decision points local to the required point of adaptation; independent operation of 
decision points within components thus avoiding any synchronisation requirement 
and permitting independent updates to occur; The ability to change policies at run-
time; and a dynamic wrapper which automatically and silently handles errors that may 
occur in the evaluation of a decision point. These characteristics are described and 
evaluated in the remainder of the paper. 

3   Self-managing System Overview 

In our scheme (in contrast to those systems discussed in the previous section) 
decisions about the reconfiguration are embedded within the software system itself, 
instead of outside. The decision making process is distributed throughout many 
software components as shown in figure 1. Two types of components are shown, 
those that contain embedded decision making and those that do not. If a component is 
enabled with embedded decision making its behaviour can be changed during run-
time by altering the configuration module currently loaded into its decision points. A 
regular component will behave as a deterministic functional block that is fixed once 
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the system is deployed. The nature of the context information is determined by the 
application area and comprises of all of the information that is available. Output from 
the system will have an affect on the environment and thus the context. This creates 
the feedback loop through the application specific outputs and ensuing consequences. 

 

Software System

Context 
Information

Outputs

Software 
Component

With Embedded 
Decision Making

Context Manager

 
Fig. 1. Simplified system-centred view of a context-aware software system with self-
configuration decision making embedded inside components 

Context information arriving at the system must be correctly delivered to the software 
components. In the diagram a conceptual “Context Manager” is shown to provide this 
functionality; in practice how this operates is specific to the implementation. However, it 
is clear that communication is required between all components using this context 
information and the context manager. We suggest that a service oriented approach is taken 
whereby components register with the context manager to be updated about certain items 
of context. This would allow an event driven pattern or time-dependant operation with 
components notified regularly of the context that they are interested in. It is quite 
conceivable that the context manager could contain some embedded decision making that 
could be loaded at instantiation and/or altered during run-time. This flexibility provides the 
ability for different modes of operation depending on the current context. During the 
lifetime of this system the context information may change, for example if new hardware 
devices or resources become available. Such new information should be made available to 
the software components by the context manager. 

An important distinction of this approach over an externally supervised system is 
improved scalability. As a system with embedded decision making increases in size, the 
number of components also increases. Management of the required resources to operate 
such a system is relatively trivial, a main advantage being that even though there are 
numerous distributed decision points, the complexity of each can be very low. However, 
if the decision making process were centralised, any additions to the software system 
would require an equivalent change to the decision system. Further difficulties can be 
caused by a communication bottleneck between the controlling and controlled system. 

4   Embedding into Software Components 

The described system can be said to be dynamically reconfigurable because its 
behaviour can be changed during run-time by altering the embedded decision making 
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of one or more software components. The component architecture, shown in figure 2, 
is designed specifically to allow this. The component developer will leave one or 
more open decision points that will later be filled with a decision making process, 
effectively dividing the functionality into basic, fixed, functional blocks and flexible 
decision points. Software design techniques appropriate for this type of component 
will require further investigation. 

 

Software Component

Context Inputs from Other 
Software Components

Outputs

Functional 
Block

Open Decision 
Point

 
Fig. 2. A single software component with open decision points left by the designer for 
embedding decision making modules 

Any open decision points left in the component must later be filled using some 
type of decision system, producing a result when inputs are applied. The type of 
technology used here is flexible; in section 5 policy-based computing is presented as 
implemented in the DySCAS project. Two stages are required to fill such a decision 
point, a Decision Evaluation Module (DEM) and a Decision Configuration Module 
(DCM). The type of evaluation module is matched to the configuration module; 
together they define the behaviour of this decision point. A DEM is compiled offline 
and is able to process the inputs together with a DCM and return the appropriate 
result. While the functionality of a DEM is generally fixed; there may be many 
versions of a DCM destined for the same component. The behaviour of a component 
changes depending on which of these variants are currently loaded. Also, different 
DCMs may require different context information to enact their desired function. The 
DEM should be ready before the software component is required to run, for example, 
by compiling into the component or be loaded at run-time for example.  

The DCM is essentially a collection of data items that configure the DEM to 
produce decision making behaviour. For example, a DEM could be a neural network 
with a DCM containing a set of weights. Therefore, by loading a different DCM, the 
network weights are changed and component behaviour altered. 

Changes in the DCM used in a component can occur without the need to halt the 
system. This loading process is shown in figure 3. A storage area is assumed to be 
available to persist various DCMs, along with access to all software components. The 
DCM is then transmitted to the software component using a predefined standardised 
interface. Inside the component there is an open decision point with a DEM already 
installed, the DCM is passed to this and loaded.  
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Fig. 3. A decision module being loaded into a software component during run-time and the 
negotiation of the dynamic interface between the component and the context manager 

To facilitate the interaction (inputs and outputs) between the component and the 
open decision point we introduce a dynamic wrapper concept. This provides an 
interface to allow inputs to enter the decision point from the component and ensures a 
legal result is returned. The component can then take the result and use it to inform 
further processing as required. To maximise flexibility, we allow each DCM to have 
individual requirements for context information, thus the interface between the 
component and decision point is not fixed during the component’s design. The 
interface is negotiated at the point of loading a DCM into a decision point at run-time, 
therefore the dynamic wrapper will vary with every new DCM. 
The negotiation of the wrapper takes the following steps (as shown in figure 3): 

1. A DCM is loaded into the DEM. 
2. The DEM reads the DCM to gain the list of required context information and 

outputs produced. 
3. The DEM passes the list of required context and decision outputs to the 

dynamic wrapper. 
4. The dynamic wrapper compares the decision outputs with those expected by 

the component. 
5. If the decision outputs correspond correctly, the required context list is 

forwarded to the context manager, via the component interface. 
6. The context manager checks if the context required is available and responds 

with the result. 
7. If all context information is available, the load is complete and the 

component is ready to operate. 
8. If the required context is not currently available or the decision outputs do 

not match between the component and DCM, the DCM is unloaded. 

The DEM is responsible for checking DCM validity, for example parsing a 
configuration file, with an invalid DCM causing a load failure. A decision point 
without a functioning DEM and correctly loaded DCM will not be able to be 
evaluated normally. In this case there are several possibilities to ensure the robustness 
of the system, which of these is chosen is dependant on the specific component. The 
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simplest option is for a safe default outcome to be supplied for each decision point 
and given as the decision result when an error occurs. Alternatively, the previous 
working or a default DCM for this decision point could be loaded. Whichever strategy 
is chosen, the default (safe) behaviour is defined for each decision point by the 
component developer at design-time. This approach minimises the amount of run-
time error handling required while at the same time maximising safety. Further 
investigation of validation and verification techniques for this system is required. 

Figure 3 also shows an interface between the component and the context manger. It 
is important to manage the communication and to allow for multiple open decision 
points within a single component, via some implementation specific addressing 
mechanism. A common data structure is needed to allow a flexible amount of context 
information to flow between the context manager, component interface and dynamic 
wrapper. The format should be of variable length and be able to convey the type, 
name and value of each context item. 

Using a general dynamic interface will allow any embedded technology to be used 
(e.g.: policies, neural network weights, etc) provided a component has the correct 
evaluator for this type of technology. The type of embedded technology a component 
uses could even be changed at run-time, by the loading and unloading of evaluation 
modules stored in the system. In the first instance it may be sensible to use only one 
technology for the DEM in all components in a single system. This approach is used 
in the DySCAS project with policy-based computing. However, if the dynamic 
wrapper concept is implemented in a general way, several technologies could be used 
in the same system. An even more flexible system would allow the DEM in a single 
decision point to be changed during run-time by unloading and loading of modules. 

In this description it is assumed that loading of a DCM is triggered by some event 
from within the system. The concept does not restrict the possible implementation of 
this in any way. For example, the component itself could request a new DCM, 
perhaps as the result of a configuration decision. Alternatively, a DCM load could 
result from a special interrupt, whereby a new DCM is pushed onto the component. 
This continues the theme of making the architecture as flexible as possible. 

5   Implementation in the DySCAS Project 

The overall goal of the DySCAS project is to develop a middleware that supports self-
management within automotive systems. The increased demands on configuration 
flexibility and scalability of such systems results in the necessity to implement 
knowledge-based autonomics within the system middleware in order to make this 
system aware of the dynamically changing environment.  

Policy-based computing is one of the techniques that supports autonomic decision 
making and is one of the most suitable solutions to be applied in the resource 
constrained context-aware environments. Policies written using defined semantics are 
usually held externally to the complied embedded code and may be changed at run-
time, enabling post-deployment changes in system functionality.  

In this context one of the specific technologies that can be used for expressing 
dynamic behaviour is AGILE, a general policy description language [16, 21].  
Main features of this language include support for dynamic reconfiguration and  
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self-stabilisation. The variety of constructs available in AGILE make this a very 
efficient tool for the implementation of policy-based configurations. 

The AGILE library is written for the .NET environment and supports AGILE 
policy language syntax and semantics and provides set of tools and interfaces for 
writing policy-based context-aware applications. Because this library wasn’t designed 
to satisfy typical embedded systems resource constraints, a more efficient and 
resource conscious version of this library, called AGILE-Lite, has been developed. 
Main features of the AGILE and AGILE-Lite [21] libraries are compared in figure 4. 

 
•Under development in C++/.NET since 2005
•Not optimised for size or resource efficiency
•Built-in signal processing and trend analysis
•Implemented self-stabilisation mechanisms
•High flexibility and functionality

•Fully object oriented policy language
•Suport for policies and templates
•Dynamic policy adaptation
•Simple policy language, syntax, semantics
•Policies represented in XML format
•Dynamically loaded policies and templates
•Support for embedded Utility Functions
•Dynamic switching between policies

•Under development in C since January 2007
•Fully functional for embedded systems
•Resource constraints aware
•C166 kernel compatibility
•Linux compatibility

AGILE

AGILE-Lite

•Under development in C++/.NET since 2005
•Not optimised for size or resource efficiency
•Built-in signal processing and trend analysis
•Implemented self-stabilisation mechanisms
•High flexibility and functionality

•Fully object oriented policy language
•Suport for policies and templates
•Dynamic policy adaptation
•Simple policy language, syntax, semantics
•Policies represented in XML format
•Dynamically loaded policies and templates
•Support for embedded Utility Functions
•Dynamic switching between policies

•Under development in C since January 2007
•Fully functional for embedded systems
•Resource constraints aware
•C166 kernel compatibility
•Linux compatibility

AGILE

AGILE-Lite
 

 
Fig. 4. Comparison of features of the AGILE and AGILE-Lite libraries 

 
DySCAS specifies a set of use-case scenarios to be supported. These serve to both 

define functional requirements the DySCAS middleware must provide and showcase 
some novel aspects of this project. Use-case scenarios are categorised into four so-
called Generic Use-Cases (GUC) and a subset of Specific Use-Cases (SUC) within 
each GUC. DySCAS Generic Use-Cases are the following: 

• GUC1 - New device attached to the vehicle;  
o exemplary SUC2: Negotiating and contracting of functionalities. 

• GUC2 - Integrating new software functionality;  
o exemplary SUC1: Selecting software packages to be installed. 

• GUC3 - Closed reconfiguration;  
o exemplary SUC6: Planning new system configuration. 

• GUC4 - Resource optimization;  
o exemplary SUC1: Optimisation intelligence. 

All of the mentioned use-case scenarios must be supported by the DySCAS 
middleware, which makes the middleware architecture design a very challenging issue. 
This middleware will contain numerous services (such as device discovery service, 
security service, prioritisation service, resource management and mapping service, etc.), 
that can each be policy-configurable and in this way context-aware. For each decision 
point the policy is loaded at the system initiation stage or later, in run-time, depending 
on the current environment context. The whole policy life-cycle, presented in figure 5, 
has to be supported by the middleware. 
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Fig. 5. The life-cycle of policies in the DySCAS project 
 

The policy life-cycle begins with policy editing by the use of software tools. 
During this process the policy is validated (transition 1) in order to detect any 
semantic or logic errors. After the policy is validated, it is placed (transition 2) into 
storage (hard drive, memory key, etc.). Uploading the policy consists of 
certification/versioning (transition 3) to ensure integrity and the storage of the policy 
into the correct location in the repository (transition 4). In response to the context 
changes (for example a user-made or event-based decision) the policy update process 
is triggered. The policy manager has to find the appropriate policy version in the 
repository and store the decision point’s currently used policy (transition 5) for 
rollback purposes. Finally, the new policy is transferred to the component (transition 
6). This procedure allows the AGILE-Lite library to perform embedded run-time 
evaluation process on the newly loaded policy when a decision point is evaluated. 

In reference to the architecture presented in sections 3 and 4, DySCAS uses policy 
based computing to implement embedded decision making. The Decision Evaluation 
Module (DEM) being the AGILE-Lite library and the Decision Configuration Module 
(DCM) is a policy file. In this implementation policy loading can be triggered by user 
interaction, new device connection or servicing of a vehicle by the manufacturer, for 
example. To aid the use of these technologies policy creation tools are under 
development and validation and verification methods are being investigated. 

5.1   Automated Trust Decisions in DySCAS 

The DySCAS project has identified a number of advanced use cases to illustrate the 
applicability and versatility of the dynamic adaptation scheme. A mix of simulations and 
demonstrator implementations are being prepared for validation and dissemination 
purposes. This section describes one such demonstrator which focuses on an infotainment-
oriented use case involving data streaming from an external attached device such as an 
MP3 player or Personal Data Assistant carried by an occupant of the vehicle. Several of 
the mechanisms discussed above are demonstrated, including the decision point 
implementation with a dynamic wrapper. Due to the large variability in portable devices 
and media encoding schemes it is expected that during the vehicle lifetime many changes 
will occur. A major aim of DySCAS is to allow the vehicle’s computer system to be 
updated throughout its lifecycle to keep up with such changes. The application also shows 
how robustness issues are incorporated into the methodology. 
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The data streaming scenario demonstrates how a software component embeds a 
decision point, and thus can be run-time configured with an appropriate policy. The 
decision point is concerned with deciding whether a data stream feed to the vehicle 
should be trusted, as shown in figure 6. To allow a close examination of the concepts 
we focus on just one component although the full data streaming use-case involves 
several interacting components and multiple policy configured decision points.  

The AGILE policy library is used as the decision making technology and is linked 
inside the decision point. This library parses and evaluates a policy file as requested; 
all other functionality of the decision point is performed by the dynamic wrapper. A 
simplified implementation of the Context Manager is used, whose main responsibility 
is to respond to component requests about the availability of context information. 
Communication of the context and policies to the component is simulated as assumed 
to be operative. For diagnostic and dissemination purposes this example has been 
implemented in a high-level programming environment designed to run on a desktop 
computer and provide a view into the working of the concepts. A parallel 
implementation is occurring, designed to run on typical vehicle embedded hardware. 
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Fig. 6. A typical use of the methodology in a data stream security component 
 

Figure 6 shows two sets of context information, which are required for evaluation of 
the policies “DSSPolicy1.xml” and DSSPolicy2.xml”. These context requirements are 
specified inside the policy and are used during the wrapper negotiation process described 
previously. The following excerpt from “DSSPolicy1.xml” shows the specification of 
context requirements, (“Environment Variables” in the AGILE grammar. 

<EnvironmentVariables> 
  <EVariable Name="Provider_ID" Type="string"/> 
  <EVariable Name="Content_Type" Type="string"/> 
  <EVariable Name="Encoding" Type="string"/> 
</EnvironmentVariables> 

The decision point and wrapper mechanisms make it very easy for the software 
component developer to insert open decision points into code at any place where it is 
necessary to defer decision-making logic. The specification of each decision point 
includes the decision point identifier, the default outcome and any other possible 
outcomes. Output from the decision point will always be consistent with this 
specification. In our example, the decision point will return 0 for “Reject” or 1 for 
“Accept”, this is assured by the wrapper which is transparent to the developer. The 
following C# code is used to create this decision point. 
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DecisionPoint d = new AGILEDecisionPoint("DP","0","1"); 
addDecisionPoint(d); 

Here the decision point is created to operate with the AGILE library, however if 
other decision making technology is available a different type of decision point can be 
placed here. At the point in the component code where the decision point should be 
evaluated the following line is placed. 

string result = evaluateDecisionPoint("DP"); 

Along with the evaluation result, the decision point also provides access to other 
information such as, was the default outcome used and other diagnostics. In figure 7 
diagnostic traces are presented to illustrate the fault tolerance features provided by the 
dynamic wrapper, such as policy load errors and default behaviour. 
 

 
 

 
 

 
 

 
 

Fig. 7. Annotated diagnostic traces of the Data Stream Security Component 
 

These traces show three occasions that a policy is not loaded correctly into the 
decision point. Notice how subsequent evaluation of the decision point does not result 
in an error, or illegal behaviour, instead the default ‘safe’ result is given. This feature, 
handled by the transparent wrapper, is at no cost to the developer and increases trust 
in the robustness of the methodology. An example of successful policy load and 
evaluation is also included. The interested reader is invited to obtain this application 
and investigate its functionality [22]. 

6   Conclusions and Future Work 

In this paper we described a methodology for a dynamic embedded system where the 
system logic is componentised. The behaviour of these components can be altered by 
replacing or changing the embedded decision making module. There is a growing 
need for this type of dynamic architecture in embedded systems, which this work goes 
some way to addressing. This is made quite scalable with the use of individual 
localised decision points rather than a centralised controlling component. A 
specialised component architecture is presented to allow context-aware behaviour and 

A policy (“DSSPolicyX.xml”) is loaded into 
the decision point and parsed, producing a 
list of required context. The wrapper finds 
that this context is not available and the 
policy is not used. 
The component is run to make a decision 
about an incoming data stream. As the 
policy load failed the default return value 
was returned. 
 

Policy (“DSSPolicyY.xml”) load fails due to 
the policy being able to produce a result that 
is not specified in this decision point. 
 
Corrupt policy (“DSSPolicyZ.xml”) causes 
the load to fail. 
 
Policy is loaded successfully and 
subsequently evaluated. On this occasion the 
decision allows the data stream to proceed. 
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run-time replaceable decision modules. A more detailed and descriptive specification 
of the context manager is needed to fully realise the potential of this approach. 

A partial demonstration of one of the automotive use-cases has been presented, 
which illustrates the way in which run-time configuration can be achieved using the 
methodology and implementation mechanisms described. A challenging use-case was 
used to illustrate the need for the deferment of configuration and decision making logic. 
The way in which trust decisions are made will evolve over the lifetime of an artefact 
such as a vehicle and thus there needs to be a way to easily update the decision logic 
without having to replace or upgrade the embedded software mechanisms. Trust logic 
may also be implemented differently by different vehicle manufactures, and in some 
scenarios (such as fleet transport) it may be necessary to support customisation by 
vehicle owner or driver. As shown in this paper, once a decision point has been inserted 
(with perhaps a very simple initial policy), it can be subsequently upgraded as 
necessary. The methodology for implementing autonomic behaviour also incorporates a 
context management service. This enables the context inputs of a decision point to be 
configured during run-time, and thus not placing any design-time restrictions on the new 
policy in terms of which context information is available inside a particular component. 

Future effort is required to further the work presented here concerning trust in the 
robustness of the dynamic system. Developing policy Validation and Verification 
(V&V) approaches would further increase confidence and acceptance. We propose 
that metadata be added to policies that can be used as an additional check that the 
correct policy is loaded into a decision point. Design time (offline) V&V could be 
used if a suitable security scheme were in place; policy certification for example. 

The methodology presented here is designed to strike a balance between post-
deployment flexibility and trust to improve acceptance. Future exploration of the 
autonomic possibilities this provides could include the use of a set of policies, with 
various context requirements, per decision point. A policy would be selected based on 
the currently available context, achieving a self-optimising behaviour. 
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Abstract. This paper presents a novel framework for remote access of
IP cameras with minimum pr-configuration cost. Although the usual ser-
vice discovery protocols such as Zeroconf can be adopted for simplifying
the pre-configuration procedures, the protocols are limited only for local
services. The proposed protocol, termed STDP (Service Trader Discovery
Protocol), is able to provide remote IP camera services while requiring
minimum configuration complexity. The STDP is a hybrid combination
of Zeroconf and SIP (session initial protocol). The Zeroconf is adopted
for the discovery and/or publication of local services; whereas, the SIP
is used for the delivery of local services to the remote nodes. With sim-
ple plug-and-play pre-configuration, services provided by IP cameras are
then remotely available. This protocol is well-suited for high mobility
applications where the fast deployment and low administration efforts of
IP cameras are desired.

1 Introduction

An IP camera (IP CAM) is a video camera that contains a hardware video en-
coder and an embedded processor with a TCP/IP interface. It is a stand alone
unit that can be directly connected to the internet without the need for a sep-
arate computer. It also has a built-in web server, which provides the ability
for accessing digital images and configuring the camera. Its digital output al-
lows the camera easily integrated with a wide range of applications, including
e-surveillance, web attractions and remote monitoring. In these applications, IP
CAMs are usually deployed in the environments with dynamic locations. With-
out a static IP address information, accessing the web server associated with the
IP CAMs is difficult. In addition, for a service consumer, it is not possible to
always have a complete overview over these applications and their availability.
The dynamics of recent networks make this process even more complex.

One way to solve the problem is by the employment of service discovery pro-
tocols, such as SLP (Service Location Protocol) [3], Jini [10], UPnP (Universal
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Plug-and-Play) [5], and Zeroconf [2], [4]. In the service discovery environment,
IP CAMs and other devices advertise themselves, supplying details about their
capabilities and the information one must know to access the service (e.g., the
IP address). Nevertheless, existing service discovery protocols are limited only
to local area networks (LANs). For many IP CAM applications, remote access is
required. An effective protocol for remote service of IP CAMs is therefore desired
for these applications.

This paper proposed a novel SIP (Session Initiation Protocol)-based frame-
work, termed STDP (Service Trader Discovery Protocol), for the remote accesses
of IP CAMs. SIP [9] is a protocol developed by IETF to assist in providing ad-
vanced telephony services across the internet. Basically it is a signaling protocol
used for establishing sessions in an IP network. In the SIP, location of clients are
maintained and updated in the registrar server. The IP address of the target node
can be obtained by a query to the server. Although a direct deployment of SIP to
an IP CAM is possible for accessing digital images, a number of modifications are
desired. For many home network applications, costly manual pre-configurations
should be avoided. However, the deployment of SIP requires the assignment of
an unique pair of SIP URI and password to each IP CAM. This may result in
a high manual pre-configuration cost when the number of IP CAM is large. On
the contrary, there is no pre-configuration cost for the existing service discovery
protocols permitting accesses only to LAN. The goal of STDP therefore is to
simplify/eliminate the administration efforts associated with the remote access
protocols for IP CAM applications.

The proposed STDP protocol is a hybrid combination of the Zeroconf and
SIP protocols. The Zeroconf protocol is a light weight protocol supporting ser-
vice discovery in a LAN. As compared with other service discovery protocols, it
imposes minimal implementation cost for an embedded system. IP CAMs using
the Zeroconf protocol can be deployed with simple plug-and-play. Consequently,
the hybrid combination allows the remote accesses of IP CAM while enjoying
low pre-configuration cost.

To implement the STDP, the SIP is required to be deployed only on a single
node, termed trader, in the LAN. This assures the minimal pre-configuration
cost for the system. The trader is responsible for collecting the service informa-
tion provided by all the other nodes in LAN via the Zeroconf protocol. A remote
access to any IP CAM in the LAN can be accomplished by first retrieving the
service information from the trader using the SIP. Based on the information, the
IP address of any IP CAM in the LAN can be found. A remote node can then
access the web server associated with the target IP CAM based on the retrieved
service information. The proposed STDP protocol has been implemented in a
dynamic network environment. Physical tests reveal that the IP CAMs support-
ing only simple Zeroconf protocols can be easily accessed by a remote host. The
proposed STDP protocol is therefore beneficial for a wide range of IP CAM
applications requiring dynamic deployment.
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2 Preliminaries

The proposed STDP is a hybrid combination of SIP and Zeroconf. Therefore, in
this section, we give a brief description of these two protocols. The independent
applications of these two protocols for accessing IP CAMs are also discussed.

2.1 SIP

SIP is a signaling protocol used for establishing sessions in an IP network. The
user agents and servers are the major components of the protocol. A user agent
is a end-user device. A user agent client (UAC) issues a request and a user agent
server (UAS) responds to the request. When the SIP is applied for the remote
access of a IPCAM, in the simplest form the UAC is a viewer and the UAS is
the IP-CAM, as shown in Figure 1. In this case, the location of the IP-CAM
should be fixed, and should be known to the viewer.

Fig. 1. Basic application of SIP for IP CAM

To support the mobility for the IP CAM, the employment of SIP servers are
necessary. Commonly used SIP servers include the registrar and proxy server.
A SIP registrar handles registration messages. It is associated with a databases
(termed location server) containing user agent locations. A SIP proxy server can
be viewed as the router in the SIP level that forward SIP requests and responses.
In addition, it provides functions for authentication and authorization.

Figure 2 shows a simple example, which uses proxy, registrar and location
servers with the INVITE message for session establishment. As shown in the
figure, an IP CAM first registers its location in the location server. A SIP proxy
server then accepts an INVITE request made by a UAC and queries location
server to find UAS location. Based on the address received from the server, the
proxy server forwards the INVITE message to the UAS. The session will then
be established after the acknowledgements from UAS are received. It can be
observed from the example that the viewer does not have to know the IP CAM
location prior to a connection establishment. In addition, the UAS is allowed to
change its location without informing the UAC. Only a registration request to
the registrar server for location updating is required.

In addition to supporting the user mobility, the SIP offers the event notifica-
tion framework [7], [8], which uses SUBSCRIBE/NOTIFY messages for subscrib-
ing to, and receiving notifications of, SIP-related events within SIP networks.
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Fig. 2. A simple SIP-based framework for remotely accessing IP CAM

The ability to request asynchronous notification of events proves useful in many
services for which cooperation between devices is required. Examples of such
services for IP phone applications include automatic callback services (based on
terminal state events), buddy lists (based on user presence events) and message
waiting indications (based on mailbox state change events).

The SIP allows the remote access of IP CAM with mobility support and event
notification. To use the SIP, however, each IP CAM should be associated with
a pair of SIP URI and password. The high manual pre-configuration cost and
administration efforts for the deployment of IP CAMs are therefore necessary.
This is undesirable for many IP CAM applications.

2.2 Zeroconf

Zeroconf is a protocol for discovering services available in a local network. A
Zeroconf network is one that can exist without a central control component, and
works without any kind of manual pre-configuration.

Zeroconf can directly be adopted for discovering IP CAM in the LAN. It in-
volves address assignment, name translation and service discovery without cen-
tral servers. The address assignment for a node in Zeroconf network can simply
be accomplished by randomly selecting an address in the range of 169.254.1.0
to 169.254.254.255. The node then does an ARP probe for the address. If there
are any responses, the node chooses another IP address at random, and tries the
ARP probe again.

The name translation in Zeroconf network is solved by the multicast DNS
(mDNS) standard, which eliminates the requirement for DNS server. In the
standard, all the nodes in the LAN listens to a specific IP multicast address. A
node wish to publish a name will broadcast the selected name to this multicast
address. Other nodes having the same name then reply to the requesting node.
The name translation can be accomplished in a similar fashion. Instead of using
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Fig. 3. Publication operations of Zeroconf

fully qualified domain name (FQDN), a node name in the .local name space is
used for mDNS.

Another standard, termed DNS Service Discovery (DNS-SD) can be used for
the service discovery in Zeroconf. DNS-SD works particularly well with mDNS,
since it also uses DNS records. Three basic operations are included in the DNS-
SD: publication, discovery and resolution. The goal of publication is to advertise
a service. The discovery operation is used to browse for available service. Based
on the results of discovery operation, the resolution operation is adopted for
translating service names to addresses and port numbers.

Figures 3, 4 and 5 show a simple example of these DNS-SD operations for a
local network consisting of an IP CAM. The publication operations of Zeroconf
are shown in Figure 3, which consists of address selection (Figure 3.(a)), name
selection (Figure 3.(b)), service start up (Figure 3.(c)) and service broadcast
(Figure 3.(d)). In Figure 3.(a), the IP CAM randomly selects the IP address
169.254.0.1, and announces it to the network. Because no devices respond to
the announcement, the IP CAM takes the address as its own. In Figure 3.(b), it
starts up its own multicast DNS responder, requests the host name ipcam.local.,
verifies its availability, and takes the name as its own. In Figure 3.(c), the IP
CAM starts up a video service on TCP port 80. Finally, in Figure 3.(d), it
publishes the service instance, of type http. tcp, under the name ipcam, in the
.local domain. It should be noted that the service type (i.e., http. tcp) contains
two fields: the first field (i.e., http) is service dependent, and the second field
(i.e., tcp) indicates the transportation protocol used by the service. The service
type will be used for service browsing and discovery. The instance name (i.e.,
ipcam) is device dependent. That is, devices sharing the same service type will
have different instance names. The service instance therefore can be used for the
query of port and IP address of a device.

Figure 4 depicts the service query and discovery in the Zeroconf network.
In this example, the service type queried by the viewer shown in Figure 4.(a)
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Fig. 4. Service query and discovery in Zeroconf

Fig. 5. The query for domain name, port and IP address in Zeroconf

is http. tcp. The service instance discovered from the network is ip-
cam. http. tcp.local, which represents an IP CAM. Based on the service in-
stance, the viewer can further query for the port, domain name and IP address
of the IP CAM using resolution operation, as shown in Figure 5.

Although Zeroconf requires no pre-configuration cost, it has the major draw-
back that the protocol can only be used in a local network. For IP CAM appli-
cations, however, remote accesses are usually desired.

3 STDP

The goal of STDP is to eliminate the drawbacks of accessing IP CAMs based
only on SIP or Zeroconf protocols. It provides remote access of IP CAM with
minimal pre-configuration cost. As shown in Figure 6, the STDP is an applica-
tion layer control protocol that utilizes both SIP and Zeroconf. A STDP-based
network contains three basic components: service provider, service requester,
and service trader. In our design, the service provider and requester are an IP
CAM and a viewer, respectively. Although the primary goal of the STDP is for
the design of IP CAM systems, the STDP apply equally well to the broader
group, where the service provider and service requester can be any networked
appliances demanding low pre-configuration cost and efficient remote access.
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Fig. 6. The protocol stack of STDP-based networks

The service traders are the nodes used for the delivery of service information
over WAN. A service trader provides two functions. It can be adopted to col-
lect/discover service information from service providers in a local network, and
deliver the information to a remote node (which is also a trader) upon requests.
Alternatively, it can also be used to subscribe and receive the service information
from other traders in remote sites, and publish the service information to the
service requesters within its local domain. A trader can be implemented in an
independent device such as a computer. It can also be implemented in an IP
CAM (or a viewer). In these cases, the device supports multiple roles as a trader
and a service provider (or a requester).

The communications between two service traders are based on SIP protocol,
as shown in Figure 7. Each trader can be an UAC and/or an UAS. Each local net-
work needs only one service trader. Each of the service providers and requesters
talk to its trader in the same LAN for the delivery of local service information.
From Figure 7, we observe that the Zeroconf is adopted for the communication
between a trader and a service requester (or a provider). Therefore, in our design,
the service provider and requester need to support Zeroconf protocol.

To obtain information from a service provider to a service requester, both
the SIP and Zeroconf protocols are used. The STDP provides a mechanism for
the service information exchange between the SIP and Zeroconf. Based on the
acquired service information, the viewer then can access the IP CAM using the
HTTP protocol.

To discuss the STDP protocol in more detail, we divide the protocol into three
parts, as depicted in Figure 8. The first part concerns with the communication
between a trader and a service provider. It can be observed from Figure 8.(a) that
the trader will receive service information published by an IP CAM. The trader
can also actively discover the service provided by an IP CAM. All the publish
and discovery operations are based on Zeroconf protocol, which are illustrated
in Figures 3-5.

However, it should be noted that the address assignment scheme shown in
Figure 3.(a) is not adopted in our design. This is because the address selected by
Zeroconf is valid only for local access. Our design allows any address assignment
scheme for acquiring an IP address for global access, including the dynamic
address assignment using the DHCP.
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Fig. 7. STDP topology

Fig. 8. STDP protocol messages

The second part of the STDP protocol focuses on the interactions between
traders. This part of the protocol is based on the SIP. Service traders accompa-
nied by service providers are the UASs in the SIP. An UAS discovers/collects
local services available, and delivers the service information to other UACs upon
request. An UAC is the service traders accompanied by service requesters. It
sends subscription requests to UASs for acquiring the service information. Once
the UAC obtains service notifications from UASs, it publishes the service infor-
mation to its own service requesters.
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In the STDP, the SIP SUBSCRIBE/NOTIFY messages are used for the ser-
vice information delivery between an UAC and an UAS, as shown in Figure 8.(b).
In the SIP, the original goal of SUBSCRIBE/NOTIFY messages is to provide
the SIP related events subscriptions and notifications. The STDP extends the
usage of SUBSCRIBE/NOTIFY for the service subscription and notification.

To use the SUBSCRIBE message for service subscription, the type of ser-
vices desired should be specified in the message header. Here we augment a field
(termed Zeroconf) in the header of SUBSCRIBE message for specifying the ser-
vice type. The format of service type follows the DNS-SD format as http. tcp,
as depicted in Figure 9.(a).

NOTIFY messages are sent to inform traders of the service available for which
the traders have a subscription. Subscriptions are established using the SUB-
SCRIBE method described above. Sending a NOTIFY message does not termi-
nate the corresponding subscription. A single SUBSCRIBE request may trigger
several NOTIFY messages. In each NOTIFY message, the list of services and the
IP address of the corresponding service providers are carried. We also augment
two fields (termed Zeroconf and eX-Contact) in the header of NOTIFY message
to achieve this objective. It can be observed form Figure 9.(b) that the Zero-
conf field indicates the service type this message response to. The eX-Contact
field contains 5 items: action, service instance, host name, port number and IP
address.

The action item instructs how the service instance included in field should be
handled. There are three actions: addition (denoted by Add), deletion (denoted
by Del), and updating (denoted by Upd). The addition action instructs the target
service trader to add the service instance to the service list. The deletion action
informs the target service trader to remove the service instance. The update
action directs the target trader to update the attributes of the service instance.
The attributes considered here include the video coding standard adopted by
the IP CAM, frame size and frame rate.

Use Figure 9.(b) as an example, the NOTIFY message instructs the target
trader to add the service instance ipcam. http. tcp.local, with host name ip-
cam.local, port number 80, and IP address 140.122.184.235, to its service list. It
should be noted that the service instance and domain name should also follows
the DNS-DS format in the STDP.

The final part of STDP describes the communications between a trader and
a service requester, which is also based on Zeroconf. It can be observed from
Figure 8.(c) that the trader will then publish the service information collected
from other traders to the service requester. The service requester may also ac-
tively discover the service information from the trader.

Three parts of the STDP protocol depicted in Fig.8 may operate indepen-
dently. That is, the SIP and Zeroconf protocols are not required to operate at a
pre-specified order in the STDP. Figure 10 shows two examples of STDP message
flows. For the sake of brevity, only two LANs are considered in each example.
Nevertheless, the message flows can easily be extended to the scenarios contain-
ing large number of LANs. As shown in Figure 10, LAN A in each example
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Fig. 9. Extensions of SUBSCRIBE/NOTIFY messages for STDP service subscription
and notification

contains a service requester and a trader (termed Trader 1). LAN B consists of
two service providers (termed Service Provider 1 and Service Provider 2) and a
service trader (termed Trader 2).

Figure 10.(a) illustrates the scenario, in which Trader 1 and Trader 2 first find
their own service requester and service providers via PUBLISH/DISCOVERY
messages. The service information of the service providers is then delivered from
LAN B to LAN A via SUBSCRIBE/NOTIFY messages. After receiving the
service information, Trader 1 then publishes this information to the Service
Requester. As shown in Figure 10.(a), after the Service Requester received the
service information, it selects the Service Provider 2 as its target device. The
Service Requester then issues directly a service request via HTTP protocol to
Service Provider 2. Direct video delivery from Service Provider 2 to Service
Requester then follows.

For the scenario shown in Figure 10.(b), it is assumed that the Service Re-
quester and Service Providers are not online at the beginning. The communi-
cation between Traders 1 and 2 is first established. This is then followed by a
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Fig. 10. Two examples of STDP message flow: (a) Trader 1 and Trader 2 first find their
own service requester and service providers via PUBLISH/DISCOVERY messages.
(b) Trader 1 and Trader 2 first establish their connection via SUBSCRIBE/NOTIFY
messages.

series of service information updating/notification when service providers and
service requester become available. Similar to the case shown in Figure 10.(a),
the Service Requester finally selects the Service Provider 2 as its target device
for the IP CAM service.

As shown in Figure 7, the service trader plays a major role in STDP. It
connects different local networks, and operates in back-to-back mode. It acts
as a SIP user agent on one side, and as a Zeroconf end device on the other
side. A trader has 4 operations. To further elaborate these operations, Figure 11
depicts their flowchart in detail. The first operation is to send Discovery or
Publish messages. In this operation, the trader acts as a Zeroconf end device
searching or publishing the services available. In the second operation, the trader
acts as a SIP UAC, and send SUBSCRIBE message for triggering the SIP event
notification mechanism. After sending the SUBSCRIBE message, the trader will
then waits and receives one or more NOTIFY messages for updating the service
list. The trader behaves as a SIP UAS in the third operation, which receives
the SIP SUBSCRIBE message. The trader will then send one or more NOTIFY
messages to the subscribing node. The fourth operation receives the Discovery
or Publish messages, where the trader functions again as a Zeroconf end device.
This operation and the first operation are essential for a trader to acquire the
service available from the service provider, or deliver the service to the service
requester.

Note that the SIP is required to be installed in the service traders because of
the operations of SUBSCRIBE/NOTIFY. Only one node in a local network needs
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Fig. 11. Operation flowchart of a trader

to be the service trader. For the other nodes, only the implementation of Zeroconf
is necessary. The employment of Zeroconf protocol can effectively reduce the pre-
configuration efforts, because the protocol allows the simple plug-and-play. By
contrast, the SIP devices require the assignments of SIP URI and password.
For the stand alone embedded systems such as IP CAMs, the assignments may
require considerable efforts especially when the number of IP CAMs is large. The
STDP therefore provides an effective approach for lowering pre-configuration
cost and providing remote access.

4 Experimental Results

The STDP protocol has been implemented in a test-bed that realizes the scenario
proposed in Figure 12. Similar to Fig.10, The scenario consists of two local
networks (termed LAN A and LAN B in the figure). LAN A consists of a number
of laser printers, one IE browser and 4 IP CAMs. LAN B contains a number of
laser printers, one personal computer and one IE browser. As shown in the figure,
an IP CAM and a personal computer serve as the service trader in the LAN A
and LAN B, respectively. The IE browser in each local network is the service
requester in that local network.

All the IP CAMs and laser printers in both LANs are the service providers.
They are all of the type http. tcp. Their IP addresses are dynamically as-
signed by a DHCP server. Each IP CAM obtains its own hostname following
the procedure shown in Figure 3.(b). Consequently, no manual pre-configuration
is necessary for the IP CAMs serving only as the service provider. Only the IP
CAM functioning both as trader and service provider requires the manual pre-
configuration, because the assignments of SIP URI and password are necessary.
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Fig. 12. The scenario for our experiment

Fig. 13. All the services of type http. tcp discovered in LAN B without the employ-
ment of STDP

Note that, in addition to the IP CAMs, the laser printers are included in this
scenario. Since the laser printers supports Zeroconf, detecting the service pro-
vided by the laser printers in different local networks demonstrates the fact that
the proposed protocol can be adopted for the discovery of services provided by
various Zeroconf-based devices.

In our experiment, a reference design kit (RDK) based on a 200-MHz ARM
920 CPU and an MPEG4 encoder ASIC is used for the IP CAM design. The
employment of MPEG4 ASIC allows the source video sequence to be encoded in
real-time. Both the wired and wireless LAN interfaces (i.e., 802.3 and 802.11) are
also available in the IP CAMs. The operating system of the IP CAMs is Linux.
The Bonjour software development kit (SDK) [1] is adopted for the Zeroconf
implementation in the IP CAM. In addition, the PJSIP library [6] is used for
the SIP UAC and UAS implementations of the IP CAM functioning as a trader
(i.e., the IP CAM with host name ipcam in Figure 12).
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Fig. 14. All the services of type http. tcp discovered in LAN B with the employment
of STDP

Since the IE browser is used as the service requester in each LAN, it is neces-
sary for the browser to support the Zeroconf. In our implementation, the Bon-
jour plug-in is adopted, which is able to discover the services of type http. tcp.
Figure 13 shows all the services of type http. tcp discovered by the IE browser
in LAN B without the employment of STDP. It can be observed from the figure
that these services are actually the services provided by the laser printers in LAN
B. This is consistent with our scenario presented in Figure 12. Figure 14 depicts
the search results by the same IE browser with the employment of STDP. In the
figure, it can be found that all the services of type http. tcp available in LAN
A and LAN B can be identified. In particular, all the IP CAMs in LAN A can
be discovered by the IE browser in LAN B. Moreover, the web page and source
video of each IP CAM can be easily accessed by clicking the host name of that
IP CAM in the browser, as shown in Figure 14 for accessing the IP CAM with
host name ipcam(4). Based on the experiments, it can then be concluded that
the STDP provides an effective approach for the remote access of IP CAMs,
while requiring minimal pre-configuration cost and administration efforts.

5 Conclusion Remarks

The proposed STDP protocol has been found to be effective for IP CAM applica-
tions. It allows both remote access and dynamic deployment of IP CAMs without
the need of manual pre-configuration. In the STDP, the service lists from remote
hosts are obtained by SIP SUBSCRIBE/NOTIFY event notification mechanism.
The service discovery and publish in a local network are then based on Zeroconf
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protocol, which is also used for eliminating manual pre-configuration. A test-bed
verifying the STDP protocol has been implemented. From the experiment, it is
observed that a basic IE browser with Bonjour plug-in can be effectively used for
the remote access of IP CAMs, which are installed with simple plug-and-play.
All these facts demonstrate the effectiveness of the STDP.
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Abstract. Trust and reputation models are very useful tools to assist
decision making process within agents. They can help to represent and
to approximately predict the behaviour of the agents in a system. Trust
and reputation values can be used to recognize the agents with a good-
expected performance. This way, trust and reputation models offer an
adaptive mechanism to guide interactions between agents. In this paper
we study the behaviour of TRSIM model when it is applied to consumer-
provider scenario. We present several experimental evidences related with
the stability of the model for different types of requirements of the con-
sumer, and recognition of different types of providers. Also, we study the
ability of the model to adapt to behavioural changes of provider agents.

1 Introduction

To mitigate the absence of information or the existence of incomplete or inaccu-
rate information about the behaviour of the agents into a system, we need some
mechanisms to reduce the risks produced by choosing eventually inappropriate
agents to interact with them.

Each agent in a multi-agent system can show very different behaviour given
the situation defined by its environment and the user requirements. For instance,
in a consumer - provider scenario, consumer agents prefer to interact (to nego-
tiate, to cooperate, etc.) with high-performance providers. In a number of these
environments, there is not a central entity capable to provide information about
the behaviour of others. For that, each agent must create and update their own
information model about the performance of others. This way, it can decide
whom interacts to solve a particular problem, given a certain situation.

Trust and reputation models offer good solutions to represent and to predict
the behaviour of agents in a system [7,11,9,5,11,4,6,8,10,3]. Trust and reputation
values can be used as a criterion to identify agents who are expected to show good
behaviour. In other words, those who are able to offer a high-quality solution
for a given problem. Thus, a trust and reputation model can provide adaptive
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mechanisms to guide the interactions. The models can use trust and reputation
information to recognize the quality of the solution that agents offer.

A robust trust and reputation model can be capable to adapt to the changes
that take place in the behaviour of agents. In each moment, the models need
to adjust the trust and reputation values in order to give an updated and real
estimate about the performance of other agents. For instance, when a given agent
decreases the quality of the responses that offers, the models must be capable to
reduce the trust in him. In the same way, when some agent improves the quality
of his responses, trust in him must be increased.

This paper shows some experimental evidence about the behaviour of the
TRSIM model, from different points of view, when is applied to a consumer -
provider environment. This work studies the way that TRSIM reaches a stable
status for different types of consumer requirements, the ability of the model to
recognize the type of providers given the quality of the responses that they offer,
and the ability to adapt to behavioural changes of provider agents.

The paper is structured as follows. Section 2 talks about previous studies and
the relationship with other works. Section 3 introduces structure, main charac-
teristics and general functionality of the model. Section 4 defines the experimen-
tal conditions and simulation algorithm used in these studies. In section 5 we
present a set of experiments where the quality of solutions that agents have do
not change in the simulation. In this case, we study when and how the model
stability is reached for different consumer requirements, and, how the model is
capable to recognize the quality of solutions that agents have using trust and
reputation information. In other hand, section 6 offers experimental results re-
lated to the ability of the model to adapt to some changes in the behaviour of
provider agents. Finally, in section 7 some conclusions are given.

2 Motivation and Related Work

In previous works we define a trust and reputation model in a MAS to propose
a suitable response for a consumer requirement in a P2P environment where
agents can be consumer or provider of resources [1]. This model considers trust
and reputation as emergent properties of direct interactions between agents,
based on multiple interactions between two parties. In this model, trust is a
belief an agent has about the performance of the other party to solve a given
task, according to its own knowledge. Moreover, reputation is related to the same
belief but based on the opinions of other agents in the community.

Contrary to other models [9,5,11], where trust and reputation values are ob-
tained as global values only associated to a peer, our model associates trust
and reputation to the specification of the task that agents need to delegate by
contracting. The performance of a given agent can be very different, according
to the specification of the task that it executes or the requirements of the user
that it represents. Some models consider that trust or reputation are associ-
ated to the user requirements or a particular dimension [7,4,6,8]. Griffiths [4]
proposes a experience-based mechanism to model the trustworthiness of agents
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according to various criteria. He presents the notion of multi-dimensional trust
to manage several facets of trust and combine them into a unique value, accord-
ing to the preferences of the agent. Wang and Vassileva propose a P2P model
to compute trust and reputation from different dimensions and combines them
using Bayesian networks [10]. Ramchurn et al. [6] combine trust and reputation
from different informational sources using a weighted average, where each weight
represent the importance of each source.

In other previous work, we study some experimental results related with the
refinement process of our model in order to identify the suitable structure, func-
tions and parameters to correctly manage trust and reputation [2]. Now, we
study the stability and adaptability of the model analyzing some metrics such
as satisfaction degree, error in recommending the suitable response, and trust
for a given agent. In this way, we take into account the criterion of stability used
by Carbó et al. [3]. They consider that model reaches the stability when the
variations of error do not exceed a given threshold.

3 Model Structure

Basically, the model is structured and operates following the schema given in the
figure 1. TRSIM model is composed by a set of information bases that each agent
stores about the behaviour of the others and a set of functions to operate with
these bases. Following a distributed approach imposed by P2P environments,
each agent manages its own bases of experiences. Functions appearing in the
figure produces values to guide the interactions between agents, based on trust
and reputation concepts.

From the point of view of an agent, that needs to solve a given task, the
model has two bases of experiences to obtain trust and reputation values for

SimilarityIET
Interactions Experiencies
for Trust

IER

Interactions Experiencies
for Reputation

DT
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DT

Direct Trust

Direct Trust
Reliability
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ITIR
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Reputation
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Quality of
Response (Q)

Promised
Quality (P) aj

Fig. 1. Relationship between different parts of the model
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this task: base of experiences for trust (IET ) and for reputation (IER). Trust
and reputation values are produced by means of the right combination of some
functions, and information interchanged between agents. (The way to combine
informational sources is based on the ideas given by ReGreT [7]). First, by
introspection of the bases of experiences, the model calculates direct trust (DT ),
reputation (R) and reliability of DT (DTRL), and combines them to produce a
unique value of global trust, using the function (T ). The value, aggregated from
direct trust DT , its reliability DTRL and reputation R, is used to select the
partners in the interaction, to ask about the solution or about others.

If the bases of experiences do not have available information about the previ-
ous experiences for a given task, the model obtains the values of trust (by means
of function DT ) and reputation (by means of function R) for a similar task and
combines these values with the similarity degree between two tasks, given by
function D. For that, the model uses functions IT and IR to select the partners
in the interaction for both purposes.

Initiator agent interacts with the recommended agent and solves its task with
the response offered by the selected partner. In this moment, the initiator agent
produces information related with the interaction that it may use to update its
own bases of experiences. For that, our model gives two functions: fulfillment of
the promised satisfaction (P ) and quality of the response (Q).

3.1 Domain-Dependent Functions: Quality and Similarity

There are two important functions in the model whose definition depends on the
representations of tasks and responses: quality of the solution given the task that
it solves, and similarity between two tasks. The quality of the solution, denoted
by Q(wj , sk), indicates how much the response wj satisfies the requirements
specified in the task sk, based on the comparison of both concepts. In other hand,
similarity between two tasks sk and sp is denoted by D(sk, sp), and indicates
the similarity degree between two instances of the same concept.

In previous works [1,2] we proposed WSMO1 to represent task request sk

and response wj . Tasks and responses are described by a set of non-functional
properties (bi), some of them are defined by WSMO and others added by the user,
depending on the application domain. For each property bi, we define vsk

(bi)
and vwj (bi) values to represent the convenience of property bi for task sk and
response wj , respectively. Convenience are defined in the range [0,1], a value
near to 0 indicates a non-desired value in the concept property, and values near
to 1 indicate high-desired ones [2].

According to the convenience of the value of each property, and following
some ideas given by WSMO we define a set of the most important attributes of
a given concept. If Ru is the set of properties used to define WSMO concepts, for
each task (sk) or response (wj), we can split the good-value attributes into the
sets Rg ⊂ Ru and Rw ⊂ Ru, respectively. To construct these sets, we consider
that the attribute bi of sk (we denote with sk.bi) is a good-value attribute and

1 Web Service Modeling Ontology. http://www.w3.org/Submission/WSMO/
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hence bi ∈ Rg if sk.bi ≥ λi (λi is a domain-dependent threshold value). In the
same way, an attribute bi of wj is a good-value and bi ∈ Rw if wj .bi ≥ λi.

Using the sets of the most prominent attributes, defined above, and consider-
ing how many task attributes are satisfied by response, the function to compute
the quality of the solution is written as follows:

Q(wj , sk) = sin

(
π

2
· |Q

′
wj,sk

|
|Ru|

)

where Ru is the set of all properties of tasks and responses, Q
′
wj ,sk

⊂ Ru is the
set of these properties such that its values in the task sk are less restrictive than
the values in the response wj :

Q′
wj ,sk

= {bi|bi ∈ Ru, vsk
(bi) ≤ vwj (bi)}

Satisfaction degree function is like a ratio between the satisfied sk attributes
and the total number of attributes Ru of any task or response. The maximum
satisfaction degree is obtained when all (not only good-value) attributes desired
in task sk are satisfied by response wj . On the contrary, the worst satisfaction is
obtained when any attribute of task sk is satisfied by attributes of response wj .

In other hand, similarity between two tasks is defined in the following way:

D(sk, sp) = 1− 1
n
·

n∑
i=1

|vsk
(bi)− vsp(bi)|

considering the same elements defined above related with the description of tasks
using WSMO.

4 Experiments Scenario

All experiments we are presented have been developed considering the same
simulation scenario, defined from a unified set of experimental conditions. This
scenario summarizes, in a simple way, some common characteristics of a wide
range of distributed systems (such as Grid, P2P systems, MAS, etc.).

The frame of experiments is defined from a scenario based on the interactions
among agents. Agents play two roles: provider or consumer of resources. All
agents play the provider role, but for each round only one agent acts as consumer,
according to the requirements of the user randomly assigned at the beginning of
the round.

At the beginning of the simulation, the set of tasks S and the set of responses
W are defined. These sets consist of 6 tasks and 10 responses, respectively. The
1/3 of the tasks belong to High-demanding tasks, the 1/3 to Medium-demanding
tasks, and 1/3 to Low-demanding tasks.

The degree of demand of a given task indicates how much difficult is to satisfy
this task using the set of the solutions that agents may offers. In the definition
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of the scenario of simulation, we consider that the demand of a task is given by
the values of its non-functional attributes. Comparing two tasks, the degree of
demand of a task is greater than other when it has higher values for its non-
functional attributes.

One solution (or response), from the set of solutions W , is assigned to each
agent when it acts as provider, defining three types of agents. The 30% of agents
have High-quality responses, the 40% have Medium-quality responses, and 30%
have Low-quality responses. At the beginning of each replica of the simulation,
only one consumer agent is assigned to represent the requirements of the users,
randomly obtained from the set of task specifications S.

A round is a minimal unit of time considered in the simulation. It begins
when the requirements of initiator agent are established, by means of the task
specification selected, and finalizes when the bases of experiences are updates.
400 rounds carry out in each simulation.

The algorithm of the simulation is offered in figure 2. However, the way to
assign responses from W to each agent from N determines different experimental
situations. For this reason, the experiments analyze the following cases:

– task assigned to initiator agent is randomly selected from the set of tasks;
– always a High-demanding task is assigned to initiator agent;
– always a Medium-demanding task is assigned to initiator agent; and
– always a Low-demanding task is assigned to initiator agent;

The experimental evidences, that we comment in the following sections, are
the result from the simulation of TRSIM functionalities using our own imple-
mentation in Java. The values, shown in each figure, are the mean of the values
obtained from 20 replicas of the experiments.

– to create the set of agents N , responses W , tasks S
– to assign one response from W to each agent of N
– to select one agent ai from N
– for all ( round t )

– to select one task sk from S as requirements of ai

– to select the agent(s) aj to ask solutions for sk

– InteractionResults := (t, ai, aj , sk, q = Q) ...to evaluate the interaction
– updateBases(InteractionResults) ...to update the bases of experiences,
taking into account the solution wj given by aj

– end for

Fig. 2. General algorithm of the simulation

Each figure studies the evolution of some metrics about the behaviour of the
model: satisfaction degree with the recommended solution, and error in rec-
ommending it. These metrics show how suitable is the recommendation of the
model. The error in recommending is defined as the difference between the qual-
ity of the recommended solution and the optimum quality (it means, the value
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of the quality of the best of all solutions in the system). We consider that model
reaches stability when variations in error do not exceed 0.01.

Given that the main objective of the trust and reputation model is to assist the
selection of the best solutions, some experiments also study the trust evolution
for each type of agent. The three types of agents are defined from the quality of
the solutions that they offer.

5 Bootstrapping the Model

Here, we present a set of experiments where the quality of the solutions that
agents give does not change in the entire simulation. The first of them, presented
in section 5.1, studies how the model reaches an stable condition, particularized
for different types of tasks. The second one, in section 5.2, analyzes the ability
of the model to recognize different types of agents using trust and reputation.

5.1 Stability of the Model

This experiment is devoted to analyze the behaviour of the model for different
requirement degrees of the task in each round. For that, figure 3 compares the
error evolution for different ways to select the tasks that initiator agent must
solve. This figure shows that the behaviour of the model, for each type of tasks,
is stabilized after a relative small number of rounds.
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Fig. 3. Comparison of error in recommending the suitable response, according to the
degree of demand of the task in each round: a) random, b) high, c) medium, d) low

Figure 3 shows how the error decreases for each alternative. These values
depend on the demand of the task to be resolved in each moment. When de-
manding of the task is lower, the error decrease is bigger and the error reaches
lower values. This means that, the stability of the model is reached before, when
the requirements of the task is lower. This is a desired behaviour of the model: it
is easier to satisfy Low-demanding tasks. The same response guaranties higher
satisfaction values for a Low-demanding task that for a High-demanding one.
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5.2 Recognition of Types of Agents Using Trust and Reputation

Following, we study the evolution of trust that initiator agent has in the rest of
agents, according to the quality of the responses that agents offer. We analyze
the ability of the model to classify the agents according to the quality of the
responses that they offer, using trust and reputation information.

Figure 4 shows the evolution of trust that initiator agent has in the rest,
grouping by the degree of demand of the task that agent needs to solve in each
round.

a) task randomly selected b) High-demanding task
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Fig. 4. Comparison of trust evolution for each group of agents, according to the degree
of demand of the task to solve in each round: a) random, b) high, c) medium, d) low

We conclude that, independently of the type of the task, the model is capable
to recognize the quality of the agent solutions, using trust and reputation in-
formation. In general way, the trust in High-quality agents grows. For instance,
we observe that, for random selection of tasks (Figure 4.a), trust in High-quality
agents is greater than trust in Medium-quality and Low-quality agents. At the
same time, trust in Low-quality agents decreases slightly, and in Medium-quality
agents keeps around average values between High-quality and Low-quality values.
A similar behaviour is shown when the type of the task is fixed at the beginning:
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High-demanding tasks (Figure 4.b), Medium-demanding tasks (Figure 4.c) or
Low-demanding tasks (Figure 4.d).

However, the model is incapable to differentiate Medium-quality from Low-
quality to solve High-demanding tasks (Figure 4.b). Given the high demand of
the tasks that initiator agent needs to solve in this case, model only increases the
trust in the High-quality. Only High-quality agents are suitable to solve High-
demanding tasks. Neither the Medium-quality agents nor the Low-quality are
adequate to solve these tasks, and them, the trust for these two types of agents
decreases in the same way. This is a desired behaviour of the model. In other
cases, when initiator agent solves a not High-demanding task, model shows dif-
ferent evolutions for trust in Medium-quality and Low-quality agents (Figures 4.c
and 4.d).

6 Adaptability of the Model to Changes on the Behaviour
of Provider Agents

The set of experiments shown in this section, is devoted to study the ability of
the model to adapt to changes on the behaviour of provider agents. This type
of experiments is interesting to find out how capable is the model to recover an
stable status, and when the stabilization is reached, taking into account some
specific variations in the behaviour of provider agents. For that, after the sta-
bilization of the model, we induce some changes in the quality of the response
of the provider agents and analyze how the model reacts in from these changes.
The main experiments are related with the following situations: (1) behaviour of
a single agent degrades and then improves, and (2) behaviour of a single agent
improves and then degrades.

Each experiment shows the degree of satisfaction with the recommended solu-
tion in the cases when provider agents change their behaviour, comparing with
the cases when agents keep stationary. Each figure shows in a separate way
the evolution for High- and Medium-demanding tasks. We do not consider Low-
demanding tasks because the previous experiments (presented in section 5) show
that High- and Medium-demanding tasks are the unique cases in which the model
is really useful. Low-demanding tasks can be satisfied efficiently for any type of
tasks. For Low-demanding tasks, similar high satisfaction values (very near to 1)
can be obtained by randomly-selected responses. In other words, any solutions
in the system can guarantee high satisfaction values for a Low-demanding task.

Also, figures bring out trust evolution for behaviour-changed agents to study
the ability of the model to capture the changes produced in the quality of its
solutions.

6.1 Simulation of Changes in the Behaviour of Provider Agents

Behaviour of agents depend on the values of attributes which describe responses
to requests of tasks. Hence, simulating changes in the behaviour of provider
agents implies modifying these values.
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We consider that behavioural changes are produced gradually, during 20
rounds of the simulation, and they take place once the model reaches a stable
condition. Changes begin on the round t = 200. All figures, offered to analyze
the ability of the model to adapt to changes, show the metrics related to the
model performance, from the round t = 190 to the round t = 250.
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Fig. 5. Types of changes in the behaviour of agents: a) behaviour of a single agent
degrades and then improves, b) behaviour of a single agent improves and then degrades

Figure 5 defines the variations produced in the attributes of the responses,
given by agents that modify its behaviour during several rounds. Figure 5.a shows
the worsening and recovery of attributes of a given response: the value of each
attribute is gradually decreased during 10 rounds and then recovers it original
value, in the same gradual way. In other hand, figure 5.b shows the improvement
and worsening of attributes of a given response: the value of each attribute is
gradually improved during 10 rounds and then decreased to its initial value.

Each figure is related with the behavioural changes that we study in the
experimental simulations presented below.

6.2 A High-Quality Agent Degrades Their Behaviour and Returns
to Improve

Figure 6 shows the evolution of the satisfaction degree with the recommended
solution when a High-quality agent degrades their behaviour and then improves
it, compared with the case that the agent does not change. We analyze the cases
when the initiator agent solves High-demanding and Medium-demanding tasks.

For both types of tasks, figure 6 shows that the model is effectively capable to
adapt to this type of changes in solutions given by a High-quality agent. During
the change, the satisfaction degree with the recommended solution and trust
in the agent that gives it, are decreased and returned to improve in the same
way that the quality of the agent solution changes. The satisfaction degree is
decreased after its quality becomes worse, and then it is gradually increased when
its quality is recovered. The differences in this metric between both situations
are higher for High-demanding tasks than Medium-demanding one.
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a) High-demanding task b) Medium-demanding task
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Fig. 6. Comparison of satisfaction degree with the recommended solution, according to
the type of the task to solve in each round (a) High-demanding, b) Medium-demanding),
when the agents do not change during the simulation and when a High-quality agent
degrades their behaviour and then improves it

Figure 7 shows the variations in the trust in the High-quality agent that
degrades their behaviour and then improves it, according to the type of the task
to solve in each round. It compares the cases when agents keep stationary during
the simulation and when a High-quality agent degrades their behaviour and then
improves it. This figure makes clear that the model is capable to represent, using
trust values, this type of behavioural changes of agents. In this case, the model
decreases the trust when agent makes worse (during the first part of the change).
But, when agent recovers it quality, trust is increased reaching similar values that
it has at the beginning of the change.

Similarly to other metrics, the variations of the trust in the agent that changes
the quality of the responses is lower for Medium-demanding tasks.
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After the change, the model returns to a stable condition in a relatively
small number of rounds. This condition is reached in the round t = 228 for
High-demanding tasks, whereas it is reached in the round t = 224 for Medium-
demanding ones.

Other experiments related to the behavioural changes in Low-quality were
made. In these cases, the stability of the system is not affected. But, similarly to
changes in High-quality agents, these experiments show that the model is also
capable to represent the changes in the solutions given by Low-quality, using
trust and reputation information.

6.3 Behavioural Changes of a Group of Low-Quality Agents

Here, we offer experimental results related with the performance of the model
in situations where the behaviour of Low-quality agents changes. There is not
variation in the stability of the model, when a Low-quality agent changes in-
dividually. There are not significant variations in the main metrics (degree of
satisfaction with the recommended solution, error in recommending the suitable
response, trust in the recommended agent).

These measures do not change because there are a lot of High-quality agents
in the set of agents with high trust and reputation values. These High-quality
agents are selected during the change, offering the same satisfaction degree, error
and trust in the recommended solution. The variations in the Low-quality agents
do not affect the system performance.

In this experiment we consider that there is not any High-quality agent. This
way, we study the performance of the model when several Low-quality agents
change their behaviour in absence of High-quality ones. This experiment take
into account that the 50% of Low-quality agents improve its behaviour and
degrade again, when the population of agents in the simulation consist of 60%
of Low-quality agents and 40% Medium-quality ones. The rest of experimental
conditions are the same that the previous experiments shown in section 6.2.

Similarly to previous experiments, we show separately evidences related with
High-demanding and Medium-demanding tasks.

A set of Low-quality agents improve its behaviour and degrade again.
Figure 8 shows the evolution of the satisfaction degree with the recommended
solution when some Low-quality agents change their behaviour. It compares
the cases when the 50% of Low-quality agents improve its behaviour and de-
grade again, and when agents keep stationary. The evidences related with High-
demanding and Medium-demanding tasks are presented separately.

For both types of tasks, figure 8 shows that the satisfaction degree is increased
and, then, returned to degrade in the same way that the quality of the agents
changes. The satisfaction is increased during the first part of the change (when
quality is increased) because the quality of these agents produce better satis-
faction degrees that Medium-quality. (Before the change, the Medium-quality
agents produced the best satisfaction values.) After that, satisfaction values are
decreased until similar values at the beginning of the change. The differences of
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a) High-demanding task b) Medium-demanding task
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Fig. 8. Comparison of satisfaction degree with the recommended solution, according to
the type of the task to solve in each round (a) High-demanding, b) Medium-demanding),
when the agents do not change during the simulation and when the 50% of Low-quality
improve their behaviour and then degrade again
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Fig. 9. Comparison of error in recommending the suitable response, according to the
type of the task to solve in each round (a) High-demanding, b) Medium-demanding),
when the agents do not change during the simulation and when the 50% of Low-quality
improve their behaviour and then degrade again

this metric between both situations are higher for High-demanding tasks than
Medium-demanding one.

Despite the different values of satisfaction, the model does not show signif-
icant variations in the evolution of error recommending the suitable response
(Figure 9). The evolution of error values points out the ability of the model to
recommend the most suitable solution using trust information, in every round.
The little variation in error means that trust model is capable to identify the
agent to offers the best solution in every moment. In other words, the model
keeps a stable status when the 50% of Low-quality agents change its behaviour.

Figure 10 shows the mean of the variations in the trust in the Low-quality
agents that change, according to the type of the task to solve in each round.
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a) High-demanding task b) Medium-demanding task
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Fig. 10. Comparison of trust evolution in the Low-quality agents that change their
behaviour, according to the type of the task to solve in each round (a) High-demanding,
b) Medium-demanding), when the agents do not change during the simulation and when
the 50% of Low-quality improve their behaviour and then degrade again

This figure compares the cases when agents keep stationary during the simu-
lation and when the 50% of Low-quality agents improve their behaviour and then
degrade again. This figure makes clear that the model is capable to represent,
using trust values, this type of behavioural changes of agents. In this case, during
the first part of the change (when agents improve), the model increases the trust
in these agents. After that, trust values are decreased until similar values at the
beginning of the change. The differences in this metric between both situations
are higher for High-demanding tasks than Medium-demanding one.

7 Conclusions

The performance of TRSIM is studied taking into account an experimental
consumer-provider scenario, where the requirements of consumers and responses
of providers are represented using WSMO.

Two set of experiments are presented. One of them is related to the perfor-
mance of the model where agents do not change their behaviour. In this group
we study the stability of the model and the ability to recognize the agents ac-
cording to the quality of responses. TRSIM reaches a stable status for each type
of consumer requirement. The stability is reached before when the degree of de-
mand of the requirement is lower. Also, the model is capable to show different
behaviours for each type of agent for all types of provider demanding. Generally,
trust values in high-quality agents are increased, values in low-quality agents are
decreased, and values in medium-quality agents are kept around average values.

The second group of experiments analyzes the behaviour of the model when
the quality of the responses that agents give changes. We offer experimental re-
sults related with some situations where an agent or a group of agents change
their behaviour. In all situations, the model is capable to represent the be-
havioural changes of agents using trust and reputation values. In the cases where
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the stability of the model is affected, the model reaches a new stable state after
a small number of rounds.

References

1. Caballero, A., Bot́ıa, J., Skarmeta, A.: A New Model for Trust and Reputation
Management with an Ontology Based Approach for Similarity Between Tasks. In:
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Abstract. In environments where distributed team formation is key,
and defections are possible, the use of trust as social capital allows social
norms to be defined and compared. An agent can use this information,
when invited to join a group or coalition, to decide whether or not its
utility will be increased by joining. In this work a social network approach
is used to define and reason about the relationships contained in the
agent community. Previous baseline work is extended with two decision
making mechanisms. These are compared by simulating an abstract grid-
like network, and preliminary results are reported.

1 Introduction

In environments such as sensor networks, supply networks and virtual organi-
sations, distributed team formation is an increasingly important factor in the
success of any application [1]. When autonomous agents need to make decisions
in the face of uncertainty, some model or representation of trust is used, and
where agents are unreliable, either intentionally or otherwise, trust serves an
important role in decision making [2].

Trust metric research has often overlooked the impact of groups, as gregarious
networks have been uncommon, while the use of trust in decision making and
group formation implies social division [3]. Peer to peer computing (P2P) and
Grid computing are starting to converge [4], therefore, the implication of trusting
relationships in the formation of coalitions and virtual organisations is an area
requiring further research.

The contribution of this paper is an investigation into the effect of the social
position of an agent in a network relative to established groups as a critical
factor in the subjective application of trust metrics in coalition formation and
delegation in open systems, within the context of P2P and Grid computing.

Social capital refers to the level of investment in the network of relationships
in a society. If the relationships are strong, then more reliable results will be
achieved. The algorithms proposed in this paper allow agents to use knowledge
of trust relationships to determine the degree of social capital locally, and to use
this information to modify their behaviour to maximise their own utility. Two
preliminary experiments have been conducted, and the results are presented and
analysed.

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 418–428, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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2 Related Work

Griffiths and Luck [2] use trust to decide which agents are most likely to be good
group members, and use what is known about the agents’ motivations to decide
whether or not to join the group.

Alternatively, Khambatti et al. [5] use the degree of expertise and group cen-
trality in a specific “role based” domain to imply trust values. “Regret” [6],
another interpersonal trust metric, builds up a trust metric using personal expe-
rience, the experience of colleagues, and the experiences of the agent’s colleagues.
However, neither of these approaches measure a group’s trustworthiness.

Tackling the issue of social capital directly, [7] proposes observability in a
network as a method to reduce a class of malicious behaviours on peer to peer
style networks. However, they do not apply the idea of social capital to group
formation protocols.

Bulka et al [8] presented an adaptive learning algorithm that outperformed a
random algorithm for the effective formation of distributed groups. In this work,
the agents were considered to be ’reliable’ and therefore did not defect.

In summary, these approaches have not used trust to reason about a group’s
trustworthiness in the presence of unreliable group members, and using that
information, to decide whether or not to join such a group.

3 Trust as Social Capital

Intuitively there is a relationship between the relative position of agents in a
community and their trust relationships. For example, one can suppose that a
stranger trying to enter an established group would have to prove that they are
trustworthy, much more than an established group member would to be accepted
in a group project. Equivalently, the power that is provided to the members of
a group by having pre-existing relationships can be demonstrated in raising the
entry requirements for those “on the outside, looking in”.

It would be useful perhaps to define what is meant by the “group”, and so
define who is in and who is outside the group. The definition may well depend
on the application. At one end of the spectrum is an organisational boundary
providing a definite list of who is in the group and who is not. At the other
end of this spectrum there are groups that are defined by a loose cluster of
relationships, for example where a series of preferential relationships over time
provide a defacto group. Therefore, some general mechanism is needed to define
the boundary of any group. We take a social network view [9] to describe the
relationships and properties of the society.

This paper assumes that there is a mechanism for acquiring the directional
trust value between any two agents in the society [10], and so the level of “trust”
between any two agents will be used as the relationship that defines the network.
In this way trust becomes a measure of the social capital between any two agents.

Assuming there is a “boundary”, providing a means to say who is in the group,
and who is not, this boundary indicates a social norm. This paper investigates
the use of these social norms when deciding whether to join a group or not.
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This paper recognises that there are two seperate processes or roles involved
in group formation. The first process is that of selecting the most appropriate
agents to invite to join the group. By avoiding agents that are likely to defect,
the coordinator can maximise the efficiency of the formation process. The second
process is that of deciding to join a group, that is, to accept an invitation. In
order to simplify the analysis, this paper will look at accepting invitations and
a future paper will address the offering of invitations.

4 Team Formation Environment

As with the work of Bulka et al. [8], a random coalition is formed through the
agent relationships within the society. A network of directional relationships is es-
tablished in an initialisation phase, and while the value of each relationship may
vary, the relationship connections are held constant for each simulation. Tasks
require agents with particular skills, and are advertised for a particular dura-
tion. If sufficient agents have not formed the group by this advertising deadline,
the task does not run, and the agents are released from their committment. If
there are enough committed agents at the deadline, the task runs for a particular
duration. Tasks are advertised globally, and one task is added at each time step.

As these agents are self interested, it may be reasonable for an agent to quit
one task, to join another that has a higher utility. Therefore, this paper extends
the approach of Bulka et al. by allowing a committed agent to remove itself from
that task. In other words, these agents may defect.

Bulka et al. [8] provided a basic coalition formation algorithm, which is reused
here. An agent is eligible to work on the task if they are not currently committed
to a task, have a direct relationship with someone already in the group, and have
a skill that is required by the task. At each timestep, eligible agents are asked
in a random order to join the group, until the group is completed and the task
starts, or the advertising deadline is reached and the group is disbanded. Within
that context two new coalition-joining heuristics are presented, simulated and
analysed.

5 Previous Work

As each eligible agent (the “deciding agent”) is asked whether it wishes to join
a particular group, it must decide whether its utility is increased by doing so at
this timestep. To make this decision, four group joining heuristics were defined
and are used as a baseline for the current work.

The first heuristic is referred to as ‘Trust your neighbours’. A “Group” refers
to the agents already committed to the task, and in this case, the group was
joined if the average trust from the agent to the group was greater than the
average trust from the agent to its immediate neighbours. ie The group was
joined if TrustInGroup > TrustInNeighbours.

Definition 1. The set of all tasks: T = {t1, t2, . . . tnumOfTasks}
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Definition 2. The set of all resources: R = {r1, r2, . . . rnumOfResources}
Definition 3. The set of all edges: E = {eij}∀i, j such that ∃ a directed trust
relationship from ri to rj

Definition 4. The trust values: V = v (eij) where v(eij) is the discounted his-
tory of previous direct interactions between ri and rj

Definition 5. The set of all task groups: G = {Gt1 , Gt2 , . . . GtnumOfT asks
}

Definition 6. The set of immediate neighbours: Nri = {rj} iff ∃eij ∈ E

TrustInNeighbours(ri) =
∑

v(eij)
sizeof(Nri)

∀j, eij ∈ E (1)

TrustInGroup(ri, Gtk
) =

∑
v(rij)

sizeof(Gtk
)
∀j, eij ∈ Gtk

(2)

The second method looks at where the ‘Group meets the Cluster’. Here “Cluster”
refers to the set of agents connected by trusting relationships from the deciding
agent. Currently this cluster is “hollow”, meaning that it is discovered using
a depth first search in the trust network, and only the leaves of the search
are included in the resulting cluster. The probability of accepting an offer is
proportional to the size of the intersection between the cluster and the group. ie
The group was joined with probability ∝ TrustInGroupMeetsCluster.

Cluster(ri, d, threshold) = (3)
d ≤ 0→ {}
d > 0→ {rj}+ Cluster (rj , d− 1, threshold)∀j, v (eij) > threshold

ClusterBoundary(ri) ≡ CB(ri) = (4)
{rj}∀j, eij ∈ cluster(ri, d, threshold), v(ejk) ≤ threshold

T rustInGroupMeetsCluster(rij, Gtk
, d, threshold) = (5)

sizeof(Gtk
)
⋂

CB(ri, d, threshold)
sizeof(Gtk

)

The third method uses ‘Social Norms’. The social norm of the group is taken to
be the average of all trusting relationships within the group (Equation 6), while
the social norm of the deciding agent is taken to be the average of its neighbours
trustworthiness (Equation 7). If the social norm of the group is greater than the
social norm of the deciding agent, the group is joined.

TrustInGroupSocialNorms(Gtk
) = (6)∑

v(eij)
sizeof(eij)

∀i, j, suchthatri, rj ∈ Gtk

TrustInAgentsSocialNorm(ri) = (7)∑
v(eij)

sizeof(eij)
∀eij ∈ E
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These three decision strategies were then compared against accepting invita-
tions at ‘Random’. Under the ’Random’ approach the group was joined with a
probability inversely proportional to the number of advertised tasks.

6 Baseline Results

The agents were modelled as nodes in a graph, with directed edges representing
the valued trust from one agent toward another. Each simulation run had a graph
with 100 nodes, and 800 randomly selected edges. An agent’s behaviour was set
during initialisation phase and was taken at random from a flat distribution
ranging from 0, always defect, to 1, never defect. The initial trust values (edge
weights) were randomly generated and were then refined through a discounted
history of direct interactions.

For this experiment, 1000 tasks were introduced, one at each timestep. Only
one skill was introduced to the system, so that all agents were suitable for all
tasks. Each task required 10 identical agents, was advertised for 10 timesteps,
and subsequently “executed” for 10 timesteps.

Two aspects of agent behaviour were analysed: to what extent did the decision
making method effect the society’s overall performance, and conversely, what
effect did the method have on the individual performance of the agents.

The “Social Utility” graph (Figure 1), measures the global success of the
various methods under investigation. All decision methods plateau after 500
timesteps, this coincides with the stability of the learnt trust values (not shown).
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Fig. 2. Agents with the same number of successful tasks

In the presence of defections the “random” method performed poorly, with
aproximately 12% of all tasks completed. The best social outcome is found when
an agent prefers the most trustworthy immediate neighbours. When the society
is composed of “trust your neighbours” agents, aproximately 60% of the tasks
are completed.

The “Individual Utility” graph (Figure 2) presents a breakdown of the breadth
of successful outcomes within the society. Literally it shows the number of agents
succeeding, and the number of agents at each level of success. As a fully deployed
agent can process a total of 100 tasks in 1000 timesteps, the graph represents a
distribution of the work achieved by the individual agents in the community.

In the presence of defections the “random” method provides a small set of
agents with minor success, while all the other agents are excluded from suc-
cessful outcomes. Comparing the social norms of the group and the immedi-
ate neighbourhood allows the broadest participation within the society. “Trust
your neighbours” and “social norms” allow some of the agents to complete al-
most 90% of their potential, while still permitting broad participation within the
community.

7 Correlations and Social Distance

The four heuristics were analysed to discover any correlations between the social
position of the agent making the decision to accept an offer, and the number of
successful outcomes.

Various measurements of the graph structure were used to characterise the
agents position in the social network. As the graph used directional edges, mea-
surements were taken for both “inward” and “outward” edges. The edge weight
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Table 1. Correlations between social position variables and success for all strategies

Variable Trust Neighbours Group Meets Cluster Social Norms Random

this agent best in 0 0 0 0
this agent best out 0.0429387 0.0652026 0.0267161 0
this agent average in 0.0200308 0.0398571 0.038015 0
this agent average out 0.0479077 0 0.033328 0
this agent total in 0.0407946 0.0454109 0.0735013 0
this agent total out 0.0671361 NaN 0.0612176 0
immediate neighbours best in 0 0.106637 0.0572399 0
immediate neighbours best out 0 0.0509812 0.0261016 0
immediate neighbours average in 0.0249456 0 0.00829533 -0.0431845
immediate neighbours average out 0.00429786 0 0.0631625 0.0152801
immediate neighbours total in 0.00348265 0.0249011 0.0211221 0
immediate neighbours total out 0.0391652 0.0233749 0.0455316 0
local neighbourhood best in 0.0169605 NaN 0.0305721 0
local neighbourhood best out 0.0267395 NaN 0.0146344 0
local neighbourhood average in 0.015614 0.049149 0.028678 0
local neighbourhood average out 0.00776662 0 0.0166917 0.0288254
local neighbourhood total in 0.00751014 0.0411369 0.0341038 -0.00151335
local neighbourhood total out 0.0147399 0.0279165 0.0703052 0.00034982
group best in 0.0130603 0.0369075 0.0671317 0.00189634
group best out 0.0372578 0.0302561 0.281333 0.0232269
group average in 0.0335759 NaN 0.237916 0.0238936
group average out 0.257363 0 0.0891814 0.00609973
group total in 0.137826 0.06194 0.143565 -0.00180655
group total in 0.146905 0.0593814 0.802156 0.00197573
cluster best in 0.0907392 0.432135 0.817632 0
cluster best out 0.798045 0.386057 0.033961 0
cluster average in 0 0 0 0
cluster average out 0 0 0 0
cluster total in 0.798904 0.0996071 0.0341785 0.00809271
cluster total out 0.00836592 NaN NaN -0.00592662

represented the trust value. Therefore the best trust value, the average trust
value and the total of all trust relationships in the same direction were recorded.
These were recorded seperately for both inward and outward edges. These values
were measured relative to five different foci: the agent itelf, the agent’s immedi-
ate neighbours (one hop away), the agent’s local neighbourhood (up to two hops
away, to maintain some “local” identity), the group associated with the task,
and the cluster starting at this agent, giving 30 variables in all.

Simulations with 1000 tasks were completed 10 times, and the measures listed
above were recorded for each task success or failure. All the results for each
strategy were appended and correlations were calculated on the whole data set
for that strategy. Due to aproximation errors in recording the measurement
data, NaN values were introduced, and have been subsequently treated as non-
correlations.

The correlations are set out in the table below (Table 1). A value of +1
indicates the strongest possible positive correlation between the measurement
and the success of that strategy. A value of 0 indicates no correlation, while -1
indicates the strongest negative correlation.
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The most significant correlations were found to relate to group and cluster
variables, and their values are in bold on the table. The two social position
variables “out edge total trust for the group” and “in edge best trust for the
cluster” were both most succesful with the “social norms” strategy. The “out
edge best trust for the cluster” and the “in edge total trust for the cluster” were
associated with the “trust neighbours” strategy.

Concentrating on these four correlations a hybrid strategy was designed that
allowed each agent to adopt the most successful strategy for its current social
position.

a : GroupTotalOutEdgesNormed = (8)∑
v(eij)

4.sizeof({eij})∀ri ∈ Gtk
, ∀eij ∈ E

b : ClusterT otalInEdges(ri) = (9)∑
v(eji)

4.sizeof({eij})∀ri ∈ cluster(ri, d, threshold), ∀eij ∈ E

c : ClusterBestInEdge(ri) = (10)
max{v(ekj)}∀rj ∈ cluster(ri, d, threshold), ∀ekj ∈ E

d : ClusterBestOutEdge(ri) = (11)
max{v(ejk)}∀rj ∈ cluster(ri, d, threshold), ∀ejk ∈ E

(12)

Definition 7. X = {a, b, c, d}

TrustUsingCorrelations(ri, Gtk
) = (13)

max(X) = a|c→ TrustInSocialNorms,

max(X) = b|d→ TrustInNeighbours,

This was compared to a “social distance” heuristic. “Social distance” refers to
the distance from a cluster boundary. A cluster boundary is a set of boundary
agents: where an agent has out edges that leave the set of agents forming the
cluster. If an agent forms part of the cluster boundary it has a social distance of
zero. If it is inside the cluster, and is therefore surrounded by boundary agents,
it has a negative social distance. If it is outside the cluster it has a positive social
distance. The heuristic uses this social distance to weight the decision to accept
a group offer or not.

TrustInSocialDistance(ri) = (14)
ri ∈ Cluster(ri, d, threshold)→ 0− shortestPath(ri, CB(ri, d, threshold))
ri¬ ∈ Cluster(ri, d, threshold)→ shortestPath(ri, CB(ri, d, threshold))

Currently this heuristic takes no account of the group. If the social distance
is zero, it accepts offers with probability 0.5. If the social distance is negative,
this probability drops to 0.0 at some maximum distance, while at the other end,
the probability rises to 1.0 at maximum positive distance.
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8 Preliminary Results

These two heuristics are compared Figures 3 and 4.
The two methods reached their final values around the 500 timestep mark,

which coincides with the trust values stabilising (not shown). “Using correla-
tions” had a final social utility of aproximately 60% and “social distance” a
social utility of aproximately 59%. Compared to the baseline results, the so-
cial utility of “using correlations” and using “social distance” is as good as the
previously most successful strategy.

As expected, the individual utility of “using correlations” was largely similar
to the results on which it was based. However “social distance” produced a very
different result. While the two distributions of successful tasks in Figure 4 have
similar means, at around 62 successful tasks, which represents 62% of maximum
capacity for any individual agent, the tighter distribution of social distance may
imply that only well positioned agents are successful. However there may be
enough of these agents to produce aproximately the same profit as when using
correlations (confer Figure 3).
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Fig. 3. Organisational performance against time

Using correlations has a much broader distribution, describing a society where
many more agents are able to participate in coalition formation, and while some
agents do not participate in many successful tasks, some agents out-perform
social distance to a point where they are almost at maximum capacity.



Trusting Groups in Coalition Formation Using Social Distance 427

0 20 40 60 80 100
0

1

2

3

4

5

6

7

tasks completed

nu
m

be
r 

of
 a

ge
nt

s

individual utility

 

 
Social distance
Using correlations

Fig. 4. Agents with the same number of successful tasks

9 Conclusion

The effect of an agent’s social position during coalition formation has been in-
vestigated in a static network of directional relationships. Several heuristics for
deciding whether or not a coalition should be joined have been implemented and
compared by simulation. The results show that the social position of an agent
can greatly effect the performance of the individual and of the society as a whole
during coalition formation.

The use of social distance appears to be an interesting heuristic and forms
questions for the ongoing research.

These include:

– Can social distance (and the other algorithms) be implemented effectively
using only local knowledge?

– How accurate does the information need to be to make accurate decisions?
– In social distance, are the groups constantly changing or are the groups

repeating?
– Can these areas of the graph be categorised?
– Is it one cluster? or several clusters joined with boundary spanners?
– How does this relate to finding replacements and subsequent task success/

failure?
– What is the average social distance? are most people on the boundary??
– Does the performance of these heuristics change when the number of avail-

able agents decrease?
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Abstract. The purpose of this work is to give a service provider or a
resource holder the opportunity to evaluate the trustworthiness of each
potential client, react to the client’s activity by adapting access policies to
the actual risk level, and derive user’s access rights from his previous be-
havior, recommendations from third party and the actual circumstances.
It is supposed that the system is able to observe and to log the activity
of each client and use this information to estimate correspondent trust
values.

Keywords: Trust values, Trust evolution, Access Control.

1 Introduction

In the modern virtual world the concept of trust plays a significant role. Trust
and reputation models are widely used in electronic commerce systems, social
networks and peer-to-peer communications. The traditional trust models imple-
mented for access control are static and reflect relations between the truster and
trustee only at the time the agreement is established. Traditional access control
mechanisms are not suitable to the ubiquitous environment where all interacting
entities are potentially unknown and, therefore, untrusted. The number of users
is extremely large and their behavior is difficult to predict, and risks for service
providers change dramatically in such circumstances. It becomes impossible for
an administrator to analyze system’s logs and fit security policies to the actual
situation. Thus, a mechanism should be developed to provide access control to
resources and to automated management of access policies. The concept of trust
represents a promising basis for such a mechanism. The access network provider
should be motivated to implement a dynamic trust model to manage the ac-
cess rights of all clients. The use of such a model facilitates restricting access
to services for suspicious users and provides more privileges to users who have
demonstrated good behavior. Fair users are also motivated to participate in the
trust construction because a good reputation allows them to have access to a
larger set of services.

Formalization of the human understanding of trust may serve to treat user
behavior history better in order to estimate a risk that serving this user repre-
sents to a network, to restrict access for potentially malicious users, and to favor
good users.

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 429–443, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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The proposed trust-based access control mechanism provides a response to
the challenges presented by the ubiquitous environment in the following way.
We add a dynamic aspect to trust relationships management between entities
providing services. If roaming agreements are established between two providers,
each of them is able to construct trust with another one, based on the obser-
vation of activity of recommended clients. Access policies modification, in order
to enforce resource protection, is carried out in an automated and autonomic
manner. We provide a trust formalization model with clear dependency between
access policies and the obtained trust value. The observation-based trust calcu-
lation permits dealing with a long-term history of interactions with each user
and restricting or prohibiting access to malicious users.

The proposed model operates in three stages: in the first stage, the client
authenticates to the service provider; in the second stage, the service provider
calculates the trust value for the authenticated client; and, finally, the obtained
trust value is matched against service access policies to determine access rights
of the user.

2 Concepts and Notions

2.1 Our Understanding of Trust

Trust has been defined in different ways in different works depending on purposes
and usage scenarios for which the trust concept is implemented [1], [2], [3]. To
formalize the reason for collaboration between two entities, in the literature both
trust and reputation models are discussed.

People will not completely trust somebody based only on his reputation. We
distinguish notions of trust and reputation in the following manner. Trust rep-
resents an active and decisive concept: if one entity trusts another entity, the
latter is allowed a determined set of actions. Reputation may serve as a source
of trust; however, it does not directly define allowed actions. Trust is subjective,
while reputation is also subjective but is not based on personal observations.
Trust always has a clear reason: one entity trusts another via some information
or experience. Reputation usually comes from an external universe and it does
not reflect personal experience of the interested party. In our understanding,
reputation is one reason for establishing trust. We define the mechanism for
establishing the relationship between reputation and trust.

Our trust model is designed to assure more secure interaction between two en-
tities. One of these entities provides various services and another entity requests
and consumes services; for that reason, we consider a client-server collaboration
model. We define trust in the context of our model as follows. One entity has
a certain degree of trust for another entity and therefore allows it to execute
certain actions and to access some resources because the trustee has collabo-
rated with the truster in the past and the latter was satisfied by the result of
this collaboration, or a trusted third party has recommended the trustee. So, the
truster supposes that the trustee will behave satisfactory during the interaction.



Adjustable Trust Model for Access Control 431

We distinguish degrees of trust as follows. An entity may be non-trusted, which
means that the trust is not formed yet. Over time and after several interactions
an entity becomes trusted with a correspondent trust value and, finally it may
become completely trusted, distrusted or completely distrusted. If the entity is
completely trusted, it is allowed to perform all actions associated with the given
type of entities. The difference between distrusted and completely distrusted
states is that a distrusted entity potentially may regain trust while a completely
distrusted one may not.

2.2 The Agents

In our trust model we consider two types of agents: a service provider and a
service consumer. There may be contractual relationships established between
service providers, and one service provider may recommend his subscribers to his
partner service provider. Actions performed by a service provider may include,
for example, providing network connectivity, allowing access to data storage or
providing different kinds of information. The user may perform a wider and less
defined range of actions. The action provided by the user is considered positive
if it does not conflict with the service provider’s security policies. Otherwise it
is considered to be negative. An agent is characterized by a role and history
of previous interactions. This role changes in different situations. The agent
providing services may be a home authority or a visited authority for the user
served. The user may be a subscriber, a recommended user or a well-known user
for the serving agent.

2.3 Sources of Trust

Two main sources of trust are considered in this work.

Personal observations. This is the most trustworthy source of trust. The value of
trust is based on the history of the past behavior of a particular user. If services
provided by the access network are located in another network belonging to the
same security domain, feedback from these networks is considered a personal
observation.

Recommendations are the opinions of trusted authorities on a particular agent.
In our approach, recommendation expresses the positive opinion and means that
the recommended user is considered trustworthy by the recommender. This in-
formation is very important if the truster deals with an unknown user. In this
case there is a single source of trust. Otherwise this source of trust has less in-
fluence on decision making about the trustworthiness of the user. The situation
in which the recommender is not fair or is not aware of the behavior of the
recommended user is also possible. That is why it is necessary to estimate the
trustworthiness of each partner that might recommend users.

3 Requirements, Assumptions and Limitations

We have designed the trust-based access control model to address the problem of
trust establishment and trust management between previously unknown agents
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in an open and dynamic environment. Considered usage scenarios include in-
teractions between peers in an overlay network, interactions between the user
and web services, and interactions between a mobile user and a non-home access
network. In our model it is assumed that the value of trust to the user is calcu-
lated after authentication between the entities that are going to communicate.
We also assume that one agent is able to recognize another agent’s identity and
the service provider has means to observe, record and analyze a user’s activity.
The proposed mechanism should define a way whereby the service provider can
mitigate attacks denying access to potentially dangerous users while protecting
fair users.

We assume that each service provider has its own access policies. These poli-
cies define sets of services that a user with a particular trust level can access.
There should be a clear match between access policies and the parameters of a
trust model. The formalized model should translate access policies into trust in
a simple and visible manner. Just as in the world of human interaction, in the
digital world it may take a long time to establish trust, but a relatively short
time to lose it. In such a way, it should be possible to retain long-term history of
interactions between agents to avoid the situation in which malicious agents lose
trust yet after a short time are able to regain trust and recommence malicious
activity. The trust value attributed to the user should depend on the entire past
experience.

The deployment of any model imposes resource-related limitations. The mem-
ory of every system has a limited size; therefore, a long history of interactions
between agents should be summarized and retained in an efficient manner. To
save on resources (time, battery life, and computing power), the trust model
must be simple and must not be computationally heavy.

4 Model for Service Access Control

Depending upon the services provided, trust for a user may have many levels,
as well as just two levels (trust/do not trust). An unknown user is considered as
non-trusted and may be granted a basic non-privileged set of services that may
include limited bandwidth and limited possibility of accessing or downloading
information. If this user visits the service provider frequently and manifests
good behavior, it becomes firstly near-trusted and then a trusted client. As
the trust level increases the client’s access rights also increase. The “bad” or
malicious client is considered distrusted and is prohibited from accessing the
serving network. Two thresholds define each trust level: the lower and the upper
thresholds.

Authorities that are trusted by the provider are combined into Contractual
groups (CG). Each contractual group has a set of agreed services. A user un-
known to the serving network is given access to the service set corresponding to
the Contractual group to which the recommender belongs. Over time the service
set available for a user is either extended or reduced, according to the actual
trust value. The reputation of each authority also evolves as a function of the
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behavior of recommended clients and of payment for consumed services. In this
model we consider only the behavioral component of this function.

We define the following sets of services provided by the access network: S(T )
- service set for each trust level T , S(CG) - service set for a contractual group
CG. Table 1 provides an example of mapping between trust values and service
access policies.

Table 1. Example of service sets and correspondent trust levels

Trust levels Groups of services Description

Trusted S(T3) Access to specific services
Near-trusted S(T2) Internet access, higher speed, higher limit for download
Unknown S(T1) Internet access, limited speed, limited download
Distrusted S(T0) Access denied

The user u has a recommendation from the authority m and it tries to join the
target service provider s. To fix the appropriate service set the access network
uses the algorithm:

if S(Ts(u)) ∩ S(CGm) �= ∅
then S′ = S(Ts(u)) ∪ S(CGm) else S′ = S(Ts(u))

If the service provider offers chargeable service, the presence of a Recommen-
dation is mandatory, because the reference for a payment source is required.
Definition of payment schemes is outside the scope of this work.

5 Trust: Generalized Model

We develop a centralized trust model in which the entity providing services does
not completely trust its partners and relies on its personal observation rather
than on feedback or recommendation from third parties.

In our model, trust is calculated based on experience the network has with
each user, recommendations on the user (e.g. certificates) and the reputation
of the entity that has recommended the user. Services may be located both in
the network managed by the service provider and in its partner network. Based
on the evaluated trust value, one of two possible solutions is selected: allow or
block the access to services for a particular user. The proposed trust evaluation
approach allows decisions to be made about the user’s trustworthiness, taking
into account developing trust and a dynamically changing environment. The
trust evaluation and definition of the available service set are performed auto-
matically. These procedures are transparent to the user and do not require the
intervention of a system administrator.

When a user requests access to services, the server provider generates pa-
rameters for trust calculation based on the interaction history with this user,
information concerning the agent recommending this user, and current access
policies. Updated parameters are used to calculate the observation-based trust
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value that is used in construction of a general trust value. The obtained trust
value is mapped with access levels defined in advance and, as a result of this
mapping, the service provider makes a decision to serve or not the user making
the request. The activity of an accepted user is observed, analyzed and recorded
in the history both of the user and the agent (partner) that has recommended
this user.

5.1 Computing General Trust

Trust relations are always bilateral and are not symmetric. The fact that one
agent s trusts another one u is denoted as Ts(u). Trust values continuously
change in the interval [0,1]. Hence, one agent completely trusts another one if
Ts(u) = 1 and it completely distrusts him if Ts(u) = 0. We present a formalized
model for trust calculation based on analysis and the reasoning provided above.
Trust relationships between two agents may be established only if at least one
source of trust is available at the time of collaboration. We consider that the
full trust value to the user is formed from values of experience TO(u) with the
agent u, reputation R(m) of a recommender m and recommendation (advice)
giving by the recommender m on the agent u A(m) as follows (Eq.1). Meaning
of weight β is explained in Section 5.2.

Ts(u) = β · TO(u) + (1− β) ·A(m) ·R(m),
TO(u) ∈ [0, 1], A(m) ∈ 0, 1, R(m) ∈ [0, 1] (1)

Experience (Observation-based trust) expresses the result of the interaction
with the particular user u in the past. This value is calculated by the service
provider itself and takes on real values from zero to one.

Reputation generally shows the common opinion about the trustworthiness of
an agent. It may be based on feedbacks from other agents. In the proposed model,
reputation is used to construct trust for an unknown user and it represents the
reputation of the agent that has recommended this user. In the formula for trust
calculation, reputation serves as a trustworthiness weight for recommendation.
The reputation of the recommender changes over time and it depends on results
of interactions with recommended users. Reputation takes on real values from
zero to one. We do not consider negative values because there is no interest to
collaborate with an agent with a negative reputation and it is useless to keep
and manage exact information about such an agent.

For each of its partners the service provider keeps the number of interactions
performed with users recommended by this partner N and the number of inter-
actions considered as successful or positive npos. After each interaction with a
recommended user the rate of positive recommendation is renewed using the new
values of the number of interactions N ′ and the number of positive experiences
n′

pos. It may remain the same in a case when there were no negative interactions
performed in the past and it may increase or decrease. In the two latter cases the
rate of positive recommendation should have an effect on the reputation value.
This functional dependence is defined as follows (Eq.2):
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R(m) = R(m) +
(

n′
pos

N ′ −
npos

N

)
(2)

In the proposed model, reputation already reflects the degree of trust for each
recommender.

Recommendation means some direct statement concerning the particular user
presented to a potential service provider by a trusted authority. A digital cer-
tificate may be viewed as an example of the recommendation information. The
way in which a user provides recommendations is outside the scope of this work.

An agent may recommend a user to another agent who in this situation is
playing the role of a service provider by, for example, a digital certificate or by
the user’s identity confirmation in the authentication process between a user
and a service provider. Recommendation in our model takes on two values: “0”,
which means the absence of a recommendation, and “1” in case of the presence
of a recommendation. The trust value for an unknown user is computed on
the basis of the reputation of the recommender. If the unknown user has no
recommendation, it is then considered as untrusted and is refused to access
resources provided by the truster.

5.2 Trust Development

In our model, the influence of different sources of trust on the final trust value
develops over time. When dealing with an unknown user, the service provider has
insufficient information to estimate the trustworthiness of this user. That is why
the trust calculation relies mostly on recommendations received form trusted
partners and depends on their reputation calculated by the service holder au-
thority. In time a number of interactions may take place between the previously
unknown user and the network providing it with information about the user’s
behavior. When the trust value for a user with a certain interaction history
is calculated, the influence of the personal observation on the final trust value
increases and, finally, trust is calculated based on personal observations rather
than on the reputation of recommenders.

In Eq.1 the influence of each trust source on the final trust value is ex-
pressed by weight β for observation-based trust and 1− β for reputation of
recommenders. At the beginning of interaction between two agents unknown to
each other, the service provider collaborates only with users recommended by
its partners. Then, during the period called the learning time (tl) the allowed
service set is determined both by the user’s reputation and by the presence of a
recommendation for him. Finally, the trust to a well-known user depends only
on his pas behaviour. The value of the weight for trust calculation is obtained
for each session, using the following equation (Eq.3):

β =
{

nvis

tl , if nvis

tl ≤ 1,
1, otherwise. (3)

where nvis is the number of interactions (sessions) performed between the service
provider and the user. Interactions performed during the learning time period
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Fig. 1. Effect of observation-based trust and recommender’s reputation on general trust
value

serve to construct the behavior pattern of the user. We include the number of
visits in (Eq.3) in order to distinguish users that frequently visit the network
and, thus, the latter is able to collect statistic on their behaivior, from those
who perform few interactions during the learning time and, so, cannot be served
without recommendation.

Fig. 1 provides two examples of trust earning by a user. Each example depicts
both the observation-based and the general trust. In the first case (Fig. 1) the
user shows only positive behavior. Trust gaining rapidity is determined only by
the reputation of the recommender. In the second case (Fig. 1), several interac-
tions with the user are considered as negative. During the learning period the
resulting general trust value may be higher than the value of observation-based
trust if the user’s recommender has good reputation.

6 Observation-Based Trust

6.1 Model Description

The proposed model is designed for automated decision making about the trust-
worthiness of each particular user based on recorded past experience and service
access policies. Trust evolves over time and users considered as non-trustworthy
in the past may be forgiven, based upon the access policies.

The unknown user is presumed not to be malicious and it is granted the
minimal trust value sufficient to access the network and is able to attain the
maximum possible trust value and access the maximum provided service set. If
this user frequents the network and demonstrates good behavior, it becomes a
trusted one. Trust takes on only positive values varying between 0 and 1. Nega-
tive values of trust are useful in distributed trust and reputation models [4], [5],
[6] when trust calculation is based on feedbacks from other agents concerning an
agent’s activity. In the proposed model the user is considered to be distrusted
and the service provider does not serve him if the correspondent trust value is
equal to or less than zero. In this situation the exact negative trust value has no
importance and does not influence decision-making about trustworthiness of this



Adjustable Trust Model for Access Control 437

user. Trust calculation is based on parameters derived from network/service ac-
cess policies, number of trust levels and user-related information.Network/service
access policies used for trust computing are:

1. The user u becomes completely trusted (TO = 1) after continuous nbegtrust

visits with observed good behavior.
2. The user u becomes distrusted (TO = 0) after nstoptrust visits with observed

bad behavior.
3. The distrusted user is forgiven with a loss of one trust level after tforgive

days.
4. There are m trust levels, each level has an upper threshold Tu:

Level 0: distrusted (TO = 0);
Level 1: (TO ∈ (0, Tu1]) ...
Level i: (TO ∈ (Tui−1, Tui])...
Level m-1 : (TO ∈ (Tum−2, 1]);

5. The service provider makes access policies stricter if the rate of negative
behavior across all users is more than or equal to Nmax. Making access
policies stricter means that the value of the parameter nbegtrust is increased
and the value of the parameter nstoptrust is decreased.

To obtain an accurate trust evaluation of the user, the service provider retains
the following user-related information:

1. The number of positive experiences with the user npos.
2. The number of negative experiences in collaboration with the user nneg;
3. The number of times the user was distrusted ndistrust;
4. The time label indicating the distrust lifetime, corresponding to the moment

when the user may be forgiven tforgive.
5. Boolean variable f that indicates whether the user can be forgiven (f = 1)

or whether the client is completely distrusted (f = 0).

To update user-related information, a very simple procedure is used. If the
user has displayed good behavior during a visit, this visit is considered as a
positive experience and the number of positive experiences npos is incremented.
Otherwise this visit is considered as a negative experience and the number of
negative experiences nneg is incremented.

6.2 Trust Formula

Upon an access request from the user, the service provider calculates the updated
value of trust according to Eq.4. To formalize the development of trust for the
user the linear model was chosen. All parameters of the proposed linear model
are defined by access policies and past experience with the particular user. For a
“good” user the value of trust grows linearly with an increasing number of visits
and reaches the maximum value equal to one. In order to calculate the trust
value for the user a discrete formula is defined as follows (Eq.4):

TO =
{

α · npos, if TO ≤ k,
k, otherwise. (4)
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Where TO denotes the observation-based trust for a user at a particular
moment,α is a parameter of a model called “optimism”, and another param-
eter k, “tendency”, expresses the maximum trust possible to earn for the user
with the given history and with respect to current access policies. Trust for the
same user may change if access policy changes.

6.3 Optimism and Tendency

The number of positive and negative experiences defines the trust value for the
user, the optimism parameter α and the tendency parameter k. The former
expresses the rate of trust earning and the latter corresponds to the maximum
value that user trust can actually reach.

The optimism parameter expresses the speed of trust earning by the user and
it is represented by the tangent of the angle between the line corresponding to
trust evolution and the time axis. The upper threshold of the trust level Tu
is the maximum trust that can be reached by the user. Optimism is defined
by the number of positive interactions nbegtrust needed to be initiated and per-
formed by the user in order to reach the maximum trust and the number of
negative experiences gathered by the service provider during working with this
user (Eq.5):

α =
Tu

nbegtrust + nneg
(5)

The tendency parameter k is introduced in order to regulate the maximum
trust value that can be achieved by the user (Eq.6):

k = Tu · (1− nneg

nstoptrust
) (6)

An example of trust variation for a user that reveals different behavior dur-
ing interaction with the service provider is shown in Fig. 2. A user loses trust
depending on the number of negative experiences, and after several positive
experiences it regains trust, however, the new trust value is limited by the ten-
dency parameter. Each negative experience decreases the maximum achievable
trust value.
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Fig. 2. Effect of negative experiences and policies on the trust value
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The number of positive experiences is not included in calculation of parame-
ters to prevent attacks by strategic users (as described in Section 3).

7 The Memory Model and Forgiving

The appropriate model for retaining the interaction history between two agents
should be designed taking into account the limitation of memory size dedicated
to store history-related data and the timing factor. The timing factor is very
important because more recent events must have more influence on the decision
about the trustworthiness of the user, however, the information about past be-
havior should be also taken into account. Generally the history is represented
by a more or less long sequence of single events [7], [8]. The number of events to
retain remains the question. A very long history allows more accurate trust esti-
mation but it requires more processing time and more storage space. A short his-
tory lets past bad experiences be forgotten, with malicious users thereby quickly
regaining a high trust level. Another problem related to this type of history orga-
nization is the aggregation of events in order to compute the actual trust value.
In order to represent the varying relevance of events that occurred at different
times for the actual trustworthiness of an agent, various solutions are proposed
in the literature.

The main implementation difficulty related to trust models proposed earlier
[1], [7], [4] consists in the necessity for model parameters selection. These pa-
rameters are not directly defined by access policies. Fig. 3 illustrates the trust
evaluation in the Beta Reputation System [4], Giang’s trust model [7] and our
model on a simple example. These models were chosen for comparaison because
thay are designed to be implemented in the same scenario as we consider. We
evaluated trust to a user that performed 100 interactions with the studied net-
work. Interactions from 49 to 52 were negative and all the rest were positive.
Parameters for the referenced models were set in order to allow a user to gain
the trust value of “1” and to be penalized for negative experiences.

In the Giang’s model the malicious user regains a high level of trust just after
stopping to behave maliciously, while in the Beta Reputation System more time
is required to achieve the highest trust value. After negative interactions trust
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to the user was not significantly degraded due to the previous good experience
that the system had with this user. In this experiment a long memory window
containing 100 interaction was chosen for referenced models.

Instead of using memory windows, fading memory or forgetting factors pro-
posed in [4], [5], [9], we keep the history of interactions in scalar variables. The
number of negative and positive experiences changes over time due to the dy-
namic behavior of users and to the system forgetting old experience. However,
old experience does not mean obsolete and useless experience. The proposed
memory model allows retaining information for long-term observation history
and performing more accurate trust evaluation.

In our model we implement different forgetting models for positive and neg-
ative experiences. It is necessary to distinguish between the user that was dis-
trusted in the past and a user that was newer distrusted. Trust models proposed
earlier do not permit this kind of distinction.

With the proposed trust model the user becomes distrusted after several visits
when negative behavior has been displayed. We define a mechanism for forgiving
distrusted users in our trust model. The distrusted user may be forgiven after a
certain period of time tforgive, defined by the administrator of the system. The
forgiving period is defined by the actual values of access control policies, the risk
level and the number of times the user has been deemed distrusted.

For example, the service provider has defined four levels of trust with corre-
sponding threshold trust values for each level unknown (0, 0.37], near trusted
(0.37, 0.63], trusted (0.63, 0.8] and completely trusted (0.8, 1] . For a user that
has never been considered distrusted the maximum reachable trust value is 1 ;
for one that has been penalized once the maximum reachable trust value is 0.8 ;
if it has been penalized twice, the maximum reachable trust value is 0.63, and
after the third penalty the user cannot be forgiven. After having been forgiven,
the user loses one trust level. For instance, if the maximum potentially reach-
able trust value before the trust lost was “trusted”, then the maximum reachable
trust value will be set to “near trusted” for the forgiven user.

The system “forgets” the number of positive and negative experiences with the
forgiven user but retains the number of times this user was distrusted. If the for-
given user behaves well, the trust value grows with less optimism for him than for a
user that was never considered a distrusted agent. The maximum achievable trust
value Tu depends on the defined number of trust levels m and the number of fatal
errors ndistrust, when access to the network was forbidden to it.

The number of recorded negative experiences may be decreased if the number
of consequent positive experiences is greater the nvisit parameter. The service
provider updates the user-related information after each completed interaction.
Fig. 4 shows how a user with some bad experience in its early history can regain
the trust of the service provider.

We have evaluated the effectiveness of the proposed memory model in terms of
interaction history storage and the performance of the computational model. The
proposed memory organization enables the service provider to keep long-term
history for each user in only five variables, and operations performed for updating
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Fig. 4. Regaining trust by a user. The number of interactions with a positive result is
set to 10.

history are linear. Access rights attributed to each user change automatically
with policy changes.

8 Adapting Access Policies

In the proposed trust model we use the concept of risk to adapt the server
provider’s access policies to a changing environment. At each moment, the risk
value is defined as the ratio of the number of recorded negative experiences
calculated for all users that are allowed to access services compared to the over-
all number of sessions with these users. The parameters involved in the trust
calculation depend on access policies that may change according to the actual
risk level. Increasing the number of positive experiences needed to achieve the
maximum trust value enforces protection against early bad users, and thus they
are able to damage a limited set of resources. Nevertheless, under these circum-
stances strategic bad users are still able to gain maximum trust from the service
provider, and thereby privileged access to critical resources.

To decrease the negative impact that these users’ actions can have on the ser-
vice provider, the policy corresponding to the number of negative interactions
with a user needed to lose trust should be decreased. To manage access poli-
cies the service provider defines several negative rate thresholds thrratei and
correspondent values Δbegi and Δstopi by which the policies will change if the
actual negative rate exceeds the given negative rate threshold. When the pol-
icy changes, the user either loses or acquires a higher trust level. The tendency
parameter and the maximum achievable trust Tu changes accordingly. Access
policies (nbegtrust and nstoptrust) change according to the following rules:

if rateneg < thrrate1

then nbegtrust=initial value, nstoptrust=initial value;
if thrrate2 > rateneg > thrrate1

then nbegtrust = nbegtrust + Δbeg1, nstoptrust = nstoptrust −Δstop1;
...
if rateneg > thrratep

then nbegtrust = nbegtrust + Δbegp, nstoptrust = 1.
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The risk value defines if nbegtrust should be changed by the Δbegi and if
nstoptrust should be changed by Δstopi.

We have evaluated the performance of the proposed trust-based access control
method via a series of simulations realized using OMNeT++ simulator. The aim
of the simulation was to study the evolution of trust to each user in a network as a
function of the behavior of all visitors. In our simulations we considered different
scenarios of bad user’s activity. In Scenario 1 (Fig. 5) the system is attacked at a
particular moment and the number of attackers increases gradually, all involved
attackers stay active for a certain period of time. The situation, where users
started to misbehave keep malicious activity, is figured in Scenario 2 (Fig. 5).
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Fig. 5. Effect of policies adaptation on the rate of user’s negative behavior

We simulated a service provider’s network interactions with 200 clients. Initial
values for nbegtrust and nstoptrust were set to 10 and 5 correspondently. For
illustration purposes only one negative rate threshold was set. If negative rate
exceeds the value 0.1 then the value of nbegtrust is increased by 5 and the value
if nstoptrust is decreased by 4. It can be seen that policy adapting helps to better
mitigate attacks as compared with the model with static policies.

9 Conclusions

The proposed trust model may be implemented to improve access control in open
environments such as wireless networks of Internet Service Providers that serve a
large number of users. This model is also suitable for peer-to-peer environments
such as grids or file sharing systems. The generalized formalization of notions
of trust, behavior and risk allows the model to be suitable for different deploy-
ment scenarios. In this work we consider the aspect of trust evolution over time
rather than different aspects of trust propagation. The main improvement made
in this work consists in using a direct and clear relationship between network
access policies and trust model parameters. The proposed memory model aims
to reduce the space necessary to store long-term user behavioral history in a set
of discrete variables, rather than using a time series or description language, as
has been proposed in related publications. A linear trust model provides better
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performance when compared with non-linear models described in the literature.
In the proposed model, the originality is the use of different sources of trust, the
possibility of dynamic adaptation to the changing environment and the ability
to work with long-term user history.

References

1. Marsh, S.: Trust and Reliance in Multi-Agent Systems: A Preliminary Report. In:
MAA-MAW 1992, 4th European Workshop on Modeling Autonomous Agents in a
Multi-Agent World, Rome (1992)

2. Yahalom, R., Klein, B., Th., B.: Trust Relationships in Secure Systems - a Dis-
tributed Authentication Perspective. In: IEEE Symposium on Security and privacy
(1993)

3. Th, B., Borcherding, M., Klein, B.: Valuation of trust in open networks. In: ES-
CORICS 1994, Brighton, UK (November 1994)

4. Jøsang, A., Ismail, R.: The Beta Reputation System. In: Proceedings of the 15th
Bled Conference on Electronic Commerce (2002)

5. Ravichandran, A., Yoon, J.: Trust management with delegation in grouped peer-to-
peer communities. In: Proceedings of SACMAT 2006, USA (2006)

6. Tchepnda, Ch., Riguidel, M.: Distributed Trust Infrastructure and Trust-Security
Articulation: Application to Heterogeneous Networks. In: AINA, pp. 33–38 (2006)

7. Giang, P.D., Hung, L.X., Lee, S., Lee, Y.-K., Lee, H.: A Flexible Trust-Based Access
Control Mechanism for Security and Privacy Enhancement in Ubi-quitous Systems.
In: IEEE MUE (2007)

8. Chakraborty, S., Ray, I.: TrustBAC - Integrating Trust Relationships into the RBAC
Model for Access Control in Open Systems. In: Proceedings of the eleventh ACM
symposium on Access control models and technologies, pp. 49–58 (2006)

9. Krukow, K., Nielsen, M., Sassone, V.: A Framework for Concrete reputation systems
with Applications to History-Based Access Control. In: CCS 2005 (2005)



Towards Trustworthiness Establishment: A D-S

Evidence Theory Based Scorer Reliability Tuned
Method for Dishonest Feedback Filtering�

Chunmei Gui, Quanyuan Wu, Huaimin Wang, and Jian Qiang

School of Computer Science
National University of Defense Technology

410073, Changsha, China
plantsperfume@yahoo.com.cn

Abstract. Trust is an important character in next generation Internet.
Entity’s reputation aims at embodying trustworthy interaction informa-
tion in history and constructing anticipation in future. Spurious reputa-
tion threatens to cause latent cheat and leakage in reputation mechanism,
which is an exigent problem to be considered in wide distributed, dynamic
domain. Based on D-S evidence theory, tuned by scorer reliability, the
proposed approach evaluates entities’ ratings on multi-facet and filters
out dishonest feedbacks and malicious referrers. Importing self-adaptation
mechanism, the status of reputation can be adaptively formed, updated,
used and evolved in dynamic real-time environment. Compared with other
methods, this approach accords with human filtering psychology natu-
rally, is especially instructive in application.

1 Introduction

The guarantee of high trustworthiness holds the balance for secure sharing and
efficient collaboration among entities in wide distributed, dynamic domain. Re-
cently, most papers elaborate on architectures or mechanisms for designing rep-
utation service and resource selection. The presence of inaccurate testimonies
and malicious referrers is necessary to be considered. There are two main re-
searches on trust for entity, one is based on accreditation and the other is based
on evidence. accreditation-based research validates consistence through security
accreditation collection, request, and security policy issued by the third-party.
Trust relation is acquired through accreditation or accreditation chains, which
is relative fixed, no risk or uncertainty consideration. Evidence-based research
measure entity’s trust degree through historical interacting results and recom-
mending information, which dynamically reflects the natural attributes in form-
ing, using, evolving and adaptation. Based on reputation, the credibility and
reliability of decision-making are significantly improved, which drives efficient
resource sharing into benign circle with broad prospect.
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However, rating and recommending on entities’ reputation are not completely
trustworthy. Attack often occurs because of dishonesty feedback, collusive de-
ceiving, and malicious testimonies. They achieve their purpose through biding
up or debasing the reputation of entity. Therefore, unfair rating filtering, as
a fundamental step, is important to guard the efficiency of reputation system.
Most of current work [1-7] draw conclusion by directly composing historical rat-
ing information, which is not sufficient for grasping the essence of trust and is
easy to form the leak of reputation mechanism. The reputation of entity aims
at embodying historical interaction status and providing anticipation for user
in future. Filtering out malicious evaluation, respecting species’ rating habits,
entity’s genuine reputation level can be constructed.

A D-S evidence theory based unfair rating filtering approach is presented in
this paper. D-S evidence theory supports a considerable accurate depiction for
unknown or uncertainty, which holds advantage on situation when difference of
character is not sufficient to distinguish honesty or not. Learning ideas from
psychology, integrating information of multiple features, the approach takes rat-
ing habits and partiality into consideration. Self-adaptive mechanism enhances
the universal usage of system and experiment shows the validity of detecting
unfair rating. It provides prominent support to trustworthy reputation evidence
erecting, trustworthy resource selection, and trust architecture constructing.

The rest of this paper is structured as follows: in Section 2, Dempster-Shafer
evidence theory is introduced. In Section 3, A D-S evidence theory based scorer
reliability tuned unfair rating filtering approach is introduced. In Section 4,
experiment and results are presented. Related work is briefed and compared in
Section 5. Finally in Section 6, we summarize future work and conclude the
whole paper.

2 The Dempster-Shafer Evidence Theory

The Dempster-Shafer evidence theory [8], based on probability and compos-
ing rules, is a set of mathematical reasoning theory. Importing different pre-
cision depiction for unknown and uncertainty, adopting reliability function as
measurement, using decision-making to eliminate uncertainty in information, it
ascertains the impersonal differentiation. The D-S evidence theory presents com-
position formula for evidence composition, and after composition, the character
of basic probability in evidence will be satisfied. As an important uncertainty
reasoning method, the D-S evidence theory has been applied in fields as target
detection, classification and identification, risk analysis, and multi-rule decision.

D-S evidence theory is constituted on discerning frame Θ. Deeming that all
probability in a problem are denoted as set Θ {θ1, θ2, · · · , θn}, then any propo-
sition corresponds to a subset of Θ, i.e. one element in power set P (Θ). If
Θ = {θ1, θ2}, then the power set of Θ is 2Θ = {φ, Θ, {θ1} , {θ2}}. D-S evi-
dence theory defines a probability function to support a system status about an
evidence, named basic probability assignment (shorten form is BPA).
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Definition 1. Deem that Θ is discernment frame, if set function m : P (Θ) →
[0, 1] satisfies: m(φ) = 0,

∑
A⊂Θ m(A) = 1, then m is called the basic probability

assignment on frame Θ; ∀A ⊂ Θ, m(A) is called basic reliability of A.

Definition 2. Deem that Θ is discerning frame, m : P (Θ) → [0, 1] is basic
probability assignment on frame Θ, then the Bel(A) =

∑
B⊂A

m(B)(∀A ⊂ Θ)

defined function: Bel : P (Θ)→ [0, 1] is the belief function on Θ.

Definition 3. Dempster rules formalizes composition rule multi-evidence as:
Deem that Bel1, · · ·Beln are belief functions on the same discerning frame Θ,
m1, · · ·mn are corresponding basic probability assignment, if Bel1⊕· · ·⊕Beln ex-
ists and basic probability assignment is m, then ∀A ⊂ Θ, A �= φ, A1, · · ·An ⊂ Θ,

m(A) = K−1
∑

A1, · · · , An ⊂ Θ
A1 ∩ · · · ∩An = A

m1(A1) · · ·mn(An), (1)

where K is normalization factor, K =
∑

A1, · · ·An ⊂ Θ
A1 ∩ · · · ∩An �= φ

m1(A1) · · ·mn(An).

3 The D-S Evidence Theory Based Unfair Rating
Filtering Approach

Rating on reputation includes genuine rating and unfair rating. Genuine rating is
founded on normal rating psychology and rating ability, sincerely reflects status
of entities, and should belong to entities’ honesty reputation evidence. Unfair
rating bids up or debases entities’ value, influences and even imperils the whole
reputation system. As unfair rating often behaves unconventionally, according to
observing information, this paper draws integrated aggregation and distinguishes
between truth and false.

3.1 The Model of Reputation Evidence

During the process of collaboration, entities evaluate each other on their behav-
ior, whose value is within the scope of 0 to 100. Here, we denote the first-hand
rating ei given to ej at the time of t as R〈t,ei,ej〉. The bigger R〈t,ei,ej〉 is , the
higher satisfaction degree is given to ej . The assess is also given to each feature
item, which is described as {Rc1 , Rc2 , · · · , Rck

, · · ·Rcn}〈t,ei,ej〉, i.e., at the time
of t, the rating ei given to ej on feature Ck is Rck

.
Trustworthy ratings are brought into entity’s trustworthy set of reputation

evidence, and form entity’s reputation norm after learning and maintenance.
The norm embodies the impersonal reputation situation of an entity. Subsequent
detection can be done on the basis of norm. The norm is required to be fresh and
righteous ,the group-scale should be suitable, and the distribution is requested
to be even. Similarly, it is denoted as {Rc1 , Rc2 , · · · , Rck

, · · ·Rcn}〈t,np,ej〉, i.e., at
the time of t, the rating of norm np given to ej on featureCk is Rck

.
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3.2 Detecting Architecture of Reputation Evidence

Unfair rating filtering can be summed as discriminating the genuineness or dis-
honesty of evaluation. In this paper, representative feature items of rating are
firstly selected, which should be distinguishable and reflect the whole condition.
Meanwhile, profiles which represent the conditions of reputation norm are always
learned and updated. The probability assignment is calculated according to the
deviation between current rating and norm profile. Based on Dempster rules,
integrating probability assignment of multi-features, respecting rating habits,
the paper gives the last result about unfair rating filtering. In figure 1, the D-S
evidence theory based system framework is given.
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Fig. 1. D-S evidence theory based detecting architecture of reputation evidence

3.3 Selecting Features of Reputation Evidence

Resource sharing is an essential character in internet. For the large scale and
the high strangeness, reputation evidence often comes from the third party. The
amount of evaluation diverse among species due to the distributing phenomena
of power law [13], and their own reputation should be considered.

It is not especially restricted to choose feature items in this paper. Only
that the environment evaluating occurs and the form rating shows should be
respected, which represent certain psychology characters and society characters.
The chosen features of reputation evaluating should be impersonal, accurate,
timing, and embodying expectation.

Concretely speaking, we can detect the rationality of rating on key item. For
example, deceiving or not, obviously different from promise, uncompleted ser-
vice, service complete but overtime, filch user’s personal information etc. As to
consumer, for example, executing malicious code or not, laying trojan horse,
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occupying overtime, pay in time, no rubbish files left behind. Sum up, the eval-
uation features can be integrated as performance, security level, expectation
degree etc.

3.4 The D-S Evidence Theory Based Unfair Rating Filtering
Engine

In this paper, all the candidates’ ratings are objects to-be-detected. According
to D-S evidence theory, the frame Θ = {N, A} is defined, where N expresses
normal and genuine, A expresses abnormal and dishonesty, and N ∩ A = φ.
Then, nonempty subset of 2Θ includes {N} , {A} , {N, A}. Define the probability
assignment function m : P ({N, A}) → [0, 1] , m (φ) = 0, m ({N, A}) + m (N) +
m (A) = 1, where, m (N) expresses the probability that support normal on
current feature item, m (A) expresses the probability that support abnormal on
current feature item, m ({N, A}) = 1−m (N)−m (A)expresses the probability
that support unknown on current feature item, i.e. it can’t be decided whether
it is the probability which supports normal or on the converse.

Different candidates often give different evaluation on the same entity, which
is related to their interests’ direction, rating experience, feeling, and personality.
Kendall’s concordance coefficient [9] can be used here to detect scorer reliability,
which has been widely applied in many similar cases. For each feature item, the
calculate formula is follow:

W =

M∑
i=1

R2
i −

�
M�

i=1
Ri

�2

M

1
12S2 (M3 −M)

, (2)

where S is the num of raters, M is the num of evaluated entities, Ri is the sum
of ratings an entity gains.

Considering the design principle of probability assignment function: when
candidate is quite consistent with norm in rating probability, it shows candi-
date’s rating is in a relative normal scope, so its probability supporting normal
should be relatively high and the probability supporting abnormal should be
relatively low; Along with the depressing of rating consistence, the probability
which supports normal will reduce and the probability which supports dishonesty
will gradually heighten. Based on scorer reliability, we can get the probability
assignment function of formula (3) on the kthfeature item, named BPAFk :

mk ({N}) = W × (1− αk),
mk ({A}) = (1−W )× (1− αk),
mk ({N, A}) = αk.

(3)

Where, αk ∈ S, S = {α1, α2, · · ·αn} is the set of uncertainty degree on features,
the value is given according to experience and importance.
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Pseudo code for the algorithm of D-S based unfair rating filtering is follow:

Algorithm URF      (*Unfair Rating Filtering*) 

Input: (1) Collection of Candidates C={ lccc ,...,, 21 }

(2) Collection of Norms N={n1,n2,…,ns}

(3) Collection of Entities E={
m

eee ,...,, 21 }

(4) Collection of Features F={
n

FFF ,...,, 21 }

(5) Collection of Uncertainty Degree S= },...,,{ 21 n
ααα

Output: Candidates’ Probability Assignment Table CPAT

Begin 

1.  Construct the Entities’ Reputation Rating Table ERRT

2.  for i=1 to l do

3.    MNAi φ←

4.  for each Feature Item FR
ck

∈  in ERRT do

5.    for i=1 to l do

6.       for j=1 to m do

7.          Rj= ><∈ ><
+∑

jij ecNnp enp
RR

,,

8.       W=Formular2(s+1, m, {Rj , for all j=1…m)}) 

9.       (mi({N}), mi({A}), mi({N, A}))=Formular3(W, 
k

α ) 

10.      MNAi ← MNAi ∪ {(mi({N}), mi({A}), mi({N, A}))}

11.  CPAT φ←

12.  for i=1 to l do

13.     (m({N}), m{A}), m({N, A}))=Formular1(MNAi) 

14.     CPAT ← CPAT ∪ {(m({N}), m{A}), m({N, A}))} 

15.  return CPAT

End 

Fig. 2. Pseudo code for algorithm URF
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3.5 Adaptive Mechanism

The status of entities’ reputation is time-dependent, it could be even, ascending
and descending. It is necessary to import self-adaptive mechanism for reputation
norm. In the beginning, current evaluation is served as entities’ original repu-
tation norm, and then, the next on-line ratings will be detected. Current norm
profile is learned and updated, which is provided for the next use.

The detecting system can be deployed easily in real environment. Importing
self-adaptive mechanism, system operates well after a short-time adaptive train-
ing, which provides fundamental basis for the whole reputation architecture.

4 Experiment and Result

Based on eBay’s business trace, the first-hand evaluating data of reputation is
scored from 0 to 100 in table 1, which is the to-be-evaluated information system.
n1 ∼ n3 stand for 3 norm evaluators, which are trustworthy and may come from
history detection or experts; c.1 ∼ c.8 stand for 8 candidates whose rating are
to be detected; e1 ∼ e3 are 3 entities to be rated on service performance F1

(for example: arriving within 3 days, pay within 24 hours, and service consistent
with promise etc.), security level F2 (for example: no inaccurate testimonies
deviated from real, no malicious cancellation, and no rubbish files left etc.), and
optimal anticipation F3 (for example: entity performance increase in advance,
service update effectively, and ratio of performance to price is increasing etc.).
11 entities’ rating tendency on 3 feature items is depicted in figure 4.

Using uncertainty coefficient α1=0.05 for service performance, α20.03 for se-
curity level, and α3 = 0.10 for optimal anticipation, according to the algorithm,
probability assignment of normal, dishonesty, and unknown on features can be
calculated in table 2. To further comparison, probability assignment supporting
normal of 8 candidates on 3 features are depicted in figure 5.

According to the algorithm, integrating the probability assignment on 3 fea-
tures, at last we get the candidates’ reliability degree of rating. From the results
shown in table 3, we can see: the trust sequence should be c.1 = c.3 = c.5 = c.8 ≈

Table 1. Entities’ reputation rating information in 3 Features

Features
Norm rating Candidates rating
n1 n2 n3 c.1 c.2 c.3 c.4 c.5 c.6 c.7 c.8

Rc1

e1 91 97 99 90 87 96 70 75 79 91 96
e2 88 87 84 87 93 88 80 70 95 85 92
e3 81 80 81 80 82 82 97 65 85 82 88

Rc2

e1 69 70 71 67 77 73 98 60 80 72 85
e2 75 77 78 76 85 79 80 67 71 78 90
e3 88 87 84 87 70 88 65 71 76 85 99

Rc3

e1 81 80 81 82 88 79 80 66 70 82 91
e2 89 88 87 89 76 89 65 70 75 90 98
e3 75 77 78 77 83 76 89 61 80 78 85
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Fig. 4. Rating behaviors on three features (a) rating behaviors in service performance;
(b) rating behaviors in security level; (c) rating behaviors in anticipation about opti-
mization

Table 2. Candidates’ probability assignment on features

BPA
Candidates
c.1 c.2 c.3 c.4 c.5 c.6 c.7 c.8

F11

m1({N}) 0.95 0.772 0.95 0.238 0.95 0.416 0.416 0.95
m1({A}) 0.00 0.178 0.00 0.712 0.00 0.534 0.534 0.00
m1({N , A}) 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05

F21

m2({N}) 0.97 0.424 0.97 0.242 0.97 0.424 0.788 0.97
m2({A}) 0.00 0.546 0.00 0.728 0.00 0.546 0.182 0.00
m2({N , A}) 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03

F31

m3({N}) 0.90 0.394 0.90 0.225 0.90 0.394 0.731 0.90
m3({A}) 0.00 0.506 0.00 0.675 0.00 0.506 0.169 0.00
m3({N , A}) 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10

c.7 � c.2 � c.6 � c.4; c.4must be filtered out because it is dishonesty feedback
and c.6 should be filtered out too; filtering out c.2 or not can be considered by
system decider according to their application requirement; although first-hand
ratings from c.5 are generally low, the result shows whose probability assignment
of normal supporting is high, which means ratings from c.5 should be reserved
and c.5 might be strict; at the same time, although first-hand ratings from c.8

are generally high, the result shows whose probability assignment of normal sup-
porting is high, which means ratings from c.8 should be reserved and c.8 might
be lenient; of course, c.1 and c.7 should be reserved and it seems consistent with
their first-hand ratings status.
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Fig. 5. Candidates’ probability assignment supporting normal on three features

Table 3. Candidates’ probability assignment and filtering results

BPA c.1 c.2 c.3 c.4 c.5 c.6 c.7 c.8

m({N}) 0.99985 0.6983 0.99985 0.0535 0.99985 0.3386 0.9048 0.99985

m({A}) 0 0.3011 0 0.9462 0 0.6609 0.0948 0

m({N, A}) 0.00015 0.0006 0.00015 0.0003 0.00015 0.0005 0.0004 0.00015

Justification N A N A N A N N

4.1 Related Work

Undoubtedly, reputation is not only of great helpful to humanities, but also
important as a formalizing computational concept in scientific computing field.
Recently, reputation is widely adopted in most popular ecommerce website such
as eBay, Amazon and is introduced to multi-agent systems, semantic web, P2P
systems and Grid systems [1-7].

Generally speaking, most of these papers elaborate on architectures or mech-
anisms for designing reputation service and resource selection. In [4], a trust
modeling is presented which aims at providing resources security protection in
grid through trust updating, diffusing and integrating among entities. In [5],
Grid Eigen Trust, a framework used to compute entity’s reputation in grid. In
[6], “personalized similarity” is adopted to evaluate an entity’s credibility. In [7],
“the propagation of distrust”, an interesting idea, which allows the proactive
dissemination of some malicious entity’s bad reputation and maintains positive
trust values for peers at the meanwhile.

However, the presence of inaccurate testimonies and malicious referrers is
necessary to be considered. As to dishonest feedback filtering, to the best of our
knowledge, we find the small number of work: In [10], controlled anonymity is
used to avoid unfairly low ratings and negative discrimination and cluster fil-
tering techniques based on value and frequency are used to reduce the effect of
unfairly high ratings and positive discrimination. Such filtering method does not
take an entity’s rating habit into consideration and might filter out ratings from
lenient raters. In [11], a statistical filtering technique is described for excluding
unfair ratings. By comparing the overall reputation score of a given agent with
the probability distribution of the ratings on that agent from each rater, this
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scheme dynamically determines an upper and lower threshold for which raters
should be judged unfair and thereby excluded. The work is efficient in mitigating
the influence of individual inaccurate testimonies. Meanwhile, it is vulnerable to
the presence of collusive inaccurate testimonies and malicious referrers. It is in-
feasible in open Internet environment that it assumes the existence of cumulative
rating vectors for each rater. In [12], based on the idea of Weighted Majority
Algorithm, the work modifies recommenders’ reputation, which is some extent
effective to punish malicious referrer. However, Influence has been spread before
the punishment that reputation system might have cost so much.

4.2 Conclusions and Future Work

The guarantee of high trustworthiness holds the balance for secure sharing and
efficient collaboration among entities in wide distributed, dynamic domain. The
work offers fundamental step towards trust establishment for further research.
There are 4 main features: 1) Dishonest feedbacks and malicious referrers can be
filtered out whatever they are single or collusive, no doubt it is necessary when
reputation mechanism is intensive used. 2) Respecting entity’s rating habits, for
example, some raters are lenient while some are strict and they are distinctly
different from inaccurateness, rating habits and abundant rating connotation
are unified considered in this paper. 3) Integrating D-S evidence theory and
relative psychology method, importing adaptive mechanism, the work effectively
embodies the nature characters of reputation in forming, updating, using and
evolving. 4) The cost of calculation is low, which is apt to be deployed in open
environment and will be effective after short time of training.

This paper is helpful for trustworthy resource selection, reputation construct-
ing, and more reputation related research work. Next, we suggest that mechanism
of punishment and promoting should be taken into consideration.
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Abstract. A mobile application is a software package that can be installed and 
executed in a mobile device. Which mobile application is more trustworthy for 
a user to purchase or install becomes a crucial issue that impacts its final suc-
cess. This paper proposes a trust model based on users’ behaviors, which assists 
the evaluation and management of the mobile application’s trust with user 
friendliness. We achieve our model through exploratory factor analysis, reliabil-
ity analysis and correlation analysis based on the data collected from a ques-
tionnaire survey. It is indicated that a user’s trust behavior is a multidimensional 
construct composed of four aspects: usage behavior, reflection behavior, corre-
lation behavior and management behavior. Particularly, the practical signifi-
cance of our work towards usable trust management, the limitations of current 
empirical study and future work are also discussed.  

1   Introduction 

A mobile application is a software package that can be installed and executed in a 
mobile device (e.g. a mobile phone), for example, a mobile email client to access 
emails. Generally, this software package developed by various vendors can be 
downloaded from a web site or received from another device for installation. Which 
mobile application is more trustworthy for a user to purchase or install becomes a 
crucial issue that impacts its final success. 

Trust is a multidimensional, multidisciplinary and multifaceted concept. The con-
cept of trust has been studied in disciplines ranging from economics to psychology, 
from sociology to medicine, and to information science. We can find various defini-
tions of trust in the literature. Common to these definitions are the notions of confi-
dence, belief, faith, hope, expectation, dependence, and reliance on the goodness, 
strength, reliability, integrity, ability, or character of a person or thing [1]. Generally, 
a trust relationship involves at least two parties: a trustor and a trustee. The trustor 
(i.e. a trusting subject) is the person or entity who holds confidence, etc. on the reli-
ability, integrity, ability, etc. of another person or thing, which is the object of trust - 
the trustee (i.e. a trusting object). 

A user’s trust in a mobile application is, being highly subjective, inherently hard to 
measure. Furthermore, trust is built up over time and changes with the use of the ap-
plication due to the influence of many factors. As it is an internal ‘state’ of the user, 
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there is no way of measuring it directly. Fully supporting trust evaluation and man-
agement on mobile applications requires a number of usability studies regarding  
extracting user’s trust criteria/standards in different contexts, user’s experience or 
feedback dissemination and user’s decision about trust or distrust. This may introduce 
a lot of efforts in order to achieve feasible usability and perhaps the system designed 
based on the existing literature solutions cannot be finally accepted by the end users 
due to heavy user-device interaction, complexity and misunderstanding.  

Marsh reasoned that it might prove more suitable to model trust behavior rather than 
trust itself, removing the need to adhere to specific definitions [17]. This paper attempts 
to develop a user behavior based trust model for mobile applications. Thus, through 
auto-monitoring users’ behaviors via user-device interactions, we can extract useful in-
formation for evaluating and managing trust of mobile applications in an autonomic and 
user-friendly measure. With this way, it is also possible to avoid heavy interactions that 
may be required by some existing trust management solutions, e.g. [2]. Developing such 
a trust model is significant for a mobile device to provide trust information to its user in 
order to encourage usage. It also benefits a mobile application provider that could offer 
its user suggestions for selecting a valuable mobile application. 

The rest of the paper is organized as follows. Section 2 gives a brief overview of 
the literature. Section 3 proposes hypotheses regarding a user behavior based trust 
model. Section 4 designs a measurement scale to prove the hypotheses followed by 
data analysis. In section 5, we report our experimental results and the achieved model. 
Furthermore, we discuss the limitations of our empirical study, and the practical sig-
nificance of developing this trust model in Section 6. Finally, conclusions and future 
work are presented in the last section. 

2   Background and Related Work 

2.1   Trust Model (From a Psychological View Towards an Engineering View) 

Current trust models have been developed based on specific security issues and also 
solely on knowledge, experience, practices, and performance history [3]. Much of the 
prior research in trust of automation has focused primarily on the psychological as-
pect [4]. But prior research lacks an integral understanding of both the psychological 
and engineering aspects of trust, which is essential for developing an appropriate trust 
model towards a trustworthy system that is easily accepted by the users. 

Many proposals have been presented to link some of the psychological aspects of 
trust with engineering issues. For example, attempts have been made to map psycho-
logical aspects of trust (e.g. reliability, dependability, and integrity) to human-
machine trust clusters associated with engineering trust issues such as reliability and 
security [5]. Lance, et al. studied trust from a number of influencing factors from the 
engineering and psychological points of view and tried to combine these factors in or-
der to provide a comprehensive model [6]. Most of existing work follows the research 
steps that, what is trust referent, what are factors or aspects related to trust, and evalu-
ate or assess trust based on those factors and aspects and try to manage trust accord-
ingly [1]. But it is actually hard to computationally model some influencing factors, 
such as usability and a user’s subjective factors. Since trust is a subjective concept, 
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assessing trust need to understand the trustor’s trust criteria regarding each factor or 
aspect, even for different contexts. This may raise a lot of interaction requirements in 
order to get the trustor’s criteria in various situations or contexts. In most digital in-
formation systems, the trustor is a user and the trustee is a device or a device applica-
tion. This will increase interactions between the user and device, and thus cause a  
usability issue that requires more efforts to overcome. 

Initial trust refers to trust in an unfamiliar trustee, a relationship in which the actors 
do not yet have credible, meaningful information about, or affective bonds with, each 
other [8]. McKnight et al. proposed and validated measures for a multidisciplinary 
and multidimensional model of initial trust in e-commerce [9]. The model includes 
four high-level constructs: disposition to trust, institution-based trust, trusting beliefs, 
and trusting intentions, which are further delineated into sixteen measurable, litera-
ture-grounded sub-constructs. The cross-disciplinary nature of the trust typology in 
this study highlights the multiple, interrelated dimensions of e-commerce trust. 

The technology trust formation model (TTFM), is a comprehensive model of initial 
trust formation used to explain and predict people’s trust towards a specific informa-
tion system [10]. The above two models used the framework of the TRA to explain 
how people form trust, and both integrated important trusting antecedents into their 
frameworks in order to effectively predict people’s trust [9, 11]. Since the objective of 
TTFM model was to predict initial trust (trusting intention) before any actual interac-
tion with the trusting object, trust-related behavior (i.e. trust behavior: a trusting sub-
ject’s actions to depend on, or make her/him vulnerable to a trusting object) was  
excluded from this model. McKnight model did not study the trust behavior either. 

 

Fig. 1. Relationships among initial trust, short term trust and long term trust 

On the other hand, short-term trust is built up over the first interactions with a system 
and long-term trust is developed with the continuous use of a system over a longer pe-
riod of time. On-going trust appeared in [9] concerns the short-term trust and the long-
term trust. In our study, we mainly focus on the on-going trust evaluation based on the 
user’s behaviors. The relationship among initial trust, short term trust and long term 
trust are described in Fig.1. In particular, the on-going trust could contribute to the trus-
tee’s reputation and thus greatly help other entities building up their initial trust. 

2.2   Human-Computer Trust 

Trust is firstly a social phenomenon. With the rapid growth of computer and network-
ing technology, human – computer trust has been paid attention to. 
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One issue that contributes to whether the users purchase a new product (e.g. a mo-
bile application) is how much they trust the technology. Muir is one of the first re-
searchers to look at a decision process between supervisors and automated systems. 
She verifies the hypothesis proposed by Sheridan et al. that the supervisor’s interven-
tion behavior is based upon his/her trust in automation [12]. The relationship between 
trust and interaction behavior is obvious. Her work provides a basic guideline to de-
sign a trust model regarding human-computer interaction. 

Muir tested her theory in two studies [4, 13]. The first study supported the "pro-
gression of trust" aspect of her theory, and the second study found a positive correla-
tion between trust and use. Lee and Moray [14] found that trust in a system partially 
explained system use, but other factors (such as the user's own ability to provide man-
ual control) also influenced the system use. These three studies have provided some 
support for Muir's theory, but additional research is needed to evaluate her hypotheses 
in more depth, especially in other domains. All above work plays as the foundation of 
our study: a user’s trust in mobile applications can be evaluated based on the user-
device interaction behavior. 

However, the above study focused on human’s trust in an automation and intelligent 
machine. Little work has been conducted regarding mobile application’s user trust al-
though this study is crucial. Prior arts also lacked study on the influence of recommen-
dations and usability with regard to human-computer trust. With the rapid development 
of mobile computing technology, a mobile device becomes a multi-application system 
for multi-purpose and multi-usage. It always has a network connection. It is also an 
open platform that allows deploying new or upgraded applications at anytime and 
anywhere. Therefore, such a dynamically changed system introduces new challenges 
for human-computer trust. We believe that the study should go into depth in the newly 
thrived mobile application context.  

2.3   Trust Management 

Trust management is emerging as a promising technology to facilitate collaboration 
among entities in an environment where traditional security paradigms cannot be en-
forced due to lack of centralized control and incomplete knowledge of the environment. 
However, prior arts generally lack considerations on the means to gather experiential 
evidences for effective trust evaluation. Many systems rely on a user to provide feed-
back [15]. Sometimes, it may not be appropriate or convenient to require him/her  
to provide feedback because it could cause many usability problems. This introduces  
a requirement for experiential feedbacks to be largely automated. Our work aims to sup-
port automatic evidence collection for trust evaluation and management with user 
friendliness. 

English and Terzis presented an interaction monitor that enables automated collec-
tion of detailed interaction evidence based on interaction modeling [16]. The monitor 
is a prototype implementation of a generic interaction monitoring architecture that ap-
plied a well-understood rule engine and an event management technology. However, 
this study and our previous work presented in [2] focused on monitoring the trustee’s 
behavior, not the trustor’s trust behavior, which could provide a more direct channel 
to achieve trust information. 
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3   Hypotheses 

Our research question is what interaction behaviors are related to the user’s trust in a 
mobile application. We hypothesize that the user’s trust in a mobile application can be 
studied through the user’s behaviors, which can be monitored via the user-device in-
teraction during the application usage. The concrete hypotheses about trust behaviors 
are listed in Table 1. All four types of behaviors comprise the user’s trust behavior in 
a mobile application. They contribute to the calculation of the device’s confidence on 
the user’s trust in the mobile application. 

Table 1. Hypotheses on Trust Behaviors 

Behavior Type Hypotheses Remarks 
§1 Usage Behavior §1.1 The user trusts a mobile application more, if 

he/she has more time, times and frequency of usage; 
§1.2 Trust in a mobile application could influence 
the user’s behavior regarding high risk and high im-
portance tasks; 
§1.3 The user becomes more professional in using a 
mobile application if he/she has experienced more 
features of the mobile application. 

The user’s expertise 
could influence his/her 
usage, thus indirectly in-
fluence his/her trust in a 
specific mobile applica-
tion. 

§2 Reflection Behav-
ior (behaviors after 
confronting applica-
tion problems or hav-
ing good/bad experi-
ences) 

§2.1 Trust impacts the user’s behavior, the usage af-
ter experiencing error, failure or bad performance 
implies more trust; after application error usage im-
plies more trust, otherwise, distrust due to bad ex-
perience; 
§2.2 Good/bad application performance and usage 
experience of a mobile application could in-
crease/decrease the user’s trust; 
§2.3 Good/bad application performance or usage 
experience could influence the user’s behavior on 
high risk and high importance tasks. 

Notably, the difference 
of the reflection behav-
ior and the usage behav-
ior lies in the fact that 
the first one is a type of 
event-related behavior 
while the second one is 
about general usage sta-
tistics. Their contribu-
tions to trust could be 
different. 

§3 Correlation Behav-
ior (behaviors corre-
lated to similar func-
tioned applications) 

§3.1 For two similar functioned applications, higher
usage rate (i.e. usage time, usage times, usage fre-
quency, and experienced features) of one application 
means more trust in it; 
§3.2 Trust in a mobile application influences the be-
haviors of recommendations and comments. 

§4 Management Be-
havior (behaviors re-
lated to application 
management) 

§4.1 Trust in a mobile application influences the be-
haviors of application management, such as applica-
tion installation, deletion and replacement, etc. 

 

4   Methods 

We applied a psychometric method to examine our hypotheses. We designed a ques-
tionnaire (see Appendix), taking Short Message Service (SMS) as a concrete example 
of mobile application. Each item in the questionnaire is a statement for which the par-
ticipants need to indicate their level of agreement. The questionnaire is anchored us-
ing a seven-point Likert scale ranging from “strongly disagree” to “strongly agree”.  

4.1   Scale Development 

There are four basic parts in the scale. As shown in the Appendix, for the usage be-
havior (UB), we designed a list of items about a) normal using behaviors (NUB), 
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(item 1-3 for testing hypothesis §1.1); b) usage behaviors about application features 
(UBAF), (item 7, 8 for testing hypothesis §1.3); c) usage behaviors related to trust 
(UBT) (item 9, 10 for testing hypothesis §1.1); and d) usage behaviors related to risk 
and context (UBRC) (item 5, 6 for testing hypothesis §1.2). Regarding the reflection 
behavior (RB), we designed a number of items about a) good performance reflection 
behaviors (GPRB) (item 4, 13, 14 for testing hypothesis §2.2); b) bad performance re-
flection behaviors (BPRB) (item 11, 12, 15, 16 for testing hypotheses §2.1 and §2.2); 
c) experience reflection behaviors (ERB) (item 17, 18 for testing hypotheses §2.1 and 
§2.2); and d) experience reflection behaviors related to risk and context (ERBRC) 
(item 19, 20 for testing hypothesis §2.3). In the part about the correlation behavior 
(CB), we design items about a) comparison of behaviors regarding similar applica-
tions (CBSA) (item 21-25 for testing hypothesis §3.1); and b) recommendation be-
haviors (REB) (item 26, 30-33 for testing hypothesis §3.2). Finally, we designed 
items about the application management behavior (MB) such as replacing, deleting, 
installing and rejecting a mobile application (item 27-29 for testing hypothesis §4.1). 

4.2   Data Collection 

An experiment was conducted by three psychologists. The questionnaire was administered 
to undergraduate students enrolled in a psychology class in a university. In the beginning, 
the participants were arranged to answer the questionnaire in a big auditorium. Then, the 
questionnaires were collected and each participant was offered a small gift. Almost all par-
ticipants had past experience of answering a questionnaire survey. They are familiar with 
the basic rules for this kind of experiment. Meanwhile, the conductors explained the basic 
concepts appeared in the questionnaire before the participants answered the questionnaire. 
The average questionnaire response time was about 15 minutes. 

The participants were composed of 318 undergraduate students, among whom, 
151（ ）47.5% were women and 167 (52.5%) were men; 11 participants were below 18 
years and others were between 19-29 years. 229 (72%) participants major in science 
or technology, while 89 (38%) in arts. Table 2 provides the information about the par-
ticipants’ experience on mobile application usage. According to the survey, 153 
(48.1%) participants had experiences of using the internet accessed applications (e.g. 
a mobile internet browser), 274 (86.2%) had experiences of using the mobile network 
accessed applications (e.g. SMS and Contacts) and 262 (82.4%) had that of non-
network accessed applications (e.g. Profile). 

Table 2. Participants’ Experience on Mobile Application Usage 

The experience on mobile applications Number of participants Percent (%) 

Below 0.5 hour/day 31 9.7 
0.5-1 hour/day 85 26.7 
1-5 hours/day 104 32.7 

More than 5 hours/day 97 30.5 
Missing 1 .3 

Time of 
phone 
usage 

Total 318 100.0 
Below 3 times/day 15 4.7 

3-10 times/day 106 33.3 
More than 10times /day 195 61.3 

Times of 
SMS us-

age 

Missing 2 .6 
 Total 318 100.0 
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4.3   Data Processing and Analysis 

SPSS 11.5 was adopted to process the data collected from the questionnaire survey. In 
the first phase, exploratory, principal components, factor analysis was conducted in 
order to explore the basic constructs of trust model (i.e. the principle factors that de-
termine trust). The purpose of using principle components analysis (PCA) was to cull 
out the items that did not load on the appropriate high-level construct. Kaiser’s crite-
rion was applied in the PCA, which considers factors with an eigenvalue greater than 
one as common factors [18]. The PCA was performed using both orthogonal and 
oblique rotation. McKnight et al. argued if the trust constructs form a model of caus-
ally linked variables (which implies positive correlations), oblique rotation should be 
applied in the PCA [7]. While, the orthogonal rotation assumes that constructs are not 
correlated. Since no theory was found to support obvious correlations among different 
types of trust behaviors, and the correlations among extracted factors are not high as 
shown in Section 5.3, we applied a rotation strategy named Quartimax to conduct the 
orthogonal rotation. We also applied the oblique rotation with Promax method (with 
default Kappa=4). The results based on the oblique rotation are similar to those 
achieved based on the orthogonal rotation. So in the next section, we report our re-
sults of the PCA based on the orthogonal rotation. In addition, we also conducted reli-
ability analysis and correlation analysis in order to further prove our hypotheses and 
the further achieved model. 

5   Results 

5.1   Principle Components Analysis 

Factor loadings illustrate correlations between items and factors. Based on PCA, 
eleven factors were marked by high loadings (i.e. more than 0.4) with total items, in 
which four factors (i.e. NUB, UBAF, UBT, and UBRC) were formed for the usage 
behavior, with no cross-loadings above 0.4. A second analysis using the items only 
designed to measure the usage behavior was also conducted. We obtained the same 
four factors. The results of PCA relating to the usage behavior are shown in Table 3 
and Table 4, respectively. As presented, all item loadings were greater than 0.5, and 
the four factors had explained 65.266% of the usage behavior. It is important to note 
that the sums of squared loadings of variance corresponding to a factor reflect the 
percentage that can be explained by the factor regarding the total variance of all items 
(e.g. the variance of the usage behavior). 

Table 3. Eigenvalues and Sums of Squared Loadings of Variance of Usage Behavior 

Factors Eigenvalues Sums of squared loadings of 
variance (%) 

Sums of squared loadings of cu-
mulative variance (%) 

NUB 2.088 18.557 18.557 
UBAF 1.539 16.108 34.666 
UBRC 1.229 15.473 50.139 
UBT 1.018 15.128 65.266 
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Table 4. Rotated Component Matrix of Usage Behavior 

Factor Loadings  
Variable NUB UBAF UBRC UBT 
Item 3 .807    
Item 2 .803    
Item 1 .541    
Item 8  .816   
Item 7  .744   
Item 6   .848  
Item 5   .764  

Item 10    .795 
Item 9    .787 

 
Four factors (i.e. GPRB, BPRB, ERB and ERBRC) were obtained in terms of the 

reflection behavior. The PCA results of the sole reflection behavior based on its items 
were presented in Table 5 and Table 6, respectively. All the item loadings were over 
0.5 and the four factors had explained 63.031% of the reflection behavior.  

 
Table 5. Eigenvalues and Sums of Squared Loadings of Variance of Reflection Behavior 

Factors Eigen-
values

Sums of squared loadings of 
variance (%) 

Sums of squared loadings of cu-
mulative variance (%)

BPRB 3.412 21.847 21.847 
GPRB 1.510 16.188 38.035 

ERBRC 1.408 13.541 51.576 
ERB 1.233 11.454 63.031  

Table 6. Rotated Component Matrix of Reflection Behavior 

Factor Loadings  
Variable BPRB GPRB ERBRC ERB 
Item 15 .778    
Item 16 .769    
Item 12 .748    
Item 11 .646    
Item 31 .539    
Item 13  .884   
Item 14  .833   
Item 4  .562   
Item 19   .839  
Item 20   .795  
Item 17    .840 
Item 18    .753 

There are two factors formed for the correlation behavior, but item 26’s loading 
was below 0.4 and one item’s cross-loading was above 0.4. It was found that the latter 
item was originally designed to measure the reflection behavior; therefore, it should 
be placed in the reflection behavior. Then, a second analysis was performed after we 
deleted these two items. We obtained the same two factors (i.e. CBSA and REB), but 
there was another item (24) enjoying a cross-loading of 0.4. However, this item was 
finally retained because the value of cross loading was lower than the loading. More-
over, the reliability analysis showed that dropping this item reduced the alpha for the 
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correlation behavior from 0.78 to 0.73. Important to note that alpha is a reliability co-
efficient, which is an index to retain an item. The results of PCA for the adjusted 
items of the correlation behavior are presented in Table 7 and Table 8, respectively. 
The loading for each item was greater than 0.5 and the two factors had explained 
57.873% of the reflection behavior.  

Table 7. Eigenvalues and Sums of Squared Loadings of Variance of Correlation Behavior 

Factors Eigenvalues Sums of squared loadings of 
variance (%) 

Sums of squared loadings of cu-
mulative variance (%) 

CBSA 3.312 37.317 37.317 
REB 1.317 20.556 57.873 

Table 8. Rotated Component Matrix of Correlation Behavior 

Factor Loadings  
Variables CBSA REB 

Item 22 .896  

Item 21 .860  

Item 23 .849  

Item 25 .598  

Item 24 .570  

Item 32  .742 

Item 33  .700 
Item 30  .523 

With respect to the management behavior, one factor was obtained (i.e. MB), with 
no cross-loadings above 0.4. Likewise, a second analysis was performed using the 
items just designed to measure the management behavior. We got the same one factor, 
including the user’s behavior of rejecting, deleting and replacing a mobile application. 
The results for the management behavior were presented in Table 9 and Table 10, re-
spectively. As depicted, the factor had explained 56.089% of the management behav-
ior and all item loadings were greater than 0.5. 

Table 9. Eigenvalues and Sums of Squared Loadings of Variance of Management Behavior 

Factors Eigenvalues Sums of squared loadings of 
variance (%) 

Sums of squared loadings of cu-
mulative variance (%) 

MB 1.68 56.089 56.089 

Table 10. Component Matrix of Management Behavior 

Factor Loadings  
Variable MB 
Item 28 .844 
Item 29 .827 
Item 27 .535 
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5.2   Reliability Analysis 

Reliability is a value between 0 and 1 with a larger value indicating better reliability 
[5]. We also conducted internal consistency reliability analysis using Cronbach’s al-
phas [5], as shown in Table 11. The reliabilities of the usage behavior and the man-
agement behavior were not high enough. We plan to revise or add new items in the 
questionnaire to improve them in the future work. Notably, low Alpha value reflects 
that the items’ consistency is not so good. But it does not mean the construct is bad, 
which has been examined by the PCA. 

Table 11. Reliability Analysis 

Type of Behavior No. of Cases No. of Items Alpha 
Reflection behavior 318 12 0.76 

Usage behavior 318 9 0.57 
Manage behavior 318 3 0.60 

Correlation behavior 318 8 0.78 
Total trust behavior 318 32 0.82 

5.3   Achieved Model and Correlations 

According to the aforementioned results, a 32-item scale was created that measures 
the usage behavior, the reflection behavior, the correlation behavior and the manage-
ment behavior of the trust behaviors (as in Appendix). A graphic and linguistic trust 
model of mobile applications based on the users’ behavior can also be achieved, as 
shown in Fig. 2. In summary, the reflection behavior, the usage behavior, the man-
agement behavior and the correlation behavior represent the user’s trust behaviors. 
The PCA and reliability analysis showed that the questionnaire has positive psycho-
metric properties with respect to construct validity and reliability. Thus, the proposed 
trust model built upon our hypotheses is reasonable. 

In addition, the relationships of different components in Fig.2 are set based on the 
correlations of four types of trust behaviors. We found that all of them had significant 
correlation with the trust behavior at the 0.01 level, which indicates that these four 
types of behaviors can represent the trust behavior. We also found that these four fac-
tors had lower correlations with each other than their correlations with the trust be-
havior. This indicates that the four factors can measure not only the general aspects 
but also the specific aspects of the trust behavior. Particularly, the results show that 
the management behavior and the correlation behavior had no significant correlation, 
which suggests that the two behaviors have no influence with each other. Other be-
haviors have more significant correlations, which indicate that those behaviors have 
influence or impact with each other. 

Furthermore, we illustrate the internal relationships of the usage behavior, the reflec-
tion behavior and the correlation behavior based on the factor correlations in  
Fig. 3., Fig. 4., and Fig. 5., respectively. As can be seen from the figures, the correlation 
between each internal factor (e.g. GPRB) and its corresponding principle behavior type 
(e.g. RB) is higher than the correlations among the factors. This indicates that the 
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Fig. 2. The trust model of mobile applications based on users’ behavior1 

Usage Behavior
(UB)

Normal using 
behavior (factor 

NUB)

Behavior related to 
application feature

(factor UBAF)

Behavior related to 
trust (factor UBT)

Behavior related to 
risk and context
(factor UBRC)

.599** .476** .197** .831**

.220** -.037 .213**

.121*

.132*

.146**  

Fig. 3. Internal relationships of usage behavior1 

 
 

Fig. 4. Internal relationships of reflection behavior1 

factors belonging to a concrete type of trust behavior can measure not only the gen-
eral aspects but also the specific aspects of this type of trust behavior. Therefore, our 
results are pretty sound. 

                                                           
1   * Correlation is significant at the 0.05 level (2-tailed). 
  ** Correlation is significant at the 0.01 level (2-tailed).  
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Fig. 5. Internal relationships of correlation behavior1 

6   Further Discussions 

6.1   Limitation Analysis 

The experiment was conducted in China. Its participants are only university under-
graduates. The participants’ nationality, ages, interests, past mobile application ex-
periences, culture background and social behavior could impact the results.  

In the experiment, all the items about trust behavior are designed based on the 
SMS. However, the trust behavior is related to many facets, some of which could be 
hard to reflect through SMS. For example, SMS is a system default application. It 
could not be managed by a normal user. In order to overcome this problem, we pro-
vided a situation assumption in some questionnaire items for easy understanding in 
the experiment. Since SMS is the most popular mobile application in China, we be-
lieve taking SMS as a concrete example in the experiment has its special advantages. 

Although the scale has been examined with the principle components analysis, the 
reliability analysis and the correlation analysis, the results show that improvement is 
still needed. For example, there are two items having cross loading on two factors; the 
reliability analysis showed that the usage behavior and the management behavior have 
comparatively low reliability coefficients. So we plan to add or revise the items in or-
der to improve the expression of them. In addition, new items should be introduced 
into some factors (e.g. ERB, UBT, UBRC, and UBAF) that contain only two items in 
order to conduct confirmatory factor analysis (CFA) in the future since containing 
two items are not ample for the CFA [18]. 

6.2   Practical Significance 

The significance of this study lies in the fact that the proposed model supports auto-
matic evidence collection for trust evaluation and management. The model studies 
trust based on the user’s behavior in a natural way, thus easing the load of extra hu-
man computer interaction towards usable trust management. This is because the trust 
behavior is possible to be monitored through auto-observation mechanism located at 
the mobile device. There is no much extra usability study needed if deploying a trust 
management solution based on our model.  

Since trust is a multifaceted concept, it is influenced by many factors and the influ-
encing rates could be different for different persons in different contexts. In many 
situations, it is hard to have a comprehensive consideration on all factors, not to men-
tion that getting information of some factors requests interaction to extract the trustor’s 
preference (e.g. the considerations of different influencing factors, user’s emotion and 
intension/motivation to trust, etc.). Obviously, some information is hard to be achieved 
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and quantified, and thus it is impossible to be aggregated with other factors in a digital 
measure. All of these introduce additional challenges to manage trust with sound us-
ability, especially for mobile devices with limited user interface. In our model, the 
user’s trust in mobile applications is investigated through trust behaviors. This greatly 
helps us overcome the challenges caused by those trust influencing factors hard to be 
extracted, monitored, calculated and aggregated.  

In addition, this model is examined through user study. Therefore, it is easy to be 
accepted by the end user. This model based trust explanation mechanism could be 
easy for the user to understand. Meanwhile, a recommendation from one user or a 
user agent can be further assessed and explained with this trust model in order to help 
other users selecting a trustworthy mobile application. 

More importantly, we could further design a computational trust metric on the ba-
sis of the achieved model towards calculating a user’s trust in a mobile application 
based on the trust behaviors. We will report our future results in another paper. 

7   Conclusions and Future Work 

User-application trust is becoming more and more important for developing and fa-
cilitating mobile applications and mobile internet based services. Studying the trust 
behavior helps greatly in explaining trust status because real behavior based explana-
tion is more convinced. In this paper, we proposed a trust model for mobile applica-
tions based on users’ behaviors and examined it using the principle components 
analysis, reliability analysis and correlation analysis. Based on the results achieved, 
we got the main factors and construct of trust behavior that contribute to the calcula-
tion of the user’s trust in a mobile application. Concretely, the PCA, reliability and 
correlation analysis showed that far from being unitary, the trust behavior has multi-
ple dimensions. We explored four dimensions: the usage behavior, the reflection be-
havior, the correlation behavior and the management behavior; and figured out their 
internal constructs. Meanwhile, we tested and analyzed the measurement scale’s fea-
sibility and reliability for studying and validating the proposed trust model. Based on 
the results we proved that the proposed model is feasible and reasonable in most as-
pects. The experiment proved our hypotheses and provided us a number of hints for 
further optimizing the initial scale. 

Regarding the future work, we will further improve the scale in order to conduct a 
formal experiment with larger number of participants for confirmatory factor analysis 
in order to achieve causal relations among different types of behaviors. Another target 
is to digitalize the model and apply it into a mobile reputation system for managing 
trust of mobile applications with context-awareness support. 
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APPENDIX: Measures 

1. Sending a message again (especially after the first try) means that you satisfy pre-
vious experiences in average. 
2. More times of using the messaging means you trust it more. 
3. More frequency of using the messaging means you trust it more. 
4. You trust the messaging more if you spent more time on it. 
5. You do more important tasks through the messaging if you trust it more. 
6. You do higher risk tasks through the messaging if you trust it more. 
7. You try more features of the messaging if you trust it more. 
8. After trying more features of the messaging, you become more expertise on it. 
9. If you distrust the messaging, you do not use it. 
10. You don’t use the messaging any more after the first try because you distrust it. 
11. You use the messaging less after meeting an error or a failure. 
12. You use the messaging less frequently after meeting an error or a failure. 
13. You increase the time/times of using the messaging because of good performance. 
14. You increase the frequency of using the messaging because of good performance. 
15. You decrease the time/times of using the messaging because of bad performance. 
16. You decrease the frequency of using the messaging because of bad performance. 
17. After a very bad experience of using the messaging, you stop using it. 
18. After a very bad experience of using the messaging, you will use it less. 
19. After a very bad experience of using the messaging, you will use it to do less risky 
task. 
20. After a very bad experience of using the messaging, you will use it to do less im-
portant task. 
21. Using the messaging more times than another similar functioned mobile applica-
tion means you trust it more. 
22. Using the messaging more frequently than another similar functioned mobile ap-
plication means you trust it more. 
23. Spending more time in using the messaging than another similar functioned mo-
bile application means you trust it more. 
24. Using the messaging to fulfill a more important task than another similar func-
tioned mobile application means you trust it more. 
25. Using the messaging to fulfill a more risky task than another similar functioned 
mobile application means you trust it more. 
26. You recommend the messaging to your friends because you trust it. (This item is 
removed because its loading is below 0.4.) 
27. You replace the messaging application with a new one because you trust the new 
one more. 
28. You delete the messaging because you don’t trust it any more.  
29. You reject installing a messaging application because you distrust it. 
30. You would like to provide good or bad comments about the messaging when you 
trust or distrust it. 
31. After experienced a bad performance of the messaging, you generally don’t use it 
as trust as before. 
32. If you have a very good experience using the messaging, you generally would like 
to recommend it. 
33. For two similar functioned mobile applications, you trust more in the one you 
would like to recommend. 
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Abstract. The advent of multicore technologies is set to significantly increase
the average compute power per machine. Effective and efficient exploitation of
this power poses unprecedented challenges and opportunities. The Pleiades sys-
tem, currently under development in UCF, CSU and UCC [1], proposes the con-
struction of a distributed, heterogeneous, and secure marketplace for trading and
administer these resources whose owners sign up to various quality of service
(QoS) contracts, in return for financial and in-kind payment. This paper presents
a very important part of the Pleiades system: addressing the role of Trust Manage-
ment (TM) in the generation and enforcement of these contracts. The approach
taken significantly reduces the overhead that is traditionally assumed with cryp-
tographic solutions, by the dynamic and a priory creation of a secure environment
in which these expensive checks associated with cryptographic solutions, are not
required.

1 Introduction

As far back as 1989, Intel researchers suggested that multicore technology could be
used to meet ever increasing compute requirements [2]. Today, two to eight core pro-
cessors are standard, and microprocessors containing 10-100 cores together with cru-
cial advances in memory technology, throughput and latency are imminent [3]. It is
clear that multicore technology will be available in all standard machines sold in the
near future at no appreciable cost increase. Even though the motivation for constructing
these machines is to satisfy the compute requirements of more and more sophisticated
applications, history tells us that large user communities will not immediately avail of
this increase in power. To appreciate this point, one needs only to look at current us-
age profiles, in which many machines still spend much of their time doing nothing.
In these communities, increased power will translate into greater wastage of compute
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resources. At the same time, other user communities seem to have insatiable compute
requirements and can absorb any and all technological advances [4] [5].

The general user community is partitioned into those who have more than enough re-
sources to meet their needs and those who never have enough. As technology advances,
the disparity between these groups will widen, and the opportunity for the creation of a
market economy based on the buying and selling of compute resources becomes more
and more attractive. In addition to the supply and demand outlined above, social, eco-
nomic, and security considerations must be successfully implemented for such a market
authority to succeed. The Pleiades system grapples with these issues in concert for the
creation of an effective market authority. Pleiades encourages users to join together to
form organisations, to enable resource sharing. These organisations adopt necessary
components, provided by Pleiades, to facilitate resource sharing. These components
are governed by policies, enabling organisations to tailor these, in order to meet their
demand of fault-tolerance, quality of service and security. Adopting this approach al-
lows organisations and users to self organise into existing organisations and joining old
organisations to form new ones, by simply changing their policies.

This paper addresses a specific component of the Pleiades system, namely the secure
and reliable trading of resources through the creation and management of Quality of
Service contracts based on Trust Management.

Primary motivation for this paper is to demonstrate how the KeyNote Trust Man-
agement System can be flexibly used in the dynamic management of contracts. The
flexibility of the system, allows users to tailor their contracts to meet their own needs,
and to adopt to new contracts schemes when collaborating with different organisations
and users.

Section 2 discussed related work using virtualization and trust management as a basis
for leasing spare resources. An introduction to Trust Management is given in Section 3.
Section 4 introduces the proposed tools needed to sell and consume resources. Section 5
explains how contracts are created and issued. Section 6 shows how we use contracts
to establish virtual machines to take advantage of leased resources, and briefly outlines
steps to reimburse providers for their services. Finally, Section 7 draws some conclu-
sions and looks forward to incorporating the work into the overall Pleiades system.

2 Related Work

Extensive research and work has gone into enabling virtual machines to work in a dis-
tributed and Grid environment. Reference [6] proposes an architecture to support trust
management contracts, to establish virtual machines to trade resources. All though ex-
ploring similar ideas, the implementation uses a specifically developed trust manage-
ment system, to create contracts for resource consumers and providers.

TrustCoM [7] is a project to develop a framework enabling dynamically evolving
Virtual Organisations [8] to manage trust, security and contracts. This will allow VOs
to share their resources and make use of secure, collaborative, business processing [9].

Reference [10] proposes similar usage of KeyNote credentials in order to support
payments in a distributed environment, these payments are defined on the level of graph
and graph nodes to be computed. This requires prior knowledge to the compute time of
the graph and nodes, though this information is not always known.
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Our contribution is in using an established application, KeyNote, to allow each MA
to tailor the construction of contracts to meet their requirements. Subsequently, allowing
contracts to be used between different MAs, with different contract specifications, and
the establishment of virtual organizations [11], to share resources amongst themselves,
using a subset of the information in contracts.

We are not required to have prior knowledge to the compute requirements needed by
the resource consumers, nor are we concerned to what extent these requirements are.
The expressiveness of KeyNote and in the manner in which it is supported here, ensures
that our approach is extensive enough to support a secure and viable economy.

3 Trust Management

Combinations of Access Control Lists (ACL), and X.509 public key infrastructure is
argued to be less suitable for authorization and authentication schemes in distributed
systems [12]. ACL involves verifying if a user is valid, e.g., providing authentication.
If the user is deemed to be valid, the requested actions must be checked to determind
if the authenticated user is authorized to perform the requested actions. To summarize,
one can ask the following question, “is the user with the following username a valid
user, and if so, is the user allowed to perform the requested actions?” The complex-
ity of keeping ACLs up to date and the necessary steps to perform authentication and
authorization will increase the complexity of maintaining the current and future users
(generally referred to as principals within the system), thus effecting the scalability of
the system.

Scalability issues can be addressed by introducing the concept of trust management
[12]. Trust management binds the names of principals to public keys, and their au-
thorized actions to security policies. This solution achieves authorization and authen-
tication in one step instead of two. Thus, the question becomes “is the holder of this
key allowed to perform the requested actions?” KeyNote [13] is a trust management
application that allows for writing of signed and non-signed security policies, called
assertions. These assertions allow principals to delegate trust and authorized actions
to others in a flexible and expressive language. The unsigned security policy acts as a
root policy, from which trust is delegated. When a principal wishes to delegate actions,
the principal will write a policy describing which principals are allowed to do those
actions, and signs it with the private key. This policy is now referred to as a credential.
The signer can send the credential to a recipient over an unsecured connection. The re-
cipient cannot tamper with the credential in an attempt to gain additional permissions.
This process will be exploited in the creation of reliable and secure QoS contracts as
described in Section 5.

4 Virtualization Software

Virtual Machines (VM) [14] is a technology that enables the user to run several different
operating systems concurrently on one machine. Using the VM, the user can initialize
a new operating system on a given machine that runs in a sandbox, oblivious to any
other operating system that may be running on that machine. VM is easily configurable
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Fig. 1. The market engines negotiate contracts for resources between users with excess capacity,
resource providers, to customers needing resources, resource consumers. The resource providers
offers resources by sending the market engines credentials based on the amount of spare resources
offered. Based on these credentials, the market engine then writes new credentials for consumers,
in exchange for payment. Consumers then present these credentials to their respective providers.

in terms of available hard drive space, RAM, number of CPUs and CPU speed, and
other local hardware. More importantly, it creates a layer of separation between the
underlying operating system and the newly instantiated VM, preventing unauthorized
access both to and from the VM. VM enables the user to tailor it to required usage
and need. This includes but is not limited to, the choice of operating system, legacy
application support, user and user administration rights, and full control of the operating
system in the VM [15].

The concept of virtualization is integrated into the Pleiades system and the sharing
of resources among participating machines. Users of the system are divided into (a)
resource providers, those with excess capacity, shown in Figure 1 as A, and B, and (b)
those who need resources, resource consumers, shown in Figure 1 as customers 1 and 2.

A Market Authority (MA) will oversee, negotiate contracts, and provide the nec-
essary tools to support a sharing and trading of resources. Subsequently, the MA is
responsible for distributing the necessary tools to permit this process. A VM tool will
be developed for resource providers. Users wanting to provide resources are required
to download and install this tool before the sharing of resources can commence. This
tool enables the MA to oversee the state of any VM that is contracted out to resource
consumers, enabling it to take any necessary steps to ensure that users are provided with
the expected QoS. When the tool is not in use, it sits idly on the user’s machine. The
tool is enabled by the introduction of a valid contract. To enable the creation of VMs
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and subsequently the sharing of spare resources, a valid contract must be loaded. Once
the contract is loaded, the tool ensures that the required VMs are generated to allow the
resource consumer to use the leased resources. The information present in the contracts
generates the basis of how much spare resources should be contracted out. The tool
will only generate the VMs with the resources requirements specified in the contracts,
preventing users from receiving more resources than requested.

5 Contracts

In [16] it is shown how the trust management application KeyNote [13] can be used to
create contracts between merchants and customers with a trusted third party.

The core of the solution lies in a users’ ability to prove that the customer has a secret
known only to that customer and the third party, that the merchant can use at a later
stage to claim validity that the transaction occurred. This can then be presented to the
trusted third party to claim the money for the transaction. This has some prerequisites.
A third party must be trusted by both users. This party must be able and willing to act
as a middle man, issuing contracts, receiving payments, and reimbursing users for used
contracts. This trusted third party therefore acts much in the same fashion as a bank.
The bank must provide some means for users to prove that a transaction occurred. This
is achieved by using a hash function and a secure randomly generated seed to create a
hash chain. A hash function must be computationally inexpensive to compute the hash
value of any given value, but computationally infeasible to recreate the original value
given the computed hash value. More formally, assuming h() is a cryptographic one-
way hash function, performing h() on x yields y. Given y, it should not be feasible to
compute x.

The bank creates a contract containing the value of computing the hash of a secure
random generated seed value. The hn+1(x) gives the coin visible in the contract, and
h1(x) is the last coin on the chain [16]. This gives the buyer n number of coins that
can be spent. The merchant is able to check the coin by computing the hash of the coin
until the hash value in the contract is reached. The seed and contract are sent securely
to the customer in return for payment for the wanted services. The customer provides
the contract and the correct coin on the chain to the merchant, who based on the trust
management check of the contract and a hash check of the coin, can be certain that the
buyer has paid for the services.

The resources are then given to the customer, and when expired, the merchant is
able to prove to the bank that the transaction occurred by producing the last coin value
obtained from the customer. Using this approach, our resource providers are the mer-
chants, the resource consumers are customers, and the MA represent the trusted third
party.

The MA keeps track of resources that have been made available by resource p-
roviders. The MA also is responsible for issuing rules on how contracts should be writ-
ten, which is discussed further in Section 6. The resource provider writes a credential
for the resources it wishes to sell, which is handed over to the MA. The credential is
stored by the market engine, which will try to find a consumer for the available re-
sources. If a consumer is found, the MA writes a new credential based on the provider’s
credential. The credential also contains the hash chain described above.
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This new credential and seed coin are then delivered to the consumer upon a confir-
mation of payment having been received. The consumer presents this credential and
proves that it has paid for the contract by providing the coin from the MA to the
provider, who based on a trust management check will decide if the consumer is au-
thenticated and authorized. If the consumer is authorized, the resources will be made
available. Once the transaction is complete, the provider can be reimbursed by the MA,
discussed further in Section 6.

This solution has a number of desirable features. Because the resource provider will
trust the MA that it is willing to sell the resources to, it also will trust the consumer
which purchased said resources. This trust is further strengthened by the consumer’s
ability to provide some proof that it obtained the contract legally, e.g., purchased the
right to use the resources from the MA, by presenting the coins to the provider. This
establishes a trust relationship between two otherwise unknown principals.

The resource provider is able to continue to use resources until it is presented with
a valid contract. The virtualization software that is downloaded and installed on the
provider’s machine should only lay dormant, or preferably only execute until a potential
contract arrives. Once approached with a contract, the provider is quickly able to decide
if the contract is valid, based on the trust management check. As the consumer must
provide a public key upon submission of the credential, the provider is assured that the
consumer has purchased the contract from a trusted MA. The resource provider can not
deny having allowed the spare resources to be leased out, as the contract is signed by
its private key. Some form of time stamp must be incorporated to address the freshness
of the contract. This topic is discussed in Section 7.

To address contract durations, we extend the contracts to incorporate the notion of
time. A resource provider will explicitly denote in the contract the cost using resource
set A for a pre-set duration. The consumer pays the MA a lump sum, which can be used
to purchase contracts. A consumer specifies what kind of resources are needed, and for
how long it is needed. The MA provides the contract for the resources with the required
number of coins for the requested time duration. Once the contract is initialized, the
resources will last for the pre-set duration given in the contract. Once the time is up, the
provider requests a new coin before the consumer is allowed to continue work. This is
done until the consumer either runs out of coins or no longer has any more use for the
resources. This prevents the need to regenerate contracts when the pre-set time duration
expires. The provider will only get reimbursed for the duration of services provided,
and the consumer can elect to use the remaider of the money at the MA on another
resource provider. It should be noted that the MA should lock the total value of the
contract to the payment lodged by the consumer. This ensures that the consumer can
only get contracts worth what was lodged, and the resource provider gets paid for its
provided resources whether or not the contract is completed.

The MA or the resource consumer can delegate purchased resources to other MAs or
consumers [17]. As the nature of trust management allows for the delegation of trust, the
principal contract holder needs only write a new credential to the necessary peer, and
hand off the credentials to the third party. This allows anyone to purchase resources in
bulk, and then dividing them up and reselling them as they see fit. However, mechanisms
are in place to ensure that this can be denied should the provider deem it necessary.
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Scenarios where principals wish to form their own market authorities for collabo-
ration might arise. These scenarios, where trust is complete among all participating
principals, allow for the granularity of the contracts to be reduced for the purpose of
increases in overall speed and administration. It is still important to make sure that the
correct principals have the correct access to resources.

6 Trust Management Contracts and Reimbursements

Implementing support for payments using trust management credentials is not a new
approach. References [16] and [10] both show how this can be successfully achieved
and implemented. Furthermore, it shows how payments are made to a bank, and how
the resource provider is reimbursed when the contract has been successfully completed.
This solution comes at a price in form of performance degradation because all requests
for computation must be checked by the trust management engine. This requires cryp-
tographic computations that are inherently expensive. Reference [10] gives examples of
this expense when computing fine grained jobs in WebCom. In parallel systems gran-
ularity is defined as the ratio of processing to communication. When this ratio is low,
the computation is said to be fine grained, when high, the computation is said to be
coarse grained. In effect granularity describes how frequently a computation is punctu-
ated (that is, interrupted) by, in this case, a communication action. In a similar manner,
the punctuation of code with TM checks defines granularity from that perspective.

The performance degradation on coarse grained jobs is less, because the queries to
the trust management engine are less frequent and fewer. This puts pressure on the pro-
grammer to develop as many coarse grained jobs as possible, which might not always
be feasible. It is clear that having the virtual machine query the trust management en-
gine for every request is not feasible, as the shared amount of queries in terms of access
to I/O, read and write calls to memory and hard drive, and so on, would severely impact
the performance of the system.

Our solution addresses two critical questions. “How to reduce the performance degra-
dation generated by querying the trust management engine?”, and “how to convince the
consumer that the resources it purchased are guaranteed to be supplied by the provider?”
First, we deal with the trust management overhead by reducing the number of times the
trust management engine has to be queried. This is achieved by creating a virtual ma-
chine. The application provided by the market authority only allows virtual machines
to be activated with a valid contract. Once the resource provider has the contract and is
willing to offer the resources in the terms stated in the contract, this contract is given
to the application. The application, based on these terms, creates new virtual machines
and subsequently deploys these to create redundancy across the system.

Once the virtual machines have been created, they must exist under the rule of
the contract, which specifies requirements such as available hard drive space, mem-
ory availability, hardware resource access, and even time limits for hardware access.
When the contract has expired, the application kicks in, and freezes the state of the
virtual machines. If the resource provider is no longer willing to offer its services, the
virtual machines will be removed from the system. If a new contract is loaded, the ap-
plication will enable the virtual machine again, or should new terms arise, create new
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virtual machines based on said terms. It will then subsequently move the state of the
old virtual machines into the new ones, thus preserving all modifications and changes
made by the consumer during execution. By using a virtual machine, we address con-
cerns on both the provider’s and the consumer’s side. Because the virtual machine op-
erates in a sandbox, users cannot modify and make changes outside their sandbox. The
trust management engine is not queried until a new contract appears, and security is
achieved from the virtual machine sandbox and the operating system loaded in it. Im-
plementations where the trust management is used to check the validity of contracts,
the consumer is forced to pay first, before receiving the goods. If the consumer is using
an unscrupulous provider, the provider might elect to not give the consumer the goods,
and cash in on the contract before the consumer is able to report the fraud to the bank.
The provider is subsequently punished for this, by banning it from the system, however
the damage has already been done. If the resources provided are not what the consumer
purchased, the market authority is notified, and can therefore elect to refuse payment to
the provider. Our extension coupled with the implementation from Section 5 provides
proof of a valid consumer, in form of a contract and a coin; proof for the provider to
get reimbursed, in form of the coin produced by the consumer; and finally proof for
the consumer that the resources paid for are provided, by the virtual machines made
available and the notification to the MA if said resources drop below a threshold.

Authorizer: ResourceProvider
Local-Constants: “ResourceProvider”

“MA”
Conditions: SERVICE == “Pleiades” &&

((@TOTAL CPUS+@USER CPUS <= 4) &&
(@TOTAL CPU CORES+@USER CPU CORES <= 8) &&
(@TOTAL MEM+@USER MEM <= 4096));

Licensees: MA
Signature: ResourceProvider

Fig. 2. Credential from Resource Provider to an MA, leasing resources in form of CPUs, Cores
and RAM. By keeping track of requests made by users, and storing these into a variables, e.g.,
@TOTAL CPUS, @TOTAL CPU CORES and @TOTAL MEM, the Resource Provider pre-
vents the MA, by accident, issuing to many contracts based on the actual resources provided.

Figure 2 and 3 shows samples of possible TM contracts, specifying the amount of
resources the resource provider is willing to lease out from Figure 2 (Public keys and
signatures has been omitted in these examples). The total amount of available leased
resources are addressed in the contracts to the MA to prevent faults where the MA leases
too many resources out to consumers. A request for resources will thus be denied from
the resource provider. It requires the resource provider to keep track of total amount of
resources leased out.

Figure 3 is a standard contract, where the available resources are denoted in the
contract, together with lease time, type of duration, available coins and the last coin
on the chain as discussed in Section 5. The expressiveness of KeyNote will allow us
to write credentials that are dynamic, thus instead of explicitly denoting a fixed set of
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Authorizer: MA
Local-Constants: “MA”

“ConsumerA”
Conditions: SERVICE == “Pleiades” &&

@USER CPUS <= 2 &&
@USER CPU CORES <= 4 &&
@USER MEM <= 2048 &&
@Duration == 60 &&
DurationType == “min” &&
@NumberOfCoins <= 10 &&
Coin == “SomeValue”;

Licensees: ConsumerA
Signature: MA

Fig. 3. Credential from MA, to a Consumer, denoting available resources that can be requested

resources, e.g., as maximum available memory, maximum available cores, contracts
can be written as percentage of the total available system resources. This is ideal in a
situation where users may from time to time need all available resources on the system,
but where the system in larger time is idle. Scenarios like this, might be a corporation
with workstations that are in use from 8-6 but not from 6-8.

Reimbursement is provided by the MA. The resource provider will present the con-
tract and the last coin that it received from the consumer. If the MA has a record of
creating the contract and the contract and coin are deemed valid by the trust man-
agement engine, the resource provider is reimbursed. The coin is checked by simply
hashing the value of the coin until the hash value equals that in the contract. This also
provides the basis for how much the provider should be reimbursed. At this point, the
contract should be marked as paid, thus preventing the resource provider from trying
to get paid several times. The resource consumer is notified by the MA to enable it to
give feedback on the transactions [18]. This helps to thwart attempts to cheat the sys-
tem by unscrupulous resource providers. Mechanisms should be in place to enable the
cooperation between different market authorities sharing the negotiation of price and
reimbursements of contracts to different users. This is subject for further research.

7 Summary and Future Work

This paper describes a way of providing a sustainable and secure economy in Pleiades.
The solution utilizes trust management, an established secure system, to create contracts
for consumers and providers. Using trust management, users are allowed to write, share,
and use trust management assertions to issue, buy and consume resources. However, the
way the trust management has been combined to create contracts, and the way it is used
for trust management checks, reduces the cryptographic overhead associated with the
general trust management process. An additional benefit for the consumer, is increased
level of quality of service. The system scales well for future development, and also is
suitable for the distributed nature of the MA.
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Details of how the software provided by the MA is created, how contract freshness
is maintained, and a set of pre-defined rules on how to correctly write the credentials,
i.e., in terms of variable names, is needed.

Simulations of the system in order to show, amongst others, tradeoffs between in-
stantiating short lived VMs and its coupling with the creation and usage of KeyNote
credentials, how well the system scales when being exposed to evolving organisations,
and more importantly the effectiveness between different organisations in relation to
communication overheads, requires further investigation. Crossing different organisa-
tions poses other problems too, especially in terms of user’s data security. Since this
could be an inhibitor when sharing resources beetwen different organisations, though
potentially not an issue when contained within the organization itself, it warrants the
investigation into a separate component, that would address this issue, for the Pleiades
system.

Revocation has been addressed by the creators of KeyNote in [19]. Revocation may
be used, when addressing the subject of freshness of contracts, it relies on the synchro-
nization of clocks between principals, which may be difficult to achieve.

The work done in [10] show what would appear to be, an inevitable increase in
compute time when making trust management checks on fine grained jobs, due to the
number of TM checks needed. A major contribution of the system described here is that
this performance degradation is not inevitable. In fact, since the solution described here
is general, it could be applied to systems other than Pleiades.
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Abstract. In this paper, we present a variant of Datalog language (we
call it DatalogW ) able to deal with weights on ground facts and to conse-
quently compute a feedback result for the goal satisfaction. The weights
are chosen from a proper c-semiring. In our context, our goal is to use
this language as a semantic foundation for languages for expressing trust
relationships. As a matter of fact, many of them have a semantics given
in terms of crisp constraints: our approach is to extend them to cover also
the soft case. Thus, we apply DatalogW as the basis to give a uniform se-
mantics to declarative RT W (Trust Management) language family. The
approach is rather generic and could be applied to other trust manage-
ment languages based on Datalog, as a semantic sublayer to represent
trust management languages where the trust level is relevant.

1 Introduction and Motivations

Trust is a very interesting and relevant notion in modern pervasive computer
systems. It lies at the heart of human interactions and thus as soon as these in-
teractions happen through (and among) digital devices, such trust relationships
must be represented, specified, analyzed, negotiated and composed in those sys-
tems [11]. As a matter of fact, when one wants to mechanize the reasoning
in certain situations, a formalization is necessary. If one wants also to achieve a
common understand and comparison among different trust management system,
a semantic mechanism would be extremely useful.

To make a concrete example, a Trust Management (TM) language is required
to have the expressivity power to represent the trust-related facts of the con-
sidered dominion and a method to derive new assessments and decision starting
from these base facts. Current trust management languages based on credentials
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(for both expressing facts and access policy rules) uses several foundational ap-
proaches. However, facts and access rules are not so crisp in the real complex
world. For example, each piece of information could have a confidence value as-
sociated with it and representing a reliability estimation, or a fuzzy preference
level or a cost to be taken in account. The feedback final value, obtained by
aggregating all the ground facts together, can be then used to improve the deci-
sion support system by basing on this preference level instead of a plain “yes or
no” result (e.g, see [15,6,5]). In this scenario, a credential could state that the
referred entity is a “student” or a “bright student” with a probability of 80%
because her/his identity of student is based on what an acquaintance asserts
(thus, it is not as certain as declared in IDs), or, in the second case, because
the received marks need to be globally evaluated. In literature there are many
examples where trust or reputation are computed by aggregating some values
together [11], for example in PGP systems, or for generic trust propagation in-
side social networks. We think that similar quantitative measurements are useful
also for trust languages, in order to have a more informative result.

For this reason, we describe a weighted version of Datalog (i.e. DatalogW )
where the rules are enhanced with values taken from a proper c-semiring struc-
ture [1,3], in order to model the preference/cost system; then, we use it as the
basis to give declarative semantics to a Role-based Trust-management language
according to the principles of RT0 [14], and called here RT W

0 : the statements of
RT W

0 are “soft”, i.e. have a related c-semiring value. A similar improvement can
be accomplished also for RT1 [14], i.e. RT0 extended with parameterized roles.
Similar variations for RTML family languages were defined and implemented by
using different formal tools in [15]. There, an initial comparison (and integra-
tion) between rule-based trust management (RTML) and reputation-based trust
systems has been performed and a preliminary (ad-hoc) implementation RTML
weighted presented in [8] for GRID systems. However, having a uniform seman-
tics approach to model these languages (as DatalogW ) could be very useful to
provide a common understanding as well as a basis for systematic comparison
and uniform implementation.

Indeed, there are good reasons to prefer a language that is declarative and has
a formal foundation. In this sense, we are following a similar approach as done
in [13] for RTML trust management languages, where Datalog with constraints
have been proposed as a formal semantics for trust management languages. Since
trust is not necessarily crisp, DatalogW could be used to give formal semantics to
this kind of languages with “soft credentials”. In this paper we show an approach
for RTML that can be further extended to other Datalog-based languages. The
main contribution of this paper is thus to provide a formal semantics for such
languages that could also bring to a uniform implementation approach, as well as
to a comparison among these languages . Giving weights to facts and rules con-
tributes also towards bridging the gap between “rule-based” trust management
(i.e. hard security mechanisms) and “reputation based” trust management [11]
(i.e. soft security mechanisms).



A Semantic Foundation for Trust Management Languages with Weights 483

It is also worth noticing that c-semirings are a valuable mechanism to model
and solve optimization problems in several contexts. With our proposal of mix-
ing credential based languages with soft-constraints based on c-semiring in a
systematic way, we pave the way for linguistic mechanisms for making optimiza-
tion decision related to the trust domain. Indeed, this domain could be also
coupled with other parameters and thus creating a much more complex (self)
optimization mechanisms. For instance, one could use a cost/preference parame-
ter associated with the trust level. The composition of the trust semiring and the
preference one is yet amenable of mechanization and this yet leads to a similar
treatment we describe here.

In this paper we extend the ideas presented in [2] by giving a weighted se-
mantics to all the RT languages presented in [14]. In Sec. 2 we describe the
background notions about trust languages and c-semirings. In Sec. 3 we present
a weighted version of Datalog, i.e. DatalogW , while Sec. 4 features the weighted
RT language family based on DatalogW , i.e. RT W

0 , RT W
1 , RT W

2 , RT WT and
RT WD. At last, in 5 we present the final conclusions.

2 Background

Datalog was originally developed as a query and rule language for deductive
databases and is syntactically equivalent to a subset of the Prolog language.
Several TM languages are based on Datalog, e.g., Delegation Logic [12], the
RT (Role-based Trust-management) framework [14], SD3 (Secure Dynamically
Distributed Datalog) [10] and Binder [9]. These are some of the languages that
can benefit from the semantic basis presented in this paper, even if we will focus
only in the RT language family.

The RT framework is a family of Role-based Trust-management languages [14],
whose most basic part is RT0 which has been then extended to RT1 with param-
eterized roles: University.professorOf(student) is a statement that can be used to
name the professor of a student. An entity (or principal, e.g. A or B) in RT is a
uniquely identified individual or process, which can issue credentials and make re-
quests. RT assumes that an entity that issued a particular credential or a request
can be determined through the use of public/private key pairs. A role in RT takes
the form of an entity followed by a role name (e.g. R with subscripts), separated
by a dot. A role defines a set of entities who are members of this role: each entity
A has the authority to define who are the members of each role of the form A.R.
Each statement defines one role to contain either an entity, another role, or cer-
tain other expressions that evaluate to a set of entities. More details will be given
in Sec. 4.

An important extension that significantly enhances the expressivity of this
kind of languages is presented in [13]. In that work, the authors present Data-
log extended with constraints (denoted by DatalogC) in order to define access
permissions over structured resources as trees.

Several approaches advocated the usage of trust levels w.r.t. attributes, also
stated directly in digital credentials. In addition to the works on the extension of
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RTML with weights and its relationships with other trust models as the Josang
one already mentioned [15,8], there is also the work on policy and reputation
done in [5]. Here the PROTUNE policy language is extended to deal with trust
and reputation levels. Also role based access control has been extended with
trust levels in [6]. All these works use specific logics and approaches.

C-semirings. A c-semiring S [1,3] (or simply semiring in the following) is a tuple
〈S, +,×,0,1〉 where S is a set with two special elements (0,1 ∈ S) and with two
operations + and × that satisfy certain properties: + is defined over (possibly
infinite) sets of elements of S and thus is commutative, associative, idempotent,
it is closed and 0 is its unit element and 1 is its absorbing element; × is closed,
associative, commutative, distributes over +, 1 is its unit element, and 0 is its
absorbing element (for the exhaustive definition, please refer to [1,3]). The +
operation defines a partial order ≤S over S such that a ≤S b iff a+ b = b; we say
that a ≤S b if b represents a value better than a. Notice that the partial order
can be defined since the + operator is commutative, associative and idempotent.
Other properties related to the two operations are that + and × are monotone
on ≤S , 0 is its minimum and 1 its maximum, 〈S,≤S〉 is a complete lattice and
+ is its lub. Finally, if × is idempotent, then + distributes over ×, 〈S,≤S〉 is a
complete distributive lattice and × its glb.

Varying the set S and the meaning of the + and× operations, we can represent
many different kinds of problems, having features like fuzziness, probability,
and optimization. Moreover, in [3] the authors have shown that the cartesian
product of two c-semirings is another c-semiring, and this can be fruitfully used
to describe multi-criteria constraint satisfaction and optimization problems, e.g.
the path semiring presented in Sec. 3.

3 A Weighted Extension of Datalog

Datalog is a restricted form of logic programming with variables, predicates,
and constants, but without function symbols. Facts and rules are represented as
Horn clauses in the generic form R0 :- R1, . . . , Rn. A Datalog rule has the form
R0(t0,1, . . . , t0,k0) : -R1(t1,1, . . . , t1,k1), . . . , Rn(tn,1, . . . , tn,kn), where R0, . . . , Rn

are predicate (relation) symbols and each term ti,j is either a constant or a
variable (0 ≤ i ≤ n and 1 ≤ j ≤ ki). The formula R0(t0,1, . . . , t0,k0) is called the
head of the rule and the sequence R1(t1,1, . . . , t1,k1), . . . , Rn(tn,1, . . . , tn,kn) the
body. If n = 0, then the body is empty and the rule is called a fact. Moreover,
each program P in Datalog (i.e. a finite set of rules) must satisfy two safety
conditions: i) all variables occurring in the head of a rule also have to appear in
the body, and ii) every fact in P must be a ground fact.

We can now define our Weighted Datalog, or DatalogW based on classical Dat-
alog. While rules have the same form as in classical Datalog, a fact in DatalogW

has the form: Ri(xi,1, . . . , xi,ki) : - s. Therefore, the extension is obtained by
associating to ground facts a value s ∈ S taken from the semiring 〈S, +,×,0,1〉.
This value describes some properties of the fact, depending on the chosen semir-
ing: for example, we can add together all these values by using the Weighted
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Table 1. A simple DatalogW program

s(X) :- p(X,Y).
p(a,b) :- q(a).
p(a,c) :- r(a).

q(a) :- t(a).
t(a) :- 2.
r(a) :- 3.

semiring 〈R+, min, +,∞, 0〉, trying to minimize the overall sum at the same
time. Otherwise, we can find the best global preference level by using the Fuzzy
semiring 〈[0, 1], max, min, 0, 1〉 or we can retrieve the highest resulting proba-
bility when we compose all the ground facts, by using the Probability semiring
〈[0, 1], max,×, 0, 1〉.

Table 1 shows an example of DatalogW program, for which we suppose to
use the Weighted semiring. The intuitive meaning of a semiring value like 3
associated to the atom r(a) (in Table 1) is that r(a) costs 3 units. Thus the
set N contains all possible costs, and the choice of the two operations min and
+ implies that we intend to minimize the sum of the costs. This gives us the
possibility to select the atom instantiation which gives the minimum cost overall.
Given a goal like s(x) to this program, the operational semantics collects both a
substitution for x (in this case, x = a) and also a semiring value (in this case, 2)
which represents the minimum cost among the costs for all derivations for s(x).
To find one of these solutions, it starts from the goal and uses the clauses as
usual in logic programming, except that at each step two items are accumulated
and combined with the current state: a substitution and a semiring value (both
provided by the used clause). The combination of these two items with what is
contained in the current goal is done via the usual combination of substitutions
(for the substitution part) and via the multiplicative operation of the semiring
(for the semiring value part), which in this example is the arithmetic +. Thus, in
the example of goal s(X), we get two possible solutions, both with substitution
X = a but with two different semiring values: 2 and 3. Then, the combination
of such two solutions via the min operation give us the semiring value 2.

To compute trust, in Sec. 4.1 we will use the path semiring [16]: Strust =
〈〈[0, 1], [0, 1]〉, +p,×p, 〈0, 0〉, 〈1, 1〉〉, where

〈ti, ci〉+p 〈tj , cj〉 =

⎧⎪⎨
⎪⎩

〈ti, ci〉 if ci > cj ,

〈tj , cj〉 if ci < cj ,

〈max(ti, tj), ci〉 if ci = cj .

〈ti, ci〉 ×p 〈tj , cj〉 = 〈titj , cicj〉

In this case, trust information is represented by a couple of values 〈t, c〉: the
second component represents a trust value in the range [0, 1], while the first
component represents the accuracy of the trust value assignment (i.e. a confi-
dence value), and it is still in the range [0, 1]. This parameter can be assumed
as a quality of the opinion represented instead by the trust value; for example,
a high confidence could mean that the trustor has interacted with the target for
a long time and then the correlated trust value is estimated with precision.



486 S. Bistarelli, F. Martinelli, and F. Santini

Finite Computation Time. Being the DatalogW language a subset of the Soft
Constraint Logic Programming language [4] with no functions, we can can use
the results in [4] to prove that, considering a fixed DatalogW program, the time
for computing the value of any goal for this program is finite and bounded by
a constant. The reason is that we just have to consider a finite subclass of refu-
tations (i.e. simple refutations) with a bounded length. After having considered
all these refutations up to that bounded length, we have finished computing the
semiring value of the given goal. Given a refutation tree, a path from the root
to a leaf is called simple if all its nodes have different labels up to variable re-
naming. A refutation is a simple refutation if all paths from the root to a leaf in
its refutation tree are simple. The proof of Theo. 1 is given in [4].

Theorem 1 (Finite Set of Simple Refutations). Given a DatalogW pro-
gram P and a goal C, consider the set SR(C) of simple refutations starting
from C and building the empty substitution. Then SR(C) is finite.

4 Extending the RT Family with DatalogW

We describe four kinds of credentials for defining roles in a TM language family,
here called RT W , which is based on DatalogW (see Sec. 3). This family uni-
formly extends the classical RT family [14] by associating a weight, or better, a
semiring value to the basic role definition. Therefore, all the following credentials
must be parameterized with a chosen 〈S, +,×,0,1〉 semiring in order represent
preference/cost or fuzzy information associated to the statements. For every fol-
lowing RT W

0 credential, we describe how it can be translated in a corresponding
DatalogW rule. Then we will suggest how to extend RT W

0 with parameterized
roles, obtaining the RT W

1 language.

Rule 1. A.R←− 〈B, s〉 where A and B are (possibly the same) entities, and R
is a role name. This means that A defines B to be a member of A’s R role.
This statement can be translated to DatalogW with the rule r(A, B) :- s,
where s is the semiring value associated with the related ground fact, i.e.
s ∈ S.

Rule 2. A.R ←− B.R1 This statement means that A defines its R role to
include (all members of) B’s R1 role. The corresponding DatalogW rule is
r(A, x) :-r1(B, x).

Rule 3. A.R ←− A.R1.R2, where A.R1.R2 is defined as linked role [14] and
it means that A defines its R role to include (the members of) every role
B.R2 in which B is a member of A.R1 role. The mapping to DatalogW is
r(A, x) :-r1(A, y), r2(y, x).

Rule 4. A.R←− B1.R1 ∩B2.R2 ∩ · · · ∩Bn.Rn. In this way, A defines its R role
to include the intersection of the n roles. It can be translated to DatalogW

with r(A, x) :-r1(B1, x), r2(B2, x), . . . , rn(Bn, x).

The semantics of a program using these rules will find the best credential chain
according to the + operator of the chosen semiring, which defines a partial order
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≤S . Notice that only the basic role definition statement (i.e. Rule 1) is enhanced
with the semiring value s ∈ S, since the other three rules are used to include
one role into another or to obtain the intersection of different roles.

Notice that having a semiring value associated only with ground facts does
not prevent us from giving a weight also to rules. This can be accomplished by
slightly changing the syntax of the credentials used to compose the roles together
(i.e. Rules 1-2-3), by associating a semiring value also to them. Then, in the
Datalog translation, a new ground fact can be added in the body of the rule,
whose weight models the use of that specific rule. For example, Rule 2 becomes
A.R←− 〈B.R1, s〉 (where s is a value taken from the same S semiring set), and
its Datalog translation is r(A, x) :-r1(B, x), rule weight, where rule weight :- s
is the ground fact that gives a weight to the rule. Clearly, nothing changes from
the computational point of view (see Sec 3).

It is easy to extend this language in order to enhance it with parameterized
roles, thus obtaining a RT W

1 language following the hierarchy presented in [14].
This parametrization can be used to represent relationships among entities, e.g.
University.professorOf(student) to name the professor of a student, but also to
represent attributes that have fields, e.g. the number of exams or the enrollment
academic year and so on. With respect to the previous four rules, in RT W

1 the
head of a credential has the form A.R(h1, . . . , hn), in which A is an entity, and
R(h1, . . . , hn) is a role name (R is a role identifier). For each i ∈ 1 . . . n, hi is a
data term having the type of the ith parameter of R. For example, Rule 1 can
be rewritten in RT W

1 as A.R(h1, . . . , hn) ←− 〈B, s〉, and mapped to DatalogW

as r(A, B, h1, . . . , hn) :- s. Our intention is to extend the RT W family according
to the guidelines explained in [14] (see Sec. 5).

Since Datalog is a subset of first-order logic, the semantics of a TM language
based on it is declarative and unambiguous. While The × operator of the semir-
ing is used to compose the preference/cost values associated to the statements,
the + is used to let the framework select the best derivation with more chances
to authorize the requester (among all the credentials revealed by her/him).

In the next theorem we claim that our weighted language family can be used
to represent also classical RT credentials [14]. In this sense, the RT W languages
can be considered as a foundation layer for all the classical RT languages (RT W

2

will be instead presented in Sec. 4.2).

Theorem 2 (Language Family Inclusion). For each S set of statements in
the RT0, RT1 or RT2 language, we can find a corresponding SW set of statements
respectively represented in RT W

0 , RT W
1 or RT W

2 , and whose semantics is the
same. This can be accomplished by using DatalogW together with the Boolean
semiring.

In Fig. 1 we show the result of Theo. 2, i.e. the vertical inclusions; the horizontal
ones are explained in [14] (for RT ) and in this paper (for RT W ). Theorem 2 can
be proved by using the Boolean semiring 〈{0, 1},∨,∧, 0, 1〉 and by assigning a
weight of 1 (i.e. the true value) to all the ground facts. In this way we obtain a
set of crisp statements and the semantics returns all the possible derivations, as
the corresponding RT set of statements would do.
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Fig. 1. A hierarchy of RT W languages, compared with the classical RT one

In Sec. 4.3 and Sec. 4.4 we respectively introduce other two RT -based lan-
guages: RT WT and RT WD can be used, together or separately, with each of
RT W

0 , RT W
1 , or RT W

2 . The resulting combinations are written as RT W
i , RT WT

i

and RT WD
i for i = 0, 1, 2.

4.1 Some Examples with Levels of Trust

We can start by adding levels to the classical RT0 example presented in many
RT related papers (e.g. [14]). To solve the example in Table 2, we use a Fuzzy
semiring 〈[0, 1], max, min, 0, 1〉, where the elements in [0, 1] represents the truth
degree connected to a credential and evaluated by the entity which signs and
issues it: for example, StateU.highMarks ←− 〈 Alice, 0.8 〉 in Table 2 cer-
tifies that Alice has obtained a good number of high marks (since the value is
0.8) for the exams completed at the StateU university (the credential is issued
by StateU).

Table 2. An example in RT W
0 , with fuzzy values associated to the credentials

EPub.disct ←− EPub.preferred ∩ EPub.brightStudent.

EPub.preferred ←− EOrg.highBudget ∩ EOrg.oldCustomer.

EPub.brightStudent ←− EPub.goodUniversity.highMarks.

EPub.goodUniversity ←− ABU.accredited.

ABU.accredited ←− 〈 StateU, 0.9 〉.
StateU.highMarks ←− 〈 Alice, 0.8 〉.
EOrg.highBudget ←− 〈 Alice, 0.6 〉.
EOrg.oldCustomer ←− 〈 Alice, 0.7 〉.

The example in Table 2 describes a fictitious Web publishing service, EPub,
which offers a discount to anyone who is both a preferred customer and a bright
student. EPub delegates the authority over the identification of preferred cus-
tomers to its parent organization, EOrg. In order to be evaluated as a preferred
customer, EOrg must issues two different types of credentials stating that the
customer is not new (i.e. EOrg.oldCustomer) and has already spent some money
in the past (i.e. EOrg.highBudget). EOrg assigns a fuzzy value to both these
two credentials to quantify its evaluation. EPub delegates the authority over the
identification of bright students to the entities that are accredited universities.
To identify such universities, EPub accepts accrediting credentials issued by the
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fictitious Accrediting Board for Universities (ABU ). ABU evaluates a university
with a fuzzy score and each university evaluates its enrolled students. A student
is bright if she/he is both enrolled in a good university and has high marks.
The final fuzzy score, obtained by composing together all the values of the used
credentials, can be compared with a threshold to authorize the discount: e.g.
only entities whose set of credentials produced a score greater than 0.7 are au-
thorized. Otherwise, the final fuzzy result can be used to derive a proportional
discount amount: for example a score of 0.8 could authorize a discount that is
twice the discount allowed with a score of 0.4. The following credentials prove
that Alice is eligible for the discount with a score of 0.6, determined by the fact
that she has not a very high budget spent at EOrg (i.e. her EOrg.highBudget
credential has a value of 0.6).

Table 3. An extension of the example in Table 2, using the path semiring

EPub.disct ←− EPub.preferred ∩ EPub.brightStudent.

EPub.disct ←− EOrg.famousProf.goodRecLetter.

EPub.preferred ←− EOrg.highBudget ∩ EOrg.oldCustomer.

EPub.brightStudent ←− EPub.goodUniversity.highMarks.

EPub.goodUniversity ←− ABU.accredited.

EOrg.famousProf ←− 〈 ProfX, 〈 0.9, 0.9 〉〉.
ProfX.goodRecLetter←−〈Alice, 〈 0.9, 0.8 〉〉.
ABU.accredited ←− 〈 StateU, 〈 0.9, 0.8 〉〉.
StateU.highMarks ←− 〈 Alice, 〈 0.8, 0.9 〉〉.
EOrg.highBudget ←− 〈 Alice, 〈 0.6, 0.5 〉〉.
EOrg.oldCustomer ←− 〈 Alice, 〈 0.7, 0.7〉〉.

In Table 3 we extend the example of Table 2 in order to represent also a
case where the authorization can be accomplished by following different deriva-
tions. For example, a customer could be allowed to have a discount even if
she/he presents a good recommendation letter written by a famous professor
(i.e. EPub.famousProf.goodRecLetter). In Table 3 we use the path semiring pre-
sented in Sec. 3, thus a semiring value consists in a couple of trust/confidence
feedbacks. The best derivation corresponds to the criteria defined by the +p (i.e.
confidence is more important).

4.2 RT W
2 : Logical Rights

Trust languages can be used to grant some permissions, i.e. to represent access
modes over some specific objects. For this reason it useful to group logically
related objects (e.g. the files inside the same directory) and access modes, and
to give permissions about them in a correlated manner. As proposed in [14], we
introduce in our language the notion of o-sets, which are used to group together
this kind of objects: o-sets names are created by associating an o-set identifier
to a tuple of data terms. Moreover, an o-set identifier has a base type τ , and



490 S. Bistarelli, F. Martinelli, and F. Santini

o-set names/o-sets created by using an o-set identifier have the same base type
as the o-set identifier. Finally, the value of an o-set is a set of values in τ .

An o-set-definition credential is similar to the role definition credential that
we have defined in Sec. 4 for RT W

1 : the difference is that the members of o-sets
are objects that are not entities. Admin.Documents(read)←− 〈FileA, 0.9〉, for
example, states that the administration office grants to FileA the permission to
be read only for the 90% of it; FileA and the Documents o-set id are associated
with the file type.

O-set-definition credentials can be translated in Datalog exactly as proposed
for RT W

1 in Sec. 4: the head of a credential has the form A.O(h1, . . . , hn),
where O(h1, . . . , hn) is an o-set name of type τ , while the body can be a value
of base type τ , another o-set B.O1(s1, . . . , sm) of base type τ , a linked o-
set A.R1(t1, . . . , tl).O1(s1, . . . , sm), in which R1(t1, ..., tl) is a role name and
O1(s1, . . . , sm) is an o-set name of base type τ , or an intersection of k o-sets
of the base type τ (see Sec. 4.3 for the intersection of roles and o-sets).

Therefore, a credential in RT W
2 is either a role-definition credential or an

o-set-definition credential. For more details on types and properties of RT W
2

credentials (w.r.t. RT W
1 ), please refer to [14].

Example 1. In this example, the AlphaCompany allows the members of a project
team to work on the documents of this project: each of the credentials repre-
senting the documents, e.g. a fileA file, are associated with a couple of val-
ues, e.g. 〈0.9, 0.5〉, which grant a member of the project the right to read 90%
of the file and to modify 50% of it. This restriction on files can be explained
by copyright or Concurrent Versioning System limitations, or due to the dif-
ferent position taken by employees. Even the credentials concerning the mem-
bers of the project (e.g. Bob) are weighted with the same percentages, in this
case related instead to the role of the entity (i.e. there are generic read/modify
rights associated to Bob): in this way, it possible to combine all these levels
of rights together, and to finally know how much a given entity can read and
modify a given object. As we presented in Sec. 2, the cartesian product of two c-
semirings is still a c-semiring and, therefore, it is not a problem to have multiple
weights (more details are given in [3]); for this reason we use the vectorization
of two Fuzzy semirings, i.e. 〈〈[0, 1], [0, 1]〉, 〈max, max〉, 〈min, min〉, 〈0, 0〉, 〈1, 1〉〉,
in order to maximize (i.e. with 〈max, max〉) the composition of the values
representing the rights, (i.e. with 〈min, min〉): in practice, we use the Fuzzy
semiring to find the maximum read/modify percentages, obtained by keep-
ing the worst value among all the composition percentages. The credentials
to represent this scenario are the following ones, from which we can obtain
AlphaCompany.fileAc(read, modify,fileA)←− Bob with a value of 〈0.8, 0.5〉:

AlphaCompany.fileAc(read, modify, AlphaCompany.documents(x)) ←−
AlphaCompany.team(x).

AlphaCompany.documents(proj) ←− 〈fileA, 〈0.9, 0.5〉〉.
AlphaCompany.team(proj1) ←− 〈Bob, 〈0.8, 0.7〉〉.
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4.3 RT W T : Threshold and Separation-of-Duty Policies

Threshold structures are satisfied by the agreement of k out of a set of entities
that satisfy a specified condition, while separation of duty instead requires that
two or more different people be responsible for the completion of a sensitive
task, such deciding the result of an exam. With Rule 4 (see Sec. 4) it is possible
to implement simple threshold structures by using the intersection of roles; for
example, the policy stating that a student is considered bright (bS) by her/his
university (Uni) only if two out of three professors (P1, P2 and P3) say so,
can be represented by the three rules Uni.bS ←− P1.bS ∩ P2.bS, Uni.bS ←−
P1.bS ∩ P3.bS and Uni.bS ←− P2.bS ∩ P3.bS.

However, with this kind of intersections we are not able express complex
policies: for example if we need to represent the fact that A says that an entity
has attribute R if two different entities having attribute R1 says so. For this
reason we need to introduce the RT WT language, in order to properly work
with sets of entities. More specifically, RT WT adds to the RT W languages the
notion of manifold roles, which generalizes the notion of roles [14]. A manifold
role has a value that is a set of entity collections. An entity collection is either
an entity, which can be viewed as a singleton set, or a set of two or more entities.
Notice that, as the RT WD language presented in Sec. 4.4, RT WT can be used
together with each of RT W

i languages (see Sec. 4). In RT WT we introduce two
more types of credentials w.r.t. Sec. 4:

Rule 5. A.R ←− B1.R1 � · · · � Bk.Rk. As we introduced before with words,
the meaning of this credential is members(A.R) ⊇ members(B1.R1 � · · · �
Bk.Rk) = {s1 ∪ · · · ∪ sk|si ∈ members(Bi.Ri) for 1 ≤ i ≤ k}. Given
w1, . . . wk as the actual weights of the derivations respectively rooted in
B1.R1, . . . Bk.Rk, the global weight of this clause is then composed as w1 ×
w2 × · · · × wk, where × depends on the chosen 〈S, +,×,0,1〉 semiring.

Rule 6. A.R ←− B1.R1 ⊗ · · · ⊗ Bk.Rk. The formal meaning of this credential
is instead given by members(A.R) ⊇ members(B1.R1 ⊗ · · · ⊗ Bk.Rk) =
{s1 ∪ · · · ∪ sk|(si ∈ members(Bi.Ri) ∧ si ∩ sj = ∅) for 1 ≤ i �= j ≤ k}.
Given w1, . . . wk as the actual weights of the derivations respectively rooted
in B1.R1, . . . Bk.Rk, the global weight of this clause is then composed as
w1 ×w2 × · · · × wk, where × operator depends on the chosen 〈S, +,×,0,1〉
semiring.

As usual, the Datalog engine will select the best derivation according to the
+ operator of the semiring. Considering RT WT , the translation to Datalog rules
for Rule 1, Rule 2 and Rule 4 is the same as the one presented in Sec. 3. For
Rule 3, Rule 5 and Rule 6 rules, the translation is instead the following one:

Rule 3. A.R←− A.R1.R2 can be translated to r(A, x) :-r1(A, y), r2(y, x) when
size(r1) = 1, or can be translated to r(A, y) :-r1(A, x), r2(y, x1), . . . r2(y, xk),
setk(x, x1, . . . , xk) when size(r1) = k > 1. Each role identifier has no a size:
the size of a role limits the maximum size of each of its member entity
set (see [14] for further details). The new setk predicate takes k + 1 entity



492 S. Bistarelli, F. Martinelli, and F. Santini

collections as arguments, and setk(s, s1, . . . , sk) is true if and only if s =
s1 ∪ · · · ∪ sk; if si is an entity, it is treated as a single-set element.

Rule 5. A.R←− B1.R1�· · ·�Bk.Rk can be translated to r(A, x) :-r1(B1, x1),
r2(B2, x2), . . . , rk(Bk, xk), setk(x, x1, . . . xk).

Rule 6. A.R←− B1.R1⊗· · ·⊗Bk.Rk can be translated to r(A, x) :-r1(B1, x1),
r2(B2, x2), . . . , rk(Bk, xk), nsetk(x, x1, . . . xk). The nsetk predicate takes k+
1 entity collections as arguments and it is true only when s = s1 ∪ · · · ∪ sk

and for any 1 ≤ i �= j ≤ k, si ∩ sj = ∅

Example 2. Suppose that for a university office a student is “bright” (i.e. Uni.bS)
if one member of Uni.evalExtAdvisor (i.e. an external advisor) and two different
members of Uni.EvalProf (i.e. a professor who teaches in that university) all
say so. This can be represented using the following credentials (where A, B, C
and D can be external advisors and/or professors):

Uni.bS ←− Uni.evaluators.bS.

Uni.evaluators ←− Uni.evalProfs� Uni.evalExtAdvisor.
Uni.evalProfs ←− Uni.evalProf⊗ Uni.evalProf.

Uni.evalExtAdvisor ←− 〈A, 0.9〉. Uni.evalExtAdvisor ←− 〈B, 0.7〉.
Uni.evalProf ←− 〈A, 0.8〉. Uni.evalProf ←− 〈C, 0.8〉.

Uni.evalProf ←− 〈D, 0.6〉.
If we adopt the Fuzzy semiring 〈[0, 1], max, min, 0, 1〉, the best authorization

corresponds to the set {A, C} with a value of 0.8 (i.e. the min between 0.9 and
0.8): we remind that A is both a professor (i.e. A teaches at the university) and
an external advisor (i.e. A can be a visiting professor) and therefore only two
entities can satisfy the request. Therefore, with this program we retrieve the
best combination of evaluators for a student: the student is supposed to present
her/his signed credentials and to request how much she/he is considered bright:
the evaluations of different evaluators are composed by selecting the worst score
(with the min operation of the semiring), but at the end the best derivation is
selected (by using the max operator).

4.4 RT W D: Delegation of Role Activations

The RT WD language is finally added to our weighted family in order to handle
delegation of the capacity to exercise role memberships. The motivations are
that, in many scenarios, an entity prefers not to exercise all his rights. For
example, a professor could want to log as a simple university employee, thus not
having the rights to insert or change the student exam results, but only having
the rights to check the number of canteen tickets. With a weighted extension
(i.e. RT WD) we are now able to state “how much” the rights are delegated to
another entity (e.g. a session or a process). Therefore it is possible to quantify
the “amount” of delegated rights, e.g. to modify a document, but only for the
80% of it, which is for example less than the rights held by the delegating entity
(e.g. 100%). The delegation takes the following form: B1

D as A.R−−−−−−→ B2, which
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means that B1 delegates to B2 the ability to act on behalf of D in D’s capacity
as a member of A.R.

For the definition of the RT WD rules we introduce the forRole predicate as
in [14]: forRole(B, D, A.R) can be read as B is acting for “D as A.R” and
it means that B is acting for the role activation in which D activates A.R.
The delegation rules can be translated in the following way: B1

D as A.R−−−−−−→ B2

forRole(B2, D, A.R)←− forRole(B1, D, A.R). This rule means that B2 is act-
ing for “D as A.R” if B1 is doing so. Other kind of delegation rules that can be
formulated are presented in [14].

Clearly, even the other rules presented in Sec. 4 and Sec. 4.3 must be modified
according to the introduction of the forRole predicate. For example, A.R ←−
〈D, s〉 becomes forRole(D, D, A.R) :- s and s ∈ S is the associated weight taken
from the 〈S, +,×,0,1〉 semiring. Therefore we have presented only the Rule 1
translation and, for sake of brevity, we omit all the other rules translation with
the forRole predicate (from Rule 2 to Rule 6); however the translation is similar
to the one proposed in the RT D design in [14]. A request is translated in the
same way as a delegation credential; the request is replaced by the dummy entity
corresponding to it. For example, the B1

D as A.R−−−−−−→ req request is translated to
forRole(ReqID, D, A.R) ←− forRole(B1, D, A.R), where ReqID is the
dummy entity for req.

Example 3. In this simple example we show how different delegation acts can
lead to different costs. We use the Weighted semiring, i.e. 〈R+, min, +,∞, 0〉,
since we suppose the authorizer wants to minimize the cost associated with
the credentials used for the authorization (the + of the semiring is instantiated
to min in the Weighted semiring): the costs are elements of R+ (i.e. the set of
positive real numbers) and are composed with the arithmetic + (i.e. the × of the
Weighted semiring). The total cost value can be considered, for example, as the
cost charged to the authorizer in order to satisfy the requester. For example, the
authorizer is represented by a university budget office, and the cost associated
with the credentials represents the money cost to manage them (i.e. phone calls,
faxes, travel expenses, etc). In the example, we have a university (i.e. Uni),
where any conference organization event has to be proposed and approved before
it is allowed to be practically organized. Any professor can propose such an
event. A member of the “approval commission” can instead approve an event.
A member of this commission is also a professor (i.e. the commission is made
up of professors); however, a professor cannot approve his own proposed event.
Therefore, the aim of the university budget office is to minimize the cost for the
organization of the events. This can be represented as follows:

Uni.organizeEvent ←− Uni.propose⊗ Uni.approve.

Uni.propose ←− Uni.prof.
Uni.approve ←− Uni.appCommission.
Uni.prof ←− Uni.appCommission.

Suppose also that A and B professors are both in the approval commission
and the cost of these two credentials is the same (e.g. 1 euro is a basic cost to
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manage a member of the approval commission): Uni.appCommission←− 〈A, 1〉
and Uni.appCommission←− 〈B, 1〉.

Both of them wish to propose and clearly accept the same event (named
bigConf ) and they present the following credentials. Moreover, we extend the
syntax of the delegation rules as already explained in Sec 4: now they can have
an associated semiring value (the cost) taken from R+.

A
A as Uni.appCommission−−−−−−−−−−−−−−−−−→ 〈event(bigConf), 6〉.
A

A as Uni.prof−−−−−−−−−→ 〈event(bigConf), 5〉.
B

B as Uni.appCommission−−−−−−−−−−−−−−−−−→ 〈event(bigConf), 8〉.
B

B as Uni.prof−−−−−−−−−→ 〈event(bigConf), 2〉.
Given the request forRole(reqID, {A, B}, Uni.organizeEvent) (and reqID

is the dummy entity), the system will choose B as the proposer (with a cost of
2) and A as the entity who approves the event (with a cost of 6), since it is
the cheapest solution to the problem. The total cost of all the credentials is 10
euro, obtained by summing also 1 euro for each credential related to a professor.
Notice that the other possible solution, with A proposer and B approver of the
event, costs 15 euro, i.e. 5 euro more.

5 Conclusions and Future Work

We have proposed a weighted extension of Datalog (i.e. DatalogW ) and a trust
language family based on it. These languages can be used to deal with vague
and imprecise security policies or credentials, and preference or costs associated
to each rule or fact. In practice, we can manage and combine together differ-
ent levels of truth, preference or costs associated to the statements and finally
have a single feedback value on which to authorize a trust request. We have
extended the RT family [14] and we we have shown that the classical RT0 and
RT1 languages are respectively included in our RT W

0 and RT W
1 languages. It

is worthy to notice that our extension is completely orthogonal w.r.t. the RT
extension proposed in [13], i.e. RT C , where the supporting DatalogC language
allows first-order formulas in tractable constraint domains. The constraints are
introduced to represent the access permissions over structured resources, e.g.,
tree domains and range domains. Our aim is instead the representation of trust
levels modelling cost/preference or fuzziness of credentials. Our systematic ap-
proach to give weights to facts and rules, contributes also towards bridging the
gap between “rule-based” trust management (i.e. hard security mechanisms) and
“reputation based” trust management [11] (i.e. soft security mechanisms).

On future improvement could be to leave to the programmer the opportunity
to take more decisions inside the rules, for example based on the current ag-
gregated semiring value (the process is called reification of the values, i.e. make
them visible to the programmer); from its evaluation, some rules could be en-
abled and others could be ignored, influencing the derivation process and the
final result. Therefore we want to extend the language in this sense.
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We plan to investigate the complexity of tractable soft constraints classes [7]
in order to cast them in a Datalog-based language. Therefore, we want to extend
also the RT C language [13] (based on Datalog enhanced with crisp constraints)
in its soft version.
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Abstract. This paper presents an architecture enabling developers to easily and
flexibly assign replication protocols simply by annotating individual server meth-
ods. This avoids using costly replication protocols for all object methods, e.g.
read-only methods can use less costly protocols, reserving the costly replica-
tion protocols for update methods. The architecture has been implemented in the
Jgroup/ARM middleware, and enables addition of new replication protocols with-
out modifying the core toolkit. It also supports runtime selection of replication
protocol for individual methods. This can be used to support self-optimization of
protocol selection by optimizing for the most appropriate configuration under a
given system load.

1 Introduction

Middleware for building dependable distributed applications often provide a collection
of replication protocols supporting varying degrees of consistency. Typically, providing
strong consistency requires costly replication protocols, while weaker consistency often
can be achieved with less costly protocols. Hence, there is a tradeoff between cost and
consistency involved in the decision of which replication protocol to use for a particular
server. But, perhaps more important is the behavioral aspects of the server. For instance,
the server may be intrinsically non-deterministic in its behavior, which consequently
rules out several replication protocols from consideration, e.g. atomic multicast.

This paper presents an architecture for Jgroup/ARM [11] enabling software develop-
ers to easily and flexibly select their replication protocol of choice for each individual
server method. The principal motivation for the architecture is to improve the flexibility
in choice of replication protocols, so as to reduce the resource consumption of depend-
able applications as much as possible. In many fault-tolerant systems, different replica-
tion protocols are supported at the object level [14, 15], meaning that all the methods
of a particular object must use the same replication protocol. Jgroup [11] takes a dif-
ferent approach: when implementing a dependable service, the invocation semantics of
each individual method can be specified separately using Java annotations [2, Ch.15].
This allows for greater flexibility as various methods may need different semantics.
Hence, developers may select the appropriate invocation semantics at the method level,
and even provide different implementations with alternative semantics. The presented
architecture makes it very easy to add new replication protocols to the system, with
no changes to the core toolkit. Protocol implementations are picked up automatically.

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 496–506, 2008.
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The current implementation supports four different replication protocols, or invoca-
tion semantics: anycast, reliable multicast, atomic multicast and leadercast. The latter
is a variant of passive replication and permits servers with non-deterministic behav-
ior, whereas atomic multicast can be viewed as a kind of active replication, and hence
does not tolerate servers being non-deterministic. The architecture can also accommo-
date adaptive or runtime protocol selection based on runtime changes in the environ-
ment. A common example in which application semantic knowledge can be exploited
is a replicated database with read and write methods. Often a simple Read-One, Write-
All (ROWA) replication protocol [17] can then be used and still preserve consistency.
A ROWA replication protocol can easily be implemented using anycast for read meth-
ods and either multicast, atomic, or leadercast for write methods. On the other hand,
replication protocols which operate at the object level require that also simple read-
only methods use the strongest replication protocol required by the object to preserve
consistency. However, assigning appropriate invocation semantics to the methods of a
server do require careful consideration to ensure preservation of consistency as well
as reducing the resource consumption needed. Hence, a guideline is provided in [11],
based on [8]. For example, if two methods of the same server modify intersecting parts
of the shared state, they should use the same replication protocol.

By exploiting knowledge about the semantics of distributed objects, the choice of
which replication protocols to use for the various methods can be used to obtain a per-
formance gain over the traditional object level approach. Similar ideas were proposed
by Garcia-Molina [9] to exploit semantic knowledge of the application to allow nonse-
rializable schedules that preserve consistency to be executed in parallel as a means to
improve the performance for distributed database systems. OGS [6, 7] also allows each
method of a server to be associated with different replication protocols, but this must be
explicitly encoded for each method through an intricate initialization step. The approach
presented herein is much easier to use as it exploits Java annotations to mark methods
with the desired replication protocol. The Spread [1] message-based group communi-
cation system can also be used to exploit semantic knowledge, since each message can
be assigned a different replication protocol. JavaGroups [3] on the other hand would
have required separate channels for each replication protocol. Unlike Jgroup however,
neither of these two systems are aimed at RMI based systems.

Organization: In Section 2 the architecture is presented, while in Section 3 the pro-
tocol selection mechanism is covered. The leadercast replication protocol is covered in
Section 4, and Section 5 covers the atomic replication protocol. Finally, Section 6 dis-
cusses potential enhancements to the architecture that would enable support for adaptive
runtime selection of protocols.

2 The EGMI Architecture

The external group method invocation (EGMI) architecture of Jgroup/ARM [11] aims
to provide: (a) flexibility and efficiency using to a customized RMI layer; (b) flexibility
to add new replication protocols; (c) runtime adaptive selection of replication protocol
(Section 6); (d) improved client-side view updating (covered in [12]).
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Fig. 1 illustrates the high-level interactions of the EGMI architecture. The figure
illustrates interactions involved in a multicast invocation. Clients communicate with
an object group through a two-step approach, except for the anycast semantic. Two
communication steps are required for multicast interactions. The ExternalGMIModule
acts as the server-side proxy (representative) for clients communicating with the object
group, and is also responsible for protocol selection. The server representing the group
is called the contact server. The choice of contact server is made (on a per invocation
basis) by the client-side proxy, and different strategies can be implemented depending
on the requirements of the replication protocol being used. The general strategy used by
both anycast and multicast is to choose the contact server arbitrarily, while leadercast
always selects the group leader. However, in the presence of failures an arbitrary server
in the group is selected.

As shown in Fig. 1, before a client can invoke the object group, each member of
the group must bind() its reference (client-side proxy) in the dependable registry. The
client can then perform a lookup() to obtain the client-side proxy encompassing all group
members. The client-side proxy provides the same EGMI interface as the server, enabling
the client to invoke local methods on it (➊). The proxy encodes invocations into remote
communications (➋), and ultimately complete the invocation by returning a result to the
client. The ExternalGMIModule exploits the MulticastModule to send multicast messages
(➌,➍,➎) to all group members. This is followed by the invocation of the encoded method
(➏) on all members, and returning the results back to the contact server (➆,➇). The
contact server is responsible for returning a selected result back to the client.

2.1 The Client-Side and Server-Side Proxies

The client-side and server-side proxies are implemented as a customized version of
the Jini Extensible Remote Invocation (JERI) protocol stack [16]. All layers in JERI
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protocol stack have been retrofitted with group support, except for the transport layer,
as shown in Fig. 2. Currently, a TCP transport is used between clients and the contact
server, whereas multicast is used internally in the group.

The GroupInvocationHandler shown in Fig. 2 is responsible for marshalling and un-
marshalling invocations. When invoked by the client-side proxy, internal tables are
queried to determine the semantics of the method being invoked. Knowing the se-
mantics on the client-side improves efficiency, as the contact server can forward the
invocation to the group without unmarshalling it until received by the GroupInvoca-
tionDispatcher at the destination server.

The GroupEndpoint maintains the current group membership lazily synchronized
with the server-side membership [12]; it stores a single Endpoint for each member of
the group. Each Endpoint object represents the transport between the client and the
corresponding ServerEndpoint. GroupEndpoint also selects the endpoint to use for a
particular invocation, based on the semantics of the method.

When the GroupRequestHandler (GRH) receives an invocation, the invocation se-
mantic is extracted from the data stream. Depending on the invocation semantic, the in-
vocation is passed on to a protocol-specific invocation dispatcher (see Section 3). Here
the protocol dispatcher is assumed to be multicast (as in Fig. 2). Hence, the stream is
passed on to the MulticastModule, and finally to the GroupInvocationDispatcher (GID)
which takes care of the unmarshalling and invocation of the method on the remote
server objects. As Fig. 2 shows, the results are returned to the contact server, which
finally returns the result(s) to the client.
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Listing 1. Skeleton of the RegistryImpl

public final class RegistryImpl {
@Multicast IID bind(String name, Entry e)
throws RemoteException
@Anycast Remote lookup(String serviceName)
throws RemoteException, NotBoundException

}

3 Replication Protocol Selection

Each method is usually assigned a distinct invocation semantic by the server developer
at design time, by prefixing each method with an annotation marker for the replication
protocol to use, as shown in Listing 1. It is also possible to declare protocol annota-
tions in the interface. However, markers declared in the server implementation takes
precedence over those declared in the interface. This makes it easy to provide alterna-
tive implementations of the same interface with different invocation semantics for the
various methods declared in the interface, e.g. if an implementation wants to provide
stronger consistency for some methods.

Fig. 3 depicts the protocol selection mechanism of the ExternalGMIModule. Each
protocol must implement the ProtocolDispatcher interface through which invocations
are passed before they are unmarshalled. This allows the protocol to multicast the in-
vocation to the other group members before unmarshalling is done in the GroupInvoca-
tionDispatcher. However, the stream received by the GroupRequestHandler is partially
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EGMI interface

Replication protocol

selection

Anycast LeadercastMulticast Atomic
ProtocolDispatcher ProtocolDispatcher ProtocolDispatcher ProtocolDispatcher

getProtocol(semantics)

ServerEndpoint

Protocol

repository

JERI based 

transport

Fig. 3. EGMI replication protocol selection
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Listing 2. The @Atomic annotation marker

@Retention(RetentionPolicy.RUNTIME)
@Target(ElementType.METHOD)
@interface Atomic { }

Listing 3. The ProtocolDispatcher interface

public interface ProtocolDispatcher {
InvocationResult dispatch(InputStream in)
throws IOException;

void addListener(Object listener);
}

unmarshalled to obtain information necessary to route the message to the appropriate
protocol dispatcher instance. The protocol repository holds a mapping between the an-
notation marker (a method’s invocation semantic) and the actual protocol instance. The
repository is queried for each invocation of a method.

3.1 Supporting a New Protocol

To support new replication protocols, two additions are required: (i) a new annotation
marker must be added, allowing servers to specify the new protocol and (ii) the ac-
tual protocol implementation. Listing 2 shows the annotation marker for the @Atomic
replication protocol. To support runtime protocol selection, the retention policy of the
marker must be set to RUNTIME to allow reflective access to the marker. Furthermore,
the target element type is set so that the marker only applies to METHOD element types.
For details about the Java annotation mechanism see [2, Ch.15].

A new protocol implementation must implement the ProtocolDispatcher interface
(see Listing 3), and placed in the protocol package location. The latter is configured us-
ing a Java system property. Replication protocols are constructed on-demand based on
reflective [2, Ch.16] analysis of the server implementation (or its EGMI interfaces) to
determine the invocation semantics of its methods. Methods whose invocation seman-
tic is unspecified defaults to @Anycast. Only required protocols are constructed. This
analysis is done in the bootstrap phase, and the information is kept in internal tables for
fast access during invocations.

3.2 Concurrency Issues

Note that a protocol instance may be invoked concurrently by multiple clients, and care
should be taken when developing a replication protocol to ensure that access to protocol
state is synchronized. Furthermore, the EGMI architecture is designed for multithread-
ing, and hence it does not block concurrent invocations using the same or different
protocols. It is the responsibility of the server developer to ensure that access to server
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state is synchronized. However, invocations received while a new view is pending are
blocked temporarily and delivered in the next view. This is necessary to avoid that in-
vocations modify the server state while the state merge service [13] is active.

4 The Leadercast Protocol

The leadercast protocol presented in this section is a variant of the passive replica-
tion protocol [10]. The principal motivation to provide this protocol is the need for a
strong consistency protocol that is able to tolerate non-deterministic operations. The
main difference between leadercast and the passive replication protocols described in
the literature [10] is optimizations in scenarios where the leader has crashed. That is
how to convey information about the new leader to clients, and how to handle failover.
These optimizations are possible due to the client-side view updating technique de-
scribed in [12]. Fig. 4(a) illustrates the leadercast protocol, when the client knows which
of the group members is the leader. In this case, the protocol is as follows:

1. The client sends its request to the group leader.
2. The leader process the request, updating its state.
3. The leader then multicasts an update message containing 〈Result, StateUpdate〉 to

the followers (backups).
4. The followers modify their state upon receiving an update message, and replies

with an Ack to the leader.
5. Only when the leader has received an Ack from all live follower replicas, will it

return the Result to the client.

Result is the result of the processing performed by the leader, while StateUpdate is the
state (or a partial state) of the leader replica after the processing. A partial state may for
instance be the portions of the state that have been modified by the leadercast methods.
Notice the compare() method performed at the end of the processing. This is used to
compare the server state before and after the invocation of method(), and if the state did
not change, there is no need to send the update message, as shown in Fig. 4(b).

The Result part of the update message is necessary in case a follower is promoted
to leader, and needs to emit the Result to the client in response to a reinvocation of the
same method. This can only happen if the leader fails, causing the client to perform
a failover by reinvoking the method on another group member, as shown in Fig. 4(c).
Hence, the followers needs to keep track of the result of the previous invocation made
by clients. A result value can be discarded when a new invocation from the same client
is made, or after some reasonable time longer than the period needed by the client to
reinvoke the method. As depicted in Fig. 4(c), the failure of the leader causes the mem-
bership service to install a new view. Client invocations may be received before the new
view is installed, however, they will be delayed until after the view has been installed,
as discussed in Section 3.2. The follower receiving the reinvocation of a previously in-
voked method will simply return the result to the client along with information about
the new leader.

If the follower receiving a reinvocation of a previously invoked method is not the
new leader, the invocation is forwarded to the current leader, as shown in Fig. 4(d). This
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Fig. 4. The Leadercast protocol

can happen if the leader failed before the followers could be informed about the original
invocation. This forwarding to the current leader will only occur once per client, since
the result message contains information about the new leader, and hence the client-side
proxy can update its contact server.

As discussed above, the client-side proxy is responsible for selecting the contact
server. For the leadercast protocol, the group leader (primary) is selected unless it has
failed. The server selection strategy is embedded in the invocation semantic represen-
tation associated with each method. When the client detects that the leader has failed,
the choice of contact server is random for the first invocation; the new leader is then
obtained from the invocation reply and future invocations are directed to the current
leader.

5 The Atomic Multicast Protocol

The atomic multicast protocol implemented in the context of this thesis is based on the
ISIS total ordering protocol [4], hence only a brief description is provided herein. The
protocol is useful to ensure that methods that modify the shared server state do so in a
consistent manner. Methods using the atomic protocol must behave deterministically to
ensure consistent behavior. The protocol is a distributed agreement protocol in which
the group members collectively agree on the sequence in which to perform the invo-
cations that are to be ordered. Fig. 5(a) shows the protocol. In the first step, the client
sends the request to a contact server, who forwards the request to the group members,
each of which respond with a proposed sequence number. The contact server selects
the agreed sequence number from those proposed and notifies the group members; the
highest proposed sequence number is selected. Finally, when receiving the agreed se-
quence number each member can perform the invocation and return the result(s) to the
contact server, which will relay it to the client.

The contact server selection strategy is random for load balancing and fault tolerance
purposes. The contact server acts as the entity that defines the ordering of messages,
and serves this function for all invocations originated by clients using it as the contact
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server. Since the choice of contact server is random, the same client may choose a
different one for each invocation that it performs. It follows that also different clients
will use different contact servers. An alternative contact server selection strategy is to
always select the same server (the leader) to do the message ordering. By doing so, a
fixed sequencer protocol requiring less communication steps can be implemented. The
fixed sequencer and other total ordering protocols are discussed in [5].

Fig. 5(b) illustrates one scenario in which the contact server fails before completing
the current ordering. The client detects the failure of the contact server, and sends the
request to an alternative server. In this particular scenario, the remaining servers needs
to rerun the agreement protocol. However, had the contact server failed after completing
the agreement protocol, but before emitting the result to the client, the new server must
emit the previous result in response to a reinvocation.

The two-step communication approach used for EGMI between the client and the
group members precludes the provision of a true active replication scheme. In particu-
lar, the client-side proxy will not receive replies directly from all the servers, and thus
cannot mask the failure of the contact server towards the client-side proxy. Hence, if
the contact server fails during an invocation, the client-side proxy is required to ran-
domly pick another server and perform a reinvocation. The failure of the contact server,
however, is still masked from the client object. But the disadvantage is that the failover
delay of the atomic approach is equivalent to that of the leadercast approach when the
contact server fails. However, one way to provide true active replication is to let clients
become (transient) members of the object group prior to invoking methods on it, al-
lowing clients to receive replies from all members and not just the contact server. It is
foreseen that the client-side proxy can hide the fact that it has joined the object group,
from the client object before performing an invocation, e.g. by annotating the method
with @Atomic(join=true). An optional leaveAfter attribute could also be provided indi-
cating the number of invocations to be perform before the client-side proxy requests to
leave the group. This way true active replication can be provided also to clients.

6 Runtime Adaptive Protocol Selection

Another useful mechanism that can easily be implemented in this architecture is support
for dynamic runtime protocol selection. Dynamically changing the replication protocol
of methods at runtime is useful for systems that wish to dynamically adapt to changes
in the environment. For instance, a server may decide to change its replication protocol
for certain methods to improve its response time, if the system load increases. One
might also imagine a special module that can configure the replication protocols of
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a server group remotely from some management facility (e.g. ARM [11]) to adapt to
changing requirements. For example, if moving to more powerful hardware, one can
simply migrate replicas to the new hardware, followed by a change of the replication
protocol to use for certain methods. This section briefly outlines how this feature can
be implemented.

First, a @Dynamic marker is needed, which must be added to methods that should
support dynamic reconfiguration. Next, the Dynamic replication protocol must be im-
plemented, which is simply a wrapper for the other supported protocols. The Dynamic
protocol must maintain a mapping for each @Dynamic method and its currently con-
figured invocation semantic. By default, methods that declare @Dynamic should be
configured with the @Anycast semantic, unless the marker is parametrized with the de-
sired default protocol, e.g. @Dynamic(protocol=@Leadercast). A DynamicReplication-
Service interface can be provided that enables the server (or other protocol modules)
to dynamically change the invocation semantics of the server’s methods at runtime. A
protocol module may then implement update algorithms that can seamlessly reconfig-
ure the replication protocol of individual methods at runtime. One scheme could be to
change the replication protocol of certain methods based on the size of the group. For
example, if the group only has three members or less then @Atomic is used; if it has
more than three members then @Leadercast is used.

Another, more subtle use of this feature relates to a client designed for testing the
performance of various replication protocols. The server can then simply implement a
set of test methods, each declaring the @Dynamic marker, whereas the client can invoke
a special method to set the appropriate replication protocol to be tested, before invoking
the actual test methods on the server. To allow clients to reconfigure the replication
protocol of methods, the server (or a module) must provide a remote interface (e.g. by
exporting the DynamicReplicationService interface) through which clients can update
the invocation semantics of the server-side methods.

7 Conclusions

This paper presented an architecture and accompanying implementation of a dynamic
protocol selection mechanism that makes it flexible and easy to improve the resource
utilization of replicated services, by taking advantage of application semantics. The
features of this architecture may also be used to support self-optimization by runtime
reconfiguration of replication protocols for each individual server method.
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5. Défago, X.: Agreement-Related Problems: From Semi-Passive Replication to Totally Or-
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Abstract. In 2007, Kwon et al. proposed a three-round protocol, SKE,
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1 Introduction

A key exchange protocol between two communication entities, allows partici-
pants to identify each other and establish a common session key, which is used
to encrypt transmitted messages between them over an insecure channel. In
general, the key exchange protocols can be classified into three types: public
key, symmetric key, and password. The public key or symmetric key based key
exchange protocols need to share long-term secret keys between each user. How-
ever, it is difficult for a human to memorize long random strings used as secret
keys. In contrast, the password based key exchange protocol allows users to es-
tablish a session key using only human-memorable passwords. However, because
of low entropy of the password space, the password based key exchange protocol
should be designed to be secure against password guessing attacks or dictionary
attacks [1].

Recently, three-party key exchange protocol [2][3][4][5][6][7][8][9] is an impor-
tant cryptographic technique in the secure communication areas, by which two
clients, each shares a long-term secret key or a human-memorable password with
a trusted server, can agree a secure session key. Especially, smart card-based key
exchange in the three-party setting [8][9] allows two users to establish a session
key between them using smart cards, where each user uses a human-memorable
password to gain access to his/her smart card.

In 2007, Kwon et al. [9] proposed a three-round protocol, SKE, for smart
card-based key exchange in the three-party setting which provides both key

� Corresponding author.
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independence and forward secrecy and security against DoS attacks. Because
the SKE protocol only needs three-round to share a session key between two
clients, it provides both round and communication efficiency and is suitable for
mobile applications in which session keys have to be exchanged frequently.

Nevertheless, this paper demonstrates the vulnerability of the SKE protocol.
Using our attacks, we have shown that the SKE protocol is insecure to an im-
personation attack and is vulnerable to an integrity violence of the session key
from illegal modification. We also present a simple improvement to repair the
security flaws of the SKE protocol.

This paper is organized as follows: In Section 2, we briefly review the SKE
protocol. Section 3 shows the security flaws of the SKE protocol. In Section 4,
we present a simple improvement of the SKE protocol and discusses the security
of the proposed protocol. Finally, our conclusions are presented in Section 5.

2 Review of SKE Protocol

This section reviews Kwon et al.’s SKE protocol [9]. The SKE protocol is com-
posed of three phases: registration, session key agreement, and password updat-
ing. In the SKE protocol, all parameter choices depend on a security parameter
l. Abbreviations used in this paper are as follows:

– A, B, S: two users and a trusted server.
– MACk(m): the MAC of message m under key k.
– Ek(M): the symmetric encryption of a plaintext M under key k.
– Dk(C): the symmetric decryption of a ciphertext C under key k.
– PEy(M): the public key encryption [10][11] of a plaintext M with public key

y.
– PDx(C): the public key decryption [10][11] of a ciphertext C under private

key x.
– H(·): a secure hash function such that H(·) : {0, 1}∗ → {0, 1}l.
– xs: a master secret of the server S.

2.1 Registration Phase

1. When a new user A wants to register, A gives a password pwA to S.
2. Upon receiving a request from A, S computes PWA = H(A||pwA), vA =

H(A||xs) and wA = vA ⊕ PWA.
3. S stores (A, vA, wA) in a smart card and gives the smart card to A.

2.2 Session Key Agreement Phase

When A wants to establish a session key with B, A inserts his/her smart card
into a card reader, and types a password pw′

A. The smart card then computes
PW ′

A = H(A||pw′
A) and v′A = wA ⊕ PW ′

A, and checks if v′A = vA holds. If the
number of failing tries exceeds a predefined threshold, the smart card deactivates
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A (A, vA, wA) S (xs) B (B, vB, wB)

Round 1:

rA ← {0, 1}l

(y, x) ← PK(1l)
cA = EvA(rA)
Pick up TS
τA = MACrA(A||B||TS||y||cA)

A||B||TS||y||cA||τA−−−−−−−−−−−−−−−−−−−−−−→
Round 2:

vA = H(A||xs)
rA = DvA(cA)
Verify TS and τA

vB = H(B||xs)
cS = EvB (rA)
τS = MACrA(A||B||TS||y||cS)

A||TS||y||cS ||τS−−−−−−−−−−−−−−−−−−→
Round 3:

rA = DvB (cS)
Verify TS and τS

rB ← {0, 1}l

cB = PEy(rB)
τB = MACrA(A||B||TS||cB)

sk = H(A||B||rA||rB)
cB ||τB←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

rB = PDx(cB)
Verify τB

sk = H(A||B||rA||rB)
Shared session key sk = H(A||B||rA||rB)

Fig. 1. Kwon et al.’s SKE protocol

itself to prevent on-line dictionary attacks. B also authenticates itself to his/her
smart card as A does.

After the above authentication of users by the smart cards, A and B (in fact,
the smart cards of A and B) execute the following protocol. An execution of
session key agreement phase is shown in Fig. 1.

Round 1. A→ S: A||B||TS||y||cA||τA

A randomly selects rA ∈ {0, 1}l and a pair of one-time public/private
keys (y, x). A computes cA =EvA(rA) and τA = MACrA(A||B||TS||y||
cA), where TS is a time stamp. A then sends A||B||TS||y||cA||τA

to S.
Round 2. S → B: A||TS||y||cS||τS

The server S computes vA = H(A||xs) and extracts rA from cA. S
checks if TS is within a tolerable time span and MAC τA is valid. If the
verification is successful, S computes vB = H(B||xs), cS = EvB (rA),
and τS = MACrA(A||B||TS||y||cS). S sends A||TS||y||cS||τS to B.
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Round 3. B → A: cB||τB

B extracts rA from cS . B checks if TS is within a tolerable time
span and MAC τS is valid. If the verification is successful, B ran-
domly selects rB ∈ {0, 1}l and computes cB = PEy(rB) and τB =
MACrA(A||B||TS||cB). B sends cB||τB to A. B calculates a session
key sk = H(A||B||rA||rB).

A first extracts rB from cB, and checks if MAC τB is valid. If the ver-
ification is successful, A computes a session key sk=H(A||B||rA||rB).

2.3 Password Updating Phase

1. When A wants to change his/her password, A inserts his/her smart card into
a card reader and types both old password pwA and new password pwnew

A .
2. The smart card then computes PW ′

A = H(A||pwA) using the input, and
computes v′A = wA ⊕ PW ′

A.
3. The smart card checks if v′A = vA holds. If the number of failing tries exceeds

a predefined threshold, the smart card deactivates itself. If the verification
holds, the smart card computes PWnew

A = H(A||pwnew
A ) and wnew

A = wA ⊕
PW ′

A. PWnew
A = vA ⊕ PWnew

A , and replaces wA with wnew
A in the smart

card.

3 Cryptanalysis of SKE Protocol

This section shows that Kwon et al.’s SKE protocol is insecure to an imperson-
ation attack and an integrity violence of the session key from illegal modification.

3.1 Impersonation Attack

The impersonation attack on SKE protocol proceeds as follows:

1. A→ S: A||B||TS||y||cA||τA

A performs Round 1 of the session key agreement phase.
2. E(B)→ A: c∗B||τ∗

B
Upon intercepting A||B||TS||y||cA||τA sent by A, the attacker E lets c∗B =
y||cA and τ∗

B = τA. Finally, E sends c∗B||τ∗
B to A for impersonating user B.

Upon receiving c∗B||τ∗
B from E(B), A will decrypt c∗B by computing PDx(c∗B).

Then, A will check if MAC τ∗
B is valid. Because MAC τ∗

B is MACrA(A||B||TS||c∗B),
where c∗B = y||cA, the verification is successfully passed by A. Finally, A will com-
pute a session key sk = H(A||B||rA||PDx(c∗B)) and use it to perform the subse-
quent communication with B.

As a result of this impersonation attack, A will assure that he/she is com-
munication with B by verifying MAC τ∗

B and believe the responding party is a
legal user B. However, the user B did not perform the SKE protocol to agree
the session key sk. Thus, B will always reject A’s sending message. It means
that the SKE protocol dose not provide explicit authentication unlike Kwon et
al.’s security analysis. An example of the impersonation attack on SKE protocol
is shown in Fig. 2.
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A E(B)

rA ← {0, 1}l

(y, x) ← PK(1l)
cA = EvA(rA)
Pick up TS
τA = MACrA(A||B||TS||y||cA)

A||B||TS||y||cA||τA−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
c∗B = y||cA

τ∗
B = τA

c∗B ||τ∗
B←−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Decrypt c∗B
Verify τ∗

B
?
=MACrA(A||B||TS||c∗B)

sk = H(A||B||rA||PDx(c∗B))

Fig. 2. Impersonation attack

3.2 Integrity Violence of the Session Key from Illegal Modification

SKE protocol is also vulnerable to an integrity violence of the session key from
illegal modification. Suppose that attacker E interposes the communication be-
tween A, S, and B. Then, attacker E can perform the illegal modification attack
as follows:

1. A→ S: A||B||TS||y||cA||τA

A performs Round 1 of session key agreement phase.
2. Upon intercepting A||B||TS||y||cA||τA sent by A, the attacker E forwards it

to S, and lets c∗B = y||cA and τ∗
B = τA.

3. S → B: A||TS||y||cS||τS

S performs Round 2 of session key agreement phase.
4. B → A: cB||τB

B performs Round 3 of session key agreement phase.
5. Upon intercepting cB||τB sent by B, the attacker E replaces cB with c∗B and

τB with τ∗
B , respectively. Finally, E sends c∗B||τ∗

B to A.

After all, as described in the above impersonation attack, A will compute
the wrong session key sk = H(A||B||rA||PDx(c∗B)). However, A cannot detect
the generation of this wrong session key because he/she authenticate c∗B||τ∗

B by
verifying MAC τ∗

B . From now, A and B shall use mutually different session keys
in encrypting/decrypting their messages.

Unlike Kwon et al.’s security analysis, because all communicating parties
check the validity of the received messages using the MAC, SKE protocol cannot
detect this illegal modification attack and cannot prevent communicating parties
from maintaining the invalid sessions.

Through this illegal modification attack, attacker E can neither obtain the
wrong session key nor the correct session key sk but can make two parties believe
and use an unintended session key. Therefore, an illegal modification attack is a
serious attack, since it can prevent the two communication parties from reaching
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A E S B

A||B||TS||y||cA||τA−−−−−−−−−−−−−−−−−−−−→
c∗B = y||cA

τ∗
B = τA

A||B||TS||y||cA||τA−−−−−−−−−−−−−−−−−−−−→
A||TS||y||cS ||τS−−−−−−−−−−−−−−−−−−→

sk = H(A||B||rA||rB)
cB ||τB←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

c∗B ||τ∗
B←−−−−−−−−−−−−−−−−−−−−

Decrypt c∗B
Verify τ∗

B

?
= MACrA(A||B||TS||c∗B)

sk = H(A||B||rA||PDx(c∗B))
A and B share different session keys sk

Fig. 3. Integrity violence of the session key from illegal modification

a common secret key. An example of the integrity violence of the session key from
illegal modification on SKE protocol is shown in Fig. 3.

4 Enhanced SKE Protocol

This section proposes an improvement of Kwon et al.’s SKE protocol [9] to
prevent above two attacks. The enhanced SKE protocol is also composed of
three phases: registration, session key agreement, and password updating. The
registration phase and the password updating phase are same as Kwon et al.’s
SKE protocol. Our enhanced session key agreement phase performs as follows.

4.1 Enhanced Session Key Agreement Phase

When A wants to establish a session key with B, A inserts his/her smart card
into a card reader, and types a password pw′

A. The smart card then computes
PW ′

A = H(A||pw′
A) and v′A = wA ⊕ PW ′

A, and checks if v′A = vA holds. If the
number of failing tries exceeds a predefined threshold, the smart card deactivates
itself to prevent on-line dictionary attacks. B also authenticates itself to his/her
smart card as A does.

After the above authentication of users by the smart cards, A and B (in fact,
the smart cards of A and B) execute the following protocol. An execution of
enhanced session key agreement phase is shown in Fig. 4.

Round 1. A→ S: A||B||TS||y||cA||τA

A randomly selects rA ∈ {0, 1}l and a pair of one-time public/private
keys (y, x). A computes cA = EvA(rA) and τA = MACrA(A||B||TS
||y||cA), where TS is a time stamp. A then sends A||B||TS||y||cA||τA

to S.
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A (A, vA, wA) S (xs) B (B, vB, wB)

Round 1:

rA ← {0, 1}l

(y, x) ← PK(1l)
cA = EvA(rA)
Pick up TS
τA = MACrA(A||B||TS||y||cA)

A||B||TS||y||cA||τA−−−−−−−−−−−−−−−−−−−−−−→
Round 2:

vA = H(A||xs)
rA = DvA(cA)
Verify TS and τA

vB = H(B||xs)
cS = EvB (rA)
τS = MACrA(A||B||TS||y||cS)

A||TS||y||cS ||τS−−−−−−−−−−−−−−−−−−→
Round 3:

rA = DvB (cS)
Verify TS and τS

rB ← {0, 1}l

cB = PEy(rB)
τB = MACrA(A||B||TS||rB)

sk = H(A||B||rA||rB)
cB ||τB←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

rB = PDx(cB)

Verify τB
?
= MACrA(A||B||TS||rB)

sk = H(A||B||rA||rB)
Shared session key sk = H(A||B||rA||rB)

Fig. 4. Enhanced SKE protocol

Round 2. S → B: A||TS||y||cS||τS

The server S computes vA = H(A||xs) and extracts rA from cA. S
checks if TS is within a tolerable time span and MAC τA is valid. If the
verification is successful, S computes vB = H(B||xs), cS = EvB (rA),
and τS = MACrA(A||B||TS||y||cS). S sends A||TS||y||cS||τS to B.

Round 3. B → A: cB||τB

B extracts rA from cS . B checks if TS is within a tolerable time
span and MAC τS is valid. If the verification is successful, B ran-
domly selects rB ∈ {0, 1}l and computes cB = PEy(rB) and τB =
MACrA(A||B||TS||cB). B sends cB||τB to A. B calculates a session
key sk = H(A||B||rA||rB).

A first extracts rB from cB, and checks if MAC τB is valid. If the ver-
ification is successful, A computes a session key sk = H(A||B||rA||rB).
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4.2 Security Analysis

This subsection discusses the enhanced security features. The rest are the same
as the original Kwon et al.’s SKE protocol as described in the literature [9].
Readers are referred to [9] for completer references.

Theorem 1. The enhanced SKE protocol can simply prevent the above described
impersonation attack and integrity violence problem of the session key from illegal
modification.

Proof. To prevent two security problems in Section 3, a simple solution is to
change τB = MACrA(A||B||TS||cB) with MACrA(A||B||TS||rB) in the Round
3 of session key agreement phase. That is, cB replaces with rB . Then, only
A can extract rB from cB and check if MAC τB is valid. We can see τB =
MACrA(A||B||TS||rB) is different to τA = MACrA(A||B||TS||y||cA). It means
that attacker E cannot compute τB = MACrA(A||B||TS||rB) because he/she
cannot know rA and rB. If E has x, he/she can decrypt cB and get rB . However,
it is impossible because x is A’s one-time private key. Therefore, our solution
can simply prevent two attacks.

5 Conclusions

This paper demonstrated the security flaws of Kwon et al.’s SKE protocol. Using
our attacks, we have shown that SKE protocol is insecure to the impersonation
attack. Additionally, we have shown that SKE protocol is also vulnerable to
an integrity violence of the session key from illegal modification. For the above
attacks, we presented a simple improvement to repair the security flaws of Kwon
et al.’s SKE protocol.
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Abstract. Trust management is a crucial approach to authenticate user
and protect resource in distributed systems. Trust between two unknown
parties in different autonomous domain is established based on the par-
ties properties, by which are proven their qualifications through the dis-
closure of appropriate credentials. Assertion, described as well-defined
uniformly semantic structure entities such as credentials, policies and
requests, is encrypted by issuer or authority’s public key. In this paper,
we propose an efficient assertion security protect model based on sign-
cryption scheme for multiple autonomous domain managers and privacy
key generators(PKGs). We proved its security including confidentiality,
unforgeability, public verifiability, and ciphertext anonymity under the
DBDH assumption in the random oracle model, where the proposed
scheme has comparable advantage in security and efficiency to other
previous ID-based signcryption schemes in multiple PKGs.

Keywords: Trust management, assertion, signcryption, autonomous
trust domain, privacy.

1 Introduction

In distributed systems, such as P2P, Ad hoc, wireless sensor network and ubiq-
uitous computing systems, authorization and access control are the process by
which a security enforcement point determines whether an entity should be al-
lowed to perform a certain action. Authorization takes place after entity has
been authenticated. Furthermore, authorization occurs within the scope of an
access control policy.

Trust management, introduced by Blaze et al. [4] as a unified approach to
specifying and interpreting security policies, credentials, and relationships which
allows direct authorization of security-critical actions, is an important approach
to design authorization and delegation systems in decentralized environments,
such as business partnerships or coalition operations, and open decentralized
systems. This allows for increased flexibility and expressibility, as well as stan-
dardization of modern, scalable security mechanisms [20, 11].

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 516–526, 2008.
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Trust between two unknown parties in different autonomous domain is
established based on the entities’ properties, by which are proven their quali-
fications through the disclosure of appropriate credentials. All requests, creden-
tials and interactive policies are described as assertions, by which use a uniform
structure and semantic to describe exchanging information in distributed net-
works [4, 11, 15, 1]. Assertion confers authority on keys that states the assertion
source trusts the public key in the authority structure to be associated an action.

In general, assertions are encrypted by issuer or authority public key. How-
ever, in self-organized networks such as ubiquitous systems, ad hocs, and wireless
sensor networks, there have neither pre-established infrastructures, nor central-
ized control servers. Especially, there are inadequate for assertions encryption
in autonomous domain trust environments because inter-domain entities can-
not obtain the other side’s public key without the help of pre-establish trust
relationship. At the same time, for the dynamic and decentralized, it is impossi-
ble to set up the infrastructure such as PKI in large decentralized autonomous
self-organized environments.

Signcryption, first proposed by Zheng [22], is a cryptographic primitive that
performs signature and encryption simultaneously, at a lower computational
costs and communication overheads than the traditional systems like PGP that
executes signing and encryption a message in sequential procedures. ID-based
cryptography, user’s public key can be any binary string that can identify the
user’s identity, is supposed to provide a more convenient alternative to conven-
tional public key infrastructure. Many ID-based signcryption schemes that have
been proposed are based on a single PKG [16, 19, 8, 2, 21], which is inadequate
for multiple autonomous environments [10, 17]. In large scale decentralized net-
works, nodes and entities can be organized as autonomous domains, on which
each domain has its key manager and private key generator.

Assertions will be exchanged between negotiation entities in trust system. Es-
pecially, in autonomous trust environment, assertions may be resent one by one
on multi-hop networks. In order to protect assertion security, Blaze et al. [4]
suggested that assertion should be signed in PKI infrastructure. Park et al. [17]
described a security model on fast mobile grid services based XML signcryp-
tion component. Bagge and Molva [3] proposed a policy-based encryption and
signature schemes based on bilinear pairings, whereas it has lower efficiency in
computing. In [18], Wang and Cao proposed an IBE scheme in multiple PKGs
environment which is based on Boneh-Franklin encryption scheme [5]. Lal and
Sharma [13] provided that Wang and Cao scheme [18] encryption scheme does
not have chosen ciphertext security in mDBHP assumption [12].

Li et al. [14] proposed an ID-based signcryption scheme based on multiple
PKGs in Ad hoc networks. The proposed scheme might leak the privacy because
of middle node can verify the ciphertext and know the message originality of
trust entities. In [9], author proposed a signcrption scheme that provide public
ciphertext authenticity and is forward and provably secure as well as publicly
verifiable in simple PKG model.
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In this paper, we propose an efficient assertions protecting scheme in au-
tonomous trust environments, which is derived from ID-based signcryption in
multiple PKGs. Proposed scheme has the following security properties: confi-
dentiability, unforgeability, ciphertext anonymity, and public verifiability. We
also give its security proof under DBDH assumption in the random oracle model
and give a comparison with recent literatures in security, computing complexity
and ciphertext size.

The rest of this paper is organized as follows: Section 2 reviews the basic
concepts of bilinear map groups, the hard problems underlying our proposed
scheme, and gives a formal ID-based assertion signcryption scheme and its secu-
rity notions. We describe our concrete scheme in section 3 and prove its security
in section 4. We give the performance and security comparison with recent lit-
eratures in section 5 and draw our conclusion in section 6.

2 Cryptographic Blocks

2.1 Pairings and Complexity Assumptions

Definition 1 (Bilinear pairings). Let G1 be a cyclic additive group, whose
order is a prime q, P be a generator of G1. G2 be a cyclic multiplicative group
of the same order. Let ê : G1×G1 → G2 be a admissible bilinear mapping which
satisfies the following three properties:

– Bilinearity: If P, Q ∈ G1 and a, b ∈ Zq, then ê(aP, bQ) = ê(P, Q)ab.
– Non-degeneracy: There exists P, Q ∈ G1 such that ê(P, Q) �= 1.
– Computability: For all P, Q ∈ G1, one can compute ê(P, Q) in an efficient

polynomial time.

Definition 2 (CDHP). Given (P, aP, bP ) for a, b ∈ Z∗
q , to compute abP .

Definition 3 (BDHP). Given (P,aP,bP,cP) for a, b, c ∈ Z∗
q , to compute

ê(P, P )abc.

Definition 4 (DBDH Problem). Given (P,aP,bP,cP,h) for a, b, c ∈ Zq, and
an element h ∈ G2, to decide whether h = ê(P, P )abc holds.

Let IG be a DBDH parameter generator. We say that an algorithm B has ad-
vantage AdvIG,B(k) in solving the DBDH problem for IG in time at most t(k)
if for sufficiently large k:

AdvIG,B(k) =
∣∣∣Pa,b,c∈RZq,h∈G2 [1← B(aP, bP, cP, h)]−
Pa,b,c∈RZq [1← B(aP, bP, cP, ê(P, P )abc)]

∣∣∣

2.2 Assertions Signcryption Scheme

An assertion signcryption scheme is specified as five randomized algorithms:
System-setup, Issuer-setup, Extract, Signcrypt, and Designcrypt.
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– System-setup: It takes a security parameter k as input and returns systm
parameters Params. The system parameters include three cryptographic
hash functions.

– Issuer-setup: Each autonomous domain manager PKGi takes the Params
as input and returns his public/private key pair (P i

pub, si) where he only
publishes his public key to group members.

– Extract: This algorithm is the same to ID-based key extract algorithm [7,6],
where the difference is in that a user should register in and extract from his
autonomous domain manager PKGi in multiple autonomous trust domain
environments.

– Signcrypt: To send an assertion a to Bob identified by QB, sender Alice
obtains the ciphertext C by this algorithm on input of (a, SA, QB).

– Designcrypt: User Bob with secret key SB uses this algorithm to decrypt the
ciphertext and verify the valid of the signature.

2.3 Security Notions

The security of our proposed scheme satisfies semantics security, unforgeability,
public verifiability, and ciphertext anonymity.

1. Assertion confidentiality: The recipient of a message learns nothing about the
assertions he would need to possess in order to decrypt the message, unless
he actually has them. The game IDASC for semantic security in our scheme
is described as:

– Initial: The distinguisher D runs the System− setup and Issuer− setup
algorithms with a security parameter k and sends the public parameters
Params to adversary A.

– Proceeding query 1 adaptively: Adversary A performs key extract queries,
signcrypt queries, designcrypt queries adaptively. These queries are the
same as ID-based signcryption schemes [6](the different in that it can
make queries in multiple PKGs in proposed scheme).

– Challenge:A chooses two assertion a0, a1 and two identities IDA, IDB on
which he wants to be challenged. In this stage A cannot perform the key
extract query corresponding to IDB. D picks a random b from {0, 1}
and computes σ = Signcrypt(mb, SIDA , IDB) and sends σ to A.

– Query 2 adaptively: The adversary A can ask a polynomially bounded
number of queries adaptively again as in the first stage with the re-
striction that he cannot make the key extraction query on IDB and
designcrypt query on σ.

– Response: Finally, adversary A returns a bit b′ and wins the game if
b′ = b.

Definition 5. The assertion signcryption scheme is semantic security
(IND-IDASC-CCA) if adversary A obtains the advantage AdvIND−CCA(A)
= |Pr[b′ = b]− 1/2| is negligible in IDASC game.
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Note that the scheme about confidentiality is insider security since the ad-
versary has the ability to query the private of the sender of a signcrypted
assertion. It ensures the forward security that the confidentiality is preserved
even if the sender’s private key is compromised.

2. Unforgeability: An signcryption scheme based on multiple PKGs is exis-
tentially unforgeable against chosen-message insider attack (EUF-IDASC-
CMA2) if no PPT forger F has a non-negligible advantage in the following
game:

– Challenger runs System− setup and Issuer− setup just like in IDASC
game.

– Forger F adaptively performs a number of queries just like in IDASC
game.

– F produces a ciphertext (σ, IDA, IDB) in the sense that the key is the
range of key extract algorithm, and wins the game if: (a) Designcrypt
(σ, IDA, IDB) �= ⊥; (b) σ is not produced by Signcrypt oracle.

3. Ciphertext anonymity: Ciphertext anonymity means that ciphertexts contain
no third-party extractable information that helps to identity the sender
or the intended recipient. The game about ciphertext anonymous against
chosen-ciphertext insider attack (ANON-IDASC-CMA2) if no PPT distin-
guisher D has a non-negligible advantage in the following game:

– Challenger runs System− setup and Issuer − setup just like in IDASC
game.

– The adversary A performs the queries just like in IDASC game. At the
end of this stage, A outputs a message a, and two senders IDA0 , IDA1 ,
and two recipient identities IDB0 , IDB1 , where A must not have the key
extract queries on IDB0 , IDB1 .

– Challenger picks a random b, b′ from {0, 1} and computes a ciphertext
σ = Signcrypt(a, IDAb

, IDBb′ ) and send σ to A.
– A adaptively makes a number of queries just like in IDASC game with

the restriction that it must not make designcrypt queries on σ. Finally,
A outputs the bits (d, d′) and wins the game if (d, d′) = (b, b′).

Adversary A’s advantage in anonymous game ANON-IDASC-CMA2 is de-
fined as:

AdvANON−CMA(A) = |Pr[(d, d′) = (b, b′)]− 1/4|.
4. Public verifiability: Public ciphertext verifiability means that any third party

should be able to verify the origin of the ciphertext without knowing the
content of the message and getting any help from the intended recipient.

3 Proposed Scheme in Multiple Autonomous Trust
Domain

In this section, we describe our proposed ID-based assertion signcryption scheme.
The proposed scheme consists of five algorithms as following.
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1. System-setup: Given a security parameter k, generate (G1, G2, ê, q, P ) as in
definition 1. Choose three hash functions H1 :{0, 1}∗→G1, H2 :G1×{0, 1}l →
Z
∗
q , H3 : G2 → G2

1×{0, 1}l, where l is the number bits of message ciphertext.
2. Issuer-setup: Each assertion issuer PKGi (Trust domain managers or PKGs)

picks at random a secret master key si ∈ Z
∗
q , and publishes the corresponding

public key P i
pub = siP .

3. Extract: In an autonomous trust domain, a user selects a corresponding
PKG to register in and extracts his/her private key. Suppose that Alice
registers with PKGi and extracts his privacy key by SA = siQA, where
QA = H1(IDA).

4. Signcrypt: Suppose that Alice, identified by IDA in trust domain PKG1

(domain public key is P 1
pub), wants to send an assertion A to user Bob in

trust domain PKG2(domain public key is P 2
pub), she carries out the following:

– Chooses r←R Z
∗
q , and computes U = rQA;

– Computes h = H2(U ||a), and V = (r + h)SA;
– Computes t = ê(SA, QB)r, and W = H3(t)⊕ (V ||QA||a);
– Sets the ciphertext as C = (U, W ).

5. Designcrypt: On received the signcrypted assertion C = (U, W ) from IDA,
Bob follows the steps below to obtain the plaintext assertion a:

– Computes t = ê(U, SB);
– Computes (V ||QA||a) = W ⊕H3(t), and h = H2(U ||a);
– If QA /∈ G1 or V /∈ G1 holds, returns ⊥; otherwise
– Accepts the assertion a and returns � iff the following equation holds:

ê(P 1
pub, U + hQA) = ê(P, V )

It is easy to see that the above algorithms are consistent. Indeed, if C is a valid
ciphertext, then

ê(P, V ) = ê(P, (r + h)SA) = ê(P, SA)r ê(P, hSA)
= ê(P 1

pub, U)ê(P 1
pub, hQA) = ê(P 1

pub, U + hQA)

Note that we accept the assumption in [7] that multiple PKGs share common
system parameters. Furthermore, Every PKGs has different master secret key si.
Different from [14] in multi-domain communication that needs two domains pub-
lic key, our scheme only needs the signcypter trust domain’s public key, and it
can pass through the inter-domains resend message without mid-domain PKGs’s
public key . That is, if a message is sent to the target node that pass across mul-
tiple trust domain secretly, it decrypts the ciphertext using source domain public
key P 1

pub and target node private key.

4 Security Analysis

Theorem 1 (Confidentiality). If there is an adversary A can succeeds with prob-
ability ε in IDASC game, then there is a distinguisher D can solve the DBDH
problem with advantage at least

ε′ � ε · 1
qH1
− 1

2k · qU

qH1
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Proof. Assuming that the distinguisher D receives a random instance(P 1
pub,

aP 1
pub, bP 1

pub, cP
1
pub, h) of the DBDH problem. His goal is to decide whether

h = ê(P 1
pub, P

1
pub)

abc or not. D will run A as a subroutine and act as A’s chal-
lenger in the IND-IDASC-CCA2 game. We assume that A will ask for H1(ID)
before ID is used in any other queries. We also assume that A never makes an
Designcrypt query on a signcrypted assertion obtained from the Signcrypt oracle,
and he can only make Designcrypt queries for observed ciphertext assertions.

To maintain consistency and avoid collision between queries made by A, D
keeps the following lists: Li for i = 1, 2, 3 that are initially empty and are used to
keep track of answers to queries asked by A to oracles H1, H2, H3, respectively.

At the beginning of the game, D gives A the system parameters with P 1
pub =

aP , The value a is unknown to D and simulate the master key of the P 1
pub.

H1 queries: H1(IDi)

– At the j-th query, D answers by H1(IDj) = bP (Assume that the identity
IDj belongs to P 1

pub, otherwise exchange P 1
pub for P 2

pub)
– For i �= j, if IDi already appears on the L1, then D responds with

H1(IDi) = biP , otherwise
– D chooses bi ∈R Z∗

q , puts the pair (IDi, bi) in list L1 and answers
H1(IDi) = biP .

H2 queries: H2(U ||a)

– If (U ||a, h) ∈ L2 for some h, returns h.
– Else chooses h ∈R Z∗

q , adds the pair (U ||a, h) in list L2 and answers
H2(U ||a) = h.

H3 queries: H3(t)

– If (t, z) ∈ L3 for some z, returns z.
– Else chooses z ∈R G1×G1×{0, 1}l, adds the pair (t, z) in list L3 and answers

H3(t) = z.

Key extract queries: Extract(IDi)

– If IDi = IDj , D aborts the simulation.
– Else searches the list L1 for the entry (IDi, bi) corresponding to IDi and

answers biP .

Signcrypt queries: Signcrypt(a, IDA, IDB)

We have the following cases to consider:

– Case 1: IDA �= IDj . D finds the entry (IDA, bA) in L1, and computes the
private key SA by running the key extraction query; then D returns the
result by query Signcrypt(a, SA, QB).

– Case 2: IDA = IDj and IDB �= IDj . Chooses r, h ∈R Z∗
q ; computes U =

rP − hQA, V = rP 1
pub; adds (U ||a, h) to L1; computes t = ê(SA, QB)r(D

could obtain SA from the key extraction algorithm because IDB �= IDj);
finds H3(t) in L3 with r′ �= r and computes W = H3(t) ⊕ (V ||QA||a, r′)( In
this case, D will repeat the process with r′ �=r at most qS+qH3 times as L3).
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– Case 3: IDA = IDj and IDB = IDj . Following the three steps of Case 2;
chooses h∗ ∈R G1×G1×{0, 1}l and computes W ∗ = h∗⊕ (V ||QA||a); Adds
tuple (IDA, IDB, U, V, W ∗, r, h∗) to Ls and returns (U, W ∗).

Designcrypt queries: Designcrypt(U ′, W ′)
For a designcrypt query on a ciphertext C′ = (U ′, W ′) between identities IDA

and IDB, we have the following two cases to consider:

– Case IDB = IDj . D always returns a symbol⊥ that notifiesA the ciphertext
σ′ = (C′, U ′, W ′) isn’t a valid one.

– Case IDB �= IDj . D computes t′ = ê(U ′, SB); obtains the (V ||QA||a) = W⊕
H3(t) from L3; extracts t = H2(U ||a) from L2; finally, returns a′ if equation
ê(P, W ′) = ê(P 1

pub, U
′ + hQA) holds, otherwise rejects the ciphertext.

After a polynomially bounded number of queries, A picks a pair of identities
on which he wishes to be challenged. Note that D will fail and stop if A has
asked a key extraction query on IDj . The probability of A will not fail in this
stage is (qH1 − qK)/qH1 . Furthermore, with a probability 1/(qH1 − qK), A can
choose the pair (IDi, IDj) with i �= j to be challenged. Hence the probability
that A’s response is helpful to D is 1/qH1 .
A chooses two plaintext m0, m1 ∈ M. Challenger D chooses b ∈R {0, 1}, lets

U = cP 1
pub and t = h to signcrypt message mb in Signcrypt algorithm. Here h

is a candidate for the DBDH problem. D sends the signcrypted assertion C to
A. A performs a polynomially bounded number of queries just like in the first
stage. Neither can he request a key extraction about IDi and IDj , nor ask the
Designcrypt query on C. At the end of the queries, A produces a bit b′ for
which he believes the relation C = Signcrypt(mb′ , SIDi , QIDj ) holds. At this
moment, if b′ = b, distinguisher D outputs h = ê(U, SIDj ) = ê(cP 1

pub, abP ) =
ê(P 1

pub, P
1
pub)

abc which solves the DBDH problem for the previous random in-
stance, otherwise D stops and answers “failure”.

Now we consider the probabilities in queries phases, challenge phase and re-
sponse phase. The probability that A choose the pair (IDi, IDj) with i �= j to
be challenged on the pair (IDi, IDj) is 1/qH1 . The probability that D can give
a correct Designcrypt query is ε + 1/2 − qU/2k. Finally, the advantage of D
that solving the DBDH problem is

ε′ ≥ 1
qH1
· (ε− qU/2k) = ε·2k−qU

qH12k = ε · 1
qH1
− 1

2k · qU

qH1

Theorem 2 (Ciphertext anonymity). If there is an adversary A can succeeds
with probability ε, then there is a simulator B can solve the DBDH problem with
advantage at least

ε′ � ε · 1
qH1
− 1

2k · qU+1
qH1 (qS+2)

Theorem 3 (Unforgeability). The proposed scheme is existentially unforgeable
against adaptive chosen-message attacks(EUF-IDASC-CMA2).

Proof. The unforgeability against adaptive chosen messages attacks of our scheme
is derived from the signature security of Cha and Cheon [6] under the CDH
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assumption. If an attacker F can forge a signcrypted message, he can forge a
Cha and Cheon’s signature as following:

– Sign: Given an assertion a, computes U = rQA, h = H2(U ||a), and computes
V = (r + h)SA, The signature on a is σ = (U, V ).

– Verify: When receiving σ = (U, V ), it performs the proposed verify algorithm.
Computes h = H2(U ||a), checks whether the equation holds: ê(P, V ) =
ê(P 1

pub, U + hQA).

Due to the hardness of CDH problem in Cha and Cheon’s scheme, our pro-
posed scheme is unforgeable against chosen message attacks.

Theorem 4 (Public verifiability). The proposed scheme provides the public au-
thenticity.

Proof. One may be convinced that the ciphertext is came originally from QIDA

by computing and verifying as follows:

– computes h = H2(U ||a)
– checks whether the equation ê(P, V ) = ê(P 1

pub, U + hQA) holds.

5 Efficiency Analysis

We compare the security with recent literatures providing encryption and signa-
ture schemes in multiple PKGs environments in Table 1. In [14], it provides the
semantic security, unforgeability and public verifiability. In [18], it is identical
to that of Galindo’s BF-IBE encryption variant, which cannot provide unforge-
ability. Ciphertext anonymity in [14, 18] hasn’t been proposed, whereas it only
provides encryption scheme security proof in multiple PKGs in [18].

Table 1. Security comparison with related schemes

scheme security
confidentiality unforgeability public verifiability ciphertext anonymity

[14] y y y ?

[18] y n n n

our scheme y y y y

Table 2. Comparison of computing costs and ciphertext size

scheme sigcrypt/sig desig/verify ciphertext size

G1 G2 ê G1 G2 ê

[14] 3 1 1 0 1 4 2|G1| + |m|
[18] 1 1 1 1 0 1 |G1| + 2|m|

our scheme 3 0 1 1 0 3 3|G1| + |m|
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In Table 2, we compare the computing complex and ciphertext size. Because
the scheme in [18] cannot provide unforgeability, it has the least ciphertext size.
Compared with [14], we can see that our scheme has higher efficiency in com-
puting costs.

6 Conclusion

We have proposed an efficient assertion protect scheme based on ID-based sign-
cryption scheme. Our scheme can work in multiple autonomous domain envi-
ronments such as decentralized self-organization network, autonomous P2P, and
large scale distributed trust management environment etc. We have proved that
our scheme satisfies the confidentiality, unforgeability, public verifiability, and
ciphertext anonymity with higher security than recent literatures. However, our
scheme is only loosely related to DBDH problem, which raises an open problem
to provide a tight security proof for multiple trust domain security in standard
security assumptions. Furthermore, it is interesting in protecting assertion pri-
vacy in multiple trust autonomous domain environments.
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Abstract. Based on multiple methods we have studied how information 
security practices, and in particular computer security incident response 
practices, are handled in the Norwegian offshore oil and gas industry. Our 
findings show that there is still insufficient awareness regarding the importance 
of information security in the offshore industry, and that increased vigilance is 
required in order to respond to mounting threats of tomorrow. 

Keywords: Incident Response Management, Information Security, Process 
Control, Security Practice. 

1   Introduction 

During the last years the concept of Integrated Operations (IO), i.e. use of information 
technology and real-time data to operate petroleum processes, has been implemented 
in the oil and gas industry on the Norwegian Continental Shelf [1]. This implies that 
new technologies and new ways of working and communicating are implemented to 
create remote operations, control and support; e.g. through merging ICT systems and 
Supervisory Control And Data Acquisition (SCADA) systems. This development is 
still in progress, and the integration of industrial processes, technology and different 
actors is likely to continue and even tighten up in the years to follow. On the one 
hand, integrated operations represent a major opportunity for increased and more 
efficient production and reduced operational cost as well as improved safety 
performance [1]. On the other hand, implementation of new and supplementary 
information systems increases the systems’ vulnerability to breakdowns due to 
information security breaches. Breaches can lead to consequences such as production 
stops; disabling of critical safety barriers and problems of providing oil and gas to 
customers [2]. It is thus necessary for the petroleum industry to implement adequate 
information security measures to contribute to a stable production and sale as well as 
safety for its employees.  

This paper gives a picture of information security practices in the Norwegian oil 
and gas industry by presenting empirical findings from the research project “Incident 
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Response Management” (IRMA), funded by the Research Council of Norway and the 
Norwegian Oil Industry Association.   

The IRMA research project developed a framework for incident response 
management [3]. The management framework includes the following three phases 
(see Fig. 1): prepare (planning and preparation of incident response); detect and 
recover (detection of incidents and restoration to normal operation); and learn 
(experience sharing and learning afterwards). There are several standards and good 
practice documents that describe incident handling (e.g. [4, 5]). The management 
system developed in IRMA differs from the traditional incident handling approaches 
in two ways: It focuses on both reactive and proactive learning; and it is tailored to 
the oil and gas industry. 

Incident handling
and 

learning

 

External dynamics

 

Fig. 1. Incident Response Management Phases 

The complex processes of oil and gas producing installations are monitored and 
controlled by Supervisory Control And Data Acquisition (SCADA) systems which are 
traditionally operated by personnel with a different background than administrators of 
traditional computer systems. This implies that there is a situation of disparate cultures 
that also results in information security challenges. 

The paper is structured as following: Section 2 presents the empirical sources and 
methods we have used, section 3 presents our findings, which are discussed further in 
section 4, while section 5 concludes and summarises our study. 

2   Empirical Sources and Methods 

The development of the incident response management (IRMA) framework for the 
petroleum industry presented in Jaatun et al. [3] required a combination of different 
empirical sources of information security practices in this industry: 

– An interview study with key personnel in the Norwegian oil and gas industry  
– A case study of incident response management practice at an oil and gas 

installation in the North Sea 
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– A risk and vulnerability assessment of  infrastructure and work processes at an 
offshore installation 

– A study of cultural aspects of information security by using a tool for 
assessing information security culture at a particular installation 

– A workshop on information security and integrated operations  
– A workshop on the main findings of IRMA in the Norwegian offshore industry 
– System dynamic workshops  

In addition, the IRMA project team has been represented in Norwegian Oil 
Industry Association’s (OLF) workgroup on information security for the entire 
duration of the project. The workgroup meetings have provided the project with 
important background information and firsthand access to operator and contractor 
personnel who are actively involved with offshore safety and security work. The 
workgroup meetings have also been used to discuss preliminary results from IRMA, 
and have provided us with useful feedback. Furthermore, the fact that we had 
contributed to the workgroup meetings made it significantly easier to recruit 
participants for our workshops and interviews.  

Although the empirical studies had a main emphasis on incident handling, other 
parts of information security were also uncovered during the study, which are 
presented in the subsequent sections. 

The bulleted list above also shows that a combination of different qualitative social 
science methods was used for collecting information about information security 
practices in the oil and gas industry. Information security practices in this particular 
industry have previously not been the subject of many research attempts. In that way, 
qualitative research methods proved to be a good methodological approach due to the 
explorative nature of qualitative research. In general, qualitative research provides 
understandings of social phenomena by proximate studies of the local contexts of the 
study [6]. By close interaction between researchers and informants, the researchers 
will get an understanding of the processes studied rather than only a description of the 
processes [7], which proved to be useful for the present study.  

Qualitative research results should not be treated as generalized facts, but 
understandings of processes in the particular context of the study [6]. As a 
consequence, the findings presented in this paper are not necessarily generalized facts, 
but a representation of information security practices in the Norwegian oil and gas 
industry. 

3   Findings 

This section presents the main findings from the different data sources mentioned in 
the previous section. 

3.1   Interviews 

Nine interviews of personnel with knowledge and experience of information security 
in the oil and gas industry were conducted by phone in the period of March-June 
2007. The interviews aimed at exploring how incidents were handled in the 
Norwegian oil and gas industry, and were approached by looking at how incidents 
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were practically dealt with and how the informants believed a best practice for 
incident response management should look like. The interviews were analyzed 
according to [8] by structuring the information in matrices and looking for patterns in 
the structured data (see [9] for a detailed result matrix). 

In general, the interviews showed that the informants experienced very few 
information security incidents that have impact on production. It was assumed that it 
could be between one and two years between each incident.  

Information security measures tend to have a main focus on technology. Technical 
issues are often covered exclusively, while there are seldom discussions of defenses in 
breadth; covering organisational and human factors in addition to technical issues.  

There are many plans for different parts of incident response in the studied 
organisations, with different level of details. A short and common plan, documenting 
specific incident response management incorporated in the organisation, is missing 
among most of the interviewees. Scenario training, which is widely used in other loss 
prevention areas in the industry, for handling information security breaches is seldom 
performed. Furthermore, the interviews showed that individual awareness and 
proactive unrest related to information security could be improved. Knowledge and 
understanding of information security could be improved among employees, 
especially among suppliers. 

The learning phase after an incident has occurred is considered to be important. 
However, some informants were worried whether learning actually had any effect for 
future activities, and feared that learning was quickly forgotten. The learning is 
thorough. Root causes are not always identified, discussions do not always involve 
information and communication technology (ICT) and process professionals together, 
and lessons learned are not published. 

The interviewees’ organisations’ reporting systems are seldom tailored to 
information security, and there are often many different reporting systems, leading to 
a lack of a unified system for reporting incidents. The interviews also indicate a lack 
of frankness about real incidents. A change of focus is demanded in the industry to 
make experience transfer both inside the organisation and to external organisations 
possible. 

3.2   A Case Study at an Oil and Gas Installation in the North Sea 

In the early stages of the IRMA project, a case study at an oil and gas installation was 
performed. The case study aimed at describing how incident response management 
was performed in practice at a selected offshore installation. Interviews, meetings and 
document studies were used in the case study. 

In general, the incident response management at the studied installation has a 
potential to be more systematic and planned, as the current management approach 
seemed scattered and randomly made. The study showed that the only incident 
handling procedure at the installation was a procedure for handling virus infections1; 
there were no other relevant procedures for incident response. There were some 
awareness-creating activities at the installation, which among other subjects also 

                                                           
1 This procedure was not immediately available at the start of the case study, and might actually 

have been developed as a result of our inquiry. 
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included information security. Our findings indicate that if there is a virus infection in 
the SCADA systems, it might take weeks before the infection is detected; even if the 
system is not operating normal. 

When incidents happen, there is limited learning in the organisation from these 
incidents, and there is moderate communication within the organisation about real 
incidents. 

3.3   Risk and Vulnerability Assessment 

To gain more insight into ICT-related risks involved in integrated operations, a risk 
and vulnerability assessment was conducted based on the work process of daily 
production optimization of an offshore installation. Small-scale workshops with 
managers were performed to identify incidents and assess the risk of these incidents. 

This assessment and the knowledge attained by analyzing the coupling and 
dependencies of ICT systems, vulnerabilities, responsibilities, possible consequences 
of various incidents and how incidents are usually detected and recovered, gave a 
basis for further work as well as implications for the assessed installation. 

The most critical incidents identified in the risk assessment were: the operation 
centre goes down jamming the SCADA system; the SCADA system goes down; a 
virus/worm infects the system from external sources; and missing situational 
awareness from central control room operator. 

The risk assessment suggested the following risk reducing measures relevant for 
incident response management: monitoring the stability of the SCADA equipment 
when it is integrated with ICT infrastructure; external PCs should be scanned and 
checked prior to being allowed in technical network or offshore network, or supplier 
should guarantee that the equipment are without viruses; incident reporting and 
learning from incidents should be improved; the responsibilities related to technical 
network and the integration of ICT/SCADA systems should be unambiguous and 
monitored; awareness, safety and security culture should be improved onshore and 
offshore; common risk assessment among the actors in the organisational network 
should be established and sustained; and emergency response plans should 
incorporate information security incidents. 

3.4   Assessment of Information Security Challenges at an Installation 

A tool for assessing organisational aspects of information security, Check-IT [10, 11], 
was used to identify some key challenges related to an integrated operation 
installation in a half-day workshop with ten managers and staff members. CheckIT 
consists of a set of questions regarding organisational aspects of information security, 
including alternatives for answers. Although it is a questionnaire, the questions are so 
open-ended that they function well for group discussions as well, which results in 
both an assessment of the current status as well as improved awareness among 
discussion partners. 

The study showed that information security is not satisfactorily integrated in 
projects and new installations. Furthermore, suppliers and service providers are not 
satisfactorily involved in incident planning, detection and learning. The identification 
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of critical ICT systems is not satisfactorily in developing integrated operations; 
HAZOP analysis [12] (risk analysis) of ICT/SCADA systems is seldom done. 

Productivity goals are sometimes prioritized ahead of information security 
requirements, as rules and procedures related to information security are sometimes 
ignored in situations with conflicting demands. 

In general, the personnel on offshore installations have a low level of awareness 
related to information security (e.g. regarding spyware and virus). This is partly 
explained by lack of communication of information security issues in the organisation. 
This lack of communication is also reflected in unsatisfactorily sharing of information 
security incidents between organisations in the industry. 

3.5   Workshop on Information Security and Integrated Operations 

A workshop on information security in integrated operations was arranged by the 
Norwegian Petroleum Directorate, the Petroleum Safety Authority Norway, The 
Norwegian Oil Industry Association (OLF) and SINTEF in November 2006 [13].  
The workshop aimed at 1) creating awareness on information security in integrated 
operation among different organisational groups (ICT, Health, Safety, Security and 
Environment (HSSE), automation and operations); 2) creating an arena for experience 
transfer and networking; and 3) identifying possible measures. About fifty 
participants from the oil and gas industry, the power supply industry; public agencies 
and research institutions attended the workshop. 

Several information security issues in integrated operations were discussed in 
parallel groups, including topics on incident response management. One result of the 
workshop was that there is a need for more measurement of information security (key 
performance indicators) to evaluate whether the security level corresponds to policies 
and regulations; to evaluate effects of measures and to integrate information security 
with other business areas. Such measurements should be with some kind of reference 
point, e.g. the OLF Information Security Baseline Requirements (ISBR) [14]. 

There is a lack of willingness to report incidents in the industry; as a consequence 
more work is needed to study how to develop a reporting culture; how to inform about 
incidents; and how to develop a best practice regarding reporting and handling of 
incidents. Routines for reporting, including feedback on the reports, should be 
simplified. 

Training and preparedness for ICT-related incidents is lacking. The industry has 
traditionally trained on defined hazard and accident situation scenarios in other loss 
prevention areas. Such scenarios are however lacking for ICT-related incidents. 
Furthermore, the workshop indicated that there is a gap in communication between 
different groups of professionals offshore, i.e. HSSE, ICT and process. This is 
reflected by ICT routines that are not adjusted to the offshore reality. 

3.6   Workshop on Main Findings from IRMA 

In October 2007 some of the main findings on IRMA project in the offshore industry 
were discussed at a workshop. 15 participants from the industry, governmental 
agencies, consulting companies and research institutions participated at the workshop.  
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Regarding the plan phase of incident response management it was emphasized that 
incident response management must appear as a proactive management approach in 
order to be prepared to handle and learn from whatever incidents that may occur. In 
this proactive approach, performing risk analysis should be the foundation for 
providing decision support to how incident response management should be planned 
and performed.  

In the detect and recover phase, it is important that those who discover or suspect 
an incident know who to notify. One must define possible incidents and then see 
which channels for reporting are the most efficient for those incidents, e.g. perform a 
risk analysis. 

To be able to learn from incidents, structures for reporting incidents must be in 
place. A module for information security incidents is needed in applied software for 
reporting incidents. Contractors fill out a form, which is registered in the incident 
reporting tool Synergi2 by someone else. It is a challenge that different parts of the 
organisation have different traditions for reporting incidents. For example that control 
room operators do not report incidents, since they only handle the consequences of 
incidents, not the incident itself. 

The workshop participants felt that an information security forum for experience 
transfer in the oil and gas industry is an interesting idea, but the industry must decide 
what such a forum should be used for. It is important to include different professions 
in such a forum. 

The workshop also discussed whether historical data on incidents is relevant for 
IRMA in integrated operations. New technology and new ways of organizing work 
may change the relevance of historical data. 

3.7   System Dynamics Workshops and Cooperation with the AMBASEC Project  

In 2005 the IRMA project team in collaboration with the AMBASEC3  research 
project team, carried out two system dynamic workshops, The objective of the 
workshops were to reach a deeper understanding of present risks in the transition to 
integrated operations and the implications for incident handling in this transition. The 
processes included building a system dynamic model for a particular integrated 
operation installation. 

The results from the workshops and the collaboration between IRMA and 
AMBASEC are documented in two reports [15, 16] and several scientific publications 
[17-20]. The areas of discussion included identifying key indicators and dynamic 
system stories to anticipate change in a system’s state over time.  

In the first workshop, a preliminary version of a system dynamics model for the 
transition to integrated operations was established, and a set of stakeholders4 and their 
influences on possible outcomes for security in IO were identified. Two dynamic 
stories were developed with the intent to show the relationship between operational 

                                                           
2  http://www.synergi.com 
3 AMBASEC (A Model-based Approach to Security Culture) is a project funded by the 

Research Council of Norway, anchored at Agder University College (AUC – now University 
of Agder). AMBASEC has had a formal collaboration with IRMA. 

4  Examples of stakeholders are oil company (system owner), chief executive officer, platform 
chief, control room manager,  incident response team manager, Ptil, media etc. 
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change, security and the stakeholders: “Virus exposure in virtual organisations” and 
“The effect of the introduction of compliance mechanisms to suppliers and contractors.” 

Workshop attendees discussed a risk and vulnerability analysis for the work 
process “daily production optimization”, and came up with different views on how 
work processes will develop in the future of IO.  

Findings from the first workshop included: 

– Monitoring risk change should be given high priority when developing new 
policies in the industry related to incident reporting, creating CSIRTs5 and 
raising awareness. 

– Transitions from traditional to integrated operations create vulnerabilities.  
The timing of these vulnerabilities may depend on how well the organisation 
is able to change its operating processes, train its staff and contractors, and 
gain acceptance of the transition. 

– Successful implementation of collaborative arenas reinforces their effectiveness.  
On the other hand, limited success will likely slow acceptance of this innovation, 
and increase the resources required for subsequent rollouts, or possibly derail the 
project. 

– The transition from existing to new work processes will introduce new 
security issues and potential for security lapses. These problems, if not 
detected and mitigated, are expected to increase the resistance to further 
change and adoption.   

– Delays in learning and reflection may reduce the migration to integrated 
operations. Development of a capacity to detect problems and learn from 
them may facilitate future transitions.  Conversely, a limited capacity to 
detect problems as they occur will obstruct change and delay corrections, 
increase risk, and put the project at greater peril. 

The second workshop was focused on the implementation of a new workprocess in 
the Brage oilfield. Simulation on the SD-model where the parameters were adjusted 
by the experts from Hydro brought forward a set of hypotheses: 

– Maturation and adoption of technology enables work processes and 
transformation. 

– Introduction of new technologies and work processes can create knowledge 
gaps and vulnerabilities. 

– More communication off-platform reduces resistance to change, which 
enables adoption of mature processes. 

– Incident reporting creates a stock of knowledge of incidents, which allows us 
to bring on mature work processes and improves rate of getting mature 
technology online, reducing vulnerabilities, incidents and damage. 

While the effects of this work on the proposed integrated operations migration are 
not by any means clear, the group model building process achieved several important 
outcomes for the participants. The qualitative models identified several problematic 
areas in the transition. The potential for a Knowledge Gap and a Work Process gap  
 

                                                           
5 Computer Security Incident Response Team. 
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reinforced the importance of timing and knowledge sharing. The long-term effectiveness 
of CSIRT activity on the ability of the firm to develop a strong security culture is 
dependent upon a move beyond damage repair and into active learning.  

From a methodical perspective, the results had two additional important outcomes: 
Group model building engaged and focused a diverse set of experts and modellers to 
develop a holistic, systems view of a problem. This was particularly gratifying given 
the initial skepticism expressed during the planning of the meeting. Through the 
feedback models, a wide set of interrelationships emerged that influence the success 
or failure of both the integrated operations and the CSIRT initiatives. Though little 
hard data was available, the participants’ knowledge of the general structures and 
behaviours in their environment was sufficient for credible and understandable causal 
modelling. This is a crucial finding in high-threat environments, as little data is ever 
made available outside the secure environment of the firm. 

The state of information security in this domain is still relatively immature when 
compared to the state of safety. In the realm of safety there are numerous reporting 
systems, often mandated by law or if not directly by law, by high political pressure. 
Perhaps we will not see well-functioning incident reporting systems for information 
security before government intervenes or threatens to do so. Another reason for the 
relatively slow adaptation of incident reporting systems may be the singular focus on 
information security as a technical issue. Non-security personnel are often kept 
completely out of the loop and are instead presented with a set of prescribed rules. 
However, this is a limited approach to user education. Users must be kept ‘in the 
loop’; only then will they see the necessity and usefulness of following the rules 
prescribed by information security specialists. 

Simulation runs on the SD-model illustrate the potential for a successful incident 
reporting system. However, they also show that there is potential for partial or even 
complete failure if important factors, such as the quality of investigations and 
motivation, are not handled well.  

4   Discussion 

Traditionally, there has been, and still is, a greater focus on safety than on security in 
the offshore industry. This is due to the fact that the process control systems used to 
be proprietary, and the set of security threats applicable was clear and not very large, 
while working conditions for the people posed a greater overall threat to their lives. 

4.1   Few Incidents are Observed 

A general view in the industry is that there are few information security incidents 
occurring. A majority of employees therefore do not see why having a plan for 
incident response is important. It is perceived more as an unnecessary and expensive 
hassle than an efficient measure which may save lots of time and money the day 
something happens. 
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It is claimed within the industry that loss of money is acceptable as long as no lives 
are lost. However, an offshore installation in full production generates so much 
money, that it is hard to believe that loss of money really is of no concern.  

Because of the lack of a complete method for incident response, how can it be 
stated that not many incidents occur? In meetings where IT staff and process control 
staff have been together, we have seen several times that one of the groups have 
revealed stories about incidents that up till then was unknown by the other one. 
Communication of incidents seems to be absent, and also the ability to discover 
incidents can be questioned. This leads us to conclude that improved indicators for 
information security are needed. 

4.2   Combining Two Different Worlds 

Regarding the two groups IT staff and process control staff, there is clearly a gap 
between them which may pose great security challenges. This is especially relevant 
now when process control systems change from being nearly completely proprietary, 
or at least not connected to any external networks, to include more commercial off-
the-shelf hardware and software and being connected to the Internet, although with 
several layers of security mechanisms. Where process control staff used to be in total 
control and manage their systems without any help from IT staff, there is now need 
for a close interaction where IT staff need to manage and maintain systems in 
production. This requires a mutual understanding for each other’s fields of expertise. 
In the world of the IT staff, computers crashing from time to time are normal; 
rebooting is sometimes necessary and often this also fixes the problem; and installing 
patches can usually be done at any time. In the world of the process control staff, 
keeping the production systems running without interruption is crucial, as a system 
crash may result in stop in production, which again leads to loss of money. This 
means that patches should not be installed before there is a 100% certainty they will 
work without any compatibility problems. Rebooting computers may be the same as 
stop of production as well as disable safety systems. And backup systems are rarely 
tested, if at all, because what if they do not work? These different mindsets can be 
explained by different objectives in the loss prevention approaches [21]. The IT world 
typically sees confidentiality and data integrity as the main objective, while the 
industrial control systems aim at system availability and data integrity to ensure plant 
safety and occupational injury prevention. 

It is a challenged to combine the mindsets of IT staff and process control staff is a 
in a successful way, but collaboration between them is necessary. This means that 
there is a need for communication and skills development for both groups of people. 
To integrate different perceptions of risk and risk mitigation, Klinke and Renn [22] 
suggest a discourse-based management approach where the involved actors interact 
and discuss risk issues. Workshop methods such as seek conferences and focus groups 
might prove useful for this purpose. 

4.3   Learning Based on Few Incidents 

As long as we do not have proof of anything else, we need to base our work on the 
perceived fact that few incidents actually occur. However, as we believe that this will  
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change in the near future, with the ongoing transition to integrated operations and the 
use of new technologies, we see a clear need for improvement of incident response 
management. First and foremost, having a plan for how to deal with different kinds of 
incidents, including reporting procedures and responsibilities, is a good starting point. 
A greater challenge is how to implement learning of incidents as there are so few to 
learn from.  

Sharing experiences and knowledge between companies within the same industry 
is a good way of gathering information about incidents which again can be used as a 
basis for learning. It is important that the employees can relate to the referred 
incidents, which can be achieved by collecting information from similar companies. A 
challenge in such cross-organisational learning is openness about the incidents. 
Embarrassing and threatening aspects is known to be major obstacles for learning [23] 
, most security incidents are in its nature threatening and embarrassing, so a a key 
challenge in future sharing of inexperience and learning is to create an environment 
for openness on these incidents. We see that the work group organized by OLF has 
succeeded in this type of information exchange. This group has now existed for three 
years, and is based on trust and openness. This has been a good first-step-on-the-way 
in improving communication about information security within the industry. 
However, in the long run it is not sufficient that only Chief Information Security 
Officers (CISOs) communicate. Information needs to be spread throughout a larger 
part of each company, and there must be communication present across company 
limits on several layers. 

5   Conclusion 

We have presented the findings of an empirical study of information security 
practices in oil and gas operations on the Norwegian Continental Shelf, with a special 
focus on computer security incident response. Our findings show that there is still 
insufficient awareness regarding the importance of information security in the 
offshore industry, and that increased vigilance is required in order to respond to 
mounting threats of tomorrow. 

Further work is required in order to instill this sense of vigilance on the oil and gas 
industry. We believe that increased effort should be put into developing information 
security indicators that proactively can measure (lack of) security for these 
installations, including near-miss type of indicators. If the industry allows itself to get 
lulled into a sense of security based on the currently small number of perceived 
incidents, it risks getting swamped by a future deluge of attacks.  

Acknowledgements 

This research was supported by the Research Council of Norway and the Norwegian Oil 
Industry Association (OLF). The authors thank all participants of OLF’s workgroup on 
information security, and in particular StatoilHydro, for their cooperation.   



538 M.G. Jaatun et al. 

References 

1. OLF, Integrated Operations on NCS, Norwegian Oil Industry Association (2004), 
http://www.olf.no/?22894.pdf 

2. Albrechtsen, E., Hovden, J.: Industrial safety management and information security 
management: risk characteristics and management approaches. In: European Safety and 
Reliabilty Conference 2007 (ESREL 2007), Stavanger, Norway (2007) 

3. Jaatun, M.G., et al.: Incident Response Management in the oil and gas industry, SINTEF 
Report A4086, Trondheim (December 2007), 
http://www.sintef.no/upload/10977/20071212_IRMA_Rapport.pdf 

4. ISO/IEC TR 18044:2004 Information technology – Security techniques – Information 
security incident management (2004)  

5. Grance, T., Kent, K., Kim, B.: Computer Security Incident Handling Guide, NIST Special 
Publication 800-61 (2004), 
http://csrc.nist.gov/publications/nistpubs/800-61/sp800-
61.pdf 

6. Thagaard, T.: Systematikk og innlevelse: en innføring i kvalitativ metode (in Norwegian) 
[Systematic and insight: introduction to qualitative methods] Bergen: Fagbokforlaget 
(2003) 

7. Kvale, S.: Det kvaliative forskningsintervju (in Norwegian) [Interviews: an introduction to 
qualitative research interviewing]. Oslo: Ad Notam Gyldendal (1997) 

8. Miles, M.B., Huberman, A.M.: Qualitative Data analysis: an expanded sourcebook. Sage, 
Thousand Oaks, Calif (1994) 

9. Albrechtsen, E., et al.: IRMA - Interviews on incident response in the oil and gas industry, 
SINTEF MEMO (November 22, 2007) 

10. Nordby, Y., Hansen, C.W.: Informasjonssikkerhet – atferd, holdninger og kultur (in 
Norwegian) [Information security – behaviour, awareness and culture] NTNU-rapport 
ROSS(NTNU)200504 (2005) 

11. Johnsen, S.O., et al.: CheckIT – A program to measure and improve information security 
and safety culture. International Journal of Performability Engineering 3(1 Part II), 174–
186 (2007) 

12. Hazard and operability studies (HAZOP studies) - Application guide, IEC 61882 (2001) 
13. Jaatun, M.G. (ed.): Arbeidsseminar om IKT-sikkerhet i Integrerte Operasjoner: Referat (in 

Norwegian) [Minutes from workshop on ICT Security in IO] (2007), 
http://www.sintef.no/upload/10977/sluttrapport.pdf 

14. Information Security Baseline Requirements for Process Control, Safety and Support ICT 
Systems (2007), http://www.olf.no/hms/retningslinjer/?50182.pdf  

15. Rich, E., Andersen, D.F., Richardson, G.P.: OLF IRMA-AMBASEC Group Modeling 
Report I, University at Albany, Albany, NY (2006) 

16. Rich, E., Andersen, D.F., Richardson, G.P.: OLF IRMA-AMBASEC Group Modeling 
Report II, University at Albany, Albany (2006) 

17. Rich, E., Gonzalez, J.J.: Maintaining Security and Safety in High-threat in E-operations 
Transitions, presented at 39th Hawaii International Conference on System Sciences, 
Hawaii (2006) 

18. Rich, E., et al.: Emergent Vulnerability in Integrated Operations: A Proactive Simulation 
Study of Risk and Organizational Learning, presented at 40th Hawaii International 
Conference on System Sciences, Hawaii (2007) 

19. Sveen, F.O., Rich, E., Jager, M.: Overcoming organizational challenges to secure 
knowledge management. Information Systems Frontiers 9(5), 481–492 (2007) 



 A Study of Information Security Practice in a Critical Infrastructure Application 539 

20. Sveen, F.O., et al.: Toward viable information security reporting systems. Information 
Management & Computer Security 15(5), 408–419 (2007) 

21. Stouffer, K., Falco, J., Kent, K.: Guide to SCADA and Industrial Control Systems Security 
(draft), NIST Special Publication 800-82 (2006), 
http://csrc.nist.gov/publications/drafts/800-82/Draft-SP800-
82.pdf 

22. Klinke, A., Renn, O.: A New Approach to Risk Evaluation and Management: Risk-Based, 
Precaution-Based, and Discourse-Based Strategies. Risk Analysis 22(6), 1071–1094 
(2002) 

23. Argyris, C., Schön, D.A.: Organisational learning II: Theory, method and practice. 
Addison-Wesley, Reading (1996) 

 



C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 540–554, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Web Search Results Clustering Based on a Novel Suffix 
Tree Structure 

Junze Wang, Yijun Mo, Benxiong Huang, Jie Wen, and Li He 

Institude of Communication Software and Switch Technology, Huazhong 
University of Science and Technology, Wuhan 430074, Hubei, China 

wangjunze@smail.hust.edu.cn 

Abstract. Web search results clustering are navigator for users to search needed 
results. With suffix tree clustering (STC), search results can be clustered fast, 
automatically, and each cluster is labeled with a common phrase. Due to the large 
memory requirement of suffix tree, some other approaches have been proposed, 
with lower memory requirement. But unlike other algorithms, STC is an 
incremental algorithm and a promising approach to work on a long list of 
snippets returned by search engines. In this paper we proposed an approach for 
web search results clustering and labeling, based on a new suffix tree data 
structure. The approach is an incremental and linear time algorithm, with 
significantly lower memory requirements. This approach also labels every final 
cluster a common phrase, thus it is suitable for quickly browsing by users. 
Experimental results show that the new approach has better performance than 
that of conventional web search result clustering. 

Keywords: Search results organization, document clustering, incremental 
clustering, a new suffix tree, lower memory requirement. 

1   Background and Related Work 

Existing search engines often return a long list of search results, so users have to go 
through the list to identify their required results. The goal of a clustering algorithm on 
our domain is to group each document with others sharing a common topic, thus helps 
users to find relevant results. 

Most traditional clustering algorithms cannot be directly used for web search results 
clustering because of some practical issues. For example, the clustering algorithm 
should be fast enough for online calculation; and the generated clusters should have 
readable descriptions for quick browsing by users, etc. Zamir and Etzioni [1][2] gave a 
detailed analysis on these issues. They also proposed an algorithm named STC, which 
finds clusters based on the common phrases shared by snippets. 

In recent years several web search results clustering algorithms have been proposed 
[3-8]. But they are not incremental clustering algorithm. Unlike them, the STC 
algorithm is an incremental algorithm, so web search result clustering based on this 
algorithm is a promising approach to work on a long list of snippets returned by search 
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engines. However the original STC algorithm often constructs a long path of suffix tree 
and suffers from large memory requirements. 

Hau-Jun Zeng and etc. [9] introduced an improved suffix tree with N-gram to deal 
with the problem of the original suffix tree. However, the suffix tree with N-gram can 
discover only partial common phrases when the length of N-gram is shorter than the 
length of true phrases. For example, given a true phrase “suffix tree clustering 
algorithm”, a suffix tree with 3-gram can discover partial phrases: “suffix tree 
clustering” and “tree clustering algorithm”. In this case, STC with N-gram labels a 
cluster with a partial phrase (probably unreadable), and gives too many candidate 
clusters. Thus, it may hurt the final cluster quality. 

In response to this situation, Jongkol Janruang [10] proposed a new partial phrase 
join operation, which can join the partial phrases, combine the candidate clusters, and 
generate more readable labels. 

Additionally, STC algorithm extracts all right-complete substrings of the true phrase 
(including the true phrase itself). Take the phrase “suffix tree clustering algorithm” for 
example, all the right-complete substrings of it, such as “tree clustering algorithm”, 
“clustering algorithm” and “algorithm”, will be discovered, and all these partial phrases 
are regarded as candidate phrases. In this condition STC algorithm gives too many 
candidate clusters and may hurt the final cluster quality too. On this issue [11] has given 
a good analysis on this issue. 

We will analyze the shortcomings of STC with N-gram further more in section 2; In 
section 3, we will propose a new suffix tree data structure, named suffix tree with 
X-gram, along with a improved STC algorithm which overcomes the shortcomings of 
conventional STC algorithms, and still maintains the advantages; At last the 
experimental results show that our new approach has better performance than that of 
conventional STC algorithms. 

2   Suffix Tree with N-Gram 

Original suffix tree is a very efficient way to identify true common phrases in snippets, 
but suffers from large memory requirements. Suffix tree with N-gram performs the 
similar function, and has lower memory requirements. “With N-gram” means the 
suffixes fed to the suffix tree is limited no more than N. If a suffix is longer than N, only 
the first N chars will be fed to the tree and the chars after the Nth char will be discarded. 
As an example, an original suffix is shown in Figure 1, and a suffix tree with N-gram 
(N=3) is shown in Figure 2, given the snippet [suffix, tree, clustering, algorithm, x1, x2, 
x3] for building the two suffix trees. The expression {x1, x2, …, xi} (m, n) means the 
word sequences “x1, x2, …, xi” present in snippet m, at position n. So in Figure 2, 
{suffix, tree, clustering} (1, 1) means “suffix tree clustering” presents in snippet 1, at 
position 1; {tree, clustering, algorithm} (1, 2) means “tree clustering algorithm” 
presents in snippet 1, at position 2. 

Obviously suffix tree with N-gram maintains fewer words than original suffix tree. 
In this way it has lower memory requirements. Maintaining fewer words also implies it 
spends less time in building the tree. 
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Fig. 1. The original suffix tree building depends on the snippet [suffix, tree, clustering, algorithm, 
x1, x2, x3] 

 

Fig. 2. The suffix tree with 3-gram building depends on the snippet [suffix, tree, clustering, 
algorithm, x1, x2, x3]. The maximum depth of this suffix tree is 3. 

However, suffix tree with N-gram discovers only partial common phrases when the 
length of N-gram is shorter than the length of true phrases. For example, give a true 
phrase “suffix tree clustering algorithm”, a suffix tree with 3-gram can discover partial 
phrases: “suffix tree clustering” and “tree clustering algorithm”. 

A new partial phrase join operation is proposed in [10]. The candidate cluster 
combining technique uses the join operation to define a new common phrase of a new 
cluster when merging a pair of similar candidate clusters. For example, the candidate 
cluster A = {suffix, tree, clustering} (1, 1) and B = {tree, clustering, algorithm} (1, 2) 
shown in Figure 2, a new common phrase is defined as 

A + B = {suffix, tree, clustering, algorithm} (1, 1) 

This new phrase can be discovered in snippet [suffix, tree, clustering, algorithm, x1, 

x2, x3]. 
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The partial phrase join operation generates the true common phrases which are more 
readable, but still can not overcome the shortcomings of “right-complete” [12]. Given 
the true phrase “suffix tree clustering algorithm”, STC discovers all its right-complete 
substrings, such as “tree clustering algorithm”, “clustering algorithm”, “algorithm” and 
the phrase itself, and considers all of them as candidate clusters. But in all of them, only 
the phrase itself is useful for clustering! Given a phrase with length L, there are at most 
L right-complete substrings. Generate so many useless candidate clusters will increase 
the consumption of STC algorithm and hurt the final cluster quality. 

In addition, there is still some redundant data in the suffix tree with N-gram. In the 
next section we will introduce a new data structure named suffix tree with X-gram, 
which can be constructed with less memory space; and we will introduce a complement 
operation to eliminate the useless “right-complete” substrings of the true phrases. 

3   The Clustering Algorithm Based on Suffix Tree with X-Gram 

In order to lower the memory requirement, the maximum length of suffixes fed to the 
suffix tree should be limited. In STC with N-gram, it is no more than a constant variable 
N. But in fact, we want the true phrases fed to the tree as a whole one, even it is longer 
than N; and the noisy word sequences fed to the suffix tree as short as possible, even it 
is already shorter than N. 

In the clustering algorithm based on suffix tree with X-gram, we use X to denote the 
maximum length of suffixes fed to the suffix tree. We make X an adaptive variable. The 
suffix tree with X-gram also limits the length of the suffixes which fed to the tree, but is 
more reasonable than with N-gram. With this data structure, the word sequences which 
are presented more frequently are considered more likely to be true common phrases, 
and will be fed to the tree as a whole one; but the noise word sequences fed to tree will 
be limited, even it is not so long. In this way suffix tree with X-gram discovers the true 
common phrases, and maintains fewer words than suffix tree with N-gram. Now we 
show the construction process of suffix tree with X-gram. 

A suffix tree with X-gram for the word sequences S[1…m] can be built like this: first 
enters the first word S[1] into the tree as a leaf node. Then it successively enters the 
suffix S[i…j] into the growing tree, for i increasing from 2 to m, and S[i…j] is the 
longest prefix of suffix S[i…m] matched the conditions. The details of this construction 
method are presented as follow: 

1. Initialize a tree only has a root node. Add the first word S[1] to the tree and then 
generate the suffix tree T1, which only has a leaf node denotes the word S[1]. 

2. Tree Ti+1 is constructed from Ti. The steps are as follows: 
 2.1. Starting at the root of Ti the algorithm finds the longest path from root whose 

label matches a prefix of S[i+1…m]. This path is found by successively comparing and 
matching words in suffix S[i+1…m] to words along a unique path from the root, until 
no further matches are possible. 
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2.2. When no further matches are possible, the algorithm must arrive at a node, 
say Ncur. Now the match part between the path in the tree and the suffix S is S[i+1, j]. 
The algorithm creates a new leaf node labeled S[j+1], which is a child node of Ncur. 

For instance, given the snippet [suffix, tree, used, in, suffix, tree, clustering], this 
algorithm first feeds the word “suffix” to the tree (step 1 in the algorithm), then feeds 
the words “tree”, ‘used’, “in” to the suffix tree ordinal. Then it is turn to the word 
“suffix”, and “suffix” already exists in the tree as a path from root to a leaf node. So add 
word “tree” to tree, as a child node of “suffix” (step 2.2 in the algorithm). The suffix 
tree generated at last is shown in Figure 3. 

 

Fig. 3. An Example of Suffix Tree with X-gram. Building depends on the snippet [suffix, tree, 
used, in, suffix, tree, clustering]. Step 1: feed “suffix” to tree; step 2: feed “tree” to tree; step 3: 
feed “used” to tree; step 4: feed “in” to tree; step 5: feed “suffix tree” to tree; step 6: feed “tree 
clustering” to tree; step 7: feed “clustering” to tree. 

The suffix tree with N-gram limited the depth of suffix tree with a constant variable 
N; but with X-gram, the depth of suffix tree will be limited with a variable X, which is 
not constant but an adaptive variable. So if a word sequences present several times in 
snippets, it will be fed to the tree wholly, even it is longer than N; and if a word 
sequences present little times, it will be feed to the tree partial, even it is shorter than N. 

Given the snippets set show in Table 1: 

Table 1. Snippets set 

D1 suffix, tree, clustering, x1, x2 
D2 y1, suffix, tree, clustering, y2 
D3 z1, z2, suffix, tree, clustering 

Build the original suffix tree, suffix tree with 3-gram and suffix tree with X-gram, 
which are shown in Figure 4(a), Figure 4(b) and Figure 4(c). The number of nodes 
maintained by respective suffix tree is show in Table 2. We use Ukkonen’s algorithm 
[13] to construct the suffix tree and every node denotes a word. 
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(a) 

 

(b) 

Fig. 4. (a) Example of original suffix tree. Building with the snippets set shown in Table 1.  
(b) Example of suffix tree with 3-gram. Building with the snippets set shown in Table 1.  
(c) Example of suffix tree with X-gram. Building with the snippets set shown in Table 1. 
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(c) 

Fig. 4. (continued) 

From Table 2 we see the suffix tree with X-gram maintains fewer nodes, and the true 
common phrase “suffix tree clustering” has been feed to the tree wholly. It is because of 
many word sequences in the snippet sets are noise, and noisy word sequences feed to 
the suffix tree with X-gram are shorter than the other two types of suffix tree. So, with 
our approach the algorithm maintains fewer nodes, and lowers the memory 
requirements. 

Table 2. The total number of nodes maintained by three different STC algorithms 

 Original STC STC with 3-gram STC with X-gram 
number of nodes be 

maintained 
33 24 13 

But there are still some problems needed to be dealt with in this new approach. 

1. Some phrases can not feed to the tree wholly. 
Review the process of building a suffix tree with X-gram. The true phrase can not be 
fed to the tree wholly when it first presents in the snippets set. For a true phrase with 
length L, it will be fed to the tree wholly after it presented L times at most. Take the 
example of the phrase “suffix tree clustering” in snippets set shown in Table 1. When it 
presents at the first time in D1, the substring “suffix” was fed to the tree; when it 
presents at the second time in D2, the substring “suffix tree” was fed to the tree; when it 
presents at the third time in D3, the whole phrase “suffix tree clustering” was fed to the 
tree. 
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It need to be noticed that in application, most true common phrases no longer than 4 
(almost 80% [14]). It means most true common phrases can be fed to the tree as a whole 
phrase, after they present 4 times at most. 

On the other hand, the word sequences with frequency no greater than threshold T 
are considered as noise and should be filtered out in clustering process. Suppose T is 4, 
then the word sequences with frequency less than 4 will be considered as noise and 
should be filtered out. 

In a word, if a word sequence with frequency no less than threshold T (suppose T is 
4), it will be considered as a true phrase, and it probably can be fed to the tree as a whole 
one; and if a word sequence with frequency less than the threshold T, it should be a 
noisy word sequences and need not to be feed to the tree as a whole one. 

Review the snippets set shown in Table 1, the word sequence “suffix tree clustering” 
presents 3 times and fed to the tree wholly at last, so it should be a true phrase; and the 
word sequence “x1 x2” can not be fed to the tree as a whole one, and it obviously a noise. 

In addition, the vast majority of the true common phrases with length no more than 6 
(more than 90% [14]), so we limited the most depth of suffix tree with X-gram no more 
than 6. In this case, the vast majority of the true common phrases can still be found 
wholly. 

Undoubtedly there are still some true phrases be broken up and can not fed to the tree 
wholly. In this condition, we adopt the partial phrases join operation, and then the true 
common phrase can be discovered. 

Although join operation still needed in STC with X-gram, due to more true phrases 
can be fed to the suffix tree wholly, so fewer partial phrases are needed to be joined, 
than that in STC with N-gram. 

2. A phrase can be fed to the tree wholly, but not all snippets contain this phrase 
can be discovered in the suffix tree with X-gram. 
The snippets set are given in Table 3, we build a suffix tree with X-gram which is 
shown in Figure 5. We give only 3 branches (branch A, B, and C) and omit other 
branches. Here we use Ukkonen’s algorithm. The dotted lines denote the suffix links. 

Table 3. Snippets set 

D1 suffix, tree, clustering, x1, x2 
D2 y1, suffix, tree, clustering, y2 
D3 z1, z2, suffix, tree, clustering 
D4 suffix, tree, clustering, v1, v2 
D5 w1, suffix, tree, clustering, w2 

The true phrase “suffix tree clustering” presented in D1, D2, D3, D4 and D5, but in 
the suffix tree we can only find it presented in D3, D4 and D5. In the suffix tree with 
X-gram, we merely discover D1 contains “suffix”, D2 contains “suffix tree”, but we 
can not discover D1 or D2 contains the phrase “suffix tree clustering”. It means that not 
all the snippets contain this phrase can be discovered in the suffix tree with X-gram. 
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Fig. 5. The suffix tree with X-gram building with the snippets set shown in Table 3. The dotted 
lines denote the suffix links. 

In this condition, we can not select the candidate clusters depending on the 
frequency of a word sequences in the suffix tree directly. We should complement this 
branch first. In this step, the successive word sequences followed “suffix” in D1 and 
successive word sequences followed “tree” in D2, will be fed to the tree, in order to 
complement the branch. The length of these word sequences is limited; ensure the 
depth of the tree no more than 6. Because we used the Ukkonen’s algorithm to construct 
the suffix tree, so the successive word sequences can be located with suffix links. 

 

Fig. 6. The suffix tree with X-gram after complement 

 



 Web Search Results Clustering Based on a Novel Suffix Tree Structure 549 

After complement operation, the suffix tree is shown in Figure 6. 
Now we can get a candidate cluster {suffix, tree, clustering} (1, 1)(2, 2)(3, 3)(4,1 )(5, 

2) from the tree. And after complement operation, all the merely “right-complete” 
substring of true phrase “suffix tree clustering”, such as “tree clustering” and 
“clustering” are all filtered out. 

In the branch A shown in Figure 5, the word sequences followed “suffix” in D1, the 
word sequences followed “suffix tree” in D2, the word sequences followed “suffix tree 
clustering” in D3, are all uncertainty. These parts may form “suffix tree clustering v1” 3 
times, or “suffix tree clustering w2” 3 times, or “suffix tree clustering” 3 times. 
Suppose the threshold T of the frequency is 3, this branch may contain candidate 
clusters, so it needs to be complemented. 

It should be emphasized that not all the branches need to be complemented. Take the 
branch C shown in Figure 7 for example, it can not contain phrase with frequency 
greater than 2. Suppose T is 3, then this branch can not contain candidate clusters. This 
branch needs not to be complemented. 

 

Fig. 7. A branch which need not to be complemented 

Suppose a branch contains such a phrase, which with frequency C in the suffix tree, 
and with length L. If C+L is greater than T, this branch should be complemented. 

In fact, the phrase of length L and with frequency C may presents L-1 times before it 
can be fed to tree as a whole one. It means this phrase may present C+L-1 times in 
whole snippets set. When C+L > T, this phrase may be a candidate cluster. So the 
branch which contains this phrase should be complemented. 

Take the example of the phrase “suffix tree clustering” in snippets set shown in 
Table 3. In Figure 5 we discover this phrase presents 3 times in branch A ([suffix, tree, 
clustering] (3, 3)(4, 1)(5, 2)), and its length is 3. C is 3, L is 3, so this phrase should 
presents 5 times in the snippets set (C+L-1=5). Actually this phrase presents 5 times (in 
D1, D2, D3, D4, and D5). 

The steps of search results clustering algorithm based on suffix tree with X-gram are 
as follows: 

1. The document cleaning stage. For most text-based document clustering 
algorithms, this stage is very similar. The HTML tags, punctuation and other similar 
non-informative text are removed; a set of stop words removed; stemming is applied to 
reduce words to their root form. 
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2. In the second stage, a suffix tree with X-gram is created using the word 
sequences in the snippets set. Then complement the braches which may contain the 
candidate clusters. In this process we filter out all the merely “right-complete” 
substrings of true common phrases, and get the candidate phrases. 

3. The candidate clusters are merged, scored and sorted. Then generate the final 
clusters. To keep the cost of this last step constant, we do not check all the candidate 
clusters, but only with the k highest scoring ones (we take k to be 100 in our 
experiments). 

4   Experiments 

4.1   Experiment Setup 

We now show a few experimental results to give the user a feel for the cluster 
performance of STC with X-gram. 

We first compare three different clustering algorithms (original STC, STC based on 
suffix tree with 3-gram, and STC based on suffix tree with X-gram) for space 
complexity, then time complexity, and clustering quality at last. 

For this purpose we defined 10 queries, which are listed in Table 4. For every query 
we collect search result snippets form google [15], and feed the snippets to three 
different algorithms. 

Table 4. 10 queries used for experiment 

type queries 
ambiguous queries apple, jaguar, java, matrix 

entity names data mining, information retrieval, 
general terms salsa, resume, music, yellow page 

It should be noticed that in STC based on suffix tree with N-gram, N valued 2, 3, and 
4 respectively, to evaluate this algorithm more comprehensive. If N valued 1, this 
algorithm is just like “bag of word”, can not generate more readable labels for final 
clusters, or taking O(n2) time complexity to generate the frequent sets; and if N valued 
too big, this algorithm becomes to original STC, and will suffer from large memory 
requirement. 

4.2   Space Complexity 

The original STC algorithm can often construct a long path of suffix tree, and suffers 
from large memory requirements. The improved suffix tree with N-gram performs the 
same function but has lower memory requirements. Our approach has also significantly 
reduced memory requirements. We use the total number of nodes maintain by three 
different algorithms to compare the space complexity. 
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Table 5. The total number of words maintained by each algorithm 

 total number of nods be maintained 
Original STC 10767 

STC with 4-gram 8178 
STC with 3-gram 5765 
STC with 2-gram 3315 
STC with X-gram 2803 

 

Fig. 8. Time complexity analysis 

Table 6. Example cluster labels for “data mining” that is query word 

A New STC STC+N-gram Original STC 
Data Mining and 
Knowledge Discovery 

Data Mining and Knowledge Data Mining and 
Knowledge Discovery 

Principles of Data  
Mining and Knowledge 
Discovery 

Principles of Data Mining Principles of Data Mining 
and Knowledge Discovery 

data mining concepts and 
techniques 

data mining concepts data mining concepts and 
techniques 

data mining with sql 
server 2005 

data mining with sql data mining with sql  
server 2005 

For each query listed in Table 4, every algorithm collects first 200 search results 
form google and building a suffix tree. The total number of nodes maintained by three 
approaches is shown in table 5. 
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Table 7. Average precision of all clusters 

query STC with 3-gram STC with X-gram Original STC 
apple 0.81 0.80 0.81 
jaguar 0.89 0.88 0.87 
java 077 0.76 0.80 

Salsa 0.80 0.78 0.80 
data mining 0.73 0.76 0.75 
information retrieval 0.71 0.79 0.76 
matrix 0.79 0.84 0.81 
music 0.74 0.81 0.81 
yellow page 0.71 0.77 0.77 

Resume 0.73 0.81 0.80 
AVG 0.77 0.80 0.80 

The noisy word sequences feed to the suffix tree with X-gram are shorter than the 
other two types of suffix tree. So, with our approach the algorithm maintains fewer 
nodes. 

4.3   Execution Time 

In this section we measured the execution time of the various STC algorithms while 
clustering snippets collection of various sizes (100 to 1000 snippets, collected form 
google). 

We select a query from table 4 for analyzing the time complexity of these three 
algorithms. Each reported time is averaged over 10 snippet sets. The results are shown 
in Figure 8, in which the X-axis stands for the number of results returned form original 
search engine, and the Y-axis is the time spent in the whole algorithm. It should be 
emphasized that the times values are not total processing time, excluding snippets 
downloading, parsing time. 

In this experiment we search only for maximal frequent sets, not for all frequent sets. 
And we use a 3% threshold, start at 3 (100 * 3%) and end with 30 (1000 * 3%). 

The result of the execution time is shown in Fgure 8. 
It is plain that the time complexity of all three approaches are approximately linear, 

but our approach, based on suffix tree with X-gram, is the fastest. It is because suffix 
tree with X-gram maintains fewer words than that of suffix tree with N-gram or original 
STC algorithm, so fewer words are feed to the tree and fewer nodes to be pruned. And 
STC with X-gram can fed more true phrases to the tree wholly than that of with 
N-gram, so there are less partial phrases need to be joined. In this way suffix tree with 
X-gram can be faster than other two. 

4.4   More Readable Description 

Our cluster labels are true common phrases and more readable than conventional STC 
technique. As shown in Table 6, that is example of “data mining” is query words. 
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4.5   Clustering Precision 

Due to lacks of standard dataset for testing web search result clustering, we have to 
build a small test dataset. For this purpose, we have defined a set of queries for which 
search results were collected from Dmoz.com [16]. The average of precision of the 
three approaches is shown in Table 7. 

Form the Table we can see the average difference in precision performance using the 
STC+X-gram is litter better than using STC+N-gram. 

5   Conclusion 

STC based on suffix tree with X-gram significantly lower the memory requirements 
than the original STC and it generate more readable label than STC+N-gram, nearly the 
same precision as original STC, and still an incremental and a linear time algorithm, 
and faster than other types of STC algorithm. 

We also proposed a complement operation to complement the suffix tree with 
X-gram, which filter out all the merely right-complete substrings of the true phrase, and 
can generate more reasonable candidate clusters. 

So, our web result clustering algorithm based on the two novel approaches get better 
performance than conventional web result clustering algorithms so it is very suitable 
for online application. 
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Abstract. In this paper, we present Di-GAFR, a novel WSN geometric
routing algorithm containing greedy, face and directed routing. In
Di-GAFR, forwarding decisions merely depend on information about a
node’s immediate neighbors in the network topology, which made the al-
gorithm absolutely local and highly scalable. Additionally, we have proved
that Di-GAFR was asymptotically optimal. Simulations demonstrate that
Di-GAFR sufficiently outperforms other prominent algorithms, such as
GPSR and GOAFR, in the “critical” region.

Keywords:Geometric routing, face routing, directed routing,Di-GAFRs.

1 Introduction

With the growing availability of global positioning systems (GPS, Galileo, etc.),
an increasing number of applications have deployed them in Wireless Sensor
Networks. Thus, it can easily be imagined for each wireless node to understand
its own location. Then geometric routing, which makes forwarding decisions us-
ing only the information through the control messages of the traversing(current)
packets and the positions of immediate adjacent nodes in the network topol-
ogy, and is free from establishing or maintaining the router table for the whole
network, has been proved as an effective mechanism of reducing storage, commu-
nication and computation overheads. Hereby it is gaining popularity for efficient
and large-scale routing scheme for WSNs.

The first geometric routing algorithm that guarantees delivery is Face Rout-
ing algorithm (Compass Routing II), proposed in a seminal paper by Kranakis,
Singh, and Urrutia [1]. Let n denote the number of nodes in the network, the
algorithm guarantees that the message will arrive at the destination and termi-
nates in O(n) steps, while a very simple flooding algorithm can also terminate
in O(n) steps. Later, there comes AFR (Adaptive Face Routing)[2], a pure face
routing and terminating with cost O(c2) in the worst case, where c is the cost
for a optimal route. However, Lacking of greedy forwarding method, AFR does
not perform well on modern large-scale wireless networks.

B. Karp and H. Kung[3] proposed GPSR(Greedy Perimeter Stateless Routing)
C a combination of greedy routing and face routing. It consumes pretty low over-
heads, as the simulation demonstrates. Although GPSR outperforms previous

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 555–566, 2008.
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routing schemes in average-case, yet it’s not aworst-case optimal one, due to switch
back to greedy routing algorithm excessively.

On the basis of AFR, F.Kuhn et al. [4] introduced GOAFR, the first ad-hoc al-
gorithm to be both asymptotically optimal and average-case efficient. If GOAFR
fails, however, it has to restart in order to return to the source and to enter the
next new turn, which is independent of the current turn. In such case, the re-
dundant computation consumes extra inter-node communication overheads.

Our geometric routing algorithm Di-GAFR(Directed Greedy Adaptive Face
Routing)combines greedy routing, face routing and directed routing. It imple-
ments the tradeoff between storage and computation, by adding some fields in
each node’s buffer to avoid redundant searches and guarantees worst-case opti-
mality as well.

2 Previous Work

we use the unit disk graph (UDG) and Ω(1)-model defined by F.Kuhn and
R.Wattenhofer in [2]. Let G = (V ; E) denote an Euclidean graph, where V
denotes the set of nodes and E ⊆ V denotes the set of edges. And let n := |V |
be the number of nodes. The Euclidean graph with edges between all nodes with
distance at most 1 is called the unit disk graph. If the distance between any two
nodes is bounded from below by a term of order Ω(1), i.e. there is a positive
constant d0 such that d0 is a lower bound on the distance between any two nodes,
this is referred to as the Ω(1)-model.

We employ the GG(Gabriel Graph)[5] to simplify the network topology. In
GG, an edge d(u;v) exists between vertices u and v iff no other vertex w is
present within the circle whose diameter is d(u;v). Since GG is locally generated
consuming little computation overheads, furthermore, As [4] has proved, when
there is an optimal route in UDG, equivalent results can be achieved in UDG∩
GG, Thus, we establish our model in UDG ∩GG.

Throughout the paper we assume that:

1. Nodes have the same transmission range R. Two nodes with distance greater
than R can communicate by relaying their messages through a series of
intermediate nodes which is called multi-hop routing;

2. Nodes is equipped with a location service, i.e. each node knows its Euclidean
coordinates;

3. Nodes knows all the adjacent nodes (nodes within transmission range R)
and their coordinates by exchanging the“hello”-messages. The sender of a
message knows the coordinates of the destination;

4. The control fields are restricted within Ø(1) step, only keeping relevant in-
formation of messages.

With these assumptions our algorithm is rigorously local. And the nodes are
free from maintaining the global topology information and link states, which re-
duces the storage and computation overheads dramatically, and enhances adap-
tion as well.
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3 Di-GAFR Algorithm

3.1 Node Storage and Message Format

Each node is equipped with a location service, for example, each node knows
its Euclidean coordinates. Then adjacent nodes exchange one-hop “HELLO”-
messages. When receiving a “HELLO”, the coordinates and expire time fields
are filled in. And the node distributes a random ID to the adjacent node from
m-integer poor, where ‘0’ denotes the node itself. Hereby, the m neighbors could
be uniquely identified.

Fig. 1. Node Storage

Additionally, we add 3 extra fields: L(ID for last hop), N(ID for next hop),
and R (restart flag). L and N are initialized as 0 (the node itself as predefined),
and N is cleared initially (initialized FALSE ). L and N are selectively modified
when routing. And R is set when the node traces back after face routing failing
at the 1st round, so that it can restart from this node next time. We present the
main buffer format in figure 1, besides L, N and R, X and Y denote the node-
location, D denotes valid time and T denotes the time receiving the message. Re-
initializing the L, N and R fields when D is expired implements the adaptability
in dynamic networks. It is obvious that the information storage of R costs only
1 bit (TRUE,FALSE), with L and N �log2m� bit(0,1,2,,m) separately.

Fig. 2. Message Format

Then, let s denote the source node, t denote the destination node, Ps be the
source location, Pt be the destination position, cSIZE denote the current ellip-
tic major axis and |st| denote the minor axis. When traversing geometric routes,
PpCurrent stores the switch node ID from which the current planar shifts,
while PpNext stores the one to which the current face shifts. State field denotes
the message state, which contains FACE, AFTERFACE and FORWARD. FACE
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demonstrates the algorithm steps into face routing; AFTERFACE demonstrates
the traversal has crossed the boundary for the 1st time; and FORWORD demon-
strates that the traversal has crossed the boundary again or crossed all over the
boundary. wState stands for global state, which also has 3 optional value, i.e.
NORMAL, FAIL or DISCONNECT. FAIL demonstrates t’s reachability at the
1st round, then modifying cSIZE to restart; DISCONNECT demonstrates dis-
connection; and NORMAL, which is set as default value, demonstrates the other
cases.

3.2 Di-GAFR

In GOAFR[4], the algorithm started with greedy routing and switched to geo-
metric routing in case of local minima. Geometric routing initialized an elliptic
bound with s and t being its focuses, 2|st| being the major axis. GOAFR tra-
versed the face intersected ut employing Right-Hand Rule[3], where u denoted
local minima. Having accomplished the exploration and returned to u, if it failed
to find a point closer to t than |st|, it would switch to a complete new GOAFR
algorithm from u to s and report the disconnection to s; Otherwise, if it crossed
the boundary for the 1st time, it would traverse reversely at the same route; if
it crossed the boundary for the 2nd time and still failed to find a point closer to
t than |ut|, it would switch to a new GOAFR algorithm from u to s, double the
radius and restart again at s; if it managed to find a point v closer to point t
than |ut|, it would forward to point v and employ greedy routing.

GOAFR guarantees both reachability from s to t and worst-case optimal, if s
is connected to t. This algorithm, however, increases overheads by returning to
s when failing every round and recalling GOAFR when restarting from s.

In our Di-GAFR, we continue to use the denotation in section 3.1, where s
denotes the source, t denotes the destination, s knows the coordination of t, with
two pre-set constants ρ ≥ ρ0 ≥ 1. Additionally, we assume that the nodes are
temporarily stationary in the WSN, which is finite networks.

Di-GAFR:

0. Initialization: starting at s, an elliptic bound ξ is initialized with s and t
being its focuses, c := ρ0|st| being the major axis. At all nodes, the L, N fields
are initialized as 0, R fields to be FALSE, cSIZE to be c, and PpCurrent =
PpNext = NULL.

1. DGR(Direct Greedy Routing) Mode
Start: if N �= 0 {

forward the message to Node the N-field indicated
}Else {

If ID == t
Finished successfully, stop!

Else if meeting local minimum
Go to step 2
Else {
{Forward to the adjacent node i geographically closest to t
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if crossed ξ
c := ρc}

Fill in N-field with ID-i
Fill in L-field with last node’s ID
Go to Start

}
}

2. DAFR(Direct Adaptive Face Routing) Mode

Fig. 3. Node Storage

Let u denote local minimum, Pu denote u’s geographic location, with the
initialization value PpNext = Pu.

Traverse face F at the intersection of current face and ut employing right-hand
rule and check a node whose N field is non-zero and R field is TRUE.

The algorithm finished successfully when meeting t, or:

1). Two cases:

Case 1: no such node whose N field is not 0:

Do: Start to traverse face F and execute Function b.

/*Annotation: if R== FALSE, the face has not been traversed last
round; Else if R==TRUE, the face has been proved failed last round and
traced back.*/

Case 2: There exists a node whose N field is not 0:

Do: Fill in PpNext field with the node whose position is closest to t and
N �= 0, Then;
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Case 2.1: PpNext �= Pu and no such node whose R field is TRUE:

Do: Execute aa Function

/*Annotation: the face has been traversed completely.*/

Case 2.2: PpNext �= Pu and there exists a node whose R field is TRUE :

Do: Execute ab Function

/*Annotation: the face has not been completely traversed yet.*/

Case 2.3: PpNext = Pu: Do: Execute ac Function

/*Annotation: there is an overlaid edge. */

2). Execute a Function. *

Let’s describe the functions respectivelywith the assumption that all the nodes
are restricted in current face F.

Function aa: Clear all L and N fields traversed. However, the local minimum
u’s L field is reserved.

Function ab: Set current node’s R field FALSE, and continue to explore. When
the next hop hits the boundary ξ, Set next hop’s R field TRUE and traverse
reversely along the same route. Then, switch the other R-True-field to be
FALSE, and finally hit ξ for the second time, set the next hop’s R field
TRUE. During the exploration, if it finds a closer node to t than pNext,
update PpNext field with current node’s IDs.

Function ac: Execute Function b. Afterwards, If PpNext �= Pu, traverse back
to entry point according to L field, denote pNext to u, and then execute
Function aa.

Function a: Fill in the L and N fields with relevant IDs along u → pNext
route, and then return to step 1 at the pNext node.

Function b:
Case 1: Having traversed all F ’s edges without hitting ξ, if PpNext = Pu,
Do: traverse back to s according to u’s L field, report disconnection and

end the algorithm; else,
Do: execute Function a.

Case 2: Hitting ξ during exploration, execute Function ab. After that, If
PpNext = Pu
Do: traverse in opposite direction using u’s L field back to s, reset the

elliptic boundary by renewing the major axis c := ρc, and go to step 1 ;
Else Do: execute Function a.
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Fig. 4. Message Format

As figure 4 described, our algorithm initialized at source s, with the initial
elliptic boundary ξ1, employing greedy forwarding to u, where u denoted the
local minimum. Then it Switched to DAFR mode at u and continued to traverse
employing Right-Hand Rule. If the nodes’ N fields are all 0(cleared), execute
Function b, i.e. u→ a→ b. Hittingξ1 for the first time during a→ b, then set a’s
R field TRUE and traverse in the opposite direction, i.e. b → a → u → c → d.
Hittingξ1 again during c→ d, then set c’s R field TRUE. Verify that PpNext =
Pu, where |at| > |ut| and |ct| > |ut|, and traverse back from u to s according
L fields. Renew c := ρc at s, thus we establish a new elliptic boundary ξ2,
and forward using N fields. Reaching u again without appropriate node whose
N �= 0, execute Function b. Arriving at a, update R field as FALSE and continue
to explore a→ b→ e→ f → b→ g by Right-Hand Rule.Hitting ξ2 for the first
time during b→ g, set b’s R field TRUE and traverse in the opposite direction,
and continue to traverse backwards at c after renewing c’s R to FALSE. Hitting
ξ2 again during h→ g, set h’s R field TRUE. Since PpNext = Pv �= Pu, execute
Function a, i.e. fill in the L and N fields with relevant IDs along u → pNext
route. Afterwards, Switch to DGR Mode at v(pNext) along v → w → t. Thus,
the algorithm succeeds at reaching t.

3.3 Di-GAFR’s Asymptotical Optimality

We prove the Di-GAFR to be asymptotically optimal, i.e. our algorithm is worst-
case optimal.

THEOREM 3.1: Di-GAFR always terminates in O(n) steps, where n is the
number of nodes. If s and t are connected, Di-GAFR reaches t; otherwise, dis-
connection will be detected.

PROOF: Let us first prove our algorithm present a closer node to t every round,
in whatever cases.

Greedy mode naturally ensures that the message is always forwarded to the
adjacent node which is closest to the destination. In DAFR routing, there are 3
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cases: a) find a closer node and switch to greedy routing; b) hit the boundary
twice and traverse back to s; c) fail to find a closer point without hitting the
boundary. Obviously, case a) guarantees. And in case b), the elliptic boundary is
enlarged, thus it would transform into case a) or case c) ultimately (in extreme
case, the boundary would include all the nodes). Case c) alludes that the graph
is disconnected, and thus it can lead to s by L field.

Then, it is apparent that the major axis is modified when the former boundary
is hit twice. Thus, Di-GAFR explores the graph M times at worst case.

Let Ei (i=1,2,M) be the amount of edges at the i−th exploration. Since greedy
routing is irretraceable, each edge is explored at most once each round. In DAFR
mode, however, at first the check procedure explores the graph once. Thus, for
case a), each edge is explored at most twice, including a tracing back when
hitting the boundary; for case b), each edge is explored at most three times(2
times as case a) does, plus another tracing back using L field). Consequently,
each edge is explored at most four times every face. While two edges coincide at
2 faces, the edge is explored at most 8 times. To sum up, each edge is explored
at most 9 times at the i−th round (once in DGR mode, another 8 times in
DAFR mode). Together with the Euler polyhedral formula (n−m + f = 2) and
planar feature (2m ≥ 3f), it yields that the number of edges m is bounded by
m ≤ 3n − 6(where f denotes the amount of the faces, and m is the amount of
the edges).

Hence, our algorithm has searched E edges totally:

E =
M∑
i=1

Ei ≤
M∑
i=1

9m = 9M(3n− 6) ≤ (27M) · n ≡ O(n)

THEOREM 3.2: Di-GAFR is asymptotically optimal, i.e. reaches the destination
with cost O(c2(p∗)), where p∗ is an optimal path from s to t.

PROOF: [2] has defined Asymptotical Optimality, i.e. worst-case optimality, and
has proved the lower boundary of geometric routing cost to be O(c2(p∗)). Hence
if Di-GAFR reaches the destination with cost O(c2(p∗)), it is Asymptotically
Optimal. Generally, we use the Euclidean distance metric(see [2]) as the cost
model.

Theorem 3.1 has proved Di-GAFR reaches the destination in O(n) steps. In
UDG environment, with each edge costing c(e) ≤ 1, the total cost is less than
O(n), where n denotes the number of nodes after the M − th exploration.

As the elliptic boundary enlarges, there should be c(k− 1)c(p∗)ck, where k is
a constant and 1 ≤ k ≤M . Together with Ω(1) -model definition, i.e. arbitrary
two nodes has a distance no less than d0, thus, any rotundity with radius d0/2
will not intersect with each other and the elliptic area is less than πcM2 . Hence,

n ≤ π · cM2

π(d0/2)2
≡ O((ρM−(k−1)c(p∗))2)) ≡ O(c2(p∗))

Thus, Di-GAFR is Asymptotically Optimal.
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4 Algorithm Analysis

In our simulations, we mainly chose GPSR[3] and GOAFR[4] as the referenced
algorithms, not only because they were classic and dominant in the geographic
routings but also because they were significantly similar to our Di-GAFR. In
order to acquaint ourselves with GPSR and GOAFR, we described the fam-
ily tree of GPSR, GOAFR and Di-GAFR. For comparing the algorithms more
conveniently, we give a alias to Di-GAFR, that is DGAFR.

Fig. 5. The family tree of GPSR, GOAFR and Di-GAFR

As it was shown in figure 5, GR(Greedy Routing) and FR(Face Routing)
denoted the primitive greedy and face algorithms respectively; AR(Adaptive
Routing) mean that the routing needed preset a bound and constantly modify
the bound when meet the failure routing in one turn; DR(Directed Routing)
mean that the routing needed some flash memories to store the path which
had just traversed; OFR was explained detailedly in [4], which selected another
forwarding strategy differed from the primitive FR. Finally, since GFROFRAR
and DR didn’t exist actually, we described them in dashed ellipses.

Following the Setdest Function presented by CMU in NS environment, we
generated networks scenario on square fields of side length 20 units by distribut-
ing network nodes randomly and uniformly in UDG ∩ GG topology. For every
simulation series the number of nodes was determined according to the chosen
network density(D), where network density was the density of nodes in the UDG.
For each considered network the source s and the destination t were also chosen
randomly. To determine Di-GAFR’s performance in network layer, the collisions
in MAC layer was ignored here. In order to judge the average practicability
of an algorithm we followed the definition mean performance PerfA (N) of an
algorithm A on a network N in [4] with m randomly simulated environment:

PerfA ≡ 1
m

m∑
i=1

(perfA(Ni, si, ti)) ≡ 1
m

m∑
i=1

SA(Ni, si, ti)
Sp(Ni, si, ti

Where Ni denoted the i-th network simulated; si and ti denoted the source
and destination node respectively; SA(Ni, si, ti)was the number of steps algo-
rithm A performed on network N finding a route from s to t (which is in
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Fig. 6. Node Storage

our case, with all simulated algorithms, equal to the number of sent messages);
Sp(Ni, si, ti) denoted the (hop) length of the shortest path (with respect to the
hop metric[2]) between the si and the ti on N . And letρ0 = 1.4, ρ =

√
2,which

proved to be good for practical purposes in [4]. Finally, grounding on our hard-
ware surroundings, we let m be 1000 for facility which is reasonable.

Using the triples (Ni, si, ti) as network densities ranging from 0.2 to 12 nodes
per unit disk, with the step 0.5, we obtained Figure 6 (meanperformance −
networkdensity). In low network density, i.e. D → 0, si and ti were neighbor-
hood or disconnected (the statistics exclude disconnection cases). Thus, the mean
cost was one hop that equals with the cost of the shortest path. And so perf ≈ 1;
When 1D3.5 Di-GAFR performed worse than the other two algorithms, due to
an extra face search and relevant control information overheads. Since the geo-
metric topology was rather simple, the actual operations of GPSR and GOAFR
were almost the same with the same forwarding criteria. Hence, they shared
the performances; When 3.5D7, which was the peak distribution value inter-
val(critical region), algorithm performed diverge here. Di-GAFR dramatically
reduced the traversing overheads by using L and N fields, thus outstripped the
other two schemes tremendously. GPSR behaved worst since it earliest returned
to greedy mode, and thus it lost the Asymptotical Optimality; When D7, which
mean in dense networks, as greedy routing’s proportion increased, Di-GAFR and
GOAFR got weakened by searching the whole face. When D12, greedy routing
dominated with little failure and all the 3 algorithms normalize.

Figure 7 described the mean performance results obtained in simulations on
networks generated in square fields of side length ranging from 4 to 40 units with
the step 4 units, where network density was preset 4.71(the critical density par-
ticularly described in [4]). It was apparent that in small-scaled network, different



Di-GAFR: Directed Greedy Adaptive Face-Based Routing 565

Fig. 7. Message Format

algorithms displayed incomparable performance curses. In such condition, they
varied occasionally (highly depending on the choice of s and t). As the net-
work size extended, the lack of a bounding ellipse resulted in a fast growing
curve for GPSR, since it would cost far more if unlucky. To the contrary, Di-
GAFR restricted the boundary and had recorded the routes, which reduced the
overheads of restarting. Besides, the overheads proportion by adding fields and
pre-searching lessened gradually comparing with the scale of the networks. Thus,
Di-GAFR’s performance values grew relatively slowly for all simulated network
sizes. Especially, when side length is over 24 units, Di-GAFR outperforms GPSR
by almost 50% and continues to widen. Hence Di-GAFR is practically feasible
in large-scaled networks.

5 Conclusion

We introduce Di-GAFR in this paper. Di-GAFR is free from repeated search
when exploration fails by adding L, N and R fields which simplify the search
effectively. Through rigorous analysis, we have proved that Di-GAGR is worst-
case optimal. And simulation results present that Di-GAFR almost outperforms
GPSR by 40%, GOAFR by 30% in the “critical region”. Meanwhile, as net-
work size extends, Di-GAFR is sub-linearly increasing, advancing to GPSR and
GOAFR overwhelmingly. In wireless sensor network, geometric routing under-
lay the distributed storage and query. Hence the implementation of Di-GAFR
in distributed data management is a nontrivial work. And the data storage and
query employing integration of Di-GAFR and geometric hashing function would
be challenging and practical.
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Abstract. The inter-domain routing system consists of many interconnected 
Autonomous Systems (ASes) which are independently operated and usually 
have different routing policies. Due to lack of effective coordinative mecha-
nism, policy conflicts may arise, which can cause various problems in perform-
ance, security and robustness. To facilitate the collaboration among ASes, we 
propose an ISP-oriented inter-domain routing system cooperative management 
framework CMF based on the self-organization method. CMF provides funda-
mental support to the ISP’s cooperation which includes organization structure, 
mechanisms and applications. CMF can help ISPs alleviate the side effect 
caused by the autonomy and selfishness of AS. The framework is generic solu-
tion, which can be used not only in inter-domain routing operation, but also in 
other related fields such as intrusion detection and network measurement. 

1   Introduction 

The inter-domain routing system of the Internet includes many interconnected 
Autonomous Systems (ASes) which are operated by different administrative domains 
such as Inter Service Providers (ISPs), companies and universities. An ISP operates 
its routing policy independently and tries to maximize its benefit. This leads to two 
characteristics of an AS: autonomy and selfishness. The Internet is a cyberspace full 
of tussle [1]. Some studies show that route convergence delay and persistent route 
oscillation may occur if there are conflicts among ASes [2], [3]. Since BGP [4] does 
not supply a validation mechanism to confirm the correct of the routing message, 
misconfiguration, software bug and malice are inevitable. The security and robustness 
of the Internet routing are becoming hot topic [5], [6], [7], [8]. 

In our opinion, the key reason of these issues is lack of cooperation among ASes. 
Firstly, ISPs behave adversely and competitively, which impacts the optimization of 
Internet routing. Secondly, there are no effective mechanisms for information sharing  
or cooperation. Thirdly, ISPs lack the ability to cooperate. Finally, there is no coopera-
tion-oriented organization form to manage the ISP’s cooperative behavior. K. Claffy 
                                                           
* Research supported by the National Grand Fundamental Research 973 Program of China 

under Grant No.2003CB314802 and National High-Tech Research and Development Plan of 
China under Grant No.2006AA01Z213 and National Natural Science Foundation of China 
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indicated the ISPs’ coordination is the top problem of internet management and the root 
cause is not technical factor but economic, owner-ship, and trust [9]. The cooperation 
among ISPs needs effective mechanisms to resolve the issues such as organization form, 
information sharing, privacy preserve and incentive etc. To the best of our knowledge, 
there is no mature architecture or platform used to ISP’s operation. 

Our contributions can be summarized in three aspects. We refine ISP’s common 
requirements for the cooperative operation in inter-domain routing system and design 
some fundamental mechanisms which are necessary to ISP’s cooperation. This paper 
proposes a Cooperative Management Framework for inter-domain routing system 
(CMF), which includes self-organization, reputation, information sharing and incen-
tive mechanism. We also develop two cooperative operating applications to evaluate 
the validity of the cooperative mechanisms based on CMF, which are routing policies 
consistency checker and route monitor. 

The rest of this paper is organized as follows. In Section 2, we provide a brief 
background of inter-domain routing system and motivate the need for better coopera-
tion. Some design considerations and a cooperative framework are described in  
Section 3. In Section 4, two applications based on CMF are developed. We discuss 
related works in Section 5, and conclude in Section 6. 

2   Background and Motivation 

Due to its large scale, intensive structure, complex connectivity and diverse policies, 
the inter-domain routing system is exposed to challenges in its performance, security 
and robustness. The lack of cooperation among ISPs intensifies the frangibility of 
inter-domain routing system. 

For the autonomy, an AS always selects best route according to its local informa-
tion. This can lead to path inflation. In hot potato routing algorithm, an AS uses the 
closest link (early-exit) for transferring traffic to the downstream ISP as it minimizes 
resource usage in the upstream network without considering resource usage in the 
downstream. Some ASes construct route loop or prolong the AS_PATH property of a 
BGP route to deceive other AS not to use their route to transfer traffic. 

Because the privacy of ISPs can be inferred from the routing policy such as net-
work topology, IP address assignment and commercial relationship with other ISP, 
ISPs are unwilling to reveal their local policy to others. The original design of BGP 
allowed only AS-PATH reachability information to be shared, this proved to be not 
enough. Since there is no cooperative monitor mechanism, the internet routing has to 
rely on a large part on trust. Many security issues in BGP, such as black-hole routing, 
route spoofing, prefix hijacking, are inevitable in current circumstances. In fact, it is 
very difficult to detect or locate these problems only by analyzing single AS routing 
policy or BGP route table. 

There are very few methods for cooperative monitor or configure the ISP’s routing 
policy. Because ISP’s routing policy can be expressed by router configurations, con-
flicts between ISPs can be detected by contrasting multi-AS routing policy. But there 
is no tool available to do this work. 
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The commercial relationships of ISPs provide constraints to policy configuration. 
Similar to this, we need a cooperation-oriented organization model to guide the ISP’s 
cooperative behavior. The model needs solve the questions of partner selection, coop-
eration negotiation and behavior management.  

Our goal is to refine the essential requirements for operating inter-domain routing 
system and implement a platform which supplies the fundamental cooperative 
mechanisms to ISPs. By using these mechanisms, ISPs can collaborate more effi-
ciently. Within CMF we focus on the works as follow: (a) Propose an organization 
form AS alliance to support the cooperation among ISPs. (b) Design a reputation 
mechanism to evaluate the ISP’s routing behavior. (c) Design an information sharing 
mechanism to protect ISP’s privacy.  

3   Cooperative Management Framework 

3.1   Design Considerations  

The cooperation among ASes has some particularity and requirements. First, the co-
operation among ASes must be self-organization behavior because there is no control 
center. Each AS must select the cooperative partner independently. Second, be-cause 
an AS need prevent their commercial secrets such as internal topology, route decision 
and neighbor relationship from leaking during the cooperation, the information shar-
ing mechanism must be based on semi-honest model [10]. Third, the behavior of an 
AS need to be supervised and evaluated. Finally, incentive is needed. 

3.2   Architecture 

According to considerations in section 3.1, we design a cooperative management 
framework with triple-layer which provides support to ASes cooperation. The struc-
ture of it is shown in Fig. 1. The morphology layer describes the relationships among 
ASes. Because the cooperative relationship between ASes can be built upon their 
commerce relationship, we use the existing models such as provider-customer and 
peering-peering to describe the relationship among ASes. We also propose a new 
model which is called AS alliance to describe the cooperative relationship between 
ASes which is built by some self-organization algorithm. The morphology layer re-
solves the issues of partner selection, collaborative negotiation and cooperation mode. 
The mechanism layer provides some essential mechanisms which include self-
organism mechanism, reputation management, information sharing mechanism and 
incentive mechanism. The self-organism mechanism controls the behavior of AS such 
as alliance building, evolvement and negotiation. Reputation mechanism can be used 
to supervise and evaluate the malice or selfishness of AS. Information sharing mecha-
nism enables ASes to exchange information with privacy preservation. Incentive 
mechanism provides strong incentive to cooperation. We develop some cooperative 
applications at the base on the fundamental mechanisms described upon. These appli-
cations can improve the ability of monitor and operation on inter-domain routing 
system. 
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Fig. 1. Architecture of CMF 

3.3   AS Alliance 

AS alliance supplies a practical organization form for guide the cooperation among 
ASes, which has an ability of self-organization and self-evolvement. AS can join or 
leave some alliance freely. AS alliance is a logical structure. Members of AS alliance 
can be connected by physical link or some collaboration relationship.  

 

Fig. 2. AS topology and AS alliance 

In Fig. 2(b), there are three AS alliances which are AA1, AA2 and AA3. Every  
alliance has a leader node selected by members. The leader node has the power of arbi-
trator. The AS alliance building algorithm can be very flexible but the essential rule  
is self-organization. The establishing process of AS alliance is similar to the social  
behavior of human. At the initial phase, AS selects partner randomly. During the coop-
eration, AS can reselect other node as its partner. Only the good cooperative relation-
ship is long-term stable. After a period of time, the relationship will be convergence. 

3.4   Reputation Mechanism 

CMF provides a reputation model in sociology to evaluate the reliability of AS’s 
behavior and information [11]. PKI is a useful technique to anti-spoof but it is not a 
good selection for CMF. First, ASes are operated by different ISPs or governments 
which have different benefits and political positions. It is impossible to force every 
ISP to trust a unique third part such as s-BGP [12]. Second, PKI usually costs much 
CPU resource and impact the performance of routing system [13]. CMF uses a  
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weighted summary function to calculate the AS’s reputation instead. The parameter of 
the function includes AS relationship, AS tier, statistics of the history routing infor-
mation and other ASes’ recommendation. Reputation mechanism supplies a reference 
to AS when it selects routing information from other neighbor. 

 

Fig. 3. Reputation evaluation model 

In Fig. 3, the formula below is used to calculate AS-D’s reputation evaluation from 
AS-A. 

Rep (A, D) r(A, D) t(D) p (D) q(B, C) =  +  + + α ∗ β ∗ γ ∗ δ ∗  (1) 

Table 1. Functions and variables used in formula 1 description  

Name Description 
Rep (A,D) AS-D’s reputation from AS-A 
r(A,D) Commercial relationship between AS-A and AS-D 
t(D) AS-D’s tier in the internet  
p (D) Fault probability of the history route from AS-D 
q(B,C) Recommendation from AS-B and AS-C 
α, β, γ, δ Weighted gene 

3.5   Information Sharing Mechanism 

To detect the policy disrupt or invalid route, an AS needs to do some collaborative 
operation such as query or comparison with other ASes. For example, an AS can send 
its query of confirm to other ASes whether a route from its neighbor is valid. These 
operations need share information such as route, policy or link status with other ASes. 
For protecting its commercial benefit, an ISP does not share its privacy with others. 
This is the main cause that prevents the ISP from cooperating. BGP does not supply a 
mechanism for information sharing. IRR [14] implements centralized information 
sharing model, but the model dose not resolve the questions of incentive and privacy 
preservation. IRR only collects routing policy and dose not provide guarantee to the 
accuracy of the data in its database. The information sharing mechanism of CMF 
makes two improvements. First, the scope of information sharing is limited in AS 
alliance. Be different from IRR, AS only exchange information with cooperative 
partner in CMF. CMF implements a privacy sharing protocol across private database 
based on the study of Secure Multi-party Computation problem (SMC) in the litera-
ture [15]. By using the protocol, ISP can share information without privacy leaking. 
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3.6   Incentive Mechanism 

The incentive mechanism of CMF facilitates ISP’s coordination through three facets. 
First, ASes build their cooperative relationship by the way of self-organization with-
out any compulsive reason. Every member of the alliance will benefit from it. Second, 
the AS’s reputation provides a reference value for evaluating the behavior of AS. 
AS’s reputation will reduce when it advertise incorrect route malicious or has some 
selfish behaviors. If AS’s reputation is less than threshold, it will be excluded by other 
members. So the AS will be more vulnerable to attack and its malicious behavior will 
be detected more easily. An AS with high reputation will benefit from its good mani-
festation. For example, route from the AS which has a good reputation will be  
selected priority and this means more traffic and revenue. Finally, the service of co-
operative monitor and cooperative configure are deployed on the base of AS alliance. 
Only join the alliance can AS use these services. As mentioned before, AS must  
restrict its selfishness and coordinate with other AS friendly to maintain its good repu-
tation. If every AS behaves as upon, the security and robustness of the whole system 
can be enhanced, so all the member will benefit from it. The incentive mechanism can 
promote the aggregation of ASes as their needed. It is favorable to the evolvement 
toward equality and multipolarization of Internet architecture.  

3.7   Simulation 

To validate the incentive mechanism, we constructed a simulation experiment which 
is shown as Fig. 4. To simplify the complexity, we define an intension function ξ  

which is used to denote the need of the AS node， the intension function 
: Prefix ASn [0, N]× →ξ  calculates a intension value which obeys poisson distribu-

tion. The parameter prefix is IP address prefix which belongs to address range R and 
the parameter ASn is AS’s number. We also define an intension matching func-
tion : IntensionX IntensionY {0,1}× →ψ . If the difference value between the two 

intensions is less than the threshold T, the function ψ  returns 1, otherwise it returns 

0. We defined a selection function : Reputation Intension [0, M]× →θ  which returns 

a selection from AS-0 to AS-M according to their reputation as decrease order. If all 
the reputation is 0, it selects an AS randomly. We define a cooperative func-
tion : IntesionX ASN [0, L]× →ο , which returns a cooperation result evaluation from 

0 to L. The evaluation also obeys poisson distribution. The value 1 represents the best 
and 0 represents the worst. 

We create an AS set with M nodes randomly. Each node maintains a reputation ma-
trix which contains other node’s reputation value. At the initial, the reputation matrix is 
cleared. In each loop, every node selects an IP_Prefix from R, calculates its intension 
with function ξ , selects partner with functionθ  and send its request to the selection 

node. When node receives a request from other node, it uses functionψ to decide 

whether accept this request. If the functionψ returns 1, the node sends an agreement 

ACK with a cooperation evaluation result which is calculated by function ο  back to the 
initiator. If the functionψ returns 0, the cooperation evaluation result is 0. Every time 

when node receives the ACK from others, it recalculates the reputation matrix according 
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to the evaluation. After each node has got an ACK, the loop is over. After a period of 
time, when we collect the cooperation relationship of the nodes, we find the nodes with 
similar intension and friendly cooperation are aggregated. 

 

Fig. 4. ASes’ aggregation under the influence of incentive 

4   Application 

4.1   Cooperative Configuration 

By the way of ISP’s collaboration, we can remove the inconsistency existed in routing 
policy. The inconsistent configuration happens in following cases: a) Policy conflict 
leaded by misconfiguration. Configuring a network of BGP routers is like writing a 
complex program. Many configuration files of border router have more than a million 
lines. As a result, router configurations tend to have faults. Routing policy can be 
expressed by using route filter. If one AS’s route export policy is mismatched with its 
neighbor’s route import policy, some routing information will be discarded. b) Path 
inflation arisen from routing algorithm. Some routing algorithms might lead to path 
inflation such as Hot-Potato routing. Griffin’s research works show that persistent 
route oscillation is possible. c) Incorrect policy by malice. For the malicious targets 
such as attack and hijacking, some ASes configure their policies which violate the 
commercial relationship constraints deliberately. 

We implemented a policy consistency analysis tool Co-RCC (Cooperative Router 
Configuration Checker) which can be used to detect the inconsistency among multi-
ASes’ policies. Be different from RCC, Co-RCC doesn’t analyze ASes’ policy  
directly, this is because many ISPs may be unwilling to reveal their local policy to 
others. Co-RCC uses routing information to infer the consistency of policy. Given AS 
A and AS B, we use the notation import_from(B) to describe the route set that A is 
importing from B. Similarly, export_to(B) is the set of route that A exports to B. First, 
A build the export_to(B) according to its route table and export filter. Second, by 
using the information sharing protocol that is provided by CMF, A calculates the 
intersection of  export_to(B) and import_from(A) with B. If the intersection contains 
export_to(B), there is no conflict. In the procedure described upon, A can only know 
the routes that are shared with B. For any route belongs to B but not to A, A know its 
existence but not know its value. So it is impossible for A to infer B’s import policy. 

4.2   Cooperative Monitor 

The security of routing information is the key issue of the security of inter-domain 
routing system. Due to AS’s autonomy, there is no cooperative monitor and validation 
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mechanism among ASes. For this weakness, the malicious nodes hijack and spoof 
routing information. We develop a cooperative route monitoring tool which is called 
Co-Monitor. Co-Monitor takes the advantage of the rich connectivity of the internet to 
monitor and validate the correctness of routing information. For the rich connectivity 
of the internet, the correct route can be transmitted to many ASes. So it is insufficient 
for the attacker to spoof few nodes. With Co-Monitor, AS sends route validation 
query to other member of alliance. When other ASes receive the query, they vote to 
the validation of the route and return it to the asker. If most of ASes assure the route is 
correct, the route can be accepted otherwise it will be discarded or under suspicion. 

5   Related Work 

Inter-domain routing system is the fundamental infrastructure of Internet and BGP is 
the inter-domain routing protocol used in the Internet today. Most research works 
about operation of inter-domain routing system is aimed at the management of BGP.  

Ramesh et al. find that AS routing policy is established without coordination and 
such independently established policies can adversely impact the stability and analyz-
ability of internet routing [16].They proposed an architecture for routing policy coor-
dination. The architecture is composed of three components include RPSL (Routing 
Policy Specification Language), IRR (routing registry) and analysis tools. Because of 
ISP’s selfishness and autonomy, the accuracy and integrity of information from IRR 
is uncertain [17], [18]. MIT developed a router configuration checker – RCC [19]. 
RCC is a router configuration check tools that finds faults in the BGP configurations 
of routers in single AS without considering multi-AS policy conflict. With Internet’s 
richly connected topology, false routing and prefix hijacking can be detected through 
ISP’s cooperation [20], [21]. In these works, AS sends a confirmation query for  
the route which is received from BGP update message to other ASes. Every AS re-
ceived the query returns an acknowledgement to the querying AS. So the querying  
AS can validate the route according to the acknowledgement. ENCORE is a multi 
agent-based inter-AS diagnostic system [22]. ENCORE deploys intelligent agents in 
multiple ASes and performs collective observation and analysis. AISLE is a multi-
agent-based framework which is used to policy-based routing adjustment system for 
transit ISPs and their customer ASes [23]. In AISLE, many Virtual Router (VR) are 
deployed in different ASes, these VR cooperate each other and control the border 
router of AS to select the best route. Kerio-Bygyo Project implemented a coordination 
platform to detect, recover and protected the network address prefix hijacking [24]. 

6   Conclusion 

Inter-domain routing system is a complex decentralized system without a central control 
center. Due to the selfishness and autonomous, it is very hard to manage the behavior of 
AS’s. Most research works on inter-domain routing system management is focused on 
single AS without considering cooperation. How to operate the Inter-domain routing 
system has become a question got a lot attention from ISPs. In order to facilitate the 
collaboration among ISPs, this paper proposes an ISP-oriented cooperative management 
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framework CMF. CMF is based self-organization method. It implements AS’s collabo-
ration by the form of AS alliance and provides corresponding mechanisms to facilitate 
the cooperation. We also developed two tools, Co-RCC and Co-Monitor, to evaluate the 
effectiveness of cooperation. CMF is a generic tool. Its application is not limited to 
inter-domain routing system management. It also facilitates cooperative network meas-
urement and intrusion detection. The research on how to improve the coordination 
among autonomous systems is becoming a driving force behind the robustness and 
efficiency of the next-generation Internet.  
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Abstract. Performance problems such as Service Level Objective violations are 
determined by specific approach are particularly important since it can 
significantly improve system reliability. In this paper, we propose an improved 
performance problem determination mechanism by using combined dependency 
analysis. Using the proposed preprocessing in prior research, a compact model 
is created hierarchically. We use temporal inference which associates time with 
the created models and occurring symptoms, then post symptom into created 
model to provide probabilistic reasoning. The results of dependency reasoning 
are combined with the closeness evaluation between symptom and created 
model. Combined inference is applied according to the characteristic of 
environment knowledge. Using the improved combined approach enables us to 
extend problem localization in various situations and it provides much accurate 
and efficient problem determination technique for reliable system. Performance 
problem determination using the combined dependency analysis is illustrated to 
prove the availability and accuracy for improving system reliability.  

Keywords: Combined Dependency Analysis, Temporal Inference, Performance 
Problem Determination. 

1   Introduction 

Performance problem management becomes the main issue of gradually innovatory and 
distributed service providing system. At the user level, it should guarantee end-to-end 
response time and throughput for different types of user transactions [1]. A complex 
system may be fail at a given task or encounter performance problem during running 
time with the cause that the rapid growth in size and complexity in distributed computing 
systems nowadays. Thereby, problem determination techniques are adopted to solve 
performance problem such as Service Level Objective (SLO) violations in an IT 
infrastructure especially in Ubiquitous computing environment, devoting to autonomic 
computing [2] which assumes less human intervention during system operations. Self-
healing systems provide resiliency by discovering and preventing disruptions as well as 
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recovering from malfunctions. For solving system performance accurately and hence 
improving reliability, performance problem determination based on combined 
dependency analysis are required in large scale systems, providing rapid and accurate 
inferences using huge data volumes [3]. 

Whatever the problem domain is, most problems are unobservable but existed, 
considering the reliability of system, the system has to determine their locations from 
collected information via monitoring. When using probabilistic dependency analysis 
techniques for performance problem determination, some problems should be solved 
at first becomes the main issue. 1) For collected information, how to define them 
based on criteria, 2) For network topology, how to determine the connections between 
nodes and the structure of the model. 3) For created model, how to determine the 
conditional relationships between each pair of nodes. The structure can be fixed by 
experts based on domain knowledge, whereas it also can be fixed via learning from 
data. Thereby, various machine learning methods are used in problem determination 
to provide automated approach instead of human intervention [4]. 

From above issues, much accurate problem determination based on dependency 
analysis, is critical to designing an effective automated system management to repair 
performance problems. In this paper, we propose an approach to performance 
problem determination using combined dependency analysis that adapts to various 
situations, which enables us to determine the locations of problems under given 
observations. Based on probabilistic dependency analysis, a hierarchical Bayesian 
network is created via learning from data automatically. For overcoming the 
deflections derived from time delay in specific situation, we use temporal inference to 
increase the accuracy of problem determination, which associates time with the 
created models and the occurring symptoms. Observed symptoms are posted into the 
created model to provide dependency reasoning. The results of dependency reasoning 
are combined with the closeness evaluation between collected symptom and created 
model. Moreover, combined dependency analysis methods are applied adapting to the 
characteristics of knowledge of current situations to improve the accuracy. Using the 
improved combined approach enables us to extend problem determination in various 
situations of dynamic domains and it provides much accurate and efficient problem 
determination technique for improving reliable system. Performance problem 
determination using the proposed combined dependency analysis with temporal 
inference is illustrated to prove the availability and accuracy of the proposed approach 
in improving system reliability. 

The rest of this paper is structured as follows. First, we provide related work on 
problem determination introduced in various fields, especially using various 
techniques that belong to probabilistic dependency analysis. Second, we give a detail 
description of the proposed approach to performance problem determination for 
reliable system, including the process of Bayesian network modeling and combined 
dependency analysis that adapts to various situations in problem domains. Third, an 
application based on performance evaluation is given to show the course and results 
of inferences using the proposed approach. In the end, we give the conclusion and the 
future work.  
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2   Related Work 

There are already some research efforts on problem determination techniques in 
various problem domains, and it conducts large scope of machine learning approaches 
in automated system management. The topics of problem determination such as root 
cause analysis and proactive prediction techniques remain an open research problem 
since the inherent variety and the increasing complexity of computing systems.  

An adaptive diagnostic technique called active probing uses probabilistic reasoning 
techniques combined with information-theoretic approach [3]. The fault diagnosis is 
implemented based on intelligent probing techniques which impose a cost because of 
the additional network load and the probe results must be collected, stored and 
analyzed. An event prediction for proactive management was proposed in [5] to build 
a proactive prediction and control system for large clusters. An approach for event 
correlation that uses a dependency graph to represent correlation knowledge is 
introduced in distributed system management. The event correlator searches through 
the dependency graph to localize managed objects whose failure would explain a 
large number of management events received [6]. An extended symptom-fault-action 
model was proposed to incorporate actions into fault reasoning process to tackle lost 
and spurious symptoms [7]. Architecture to capture the changes in dependencies and a 
temporal correlation algorithm to perform fault diagnosis with the dynamically 
changing dependency information are proposed [8]. A probabilistic event-driven fault 
localization technique uses a probabilistic symptom-fault map as a fault propagation 
model to isolate the most probable set of faults through incremental updating of a 
symptom-explanation hypothesis [9].  

Problem determination techniques based on the results of various measurements are 
widely used, including root cause analysis, problem prediction, and fault diagnosis. 
Existing problem determination approaches can be divided into groups, including 
deterministic approach and probabilistic approach. In probabilistic approach, most of them 
rely on explicit fault propagation model representing causal relationships among events 
(event correlation) or dependencies among communication system entities (conditional 
dependency analysis) [7]. Such approaches are quite generic and are applicable to a wide 
variety of problem domains.  

In this paper, we can consider performance problem determination starting with 
representing a probabilistic dependency model among system elements rather than 
considering them mutually independent in large scale domains. However, although 
many machine learning algorithms that are appeared on existing researches make great 
efforts on structure modeling for probabilistic dependency analysis, they are mostly 
applicable to specific domain and approaches are designed according to the specific 
characteristic of the domain. For more complex system which includes various states, it 
needs adaptive problem determination mechanism that adapts to different situations. 

3   Performance Problem Determination 

Problem diagnosis and prediction are the main functions in support of performance 
problem determination in the fields of autonomic computing in large scale systems.  
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A combined approach to performance problem determination based on probabilistic 
dependency analysis and temporal inference is introduced that adapting to specific 
problem domains. Such approach contributes to automated system management 
which let system deal with problems that occur without any anticipation and prevents 
system from unexpected loss via pretreatments. 

 

 

Fig. 1. Performance Problem Determination using Combined Dependency Analysis 

 
Information is collected from the target system and classified, formatted and classified 

parameters are then partitioned for creating several models. Before modeling, preprocess-
ing is executed which extracts an ordering parameters. The ranking parameters are input as 
partial ordering when making Bayesian network modeling. A hierarchical network is 
completed after structure learning and parameter learning. Probability results are given 
from diagnosis and prediction through dependency reasoning which is based on the 
created network. Combining with the closeness evaluation from temporal inference, the 
final result of problem determination is decided with max probability. The whole process 
of performance problem determination using dependency analysis is described in Fig. 1.   

In this paper, Bayesian network algorithm is used as a dependency modeling 
method to provide approaches to problem determination for improving system 
reliability. Probabilistic dependency analysis throughout the whole network is able to 
localize root causes of problems. For various characteristics of problem domains, 
combined dependency analysis is applied using temporal inference.   

3.1   Probabilistic Dependency Analysis Based on Bayesian Network 

Formally, Bayesian network are directed acyclic graphs (DAG), which is a probabilistic 
graphical model to represent a set of variables and their dependencies. The connections 
between nodes only imply a direct influence of parent node over child node in the sense 
that the probability of child node is conditional on the value of parent node [10]. 
Bayesian network can propagate probabilities via extending Bayes’ Rule throughout  
the whole network automatically for more complex problems. Instead of full joint 
distribution only the product of the local distributions of each node is required. Bayesian 
network is widely used in uncertainty domains with vague, incomplete, and conflicting 
information, and it can be run in multiple directions. 
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We use Bayesian network algorithm to execute probabilistic dependency analysis. 
Thereby, the method of modeling a hierarchical network structure by following an 
improved process should be focused. Structure learning plays an important role in 
using Bayesian network method. As manual created Bayesian model [11] may be 
disputed it is unalterable and unable to reflect to the real-time changes of data. 
Learning structure from data automatically became main issue as it searches a 
structure that captures a true distribution, and it can deal with missing data and hidden 
variables. Probabilistic dependency analysis is executed based on a learned structure 
which gives insight into the performance domain to provide performance problem 
determination. Many existing researches use machine learning to provide automated 
structure learning. Thereby, overfitting and generalization problems should be solved 
when using machine learning. In order to solve such problems and provide efficient 
structure learning, we add a preprocessing which ranks parameters before learning.  

 

 

Fig. 2. Modeling Composition 

There are mainly two learning phases that includes structure and parameter learning 
in the whole process of Bayesian network modeling (Fig.2). To create an efficient and 
accurate model, a preprocessing step which provides ordering parameters is prepared by 
using information theory method based on analyzing mutual relationships for structure 
learning that is difficult to find relationships between nodes in diverse domains. In the 
preprocessing phase, we can narrow down the size of parameters, and rank these 
selected factors in an order to contribute to structure learning.  

The collected parameters are divided into observing parameters and problematic 
parameters at first. Information gains are computed between a problematic parameter 
and an observing parameter. For each problematic parameter, all computed 
information gains are ranked with descendent order in a list. Considering the lists of 
all problematic problems, observing parameters with mean information gains which 
exceeds defined threshold are selected and returned as a list including all problematic 
parameters. Two parameters are selected from the head of the observing list. Then 
two parameters are stored in a set with order according to the results of mutual 
information by exchanging directions of two parameters. The operation is stopped 
when meeting a close loop and continued to run until all parameters are considered. 
All parameters in pairs are ranked again in a single list. Problematic parameters are 
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not considered when ranking selected parameters. It implies that all problematic 
parameters are independent of each other when learning. As the ordering shows that 
the anterior parameter may have direct influence on the posterior one in the order, it 
can determine the direction of arrow in the network when analyzing two nodes have 
conditional dependency relationship. 

3.2   Combined Dependency Analysis Using Temporal Inference 

In order to improve the availability and efficiency of the proposed approach, we can 
apply different mechanism of the approach according to the characteristics of 
application domain. For the dynamically changing systems, we can group the 
situations into two cases, including one case with many parameters considered and the 
other one with few parameters. In the case of including many parameters, we use 
selection and ordering in preprocessing and then create the Bayesian network model; 
or else, we just use ordering before Bayesian network modeling without parameter 
selection. As the effect of preprocessing is that improving the efficiency of learning 
with less degradation of accuracy, when there are few parameters to be considered, 
there is no need to filter the parameters for modeling, and hence not degrading 
accuracy. For the relative steady systems where the situations are not changed 
randomly in a period, an adaptive approach is used according to the characteristics: 
the time delay of changing is longer than the interval of modeling and the problems 
are not randomly changed namely it will maintain for a period after occurring.  

Most of existing fault diagnosis methodologies assume availability of a complete 
and deterministic dependency model, which cannot be made in dynamically changing 
networks, as the nodes may not be static and thus the topology may keep changing 
with time. In the dynamically changing situations, it becomes important to incorporate 
temporal information to improve the accuracy of problem determination. An 
improved dependency analysis combined with temporal inference is proposed to 
associate time with created model and associate time with occurring symptom to 
adapt to periodic changing situations.  

 

 
Fig. 3. Combined Dependency Analysis using Temporal Inference 
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Fig. 3 shows that the final result of combined dependency analysis is derived from 
the inference output of probabilistic dependency analysis and the closeness between 
the creating time of model and the occurring time of symptom. The interval of 
creating model can be fixed properly according to the features of the target systems. 
We can compute using following formulas. 

 
 

 
 
                                  or 
 
   

stands for reasoning result of probabilistic dependency analysis from using 
Bayesian network model,  means the closeness for occurring symptom and 
creating model,  is the occurring time of symptom and  is the 
interval of creating model. As the dependency model is updated periodically with 
interval time, the occurring symptom can be posted into the model created before the 
symptom arrival ( ) or the one that is created after symptom occurred 
( ), considering the relevance of them which is weighed on the basis of the 
closeness. Then after computing based on the mechanism mentioned above, we can 
determine the maximum one as the final result. 

Probabilistic dependency analysis combined with temporal inference is able to be 
used efficiently for determining root cause of performance problem after problem 
detection, and hence improving the reliability of system.  

4   Illustration on Performance Evaluation 

Based on the characteristics of probabilistic model, a complex system can be 
represented by a probabilistic dependency graph to combine various components via 
links which represent physical or logical connections [3]. Internet service 
infrastructures in ubiquitous environment requires automated performance problem 
determination to guarantee high quality of services for different types of user 
transactions, it brings a challenging task in system performance evaluation. Service 
Level Objectives (SLOs) including response time and request throughput are related 
to high quality of service. Performance problem determination can find which system 
metrics is the exact root cause of problems. Multivariate distributions such as system 
performance metrics derived from monitoring can be integrated to provide a compact 
factorized representation for probabilistic dependency inferences. For improving 
system reliability, we also consider system metrics and use them to analyze 
performance problem using problem determination based on combined dependency 
analysis. Each parameter in the collected information is classified into several levels 
according to given criteria at first, as listed in Table 1. 
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Table 1. System performance metrics classification 

Attributes        Classes  

CPU Utilization  High, Medium, Low  

RAM Utilization  High, Medium, Low  

Disk Utilization  High, Medium, Low  

Bandwidth  High, Medium, Low  

Packetvolume  High, Medium, Low  

Clientcount  High, Medium, Low  

Responsetime  Error, Warning, Normal 

Throughput  Error, Warning, Normal 

 
In preprocessing, system metrics are returned as ordering list for efficient 

modeling. According to the meaning of ordering list and the assumptions, the anterior 
one in the ordering list can be the parent of posterior one. Problematic parameters like 
response time and throughput have no relationship in the network.  

 

 

Fig. 4. Hierarchical Structure 

 
In the case of including several parameters, we can directly use ordering on 

collected parameters without parameter selection in preprocessing. Using the ranking 
parameters and training data to support network modeling, a compact hierarchy model 
is constructed. The hierarchical structure using ordering parameters as input is shown 
in Fig. 4. Comparing with traditional simple Bayesian network, not only the 
relationships between causes and effects are found, it also discovers internal 
dependency relationships among causal parameters in the network. Based on the 
topology of Bayesian network, parameter learning is executed to determine 
conditional probability table (CPT) for each node. 
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Probabilistic dependency analysis including top-down and bottom-up reasoning is 
executed via probabilities propagation in the network after posting observed symptom 
as evidence, which represents the states of several observed parameters with full 
belief. After the probabilities of the rest parameters are dynamically changed, the 
results of reasoning can be determined. For overcoming the deflections derived from 
time delay in dynamically changing dependency model, our approach addresses this 
issue by combing probabilistic dependency analysis with temporal inference. 
Associating time with dependency model helps to represent the topology and 
relationships changed with time and to provide the relevance of dependencies while 
processing a symptom which occurred at a particular time. Similarly, associating time 
with occurring symptom contributes to reasoning the relevance of symptom and 
problem dependencies for processing the temporal inferences.  

In order to prove the effort and requirement of preprocessing, we consider various 
estimations on experiments by whether using the preprocessing or not.   

The evaluations on time consumption and accuracy are given whether using parameter 
selection and ordering in preprocessing or not according to the characteristics of problem 
domains. When using parameter selection and ordering of preprocessing in domains with 
many parameters, although the accuracy is little lower than that only using ordering of 
preprocessing, the time consumption is much better than that not using parameter selection 
in preprocessing. Moreover, comparing the case of that not using preprocessing, parameter 
ordering plays an important role for structure learning in probabilistic dependency 
analysis. However, in the problem domains with less parameter, both parameter selection 
and ordering are used in preprocessing makes that the result is not optimal. Although the 
parameter selection in the preprocessing can reduce the learning time, the accuracy is 
dropped distinctly, which tell us that only using parameter ordering in preprocessing for 
problem domains with less parameters can make effort on accuracy and reduce time 
consumption. We can find the comparison results from Table 2. 

 
Table 2. Comparisons with diverse situations 

Problem domains Dimensions 
Time 

consumption (sec) 
Accuracy 

(%) 
Selection and Ordering in 

preprocessing 
14.62 88.1 

Only ordering in 
preprocessing 

15.66 90.7 
Domains with 

many parameters 

Without Preprocessing 16.84 91.5 

Selection and Ordering in 
preprocessing 

9.12 73.6 
Domains with less 

parameters Only ordering in  
preprocessing 

10.03 91.8 

 
In order to prove the effort of using temporal inference for decreasing the deflection 

from time delay, we evaluate the final results of inferences between that only using 
probabilistic dependency analysis and that using combined dependency analysis using 
temporal inferences. When using dependency analysis to combine probabilistic reasoning 
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result derived from dependency model with computation of closeness, the average 
accuracy of final results is better than that only considering probabilistic dependency 
analysis, as showed in Table 3.    

 
Table 3. Evaluation on Temporal Dependency Analysis 

Inference Mechanism Average accuracy 

Probabilistic 
Dependency Analysis 

Reasoning results from 
dependency model 

84% 

Combined 
Dependency Analysis 

Results of probabilistic 
dependency analysis * 

Temporal inference 
89% 

 
Various tests under different conditions account for that taking selected ordering 

parameters that derived from preprocessing as input of structure learning is much 
efficient for modeling, and using combined dependency analysis make great effort on 
the accuracy of problem determination in various problem domains with dynamically 
changing dependency topology and problematic situation maintaining.    

5   Conclusion 

In this paper, we propose an improved mechanism of performance problem determination 
that adapts to various problem domains via using combined dependency analysis. We use 
the preprocessing approach to execute parameter selection and ordering according to 
different characteristics of situations to provide efficient and accurate learning for 
probabilistic dependency analysis. We also use temporal dependency analysis to increase 
the accuracy of problem determination, which has a notion of time while performing 
probabilistic reasoning. Moreover, a mechanism of combined dependency analysis is 
applied adapting to the characteristic of knowledge of existing domain in order to improve 
the efficiency and accuracy. With the improved performance problem determination, it 
enables us to extend the scope of problem localization and permit it applicable in various 
situations of domains, which provides much accurate and efficient problem determination 
technique for improving the reliability of system.  

Future work will be continued to consider an efficient approach different from 
existing one based on fault type learning, providing proper repair strategy after 
determining the type of occurring problem.    

References 

1. Agarwal, M.K., Kar, G., Mahindru, R., Neogi, A., Sailer, A.: Performance Problem 
Prediction in Transaction Based e-Business Systems. IBM Research Report Computer 
Science, RC24286(W0706-065) (June 2007) 

2. Jeffrey, O., Kephart David, M., Chess IBM Thomas, J.: Watson Research Center, The 
Vision of Autonomic Computing. IEEE Computer Society (January 2003) 



 Performance Problem Determination Using Combined Dependency Analysis 587 

3. Rish, I., Brodie, M., Ma, S., Odintsova, N., Beygelzimer, A., Grabarnik, G., Hernandez, 
K.: Adaptive Diagnosis in Distributed Systems. IEEE Transactions on Neural Networks 
(March 2005) 

4. Steinder, M., Sethi, A.S.: A Survey of Fault Localization Techniques in Computer 
Networks. Science of Computer Programming, Special Edition on Topics in System 
Administration 53(2), 165–194 (2004) 

5. Sahoo, R.K., Oliner, A.J., Rish, I., Gupta, M., Moreira, J.E., Ma, S., Vilalta, R., 
Sivasubramaniam, A.: Critical event prediction for proactive management in large-scale 
computer clusters. In: Proceedings of the ACM SIGKDD, Intl. Conf. on Knowledge 
Discovery and Data Mining, pp. 426–435 (August 2003) 

6. Boris, G.: Integrated Event Management: Event Correlation Using Dependency Graphs. 
In: The Tenth IFIP/IEEE International Workshop on Distributed Systems: Operations & 
Management, Zurich, Switzerland, IEEE Computer Society Press, Los Alamitos (1999) 

7. Tang, Y., Al-Shaer, E.S., Boutaba, R.: Active integrated fault localization in 
communication networks. Integrated Network Management, 543–556 (May 2005) 

8. Natu, M., Sethi, A.S.: Using temporal correlation for fault localization in dynamically 
changing networks. International Journal of Network Management (2007) 

9. Steinder, M., Sethi, A.S.: Probabilistic Fault Diagnosis in Communication Systems 
through incremental hypothesis updating. Computer Networks 45(4), 537–562 (2004) 

10. Alpaydm, E.: Introduction of Machine Learning. © Massachusetts Institute of Technology, 
pp. 39–59 (2004) 

11. Ding, J., Kramer, B., Bai, Y., Chen, h.: Backward Inference in Bayesian Networks for 
Distributed Systems Management. Journal of Network and Systems Management 13(4) 
(December 2005) 



C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 588–602, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

A Free-Roaming Mobile Agent Security Protocol 
Based on Anonymous Onion Routing and 

k Anonymous Hops Backwards 

Xiaogang Wang1, Darren Xu2, and Junzhou Luo3 

1 School of Computer Science and Engineering, Southeast University, Nanjing, P.R. China 
wxiaog@seu.edu.cn 

2 YRC Worldwide Technologies, Overland Park, Kansas, USA 
yongnan.xu@yrcw.com 

3 School of Computer Science and Engineering, Southeast University, Nanjing, P.R. China 
jluo@seu.edu.cn 

Abstract. Security and anonymity are vital for free-roaming mobile agent-based 
applications. Based on anonymous onion routing, this paper proposes a security 
protocol to defend truncation attacks for free-roaming mobile agent-based 
applications. This protocol uses “two hops forwards and k anonymous hops 
backwards” chain relation to implement the generally accepted mobile agent 
security properties. Security analysis proves that this protocol can defend known 
attacks, especially multiple colluded truncation attacks and provide privacy 
protection to previously visited servers. Performance evaluation shows this 
protocol requires limited communication overhead if right parameters are chosen. 

Keywords: Mobile Agent, Colluded Truncation, Anonymous Onion Routing. 

1   Introduction 

Mobile agents are executable codes which can migrate from originating hosts to 
intermediate servers to generate and collect data, and return to the originators to 
submit results after completing scheduled tasks. Free-roaming agents are those mobile 
agents that are free to choose their next hops dynamically at each hop based on initial 
requirements and current conditions. 

While mobile agents roam, malicious servers may expose, modify, insert, or 
truncate data the agents have collected from other previously visited servers to benefit 
themselves. One of the attacks is the colluded truncation attack in which two or more 
servers may collude to delete a part of the results collected by an agent from 
previously visited servers. Security protocols are needed to protect mobile agents, 
collected data and identities of visited servers. An effective approach to defending 
colluded truncation attacks is to design chain relation based security protocols which 
link results from the currently visited server to results generated at the previously 
visited servers and the identities of the next hops. 

Karjoth et al. [1] proposed a set of security protocols which uses digital signatures 
and hash functions to protect chain relations. A chain relation links a result from the 
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currently visited server to a result generated at the previous server and the identity of 
the next hop. By using different combinations of cryptographic mechanisms, each 
scheme of the protocol family provides different security properties. However, none 
of the protocols can defend two-colluder truncation attacks. 

Karnik et al. [2] introduced the Append Only Container scheme. It is a compact 
case of the KAG protocol family. The protocol uses an encrypted checksum to build a 
backward chain relation to link an agent’s previous result with the agent’s data 
generated at the currently visited host. The backward chain relation guarantees that 
only new data can be added to the results the agent collected and no data can be 
deleted from them. This scheme cannot defend two-colluder truncation attacks. 

Corradi et al. [3] integrated the Multiple-Hops Protocol in their mobile security 
project. Similar to the KAG protocols, this protocol uses a chain relation which 
includes both backward and forward chaining. At each server, the protocol runs a 
hash function to compute a cryptographic proof of a result from the previous server, a 
result generated at the current server, and the identity of the next hop. Like other 
protocols, this protocol cannot defend two-colluder truncation attacks. 

Xu et al. [4] proposed an improved free-roaming mobile agent security protocol to 
address all the issues found in the previously discussed protocols, especially defend 
two-colluder attacks. The protocol uses “one hop backwards and two hops forwards” 
chain relation as the protocol core to implement the generally accepted mobile agent 
security properties. Although this protocol can defend two-colluder attacks, it is 
vulnerable to some special cases of multiple-colluder truncation attacks in which two 
or more of the attackers are adjacent. 

We propose an improved security protocol aiming on colluder truncation attacks 
while addressing all the security requirements. The rest of this paper is organized as 
follows. In Section 2, the commonly accepted mobile agent security properties, 
notations and assumptions used in protocol description are presented. In Section 3, we 
discuss the protocol in detail. In Section 4.1, the general security properties of the new 
protocol are analyzed. In Section 4.2, multiple-colluder truncation attacks and other 
special cases are discussed. In Section 5, the performance of the protocol is analyzed 
based on implementation and simulation. In Section 6, the highlights of the protocol 
are concluded. 

2   Notations and Security Properties 

When a free-roaming agent completes its actions on server Si-1, it selects and visits 
next server Si to generate and collect data. While the agent migrates to server Si, Si 
encapsulates an offer oi with other related data to generate its encapsulated offer Oi, 
and then appends the encapsulated offer Oi to the partial results carried by the agent 
from the preceding servers. After completing its itinerary S0, S1,…, Si,…, Sm,…, S0, the 
agent completes its trip and returns to its originator S0. S0 then extracts and verifies 
the encapsulated offers from each visited servers. 

We define the model and cryptographic notations used in the paper in table 1 and 2 
respectively. The notations used here are similar to those in other security protocols, 
such as [4] for comparison. 
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Table 1. Model Notation 

Notation Definition 
S0=Sn+1 Originator 
Si, 1≤i≤n Servers 
o0 Token from S0 to identify the agent instance on return 
hi, 1≤i≤n Integrity check value associated with Oi 

O0,O2,…,On Chain of encapsulated offers from S0,S1,…,Sn 

BackRi, 1≤i≤n Backward anonymous onion used for traveling from Si to Si-k 

CountKi,1≤i≤n Number of backward servers at Si 

Table 2. Cryptographic Notation 

Notation Definition 
ri Random number generated by Si 

(Pri, Pbi) Private and public key pair of Si 

(tPri,tPbi) Temporary private and public key pair of Si 

EncPbi(m) Message m encrypted with the public key Pbi of Si 

SigPri(m) Signature of Si on message m with its private key Pri 

H(m) One-way, collision-free hash function 
A→B:m Server A sends message m to server B 
⊥  End mark in an onion 
rtBackR Backward onion used from Si to Si-k 

rtReturnR Prepared forward onion generated from Si to Si-k 

ftReturnR Forward onion used from Si-k to Si 

ftBackR Prepared backward onion generated from Si-k to Si 

The generally accepted security properties are described in many other papers  
[4, 5, 6, 7]. We will pay close attention to Public Verifiable Forward Integrity and 
Truncation Resilience properties. 

3   The Protocol 

Based on anonymous onion routing, our protocol builds a chain relation to link the 
current server Si backwards to k previously visited servers (Si-k, Si-k+1,…, Si-1) and the 
identity of the next hop Si+1. The protocol aims on defending all known attacks, 
especially multiple-colluder truncation attacks while supporting privacy protection. 
The protocol also fixes some weaknesses found in other protocols. We describe the 
protocol as follows. 

3.1   Anonymous Onion Routing 

Anonymous onion routing [9] is an infrastructure for private communication over a 
public network. It provides anonymous connections that are strongly resistant to both 
eavesdropping and traffic analysis. Any identifying information such as the identities 
and temporary public keys of visited servers is encrypted in layers that can only be 
decrypted by a chain of onion routers using their respective private keys. An onion is 
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a data structure that is treated as the destination address by intermediate onion routers. 
Each layer of the onion defines the next hop in a route. An onion router that receives 
an onion peels off its layer, identifies the next hop, and sends the embedded onion to 
that onion router. Thus, the onion can be used to establish an anonymous connection. 
In our protocol, servers act as onion routers, and four different types of onions are 
designed for constructing backward and forward onion routing. 

In order to make a chain relating current server Si and next hop Si+1 to backwards k 
previously visited servers Si-1, Si-2, …, Si-k, the necessary chain message must first be 
transferred backwards making use of the backward onion and then be transferred 
forwards making use of the forward onion. 

First, Si gets its backward onion rtBackRi by receiving backward anonymous onion 
BackRi-1 carried with the mobile agent which migrates from Si-1 to Si. 

BackRi-1=EnctPbi-1(…(EnctPbi-k+1( ⊥ ,Si-k,tPbi-k)…),Si-2,tPbi-2) 
rtBackRi=BackRi-1 

By using its temporary private key tPri-1, the first backward server Si-1 can decrypt 
backward onion rtBackRi received from Si and get the identity of the second backward 
server Si-2 and corresponding embedded onion rtBackRi-1 for Si-2. 

rtBackRi-1=EnctPbi-2(…(EnctPbi-k+1( ⊥ ,Si-k,tPbi-k)…),Si-3,tPbi-3) 

Similarly, in order to be able to return from Si-k to Si, Si must also construct 
prepared forward onion rtReturnRi by encryption while the message is being 
transferred from Si to Si-k. The prepared forward onion rtReturnRi is constructed by Si 
as follows. 

rtReturnRi=Enctpbi-1( ⊥ ,Si,tPbi) 

By decrypting rtBacRi received from Si, Si-1 can also get tPbi-2 and use tPbi-2 to 
construct rtReturnRi-1 so as to be able to return from Si-k to Si-1 on later stage. 

rtReturnRi-1=Enctpbi-2(rtReturnRi,Si-1,tPbi-1) 

Then, Si-1 passes the backward and prepared forward onion rtBackRi-1, rtReturnRi-1 
and necessary data together to Si-2. To prevent eavesdropping, all information 
transferred between servers must be encrypted by the recipient’s temporary public key. 

The intermediate server Sx (i-k≤x≤i-2) acts like Si-1 successively. When Si-k 
receives end mark ⊥ as rtBackRi-k+1, Si-k use prepared forward onion rtReturnRi-k+1 as 
forward onion to start message transferring from Si-k to Si in reverse direction. 

It is obvious that any intermediate server Sx (i-k≤x≤i) only knows the identity of 
its adjacent severs, so the privacy of previously visited servers can be preserved. 

3.2   Agent Starting at S0 

By extending Xu et al. [4] protocol, we also assume that the originator S0 first starts 
the agent and encrypts the offer by using its public key to produce a cryptographically 
protected encapsulated offer ProtectedO0. Then the agent selects and migrates to its 
next hop S1 with ProtectedO0. 



592 X. Wang, D. Xu, and J. Luo 

S1 generates offer o1 and a random number r1. S1 first signs its own offer, and then 
encodes the offer by using the originator’s public key to produce S1’s protected 
encapsulated offer ProtectedO1. The server S1 also generates a pair of temporary 
digital signature keys [tPr1, tPb1] for signing its own final encapsulated offer later. 
The agent then selects its next hop S2. Based on simple anonymous onion routing, S1 

can make a chain relating S0, S1 and S2. Then the agent migrates to S2 with the final 
encapsulation offer O0 from S0, the protected encapsulated offer ProtectedO1, the 
number of backward servers CountK1, backward anonymous onion BackR1 from S1, 
and the temporary public key of S1. 

Back1=EnctPb1( ⊥ ,S0,tPb0) 

3.3   Agent Migrating at Si 

3.3.1   Offer Provision 
The agent migrates to Si with all previous encapsulated offers O0, O1,…, Oi-2, plus the 
protected encapsulated offer ProtectedOi-1 from Si-1 (instead of the finial encapsulated 
offer Oi-1), the number of backward servers CountKi-1, the temporary public key of Si-1 

and the backward anonymous onion BackRi-1. The typical structure of the mobile 
agent migrating to Si can be shown in figure 1. 

S0 S1 Si Si+1

Backward Anonymous Onion : (BackRi-1)
EnctPbi-1(… (EnctPbi-k+1(- ,Si-k,tPbi-k)… ),Si-2,tPbi-2)

Temporary Public Key: tPbi-1

Mobile Agent

Collected Offers: O0,O1,O2,… ,Oi-2,ProtectedOi-1

Number of Visited Servers: CountKi-1

… Si-1

Codes for Mobile Agent

 

Fig. 1. Structure of the mobile agent migrating to Si 

After generating a random number ri and a pair of temporary digital signature keys 
[tPri, tPbi], Si computes its protected encapsulated offer ProtectedOi and the number 
of backward servers CountKi based on the predefined parameter k. To prevent reusing 
of the one time digital signature keys [4], a recording and checking function can be 
added to the agent.  

Si:  Receive  O0,O1,…,Oi-2,ProtectedOi-1,CountKi-1,tPbi-1, BackRi-1 from Si-1 

Compute   CountKi=min (k, CountKi-1+1) 
ProtectedOi=EncPb0 (SigPri(oi),ri) 

Generate   [tPri, tPbi] 
Select       Si+1 
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3.3.2   Interactive Offer Encapsulation 
In order to generate a chain relation of the k hops backwards previously visited 
servers and two hops forwards Si and Si+1, Si first computes its hash value tHi, 
generates corresponding backward onion rtBackRi and prepared forward onion 
rtReturnRi. Then Si informs its previous server Si-1 with the next hop identity Si+1. In 
order to prevent revealing Si+1’s identity to Si-1, Si only passes an encoded identity 
Encpb0(Si+1) to Si-1 to build the chain relation. Si first computes and transmits 
tHi=H(Si+1,Si) to Si-1. To prevent potential self-loop attack, Si-1 compares Encpb0(Si+1) 
with Encpb0(Si), and refuses to return its final encapsulated offer Oi-1 and reports the 
incident if Encpb0(Si+1) and Encpb0(Si) are the same. 

Si: Compute        tHi=H(Si+1,Si) 
rtBackRi=BackRi-1 

rtReturnRi=EnctPbi-1( ⊥ ,Si, tPbi) 
Si→ Si-1:             Encpb0(Si+1),tHi,rtBackRi,rtReturnRi,CountKi 

Si-1 is now able to build a chain relation hi-1 of its previous offer Oi-2, the k hops 
backwards previously visited servers and its next two hops Si and Si+1. The protected 
encapsulated offer ProtectedOi-1 has been computed when the agent was at Si-1. In 
order to build the chain relation concerning k hops backwards servers, currently 
visited server Si and next hop Si+1, Si-1 must continue to inform k-1 hops backwards 
servers to generate corresponding chain hash values. Si-1 first computes its hash value 
tHi-1 and transmits backwards by using anonymous onion routing. 

Si-1: Compute       tHi-1=H(tHi,Si-1)                   (if Encpb0(Si+1)≠Encpb0(Si)) 
rtBackRi-1,Si-2, tPbi-2=DectPri-1(rtBackRi) 
rtReturnRi-1=Enctpbi-2(rtReturnRi,Si-1,tPbi-1) 

Now, Si-1 can get rtBackRi-1 as EnctPbi-2(   … (EnctPbi-k+1( ⊥ ,Si-k,tPbi-k)…),Si-3,tPbi-3) 
and get rtReturnRi-1 as EnctPbi-2(EnctPbi-1( ⊥ ,Si, tPbi),Si-1, tPbi-1). 
Si-1→ Si-2:             tHi-1,rtBackRi-1,rtReturnRi-1,CountKi 

This process continues successively backwards until Si-k+1 receives rtBackRi-k+2 
from Si-k+2. 

Si-k+1: Receive       tHi-k+2, rtBackRi-K+2, rtReturnRi-k+2, CountKi from Si-k+2 

Compute    tHi-k+1=H(tHi-k+2,Si-k+1) 
rtBackRi-k+1,Si-k,tPbi-k=DectPri-k+1(rtBackRi-k+2) 
rtReturnRi-k+1=EnctPbi-k(rtReturnRi-k+2,Si-k+1,tPbi-k+1) 

By now the backward onion rtBackRi-k+1 should be the end mark ⊥ . 

Si-k+1→ 
 

Si-k:    tHi-k+1, rtBackRi-k+1, rtReturnRi-k+1,CountKi 

 
Si-k:  Compute      tHi-k=H(tHi-k+1,Si-k) 

ftReturnRi-k,Si-k+1,tPbi-k+1=DectPri-k(rtReturnRi-k+1) 
ftBackRi-k=EnctPbi-k+1( ⊥ ,Si-k, tPbi-k)  (if CountKi<k) 

  ftBackRi-k= ⊥                    (if CountKi=k) 
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By now the forward message transmitting process must be followed. 

Si-k→ Si-k+1:         tHi-k, ftReturnRi-k, ftBackRi-k 

 
Si-k+1: Compute    tHi-k+1=tHi-k 

ftReturnRi-k+1,Si-k+2,tPbi-k+2=Dectpri-k+1(ftReturnRi-k) 
ftBackRi-k+1=EnctPbi-k+2(ftBackRi-k,Si-k+1,tPbi-k+1) 

Si-k+1→ Si-k+2:      tHi-k+1,ftBackRi-k+1,ftReturnRi-k+1 

 
Si-k+2: Compute    tHi-k+2=tHi-k+1 

ftReturnRi-k+2,Si-k+3,tPbi-k+3=Dectpri-k+2(ftReturnRi-k+1) 
ftBackRi-k+2=EnctPbi-k+3 (rtBackRi-k+1,Si-k+2,tPbi-k+2) 

This process goes on successively forwards until Si-1 receives ftReturnRi-2 from   Si-2. 

Si-2→Si-1:             tHi-2,ftBackRi-2,ftReturnRi-2 

Si-1: Compute      tHi-1=tHi-2 

ftReturnRi-1,Si,tPbi=Dectpri-1(ftReturnRi-2) 
ftBackRi-1=EnctPbi(ftBackRi-2,Si-1,tPbi-1) 
hi-1=H(ProtectedOi-1,tHi-1)             (if ftReturnRi-1= ⊥ ) 
Oi-1=SigtPri-1(ProtectedOi-1,hi-1,H(Si-1),tPbi) 

Si-1 finally signs and finalizes the finial encapsulation offer Oi-1 by using its secret 
key tPri-1. 

Si-1→ Si:              Oi-1,ftBackRi-1 

3.3.3   Offer Verification 
Now Si has all previous offers including the final encapsulated offer Oi-1 from Si-1. Si 
recovers all previous ProtectedOk, hk and tPbk+1 (1≤k≤i-2) recursively from O0, O1, 
…, Oi-2 to verify the offers O1, O2,…, Oi-1 with corresponding public keys. The 
protocol confirms the ProtectedOi-1 encapsulated in Oi-1 by Si-1 in Step 3.3.2 is the 
same ProtectedOi-1 carried over by the agent in Step 3.3.1 to prevent Si-1 from 
changing its mind to use a different offer oi-1 after the agent migrates. 

Si: Ver(O0, Pb0), recover ProtectedO0, h0,H(S0) and tPb1 

Ver(Ok, tPbk), recover ProtectedOk, hk, H(Sk) and tPbk+1, 1≤k≤i-2 

The protocol confirms the H(Sk) encapsulated in Ok is unique among the previously 
visited servers by comparing H(Sk) (1≤k≤i-2), Si will report the incident if there are 
same values among H(Sk). 

3.3.4   Agent Migration 
Si forwards all previous offers and its protected encapsulated offer to Si+1 if all 
previous encapsulated offers are verified as valid. 

Si:  Compute        BackRi =ftBackRi-1 

Si→ Si+1:              O0,O1,…,Oi-1, ProtectedOi, CountKi, tPbi, BackRi 
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3.4   Agent at Si+1 

Agent migrating at Si+1 has the similar processes as at Si. We outline the protocol at 
sever Si+1 for comparison with steps at Si. 

Si+1: Receive       O0,O1,…,Oi-1, ProtectedOi, CountKi, tPbi, BackRi from Si 

Compute     CountKi+1 =min (k, CountKi+1) 
ProtectedOi+1=EncPb0(SigPri+1(oi+1),ri+1) 

Generate    [tPri+1, tPbi+1] 
Select          Si+2 

Compute    tHi+1=H(Si+2,Si+1) 
rtBackRi+1=BackRi 

rtReturnRi+1=EnctPbi( ⊥ ,Si+1, tPbi+1) 
Si+1→ Si:             Encpb0(Si+2), tHi+1, rtBackRi+1, rtReturnRi+1, CountKi+1 

Si+1 waits for k hops backwards servers to generate tHi. 

Si-1→ Si:              tHi-1, ftBackRi-1, ftReturnRi-1 

 
Si: Compute        tHi=tHi-1 

ftReturnRi, Si+1, tPbi+1=Dectpri(ftReturnRi-1) 
ftBackRi=EnctPbi+1(ftBackRi-1, Si, tPbi) 

hi=H(Oi-1, tHi)                     (if ftReturnRi= ⊥ ) 
Oi=SigtPri(ProtectedOi, hi, H(Si), tPbi+1) 

Si finally signs and finalizes the final encapsulation offer Oi by using its secret key tPri. 

Si→ Si+1:             Oi, ftBackRi 

Si+1: Ver(O0, Pb0), recover ProtectedO0, h0, and tPb1 

Ver(Ok, tPbk), recover ProtectedOk, hk, and tPbk+1, 1≤k≤i 
Compute  BackRi+1=ftBackRi 

Si+1→ Si+2:         O0, O1,…, Oi, ProtectedOi+1, CountKi+1, tPbi+1, BackRi+1 

3.5   Agent Returns to S0 

When the agent returns to the originator S0, it has all the encapsulated offers O0, 
O1,…, On. The agent creator S0 begins to decrypt the offers and extract the data. It 
uses its public key Pb0 to recover ProtectedO0, H(00) and temporary public key of 
tPb1 from O0, and then uses the temporary public key tPb1 to recover ProtectedO1, 
H(01)and tPb2 from the next encapsulated offer. By using these temporary public keys 
S0 can extract all the ProtectedOi. The ProtectedOi can then be decrypted by using the 
public key Pb0 of S0 and the offers o1,…, on, S1,…, Sn  can be obtained. S0 can also 
detect colluded truncation attacks by verifying h0, h1,…, hn. 

4   Security Analysis 

We prove our protocol achieves the generally accepted security properties in this 
section. Let’s assume the agent’s itinerary is S0, S1,…, Si-2, Si-1, Si…, Sm,…, S0, and 
collected encapsulated offers are O0, O1,…, Oi-2, Oi-1, Oi,…, Om,…, On correspondingly. 
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4.1   General Security Properties 

Xu et al’s protocol [4] satisfies all general security properties including defending the 
two-colluder truncation attack and many of its special cases, such as growing a fake 
stem attacks, revisiting attacks and interleaving attacks. Our protocol can obviously 
satisfy the security properties as well as an extension on the protocol. 

Our protocol aims on not only defending multiple-colluder attacks, but also 
providing privacy protection. Privacy protection is a vital demand in real applications. 
In our protocol, the privacy is preserved by using anonymous onion routing. No 
intermediate server is able to acquire any information about other previously visited 
servers except its adjacent servers. 

4.2   Colluded Truncation Attacks 

As Xu et al. [4] analyzed that in only one-hop forwards protocol, Si can modify its 
next hop in its own chain relation, Si is able to collude with Sm to truncate the offers 
between them and append new offers without being detected. This is why the one-hop 
forwards chain relation based protocols cannot defend colluded truncation attacks 
without other protection mechanisms. 

In “one hop backwards and two hops forwards” protocol proposed by Xu et al. [4], 
Si-1 builds the chain relation hi-1=H (Oi-2, ri-1, Si, Si+1) with next two hops Si and Si+1. 
Although the inclusion of Si and Si+1 guarantees that the truncation attacks against Oi 
and/or Oi+1 will be detected, the chain relation hi-1 may not be able to prevent Si and 
Si+1 from changing their own chain relations by collusion. 

In our “two hops forwards and k hops backwards” protocol, the chain relation hi-1 

can prevent Si and Si+1 from changing their own chain relations, it guarantees that 
only Oi from Si and Oi+1 from Si+1 and Oi+2 from Si+2 until Oi+k+1 from Si+k+1 can 
follow Oi-1. 

It is possible that multiple (three or more) colluders exist. Assume Sm holds partial 
encapsulated offers from S0,…,Si-1, Si, Si+1,…, Sx, Sx+1,…, Sm-1. Si and Sm (i<x<m) 
leave Oi-1 intact and collude to truncate Ox and/or afterwards. As Xu et al. [4] 
analyzed that “one hop backwards and two hops forwards” protocol can defend two 
nonadjacent colluder truncation attack, but can’t detect two or more adjacent colluder 
truncation attacks. Assume Si and Si+1 are two adjacent colluders. The protocol 
proposed by Xu et al. [4] is vulnerable to such attack. But in our protocol, although Si 
and Si+1 are adjacent and may collude with Sm to truncate offers collected between Si+1 
and Sm, such attack can be detected by our protocol. As Si-1 builds the chain relation  
hi-1=H(Oi-2, H(…(H(Si+1, Si), Si-1)…, Si-k)) relating next two hops Si and Si+1 and k hops 
backwards servers, only Si and Si+1 can append Oi and Oi+1 after Oi-1. If Oi and/or Oi+1 
are truncated, the server identities of the new offers after Oi-1 cannot satisfy the chain 
relation hi-1=H(Oi-2, tHi-1) without violating the collusion-free hash function 
assumption. So the truncation against Oi and Oi+1 cannot happen or the action will be 
detected. Similarly, if Oi+2 is truncated, the server identities of the new offers after 
Oi+1 will not satisfy the chain relation hi. In general, as long as the number of adjacent 
colluders is not bigger than k, our protocol can effectively detect such truncation 
attacks. Our protocol extensively extends “one hop backwards and two hops 
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forwards” protocol and can be used to defend various kinds of multiple-colluder 
truncation attacks for free-roaming mobile agent. 

5   Implementation and Evaluation 

We have implemented the protocol in a local 100Mbps Ethernet to evaluate the 
protocol and it’s effectiveness of our security protocol. 

We use the Java Agent Development Framework system (JADE) developed by 
Telecom Italia (formerly CSELT). JADE is a Java software platform that provides 
basic middleware-layer functionalities which are independent of specific applications 
and simplifies the realization of distributed applications that exploit the software 
agent abstraction. JADE is also a very efficient agent platform with agent containers 
that can be distributed over the network. Agents live in containers which are the Java 
process that provides the JADE run-time and all the services needed for hosting and 
executing agents [11]. 

5.1   Implementation 

5.1.1   Implementation Platform 
We implemented our security protocol based on JADE [11] platform. The hardware 
platform used for the implementation includes eight computers with Intel Pentium 4 
on a local 100Mbps Ethernet. The CPU and Memory of each computer are 3GHz and 
512MB respectively. The software used for the implementation includes the operating 
system Windows XP and JADE (3.5) multi-agent platform. We use JAVA as the 
programming language, and the JavaTM 2 Platform, Standard Edition (J2SETM) version 
1.6.0 as the essential Java tools and APIs for implementing the security protocol. 

The common functionality includes creating initial data on the originator, updating 
the data of the agent, and verifying the integrity of the agent on the originating host. 
We first develop Java agents which are resided at every host respectively. The 
residing agent at each host is on behalf of the host server and responsible for 
communicating with the free roaming agent when the free roaming agent migrates to 
the host. Then, we design a free roaming agent which starts at originator S0, visits 
each succeeding host and collects corresponding offers. 

In order to implement k anonymous hops backwards protocol based on anonymous 
onion routing, we utilize 512 bits RSA encryption mechanism coming with Java 
Cryptography Architecture (JCA) which includes the Java Cryptographic Extension 
(JCE)) based on JDK1.6.0. The system timestamp technique in Java is used for 
measuring response time metrics. 

5.1.2   Performance Metrics 
In order to evaluate the performance of security protocol, we measure the total time and 
the total volumes of transferred messages caused by free-roaming agent’s traveling from 
originated host S0 and returning to S0. Both the time and volume of messages are mainly 
concerned with N, the number of visited hosts and the value of k hops backwards 
parameter. The total processing time includes the computing complexity cost for 
privacy and security processing in anonymous onion routing construction. 
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5.2   Results and Evaluation 

5.2.1   Attack Pattern Simulation 
In order to find an optimal balance point of the required numbers of hops backwards 
to satisfy both security and performance, we have done the research on the probability 
of the multiple-colluded truncation attacks occurred in various scenarios. In a typical 
scenario, the free-roaming agent at each hop may choose the next host according to its 
intention, but the probability of choosing malicious node is relating to the percentage 
of malicious nodes in the network. The length of adjacent multiple-colluded attackers 
can be simulated as a typical attacking model against our security protocol. By 
simulation, we get the distribution of the probability of the multiple-colluded 
truncation attacks existing in a network. Under different percentage of malicious 
nodes in the network, the distribution of multiple-colluded attackers with 20 random 
selected hosts among 50 relating hosts is shown in figure 2 by simulation. 

Based on the simulation result, the probability of the multiple-colluded truncation 
attacks increases correspondingly with the increase of m the percentage of malicious 
nodes in the network. However, the probability of adjacent multiple-colluded nodes is 
very small in practical scenarios. This implies that in order to defend against multiple-
colluded truncation attacks in our security protocol the k hops backwards parameter 
may be set smaller according to different application scenarios. 
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Fig. 2. Distribution of multiple-colluded attackers 

5.2.2   Communication Overheads 
Like other chain based protocols with ability of defending colluder truncation attacks, 
our protocol requires communications between servers after agent’s migration and 
may increase communication overhead. 

Communication includes the overhead for the mobile agent’s migration and k hops 
backwards message transmission over the LAN to build a chain. Using the Sniffer 
tool in JADE, we can get the volume of total transferred messages according to 
different parameter k for 16 hosts in our environment. In our implementation, each 
host generated two residing agents to simulate two different hosts such that less 
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simulating computers are required to simulate more hosts. Table 3 and figure 3 show 
the communication results. We can find that the volume of k hops backwards message 
transmission varies with different k parameters. The size of mobile agent is 117 kilo 
bytes and is not included in the messages table 3. 

Table 3. Messages under N Hosts and k Hops Backwards (Kbytes) 

k hops backwards 
Messages 

1 2 3 4 5 6 
4 2.3 6.1 12.2    
8 5.5 16.1 43.2 101.5 213.6 405.1 

12 8.6 26.1 74.2 188.3 441.5 983.9 
N 

hosts 
16 12.1 36.2 105.2 275.1 669.3 1562.7 
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     Fig. 3. Messages under k hops backwards           Fig. 4. Messages under different N hosts 

Figure 4 depicts the relation between the volume of message transmission and the 
number of visited hosts under certain k hops backwards. 

From the testing results, we know that mobile agent’s migration communication 
overhead is necessary and is proportional to the servers that the mobile agent visited in 
all with various k hops backwards. But the total volume of message transmission is not 
proportional to the k value. The relation between the total volume of message 
transmission and the value k is exponential. So, we need to find a suitable value k for 
various application environments to avoid huge communication overheads. The volume 
of messages transmission is mainly caused by the encryption of RSA public keys. 

5.2.3   Response Time Evaluation 
In order to defend the multiple-colluded truncation attacks, we prefer to integrate 
more hops backwards to the chain in the security protocol. However, more hops 
backwards will cause more communication overhead, more processing time and 
eventually downgrade the protocol performance. The response time includes the time 
for message transmission, mobile agent migration time and the processing time for 
each related host. The response time can be shown in table 4 and figure 5. We can 
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find that the total response time varies with different k parameter and the total number 
of visited hosts. 

Figure 6 depicts the relation between the total time and the number of visited hosts 
under certain k hops backwards. 

Table 4. Total Time under N Hosts and k Hops Backwards (Seconds) 

k hops backwards 
Total time 

1 2 3 4 5 6 
4 5 6 7    
8 12 16 18 23 28 37 

12 19 26 29 32 44 69 
N 

hosts 
16 31 35 41 53 70 116 
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    Fig. 5. Total Time under k hops backwards        Fig. 6. Total Time under different N hosts 

From the testing results, we know that the total time for mobile agent’s traveling is 
proportional to the servers under various k hops backwards. But the relation between 
the total time and the value k is exponential. So, we need to find a suitable value k 
practical application to avoid large response time. 

5.2.4   Optimal Configuration 
Based on implementation and simulation results, the balance point of the numbers of 
hops backwards to satisfy both security and performance should be and can be 
identified. As the distribution of multiple-colluded attackers indicated in 5.2.1, the 
length of adjacent multiple-colluded attacker is very small in practical environment, 
so the value of k hops backwards can be chosen between 2 and 5, such that both 
security and performance requirement can be satisfied. 

6   Conclusion 

Based on anonymous onion routing, our protocol uses a “two hops forwards and k 
hops backwards” chain relation to build a free-roaming agent security protocol to 
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implement all of the generally accepted security properties while supporting privacy 
protection. The protocol is designed especially to defend multiple-colluder truncation 
attacks and many of its special cases. The solution based on anonymous onion routing 
satisfies the privacy protection requirements. 

Compared with other free-roaming agent security protocols, this protocol has no 
requirements for confidential channels and co-signs on encrypted contents. By using 
anonymous onion routing information, no host is required to preserve such connection 
status information such as its successor, predecessor. This feature is very important in 
practical applications to simplify the implementations. Like other protocols with ability 
of defending colluder truncation attacks [4, 8], this protocol requires communications 
between servers after agent migrations and may increase communication overhead or 
cause the process fail if the backwards visited server are not available. This problem 
can be addressed by using some re-encryption mechanism for replacing those relay 
nodes which fail. The result shows that by choosing right k hops backwards parameter 
this protocol will satisfy communication overhead and response time and meet both the 
generally accepted mobile agent security and anonymity requirements. This protocol 
offers many unique and attractive features to protect free-roaming agents in a 
distributed environment. In the future, we plan to simulate the protocol through and 
deploy it in a larger test environment. 
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Abstract. Rapid growth of computer networks and advances in crypto-
graphic techniques allow new approaches of electronic voting systems. In
this research, we present a System-on-Programmable-Chip crypto-bridge
module that enables secure ethernet point-to-point connections between
electronic ballot boxes and the remote host of the central electoral of-
fice through insecure Ethernet networks. The proposed crypto-bridge
is implemented using reconfigurable devices, and two implementations
are presented: a single channel module and multi-channel module. HDL
source code of the AES cipher, Ethernet MAC controller and tiny pro-
cessor embedded in the crypto-bridge is public and open enforcing the
confidence in the system.

1 Introduction

In order to explain the motivation of the presented research, two fields must
be contextualized: the electronic ballot boxes and the widely use of Ethernet
standard for network communications.

Taking into account the rapid growth of computer networks and advances in
cryptographic techniques, electronic polling over the Internet is now becoming a
real option for voters who have access to the Net. However, electronic democracy
must be based on electronic voting systems that have the following properties
as described by Cranor et al. [1]: accuracy, invulnerability, privacy, verifiability,
and convenience. Internet voting systems are still under development, it seems
that it will take time before they can become widely available to all citizens
[2,3]. But in this context, there are available new electronic voting system that
are accurate, invulnerable, private, verifiable, convenient, and compatible with
electoral traditions. One example is the electronic ballot box presented in [4,5]
that uses OCR techniques to automatically read paper ballots and digital com-
munication techniques to transmit electoral results to the central electoral office,
where results coming from all voting boxes will be counted. This electronic ballot
is an embedded system (ARM CPU core based) with Ethernet communications
capabilities.

C. Rong et al. (Eds.): ATC 2008, LNCS 5060, pp. 603–614, 2008.
© Springer-Verlag Berlin Heidelberg 2008
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Ethernet networks are widely implemented in Local Area Networks (LANs).
However, the use of this well known standard is being extended to Metropoli-
tan Area Networks (MANs). In the context of broadband services providers are
introducing new point-to-point Ethernet services [6]. Some of the keys for this
success are summarized as follows:

– It is a well known technology and the consumer devices can include very low
cost 10/100/1000 Mbps Ethernet links.

– Nowadays, the Internet Protocol (IP) is used world-wide for data, voice and
video transport. This evolution helps the Ethernet expansion because it is
not a connection-oriented network and it is optimized for IP packets traffic.

– Ethernet technology, in conjunction with switching, full duplex and autosens-
ing, allows users to adjust the required performance within the network to
their exact requirements. This feature is favoring the expansion of Ether-
net in industrial networks used for production and automation. Industrial
Ethernet can be easily linked with the company Intranet and Internet.

– The simplicity of the Ethernet frame structure eases ‘on-the-fly’ communi-
cation packet hardware processing. This high-speed computation scheme is
necessary in many scenarios for example, when applying intensive crypto-
graphic algorithms to high speed channels [7].

Taking into account the expansion of Ethernet networks, the need for secure
Ethernet solutions is rapidly growing [8,9]. And this growth is not only related
to personal computers or servers, but to a heterogeneous group of machines as
well. Good examples are casino gambling machines, digital scale networks or elec-
tronic ballot boxes. In those contexts, the need for secure communications with
autonomous means is mandatory. The challenge in securizing communications
networks is to obtain flexible means which are able to deal with the intensive
computation needed by the cryptographic algorithms. But, in general, the control
of these machines is carried out by embedded systems. And embedded systems
are fundamentally processor-based devices operating under resource-constrained
conditions, like the electronic ballot box described in this research. The embed-
ded systems pose severe resource constraints on terms of computational capacity
and memory [10]. The cryptographic algorithms computation requirements are
so high for a conventional embedded processor device, that most of its computa-
tion capacity would be needed if that computation was performed by software.
For many embedded systems, this situation is not affordable.

In order to deal with this drawback, processors most commonly used for indus-
trial applications such as ColdFire, have embedded cryptographic cores (crypto-
cores) in the same device [11]. Using this approach, the frame encryption and
decryption is performed by hardware, freeing the main processor core from this
task. The main drawback of this approach is the limited flexibility that it shows.
These embedded processors are ASIC technology. Thus, the crypto-core is fixed
on terms of algorithm implementation and interfaces; both for the software in-
terface and for the communication media controller peripheral or core.

Besides the ASIC processor-based embedded systems solution, the industry
is massively adopting the core-based design methodology for system integration
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using Field-Programmable-Gate-Arrays (FPGAs), which leads to the appear-
ance of the System-on-Programmable-Chip (SoPC) platforms [12]. Taking into
account the fact that FPGAs do not incur in non-recurring engineering charges
due to their reconfigurable nature, the number and diversity of the available IP
cores for digital systems composition has heavily increased [13,14]. The SoPCs
are very flexible in different ways: number and type of IP cores and processors,
bus architecture, hardware and software co-processing, etc. This flexibility allows
very short time-to-market and facilitates custom device design for every industry
and application. The SoPC technology faces the secure communication paradigm
with the maximum flexibility: Depending on the application, different crypto-
cores and communication media controller cores can be included in the FPGA
device. For the secure communication section of the SoPC, the designer is in
charge of finding the best FPGA resource occupation-data throughput trade-off
and the optimum IP licence cost as well.

The research that we present in this paper, aims to find a solution to establish
point-to-point secure Ethernet links between electronic ballot boxes and a central
electoral office through insecure Ethernet networks (for example, through an
Ethernet MAN). The proposed solution is focused on the SoPC technology and
methodology, and integrates Open Source cryptographic algorithms hardware
engines and Open Source Ethernet controllers [15].

The remainder of this paper is organized into five sections. In section 2 the net-
work scenario for this application is presented. Sections 3 and 4 detail the proposed
architecture for the single channel and for the multichannel versions of the crypto-
bridge respectively. In Section 5, the implementation results for both versions are
summarized. The paper ends in Section 6, with the conclusions and future work.

2 Secure Electronic Ballot Box

Figure 1 shows the connection scheme to secure the connection among two elec-
tronic ballot boxes (SECURED E-BALLOT BOX 0 and SECURED E-BALLOT BOX 1)
and the host computer of the central electoral office.

Each SECURED E-BALLOT BOX integrates an embedded CPU with Ethernet
capabilities. So, each CPU has its own Ethernet MAC address. For example
in the network scenario represented in Figure 1, MAC ADDR 0 is the MAC ad-
dress for the SECURED E-BALLOT BOX 0, and MAC ADDR 1 and REMOTE HOST MAC
ADDR are the addresses for the SECURED E-BALLOT BOX 1 and for the central elec-
toral office host computer respectively. The connection with the remote host is
done through a non-secure Ethernet net.

In order to provide a secure point-to-point link between electronic ballot boxes
and the remote host, each SECURED E-BALLOT BOX integrates an OSCRYB mod-
ule (OSCRYB 0 and OSCRYB 1) [16]. The OSCRYBs run as Ethernet bridges be-
tween different physical Ethernet networks, but apart from this task, they are
able to filter Ethernet frames for a given MAC address pair. If the Ethernet
frames do not match these addresses, they are transferred transparently be-
tween the Ethernet networks. If a frame matches, it is processed attending to
the order that the MAC addresses have into the packet address fields.
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Fig. 1. Secure electronic ballot boxes network integration

In the central office remote host side, a multi-channel OSCRYB (MULTI-
OSCRYB) module is located between the insecure Ethernet Network and the
secure Ethernet LAN of the central electoral office where the remote host is
stated. As will be detailed in Section 4, each MULTI-OSCRYB SoPC embeds
OSCRYB modules as many SECURED E-BALLOT BOX are connected to the inse-
cure Ethernet network. This redundancy offers an unique point-to-point secure
link with an specific key pair for each ballot box and ensures the necessary
computation power for the network analysis and cryptographic tasks.

For example, the point-to-point link between the SECURED E-BALLOT BOX
0 and the central office remote host will work at follows: In the OSCRYB 0
Ethernet Link 0, if MAC ADDR 0 matches the Ethernet local address packet
field, and REMOTE HOST MAC ADDR matches the Ethernet remote address packet
field of an incoming packet, then it is encoded and transferred ciphered to
the MULTI-OSCRYB 1 Ethernet Link 1. If the OSCRYB 0 Ethernet Link 1 re-
ceives a ciphered packet with the MAC ADDR 0 in the remote address packet field
and REMOTE HOST MAC ADDR in the local address packet field, then it is deci-
phered and transferred to the Ballot box embedded CPU 0. The MULTI-OSCRYB
channel that is in charge of ciphering the Ethernet point-to-point connection be-
tween SECURED E-BALLOT BOX 0 and the central office remote host works in a
similar manner, but with the matching MAC addresses reversed.

Using this mode of operation, the establishment of secure channels between
heterogeneous devices connected to Ethernet networks is an easy and little in-
trusive task. However, as all the necessary computation is performed in the
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OSCRYB crypto-bridges, these must be designed with a powerful architecture
that provides the means to ensure the necessary dataflow.

3 OSCRYB SoPC Architecture

Figure 2 summarizes the internal dataflow in an OSCRYB. Two Open Source
Ethernet IP Medium Access Controllers IP cores [17], ETHERNET MAC IP 0 and
ETHERNET MAC IP 1, are in charge of controlling the OSCRYB Ethernet Links
0 and 1. The incoming network traffic through the OSCRYB Ethernet Link 0
is transferred to the cryptographic SEC-enc core by the ETHERNET IP 0. This
SEC core is configured to perform encoding operations, and it is in charge of
filtering, ciphering and padding the frames with destination Device 1. These
packets are transmitted to the ETHERNET MAC IP 1. The traffic received through
the ETHERNET MAC IP 1 controller is filtered by a second SEC core (SEC-dec)
configured to filter and decipher the frames with destination Device 0.
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WB master

SEC-dec

(decoding)

WB master
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Ethernet MAC
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Fig. 2. OSCRYB block diagram
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In order to implement an architecture able to maintain the proposed full-
duplex dataflow, an architecture with four Wishbone1 buses is implemented.

Figure 3 details OSCRYB architecture: Each ETHERNET MAC IP controller
transfers data through its master Wishbone interface via Direct Memory Ac-
cess (DMA) transferences, both for frame transmission and reception. These

1 Wishbone SoC interconnection architecture for portable Intellectual Property cores
[18] is a standard specification for data exchange between IP cores. It defines the
interfaces, what bus topologies are allowed and signaling. It is absolutely royalty
free and is used to share open projects [19]. It provides high levels of robustness and
flexibility.
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transferences must be configured in the ETHERNET MAC IP cores’ regis-
ters through their slave Wishbone interfaces using a configuration blocks called
‘Buffer Descriptors’ [17]. In the same way, SEC modules have configuration regis-
ters, as the cryptographic KEY and packet length before and after the ciphering,
that must be accessed to configure the data transfers.

Two tiny control microcontrollers, uP-0 and uP-1, have been included in each
OSCRYB module to control the dataflows and to configure these registers for
each transfer. uP-0 is in charge of controlling data transfers to the insecure
Ethernet network and the uP-1 configures the transferences received from this
network. These control processors are based on the tiny soft 8 bit processor
PicoBlaze [20]. The software is stored in the internal dedicated memory of the
FPGA and the processors are implemented using general purpose FPGA logic.
For this application, each processor has been provided with two master Wishbone
interfaces (WB M1 and WB M2).

uP-0 using its WB M1 interface configures ETHERNET MAC IP 0 to transfer
the frames received from the OSCRYB Ethernet Link 0 to the SEC-enc. These
frames after having been filtered and if it is the case, ciphered, are temporally
stored in intermediary RAM memory (Double port RAM 1-2). uP-0 through its
WB M2 interface configures a ETHERNET MAC IP 1 ‘Buffer Descriptor’ to initiate
the DMA transfer that moves the ciphered frame from Double port RAM 1-2
to the OSCRYB Ethernet Link 1. uP-1 works in a similar way but controlling
the dataflow from ETHERNET MAC IP 1 to ETHERNET MAC IP 0.

To implement the described operativity some auxiliary elements are necessary
in the architecture. Wishbone bus 0 has a shared bus interconnection topology
that links three slaves interfaces ETHERNET MAC IP 0, SEC-enc (encoding) and
one port of Double port RAM 0-3 with three master interfaces: ETHERNET MAC
IP 0 master interface, uP0 WB M1 and uP1 WB M2. In a similar way, Wishbone
bus 2 carries the transferences to ETHERNET MAC IP 1, to SEC (decoding), to
the second intermediary double port RAM memory (Double port RAM 1-2),
from ETHERNET MAC IP 1 and from both tiny control microcontrollers.

Wishbone bus 1 and Wishbone bus 3 are Wishbone point-to-point buses
that link SEC cores with double port RAM memories implemented using FPGA
dedicated memory [21]. The aim of these memories is to provide an intermediary
storage space necessary to synchronize all the transfers.

OSCRYB crypto-bridge uses the SEC core to process Ethernet frames ‘on-
the-fly’. The heart of the SEC module is a frame processor that embeds a frame
filter logic and cryptographic algorithm hardware. It offers flexible means able
to deal with the intensive computation needed by the cryptography algorithms.
The selected algorithm is the Rijndael [22,23]. This is one of the widest cryp-
tography algorithm. It was selected by The National Institute of Standards and
Technology (NIST) for the Advanced Encryption Standard (AES) [24]. NIST
adopted Rijndael algorithm with 128 bit block size. It combines a 128 bit key
and a 128 bit unencrypted data block to get a 128 bit block of ciphered data, and
applying the same operations in reverse order using the same key, the plaintext
data may be recovered from the ciphered vector. To process messages or packets
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into blocks it is necessary to define the block cipher’s mode of operation. NIST
has a list of 16 different modes [25]. A detailed description of the SEC module
is presented in [16].

4 MULTI-OSCRYB SoPC Architecture

Thanks to the high density level of the modern FPGAs and to the modularity of
the OSCRYB, it is viable to integrate many OSCRYBs in a single high capacity
FPGA device.

Each OSCRYB module embedded on a MULTI-OSCRYB SoPC secures one
point-to-point Ethernet link. Depending on the size of the reconfigurable device,
the MULTI-OSCRYB will be able to connect a different number of SECURED
E-BALLOT BOXs to the insecure Ethernet network. Figure 4 represents a simpli-
fied block diagram of a generic MULTI-OSCRYB SoPC for n SECURED E-BALLOT
BOX. Because of OSCRYB module has not only its SEC modules but two Ether-
net MAC controllers as well, different network topologies can be adopted for a
given scenario. As an example, in the model depicted in Figure 4, all the physical
Ethernet links are joined using a HUB.

5 Implementation Results

A single OSCRYB SoPC, like the proposed for the SECURED E-BALLOT BOX is a
‘Single channel’ implementation. For this module, the low cost Xilinx Spartan-3
family has been selected.

For the MULTI-OSCRYB (a ‘Multiple Channel’ implementation), the high
capacity Xilinx Virtex-4 family is the best option for the required resources. For
all of the implementations considered, the two intermediate double port RAM
memories have 128 Kbytes of capacity. Taking into account this size, for each
memory 8 internal BlockRAMs are necessary. The AES implementation that we
have used in this development, the R. Usselmann Open Source HDL AES high
speed one [26], uses 7 BlockRAMs. Moreover, each control tiny processor stores
its program in one memory BlockRAM, so, two more consumed RAM memory
blocks must be taken into account for each OSCRYB module instantiation.

Table 1 summarizes the implementation results for a single OSCRYB. If
we take into account that the Ethernet controller IP core embedded in each
OSCRYB is capable of operating up to 100 Mbps, and that the real dataflow ob-
tained for the internet OSCRYB ciphering and filtering engine (the SEC module)
is higher than 100 Mbps, we can ensure that the system will be able to process
the channel optimally.

The implementation results after synthesis, mapping and routing stages of
a MULTI-OSCRYB are detailed in Table 2. The Virtex-4 xc4vlx160-11ff1513
FPGA is used as reference. This device embeds 152.064 Logic Cells and 5.184
Kbits of dedicated RAM memory. The maximum number of OSCRYB modules
for this device is 8.
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Table 1. Single channel OSCRYB SoPC implementation on a Spartan-3 xc3s1500-
5fg320 FPGA

Resources type Resource utilization

4 input LUTs 13.990 (20%)
Slice Flip-Flops 5.555 (52%)
Spartan-3 Slices 8.957 (67%)
18K BlockRAM 21 (65%)
Xilinx Equivalent gate count 1.552.007
Maximum running speed 75 MHz
SEC max. data throughput 139 Mbit/s
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Table 2. MULTI-OSCRYB implementation on a Virtex-4 xc4vlx200-11ff1513 FPGA

Resources type Resource utilization

OSCRYB modules on-a-chip 8

4 input LUTs 114.929 (64%)
Slice Flip-Flops 43.227 (24%)
Virtex-4 Slices 70.002 (78%)
18K BlockRAM 200 (59%)
Xilinx Equivalent gate count 14.366.622
Maximum running speed 100 MHz

The powerful of the obtained systems can be illustrated with the results of this
implementation: 16 ETHERNET MAC IP cores (Ethernet MAC controllers), 16
SEC crypto-cores and 16 control tiny-processors are running in parallel in the
same chip.

6 Conclusions

The autonomous computing system presented in this work benefits from the
SoPC technology and from the extension of the Ethernet standard in different
types of networks. The establishment of different point-to-point secure Ethernet
links for each electronic ballot box, with independent cryptographic keys and
processing modules, enhances the confidence in the system and offers an scenario
where an electronic voting system fulfills with the compulsory properties.

As the implementation results have shown, the proposed architecture is fully
scalable and replicable even in the same chip. The source code of the two AES
cipher blocks, Ethernet MAC controller and tiny processor is public and open;
and it has been successfully reused in this work.

This research promotes the integration of secure communications in electronic
ballot boxes. The future work in this line is multidisciplinary: Future tasks re-
lated with electronic design will be focused on the integration of the new high-
speed encryption, authentication algorithms and enhancement of the control
software for the tiny processors. In the same way, telematic research will be
needed in order to propose optimized protocols for dynamic key interchange
between OSCRYB modules.
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Abstract. The static path planning of transportation network is only considering 
the shortest-path from source to destination. The approach cannot adjust the 
path dynamically when the predetermined path is obstructed. It could increase 
the traveling time to destination and could not effectively plan the path with 
shortest time. In this paper we propose a Wireless Sensor Network (WSN) as-
sisted framework for dynamic path planning for transportation systems, which 
collects the traffic information dynamically using sensor nodes and plan the 
path of transportation network with shortest time using Satellite Navigation 
System. The WSN can be used for calculating the estimated traveling time and 
looking for a shortest-time path by way of fusing the traffic information, such 
as average speed and number of vehicles in a timeframe, collected from the 
candidate path. Users can thus use handheld device, such as PDA, with GPS 
(Global Position System) and GIS (Geographic Information System) to dy-
namically plan the path via requesting the WSN to collect traffic information. It 
can perform better than the static path planning approach. 

1   Introduction 

With advances in computing hardware/software and wireless communication, the 
Satellite Navigation System (SNS) can be embedded into a handheld device, such as 
PDA (Personal Digital Assistant), by merging with GPS (Global Position System) and 
GIS (Geographic Information System) to assist users with planning their travel path. 
Such technology can also be adopted in monitoring the location of mobile equipment, 
searching scenic resort, and navigating to destination with shortest path.  

Wireless Sensor Networks (WSN) [1] comprise a great volume of sensor nodes that 
are fully autonomous with many inherent characteristics, such as limited computation 
power and resources, energy constraints, limited reliability, and lower communication 
capabilities. They can be used to monitor environmental information [2], target detec-
tion, object tracking, and traffic network monitoring [3, 5, 8, 9] via deploying massive 
and inexpensive sensor nodes. These sensor nodes may have multiple sensing elements 
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for collecting and responding to environmental information by collaborating internal 
part of network such as data/value fusion [6, 7], routing algorithm [4], data gathering, 
and data aggregation. The system based on WSN can thus make a real time decision by 
collecting and fusing the information from sensor nodes.  

The path planning of transportation network in the Satellite Navigation System is 
in general using static path planning approach. It is mainly considering the distance 
from source to destination. The approach to users may not be efficient because it 
cannot adjust the path dynamically when the predetermined path gets obstructed. It 
might increase traveling time to destination and could not effectively plan the path 
with shorter time. 

Finding a shortest-time path requires estimating the traveling time of each possible 
link and then computing the possible shorter-time paths. Obviously, the efficient path 
to destination is not based on the distance but rather the time to destination. The vehi-
cle should dynamically change the route when the time to destination is larger than 
other paths. For example, in the Fig. 1, path 1-2-5-7-8 result in shortest time 
(3+4+4+4=15 time units) to destination 8 at first time instance, and this path is hence 
chosen by the driver. But, when the vehicle is at link 1-2, the time of link 2-5 is 
changed to 15 time units due to some obstruction at link 2-5. The shortest time to 8 is 
now 2-4-5-7-8 (7+4+4+4=19) which is less than the previous path 2-5-7-8 (15+4+4 = 
23). And, when the vehicle is at link 2-4, the time of link 4-5 is changed to 6 time 
units and link 5-7 is changed to 6 time units due to obstructions at link 4-5 and 5-7, 
respectively. The shortest time to 8 is the path 4-7-8 (10+5=15) which is less than the 
previous path 4-5-7-8 (6+6+5 = 17). 

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. An example scenario 

In this paper we propose a Wireless Sensor Network (WSN) assisted framework 
for dynamic path planning for transportation systems. The framework can dynami-
cally adjust and suggest the traveling path for moving vehicle for improving the  
problem of static path planning approach by collecting the traffic information dy-
namically using sensor nodes and planning path of transportation network in Satellite 
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Navigation System. The WSN can be used to calculate the possible traveling time and 
look for a shortest-time path by way of fusing the traffic information, such as average 
speed and number of vehicles in a timeframe, collected from the candidate path. Users 
can thus use handheld devices, such as PDA which with GPS (Global Position Sys-
tem) and GIS (Geographic Information System), to dynamically plan the path via 
requesting the WSN to collect traffic information. 

The system is assumed that the handheld device can automatically issue the request 
to the WSN for re-looking for possible shorter-time path from the candidate paths 
when the vehicle is closing to an intersection. In the framework, we model the traffic 
network utilizing the Macroscopic Model and compute the possible shorter-time path 
by on-demand heuristic algorithm when the traveling time of each link calculated in 
the candidate paths.  The simulation result shows the framework can effectively adjust 
the traveling path and improve the problem of static path planning problem.  

The remainder of the paper is organized as follows. Section 2 presents the traffic 
network model. We examine assumptions, system parameters, and sensor nodes con-
figuration. Section 3 shows the time estimation approach of traffic path and link. 
Section 4 shows and examines the simulation result. Section 5 reviews some related 
works. Finally, we give conclusion in Section 6. 

2   Traffic Network Model 

2.1   Network Components and Assumptions 

Here we define the network architecture and make some assumptions used in the 
system. Fig. 2 shows the components and network architecture of the system. The 
system consists of GPS, handheld device with GPS receiver and GIS, and WSN.  
The WSN comprises a sensing node (SN) and a cross node (CN). The CN is deployed 
on intersection and SN is deployed along with the link between two intersections. The 
network architecture of WSN is cluster-based WSN [14].  

All links connected to an intersection can be viewed a cluster, and CN is a cluster 
head in the WSN. SN is responsible for sensing the number of passing vehicles and 
calculating their average speed, while CN is responsible for forwarding request to 
related sensor of link, and getting and fusing the information from SNs. Each CN is 
also an SN but CN has more power than SN in the computing and communication. 
Every node has a node ID and a link ID. Each CN has all neighbors CNs’ ID and 
physical location. The location can be the GPS’s coordinate, which is used to deter-
mine the direction a request forwarded to.  

When a vehicle that has a handheld device of the system approaches to an intersec-
tion, the handheld device can automatically contact to a CN and issue a request to 
look for next path to destination. The contacted CN (CCN) will issue the traveling 
time estimation procedure in order to look for next path. In addition, we make the 
same assumption as [10] that each sensor the energy can be supplied from roadside or 
streetlamp.  
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Fig. 2. Network architecture and components 

2.2   Network Model 

The network is simply assumed as an acyclic graph G = (V, E); here V is a set of 
vertices and E is a set of edges between vertices. A vertex can be a CN. Eij represents 
a link from Vi to Vj. In order to without loss generality, the Eij is different from Eji 
because the traffic at the two directions is independent. In addition we define the 
parameters used in the model as follows: 

– Link distance- Lij: represents the length from Ei to Ej.   

– Link speed limitation- ijα : default limited speed of Eij. 

– Default link traveling time- ijλ : the traveling time from Ei to Ej without any 

obstruction in the Eij and the vehicle can pass through in the speed ijα . The 

ijλ  is equal to Lij/ ijα .  

– Sensing Node ID (SN_ID)- ij
kS : represents kth sensing node in the Eij.  

– Cross Node ID (CN_ID)- Cm: the mth cross node in the network.  
– Number of SN- Nij: the number of sensing node in the Eij. 

– Distance of sublink- R(k, k+1): the length from ij
kS  to ij

1kS + . The length can be 

computed from the location of ij
kS  and ij

1kS +  as follow.  

          2
1kk

2
1kk1)k(k, )-()-(R +++ +×= YYXXη  

where )Y,( kkX  is the GPS’s coordinate of ij
kS  and )Y,( 1k1k ++X  is the GPS’s coor-

dinate of ij
1kS + . η  is a constant to map from coordinate to physical length.   
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To estimate the traveling time of a link we also need to define the parameter 

kn that is the number of vehicle in a link in a time period. SN will count the number 

of vehicle that passing through the link during the time slot. 

3   Traveling Time Estimation 

In this section we present the time estimation approach used in the paper. 

3.1   Time Estimation of Sub-link 

The traveling time of a sub-link can be estimated by means of collecting the number 
of vehicle and their average speed between two sensing nodes. The time of a sub-link 
is an essential time we can evaluate. It can be estimated by computing the traffic in-
formation collected from two neighbor sensing nodes. The time of a link is the sum-

mation of all sub-links, such as Cm- 1mm,
1S + , 1mm,

1S + - 1m m,
2S + , …, and 1m m,

kS + -Cm+1. 
The time of a sub-link can be estimated by using the traffic information sensed by 
sensing nodes. Then we can use Macroscopic Model [13] that is usually used in traffic 
network to computing the traveling time of the sub-link.  

According to the Macroscopic Model, the relationship between traffic and density 
of sub-link can be modeled as a continuous fluid model, as shown in Fig. 3.  We can 
thus compute the average speed and traveling time based on these two terms. The 
Macroscopic Model is as follow: 
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R ∂

∂=
∂
∂  (1) 

f ：Traffic (Number of vehicle/Time) 

d：Density (Number of vehicle/Length) 
R：Location 

t：Time 
then 

f = ε×d  (2) 

d

f=ε   (3) 

where ε ：Average speed in the sub-link 
And the traveling time of the sub-link can be estimated as follow.  
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where  λ ：estimated traveling time 
RΔ ：sub-link length 

)()( tf k : detected traffic of sensing node k at time t 

)()( td k
: density of node k at time t 

Traffic in a sub-link. The detected traffic in the SN ij
1kS +  at the time t can be repre-

sented as 
t

C)n(n
)(

ij
k

ij
1k

1

+−= +
+ tf ij

k
, the C is a constant representing the number of 

vehicle resided in the sub-link between ij
kS  and ij

1kS +  before detection.  

)1( +kR

ε
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Fig. 3. Macroscopic Model 

Density in a sub-link. The density of vehicle in the sub-link between SN ij
kS  and 

ij
1kS +  at time t can be represented as 

k)1,(k
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k td . The C is same as above 

definition.   

Average speed in sub-link. According the formula (3), we can compute the average 

speed in the sub-link between SN ij
kS  and ij

1kS +  as follow: 
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Traveling time of sub-link. The traveling time of sub-link k in the link i to j can be 

computed by the ij
kS  according to the formula (4) as follows.  

ij
k

1)-k (k,
k

R
λ

ε
Δ

=ij  (6) 

3.2   Time Estimation in a Link 

The traveling time of a link is the summation of traveling time of all sub-links in the 
link. The requesting CN can fuse the collected result from all of SNs in the link and 
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compute the traveling time of the link and reply the result to the requesting CN. We 
can represent the traveling time of a link as follows: 

∑
=

=+++=
N

1k

ij
k

ij
N

ij
2

ij
1ij λ)λ...λλ(T  (7) 

If a CN has more than one possible links to destination, the CN will fuse and compute 
the two traveling time of links respectively. For example, on an intersection CNi, there 
are two possible links to destination that are CNj and CNk respectively. The CNi will 
receive two replies from the two CNs. The CNi so that will need to fuse the result of 
link i-j and i-k, and then reply the result to last CN. The detail requesting and for-
warding algorithms will be presented in the next section. 

3.3   Time Estimation of Traveling Path  

The shortest path in general can be found using Dijkstra algorithm due to constant 
distance between two nodes. There are location-aware routing algorithms in sensor 
networks and ad hoc networks [15] researches to look for routing path. But the short-
est-time routing path is possible of dynamical change and is associated with traveling 
time of link. Here we use an on-demand heuristic algorithm with GPS assisted to look 
for the shortest-time path to destination.  

In order to without loss generality, we assume that the CN only have neighbor CN’s 
ID and their physical location, and do not have any GIS information to destination. 
When a vehicle approaches a CN, the SNS in the mobile device will send the ap-
proached CN (CCN) a request to look for shortest-time path to destination. CCN will 
forward request and sensed traffic information to next CNs that approaching destina-
tion via near SN. SN and CN will compute cooperatively the traveling time of link.  

For example, as shown in Fig. 4, when a vehicle approaches the CN1, the mobile 
device with SMS send CN1 (CCN) a request to look for the shortest-time path to  
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Request forwarding flow 
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CN11. CN1 will forward the request with sensed information to CN2 and CN3 via 
2,1

1S  and 3,1
1S  respectively. CN2 will forward the request to CN4 and CN5, and CN5 

will also forward it to CN6 and CN7. Similarity, CN6 forwards the request to CN5 and 
CN8. The request will finally be forwarded to destination (CN11). 

Obviously, the request might be forwarded repeatedly in some links. This problem 
can easily be solved by applying following two criteria while CN forwarding the 
request to destination.  

Df <= c* Dsp 

where  Df: accumulated forwarding distance. 
Dsp: the shortest distance from source to destination 
c: constant, assumed 1.5 

The forwarding angle ∠ CNp-CNn-CNd is large than π/3, where CNd is destination 
CN, CNp is current CN, and CNn is next CN. That is: 

3)()(

)()(
sin

22

22
1 π>

−+−

−+−−

pdpd

ndnd

XXYY

XXYY
 

First criterion can avoid looking for longer path in forwarding phase and reduce the 
number of forwarding. Second criterion is in order to ensure that forwarding direction. 
The context in the request is a five tuple, there are CN list from CCN to current CN, 
next CN, accumulated traveling time, accumulated distance, and shortest distance.   

3.4   Algorithms 

According to approach mentioned above, here shows the algorithms run on various 
nodes. 

Vehicle with SNS   
a). approaching CCN: 

1. Compute the shortest distance to destination CN utilizing GIS for refer-
ence.  

2. Send request to CCN. 
3. Wait for response. 

b). receiving response: 
1. Extract the shortest-time path from CN list that is returned from destination 

CN.  
2. Show the path to user. 

CCN 
a). receiving request: 

1. Keep the user ID from the request. 
2. Compute the possible forwarding CN according to GPS coordinates of 

neighbor CN, and add its own CN_ID to CN list.  
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3. Send the request that involve the sensed data by CCN to possible forward-
ing CNs via neighbor SN in that direction.  

4. Wait for response. 
b). receiving response: 

1. Retrieve the CN list and forward it to user.  

SN 
a). receiving request: 

1. SN will compute the sub-link traveling time ij
kλ  according to average vehi-

cle speed and traffic of ij
1-kS  and ij

kS  and the sub total traveling time Tij. 

2. Ccompute the accumulated distance. 
3. Send the request with sensed average speed, number of vehicle, accumu-

lated distance, and Tij to next SN. 
b). receiving response: 

1. Forward response to next SN. 

Intermediate CN  
a). receiving request: 

1. Execute first two steps of SN in receiving request.  
2. Discard this request if accumulated distance is greater than c* Dsp. or con-

tinue step 3.  
3. Compute the possible forwarding CN according to GPS coordinates of 

neighbor CN, and add its own CN_ID to CN list.  
4. Send the request that involve the sensed data by the CN to possible for-

warding CNs via neighbor SN in that direction.  
5. Wait for response.  

b). receiving response: 
1.  Retrieve next CN from the CN list and forward the response to that CN.  

Destination CN  
a). receive request: 

1. Wait for all requests from same user a time period.  
2. Select shortest-time path from the requests of same user and retrieve the 

CN list.  
3. Send back the response to CCN via shortest-time path shown in retrieved 

CN list.  

4   Simulation 

This simulation is using Matlab to simulate the traffic density and catch partial map 
from online e-map Urmap1. Fig. 5(a) shows the partial map that is from Zhongshan 
district to Da-an district in Taipei city.  

                                                           
1 Urmap： http://www.urmap.com/ 
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Each CN is placed on intersection. This simulation the starting point and ending 
point certainly are the intersection. The starting point is at intersection 6, and the end-
ing point is at intersection 34. Fig. 5(a) shows the shortest distance path in the map.  

 
(a) 

 
(b) 

Fig. 5. The map in this simulation and the shortest distance path. (a) The shortest-path. (b) 
Dynamic path planning at t=0. (c) Dynamic path planning at t=5.1288 (link 29→28 traffic jam) 
(d) Dynamic path planning at t=7.1607 (link 32→31traffic jam). 
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(c) 

 
(d) 

Fig. 5. (Continued) 

The traffic in each link is generated randomly. Fig. 5(b) shows the shortest-time 
path estimated at t0 using proposed algorithms. The estimated path is the sequence of 
intersection:  6→7→8→9→20→25→ 29→28→31→34 and traveling time is 5.3584 
minute. When the vehicle run to intersection 20 (t=5.1288), the algorithm estimates 
the shortest-time path is changed to 20→25→29→32→31→34 because there are 
traffic jam between 29 and 28 intersection, as shown in Fig. 5(c). When the vehicle 
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run to intersection 32 (t=7.1607), the algorithm detects traffic jam between 32 and 31 
intersection. The shortest-time path is changed as 32→35→34, as shown in Fig. 5(d).  

Next we take some measurements and make the comparison including distance, 
time and path, as shown in Fig. 6. Fig. 6(a) shows the distance from source to destina-
tion. The distance at time 0 is the first selected path, not the shortest path. The dis-
tance will be changed with the path changed at time 0.186 and 2.501.  

Fig. 6(b) shows the time needed to the destination. The time is updating dynami-
cally associated with the traffic in the path. All of the time is almost nearly except for 
the initial because it is relating to original shortest-time path.  

 
(a) Distance Comparison 

 
(b) Time Comparison 

 
(c) Path comparison 

Fig. 6. Measurement and comparison 
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Fig. 6(c) shows the path comparison of six measurements. The time at initial of 1st 
measurement has the shortest time because it is relating to original shortest-time path. 
When the vehicle approaches the second intersection (t= 0.186), the vehicle makes 2nd 
measurement and receives the response from the network showing next link ob-
structed. The vehicle turns to other link to avoid the obstruction. When the t= 2.501, 
the vehicle makes 3rd measurement and receives the response from the network also 
showing that the next link obstructed. The vehicle can make a decision to turn to other 
link. Finally, at the 6th measurement, the simulation shows that the time to destination 
is closing to the initial.  

5   Related Works 

In this section we depict some related works in the topic.  
Chen et al. [5] proposed architecture based on WSN technology for Intelligent 

Transportation System (ITS) of a transportation network. With the help of WSN tech-
nology, the traffic information of the network can be accurately measured in real time. 
Based on this architecture, an optimization algorithm is proposed to minimize the 
average traveling time for the vehicles in the network.  

Jun [11] discussed the problem of finding the minimum-cost path in the network of 
multi-modes of public transportation. The study used the GA-based approaches in 
finding the minimum total time path. In order to use GIS data, some reorganizations 
and relationships centering on the transfer areas were necessary. In this preliminary 
study, an imbedded script language called AML was used to automate the whole 
process because the language contains many built-in functions that handle the cover-
age-format data. This resulted in somewhat slow performance than expected.  

Sawant et al. [10] addressed the approach of sensor networks to increase the safety 
of road traveling. The scheme does not require any changes to the existing highway 
infrastructure. Authors showed, using various examples, that the exchange of sensed 
data among vehicles can be beneficially used to avoid accidents. Isotropic and non-
isotropic sensors were studied with respect to the coverage area and the probability of 
detection. Authors considered a typical highway intersection and plotted the sensor 
coverage area and the probability of detection for various vehicles equipped with non-
isotropic sensors.  

6   Conclusions and Future Work 

We have proposed a framework for dynamic path planning of transportation system 
based on the Wireless Sensor Network (WSN). The framework can dynamically adjust 
and suggest the traveling path of moving vehicle for improving the problem of static 
path planning approach by collecting the traffic information dynamically using sensor 
nodes and planning path of transportation network in Satellite Navigation System. In 
this paper, we use Macroscopic Model that is usually used in traffic network to com-
puting the traveling time of the sub-link and link, and use an on-demand heuristic 
algorithm with GPS assisted to look for the shortest-time path to destination. In addi-
tion, we explain the simulation result. The simulation result shows the framework can 
effectively adjust the traveling path and improve the problem of static path planning 
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problem. The future work will develop the algorithm into sensor network and physi-
cally deploy the framework to the transportation system to evaluate the performance.  
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Abstract. The paper proposes a novel semi-fragile watermarking scheme capable 
of detecting and recovering tampered regions to protect the integrity of images. 
The proposed scheme generates the features from the host image itself and uses 
them as the watermark, which is then embedded into the frequency domain of the 
host image. Additionally, the scheme uses an adaptive median filter to distinguish 
between common image processing operations and malicious attacks so that it can 
react properly. Moreover, the scheme can locate tampered areas and recover these 
areas. According to the experimental results, the scheme is robust to common 
image processing operations, including JPEG compression, and is capable of 
detecting malicious attacks, such as counterfeiting.  

Keywords: Semi-fragile watermarking, integrity of images protection, discrete 
cosine transform, adaptive median filter, tampered detection and recovery. 

1   Introduction 

Ensuring the integrity of critical images is important when they are being transferred 
on the Internet because they may be modified by some malicious party. Some 
techniques such as fragile and semi-fragile digital watermarking schemes have been 
developed to protect the integrity of images. The fragile watermarking scheme first 
embeds a pattern, called a watermark, into a host image. Later, the receiving party can 
verify the integrity of the host image according to the extracted watermark because 
the watermark will break if there is any change done to the image. The changes may 
result from common image processing operations or malicious image attacks. Image 
attacks, such as counterfeit attack, are unacceptable because they destroy the 
information in images. On the contrary, image processing operations, such as 
compression, brightness adjustment, and contrast adjustment etc., are normally used 
to improve the quality or enhance the features of images, and therefore they should be 
regarded as legitimate and acceptable. However, the fragile watermarking scheme 
cannot distinguish legitimate operations from malicious attacks. On the other hand, in 
the semi-fragile watermarking scheme, the watermark will only break when the image 
suffers malicious attacks. Therefore, it is more suitable than fragile watermarking to 
protect the integrity of images. Moreover, some semi-fragile watermarking schemes 
not only can verify the image integrity but also recover the tampered areas. 

In recent years, several papers on fragile or semi-fragile watermarking [1-8] have 
been published. Lu et al. [1] proposed a fragile watermarking scheme that is sensitive 
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to any changes. Izqierdo and Guerra [5] and Liu et al. [6] proposed schemes that can 
verify the integrity of the protected image. However, they cannot locate the tampered 
regions and do not have the recovery ability. The scheme proposed by Liu and Hsieh [7] 
can recover the tampered areas, but it is not convenient because the original watermark 
must be sent to the receiving party, which is sometimes impossible. Lin et al. [8] 
proposed a scheme that can recover tampered areas without the help of the original 
watermark. However, the recovery information may be destroyed without much 
difficulty because it is embedded into the spatial domain. 

In the paper, a recoverable semi-fragile watermarking scheme without the need of 
the original watermark is proposed. The scheme generates the features from the host 
image itself and uses them as the watermark. Then the watermark is embedded into 
the frequency domain rather than the spatial domain. Additionally, the scheme uses 
adaptive median filter to distinguish between common image processing operations 
and malicious attacks so that it can react properly. Moreover, the scheme can locate 
the tampered areas and recover them with satisfactory quality. 

The rest of this paper is organized as follows. Section 2 describes related 
background. Section 3 presents the proposed scheme in detail. The experimental 
results are shown and discussed in Section 4. Finally, the conclusion is drawn in 
Section 5. 

2   Related Background 

The proposed scheme uses Torus automorphism to obtain the position for embedding 
and adopts an adaptive median filter to increase the ability to discriminate between 
common operations and malicious attacks. The following subsections introduce the 
related background. 

2.1   Torus Automorphism 

To achieve the recovery ability, features generated from a certain block need to be 
embedded to another block. The scheme uses Torus automorphism to obtain the 
position for embedding. Torus automorphism [11] is one class of dynamic systems 
that can be expressed as follows: 
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where a11, a12, a21, and a22∈Z, and N is the size of the given image. The new 
coordinates (xt+1, yt+1) can be generated from the current coordinates (xt, yt) by the 
transform function. 

2.2   Adaptive Median Filter 

The proposed scheme uses an adaptive median filter that can adjust the size of the mask 
according to the manipulation type the image suffered. In general, common image 
processing operations cause some variations on the pixels of the images while malicious 
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attacks result in the scrap regions. A median filter [13] can be used to remove the effect 
of variations caused by image processing. The filter moves the filter mask from point to 
point in an image and considers its nearby neighbors to decide whether it is 
representative of its surroundings or not. The median filter works by first sorting all the 
pixel values from the surrounding neighborhood of the central pixel and then replacing 
the value of the pixel with the median pixel value. Fig. 1 [13] illustrates an example. 
The neighboring values are 115, 119, 120, 123, 124, 125, 126, 127, and 150. Thus the 
median value is 124. The central pixel value 150 is replaced with 124. 

3   The Proposed Recoverable Semi-fragile Watermarking Scheme 

The proposed scheme includes two phases: watermarked image generation phase and 
integrity verification phase. In the former phase, the scheme first generates the 
features from the host image. The features are then used as the watermark and 
embedded to the host image for image verification and tamper recovery. In the latter 
phase, the scheme first extracts a watermark and next generates features from  
the suspect image. It then compares the features with the extracted watermark. If the 
scheme detects that the suspect image has suffered malicious attacks, it will locate  
the tampered areas and recover them using the extracted features which constitutes 
the watermark. Fig. 2 shows the block diagram of the scheme. 

 

Fig. 1. An example of the median filter 

3.1   Main Stages in the Proposed Scheme 

The scheme includes several stages, which will be described in detail in the following 
subsections. 

3.1.1   Preprocessing 
The host image is divided into several non-overlapping blocks of size 8×8 pixels as 
shown in Fig. 3. 

3.1.2   DCT 
The scheme applies 2D-DCT to each block and then obtains 64 coefficients for each 
block. 
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Fig. 2. The block diagram of the proposed scheme 

 

Fig. 3. The size of each block 

 

Fig. 4. The bit positions for feature extraction 

3.1.3   Feature Extraction 
The stage first computes the average of each block obtained from the preprocessing 
stage. Next, the bits 3-7 of the eight binary bits of the average are selected as the 
feature F of each block (Fig. 4). 
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Fig. 5. The positions for embedding (a) three randomly selected blocks (b) the coefficients of 
each block for embedding each copy (c) the embedding positions of each block in the zigzag 
scan order 

3.1.4   Random Selection 
In order to resist malicious attacks, the features of a certain block must be embedded 
into another block. The scheme adopts Torus Automorphism to randomly select the 
block for embedding features. 

3.1.5   Embedding 
The proposed scheme embeds the features of a block to three different blocks. 
Moreover, the first 15 AC coefficients in zigzag order of DCT domain of a block are 
chosen for embedding the features. The scheme obtains three positions for embedding 
by applying Trous Automorphism three times. For the first time, the features of the 
source block are embedded into the 1st to 5th AC coefficients of the selected block. For 
the second time, the features are embedded into the 6th to 10th coefficients, and for the 
last time, the 11th to 15th coefficients. 

Next, the features are embedded by modifying the DCT coefficients [14]. Two 
values are calculated for modification rules. 
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where M is obtained by experiments and used to modify the coefficients, and C is a 
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According to the embedding data w∈{0,1}, the remainder r is set to be M/4 or 3M/4 if 
watermark bit value w is 0 or 1 respectively. Fig. 6 shows the ranges of tolerance for 
the watermark bits. It is important to set the value M appropriately because a larger M 
will affect the original image quality while a smaller M will result in erroneous 
watermark extraction.  

 

Fig. 6. the ranges of tolerance for the watermark bits 

3.1.6   Watermark Extraction 
In this stage, the three previously embedded watermark copies mentioned in 
Section 3.1.5 are extracted. The first copy is extracted from the 1st to 5th AC 
coefficients of the first selected block, the second one from the 6th to 10th AC 
coefficients of the second block, and the third one from the 11th to 15th AC coefficients 
of the third block. The scheme then uses the following rules to extract the features from 
the three copies. 

0,  (  mod   )  / 2

1,

if C M M
b

otherwise

<⎧
= ⎨
⎩

 (5) 

where b is the extracted watermark bit, M is the mode value, and C is the AC 
coefficient of previously embedded watermark. 

3.1.7   Difference Computation 
After the three copies of the previously embedded watermark are obtained, the 
proposed scheme then adopts the following voting rule to construct the final 
watermark. The voting rule is described as follows. 
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where PF'i represents the ith (i = 1, 2, …, 5) bit of the extracted feature set PF', and 
PFi 

j the ith bit of the previously embedded jth (j = 1, 2, and 3) copy. After PF' is 
determined, it is used with the corresponding block feature F (generated from the 
suspect image) to calculate a difference value D according to the following equation. 

( ' )i i iD F PF= ⊕  (7) 

where ⊕ is the exclusive OR operation, Di, Fi, and PF'i represent the ith bit of the 
difference value D, the corresponding block feature F, and extracted feature PF' 
respectively. Finally, the scheme calculates the difference rate DR according to the 
following equation. 

7 6 5 4 32 2 2 2 2

D
DR =

+ + + +
 (8) 

If DR is greater than 0.5, then the block is regarded as a tampered block and the 
number of the tampered blocks denoted as N is increased by one. 

3.1.8   Tamper Threshold Determination 
The semi-fragile watermarking scheme must be able to distinguish between common 
image processing operations and malicious attacks. Therefore, a tamper threshold 
determination stage is designed to detect the manipulation type of image processing. 
In general, common image processing operations cause many variations on the pixels 
of the images while malicious attacks result in scrap regions. To judge whether an 
image has been manipulated by image processing operations or malicious attacks, a 
tamper threshold (Ttatal) is used to determine the manipulation type. The value of the 
threshold Ttatal is set to one eighth of the number of the total blocks. When the number 
of the tampered blocks (N) is greater than Ttatal, the manipulation type is regarded as a 
common operation. Otherwise, it is considered a malicious attack. According to the 
manipulation type, Ttatal is set to a different value, which will be used to detect if a 
block is tampered or not in different situations. The rules are given as follows. 

0.8,  

0,

total
tamper

if N T
T

otherwise

≥⎧
= ⎨
⎩

 (9) 

According to the experimental results, the threshold is set to 0.8 for common image 
processing operations, or 0 for malicious attacks. Finally, the binary difference image 
DI is obtained by comparing Ttamper with the difference rate DR of each block. The 
binary value of each pixel in DI is determined according to the following rule. 

1. If DR > Ttamper, then the binary value of the corresponding pixel in DI is set to 1. 
2. Otherwise, the binary value is set to 0. 

The value 1 in DI means the block is tampered while the value 0 means the block 
is not. 



636 S.-L. Hsieh et al. 

3.1.9   Filtering 
The scheme adopts an adaptive median filter to remove the pepper and salt noise 
resulting from common image processing. It adjusts the window size of the median 
filter according to the manipulation type. The window size is 3×3 for malicious 
attacks (i.e., Ttamper=0), and 5×5 for legitimate operations (i.e., Ttamper=0.8). The 
adaptive median filter is applied to DI to obtain a binary tamper region image RI, 
which contains only 1 and 0 (since DI is a binary image). 

3.1.10   Restoration 
The stage restores the tempered region according to the pixel value in RI. If the value 
is 1, which means the corresponding block is tampered, the scheme will replace the 
pixel values of the tampered block (of size 8×8) with the corresponding feature 
(which is the average of the original block) in the previously embedded watermark.  

3.2   The Algorithms of the Two Phases 

The proposed scheme contains two phases. One is watermarked image generation 
phase, and the other is the integrity verification phase. The algorithms of the two 
phases are presented as follows. 

3.2.1   The Watermark Image Generation Phase 
First, the host image is divided into several non-overlapping blocks by preprocessing 
stage and then the features are extracted from the host image in the feature extraction 
stage. At the same time, the scheme also applies DCT to each block. Next, the random 
selection stage randomly selects the blocks for embedding. Finally, the embedding stage 
combines the original image with the watermark to generate the watermarked image. 
The following procedure lists the steps of the watermarked image generation phase. 

Input: an original gray level image H(512×512). 
Output: a watermarked image W(512×512). 

1. Divide the original image H into 64×64 non-overlapping blocks of size 8×8. 
2. Obtain the feature of each block according to the description in Section 3.1.3. 
3. Apply DCT to each block. 
4. Select embedding positions from the DCT blocks according to the description in 

Section 3.1.4. 
5. Embed the feature of each DCT block into the selected positions according to the 

rules described in Section 3.1.5. 
6. Apply IDCT to each DCT block to obtain the watermarked image W(512×512). 

3.2.2   The Integrity Verification Phase 
The main goal of this phase is to locate tampered regions. First, the suspect image is 
divided into several non-overlapping blocks by the preprocessing stage. Next, the 
feature extraction stage generates the current features from the suspect image. At the 
same time, the watermark extraction stage extracts the watermarks, i.e., embedded 
features from the suspect image. In the difference computation stage, the current 
features are compared with the embedded features and then the difference image 
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between them is obtained. After the tamper threshold determination stage, the scheme 
can determine the correct manipulation type. In the filtering stage, the adaptive 
median filter is used to remove irrelative noise. Finally, the tampered regions are 
restored by the embedded features in the restoration stage. The steps of the integrity 
verification phase are given in detail as follows. 

Input: a suspect gray level image S(512×512). 
Output: a recovered image R(512×512). 

1. Divide the suspect image S into 64×64 non-overlapping blocks of size 8×8. 
2. Determine the previously embedding positions according to the description in 

Section 3.1.4. 
3. Generate the new feature F of each block in S according to the description in 

Section 3.1.3. 
4. Apply DCT on each block and then extract the feature set PF' from each DCT 

block according to the rules described in Section 3.1.6. 
5. Calculate the difference rate of each block by comparing F and PF' according to 

the description in Section 3.1.7. 
6. Determine the tamper threshold Ttamper and then obtain the difference image DI 

according to the rules described in Section 3.1.8. 
7. Apply the adaptive median filter to DI according to Ttamper, and obtain the 

tampered region image RI. 
8. Restore the tampered region according to RI and the description in Section 3.1.10 

to obtain the recovered image R. 

4   Experimental Results 

Some experiments have been conducted to prove that the scheme can resist some 
common image processing operations and detect malicious attacks. The image 
processing software "Ulead PhotoImpact 11" was used in the experiments to simulate 
several kinds of image processing. 

Four pictures, including "Lena", "Baboon", "F16", and "Peppers" (as shown in Fig. 
7), have been tested by the proposed scheme. The PSNRs between the watermarked 
images and the host images are given in Table 1. According to the experimental 
results, the PSNRs are all greater than 40dB, which shows the qualities of the 
watermarked images are satisfactory. 

 
Fig. 7. The test images (a) Lena (b) Baboon (c) F-16 (d) Pepper 
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Table 1. The PSNRs of the watermarked images 

Image Lena Baboon F-16 Pepper 
PSNR 44.2 44.7 44.1 44.3 

Table 2. The results of the images after image processing operations 

 Lena Baboon F-16 Pepper 
JPEG 

    
Brigntness adjustment 

    
Contrast adjustment 

    

Table 3. The results of the proposed scheme for the images after malicious attacks 

Suspect 
image 

Difference 
After 

filter 
Recovered 
image 

    

    

    

    

Table 4. The PSNRs of the recovered images 

Image Lena Baboon F-16 Pepper 
PSNR 36.4 30.8 28.7 33.8 
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4.1   Common Image Processing Operations 

According to the experimental results, the proposed scheme can resist the JPEG 
compression, brightness adjustment, and contrast adjustment. After the filtering stage, 
Most of the pepper and salts noise in the difference image caused by those operations 
were removed. The images suffered the operations were still regarded as untampered 
images. Table 2 shows the results of the images after image processing operations. 

4.2   Malicious Attacks 

According to the following experimental results, the proposed scheme can detect 
malicious attacks, such as counterfeit attack, and then restore the tampered area 
effectively. Table 3 shows the suspect images, the difference images, tamper region 
images, and the recovered images. Table 4 shows the PSNRs of the recovered images. 
Most of the PSNRs are greater than 30, which means that the proposed scheme can 
recover the tampered image with satisfactory quality. 

5   Conclusions 

This paper proposed a novel recoverable semi-fragile watermarking, which is able to 
detect and recover tempered areas. Additionally, the proposed scheme has following 
two features: 

1. It can remove the pepper and salt noises caused by common image processing 
operations, such as JPEG compression, brightness adjustment, and contrast 
adjustment. 

2. It can appropriately decide the manipulation type (legitimate image processing 
operations or malicious attacks) and accordingly discover the tempered areas. 

According to the experimental results, the scheme can effectively resist common 
image processing operations and detect malicious attacks. Moreover, it can locate the 
tampered areas correctly and recover them accurately. 
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Abstract. Wireless networks and the voice over Internet protocol (VoIP) have 
recently been widely adapted. VoIP services over Ad-hoc network can be ac-
complished by middleware embedded in mobile devices. In this study, we have 
implemented an intelligent VoIP system with embedded pseudo session initia-
tion protocol (SIP) server in an Ad-hoc network. We employed the standard SIP 
protocol and integrated SIP presence to handle SIP signaling and user dis-
covery mechanism. The embedded pseudo SIP server, acting as the middleware 
between transport and application layers, was compatible with common VoIP 
user agents (UAs) using SIP. Our testbed shows acceptable VoIP quality of ser-
vice (QoS) level in transmission delay for both signaling and voice packets. 

1   Introduction 

There are many Internet applications, such as voice over Internet protocol (VoIP), 
which involves heavy multimedia transmission over high-speed networks. Acceptable 
quality of service (QoS) is one of the top issues that need to be addressed in VoiIP 
applications. 

To transfer VoIP packets over the Internet, it is important to conduct the signaling 
exchange in advance. The Internet Engineering Task Force (IETF) defined the Ses-
sion Initiation Protocol (SIP) to solve the signaling issues. The SIP can initiate, mod-
ify, and terminate voice session. It differs from H.323 in that SIP is a simple and 
flexible protocol which integrates RTP with RTCP for voice transfer in an infrastruc-
ture network. 

Currently, many Internet applications or services adhere to the client/server archi-
tecture. The client/server architecture requires the user to obtain the IP address of the 
counterpart prior to establishing a connection. On the other hand, the Ad-hoc network 
is designed for temporary and/or emergent situations, such as battlefield, temporary 
post-disaster reconstruction, and conferencing center. The Ad-hoc network with free 
installation and without fixed infrastructure allows single mobile device or work-
station directly to carry out the point-to-point communication without relays via  
access point (AP). However, the client/server architecture used for common VoIP ap-
plications, is hard to realize in an Ad-hoc network environment. 
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In this study, we present a distributed VoIP architecture based on pseudo SIP serv-
ers across an Ad-hoc network. The designed architecture embeds the pseudo SIP 
server in all end devices such that users can talk to others intelligently without a well-
defined infrastructure. The proposed pseudo SIP server utilizes SIP presence to dis-
cover the mobile device and exchange the signaling over the Ad-hoc network. 

The rest of this paper is organized as follows. We will briefly introduce the Ad-
hoc, VoIP systems and related works in Section 2. Section 3 presents the system ar-
chitec-ture, functionalities and designs followed by the detailed implementation and 
analysis in Section 4. Finally, the paper is concluded in Section 5. 

2   Backgrounds and Related Works 

2.1   Ad-Hoc Network 

The emergence of wireless technology has encourages people to use all sorts of mo-
bile devices. People can connect to the network at any time and any location to access 
the Internet. When two devices want to communicate, they rely on the wireless base 
station such as an AP to transmit data. There are a number of problems with the cen-
tralized model which may be overcome by peer-to-peer technology. 

The Mobile Ad-hoc Network (MANET) is a network that uses wireless communi-
cation technology comprising many wireless devices. It allows single devices or 
workstations to directly communicate point-to-point without the relay via AP as long 
as the device or workstation has installed an 802.11 wireless network interface. Be-
cause the node in the wireless network can be moved freely at any time without the 
restriction on direction or range, the network topology may change at any time. 

In general, routing protocols can not adjust routes due to the addition or removal of 
nodes during the communication between two mobile nodes. Therefore, new proto-
cols, such as Ad hoc On-Demand Vector Routing (AODV) and Optimized Link State 
Routing Protocol (OLSR), are required for these mobile nodes to communicate with 
each other given a dynamic network topology. Wireless mobile device on the Ad-Hoc 
network therefore possess routing functionality similar to that found on routers, al-
though the routing protocol may be different. 

2.2   Ad-Hoc VoIP System 

In VoIP applications, the signaling and voice data are delivered using packet switch-
ing from client(s) to client(s) via switches, routers, and/or servers, such as SIP register 
or SIP proxy servers. The registration and forwarding of the signaling via SIP servers 
employ the client/server architecture. The client/server architecture, however, is com-
plicated to deploy in Ad-hoc network environment. Therefore, the integration of SIP 
functionality with clients would be one of the solutions to conduct Ad-hoc VoIP ap-
plications. 

On the other hand, due to the frequent changes in network topology in an Ad-hoc 
network, the discovery service for users becomes even more important. Some studies 
has focused on the research of VoIP over Ad-hoc network using modified SIP proto-
col [7] or other protocol, such as service location protocol (SLP) for service discovery 
[8]. However, modified SIP protocol may not be compatible with SIP user agents 
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(UAs). In this paper, we used a pseudo SIP server [1] to handle the SIP signaling 
which maintained the originality of the SIP protocol. The pseudo SIP server was de-
signed based on the standard SIP protocol and compatible with SIP UAs. It is there-
fore more suitable for Ad-hoc VoIP realizations. 

2.3   Related Works 

Chang et al. [2][9] designed the pseudo SIP Server combined with universal plug and 
play (UPnP) for Ad-hoc VoIP applications. They conducted the user registration and 
remote user discovery by UPnP processing phases. Figure 1 shows the process flow 
of the Ad-hoc VoIP using UPnP protocol. Any user, for instance User 1, entering the 
Ad-hoc network will advertise itself and then get a detailed description from each of 
the available devices. 

U s e r  1 U s e r  2 U s e r  N

．

．

．

M u l t i c a s t ( N I T I F Y )

M u l t i c a s t ( M - S e a r c h )

S e a r c h  R e s p o n s e  o f  U s e r  1

S e a r c h  R e s p o n s e  o f  U s e r  N

G e t  D e s c r i p t i o n

R e s p o n s e

I n v o k e  Q u e r y

Q u e r y  R e s p o n s e

S u b s c r i b e

R e s p o n s e

E v e n t  N o t i f y

S I P  S i g n i n g  &  V o I P  D a t a  T r a n s f e r

 

Fig. 1. The process of the UPnP over Ad-Hoc VoIP 

Unlike previous studies [7-8], they did not modify the standard SIP protocol to ac-
complish VoIP service over Ad-hoc network. Their proposed pseudo SIP server with 
UPnP architecture is compatible with all SIP UAs. However, the overhead issue by 
using UPnP protocol for user discovery and registration may not be the best solution 
for Ad-hoc VoIP signaling. Therefore, in this paper, we employed the all-SIP idea by 
using SIP presence to discover the mobile device and exchange the signaling over the 
Ad-hoc network. 

3   System Design 

This section discusses the detailed design of our Ad-hoc VoIP system. The pseudo 
SIP server based on the standard SIP protocol also included the SIP presence func-
tionality. Unlike designs using SLP or UPnP, our design accomplished the all-SIP 
signaling with user discovery support. Additionally, the proposed design further deals 
with the instant mobility issue by introducing the mobility management functionality. 
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This allowed the mobile device to move freely in the Ad-hoc network while instanta-
neously maintaining the user information. 

3.1   System Architecture 

Figure 2 shows the system architecture, which includes four parts: (1) SIP UA, (2) 
pseudo SIP Server embedded in transport layer, (3) Internet Protocol version 6 (IPv6), 
and (4) 802.11 layer. 

Pseudo SIP
server

Transport
layer

SIP User Agent

IPv6

802.11

 

Fig. 2. System architecture 

In the application layer, the user agent can be any version, for example Kphone 
[19], Linphone [15], etc., which applies the standard SIP protocol as VoIP signaling. 
The UA will then communicate with the pseudo SIP server. By using the conven-tional 
UA with standard SIP, users can easily talk to others in the Ad-hoc environ-ment. 

The proposed pseudo SIP server is designed in the transport layer which acts as the 
middleware to serve the application layer, such as UAs. It is easily embedded in the 
mobile device. The major purpose of the pseudo SIP server is the management of SIP 
signaling. With the functionality of SIP registrar and SIP proxy servers, the pseudo 
SIP server accomplishes the ability to discover users and exchange signaling in Ad-
hoc VoIP applications. 

In the network layer, we employed the IPv6 protocol to accomplish auto-
configuration for the Ad-hoc mobile nodes. We also used the IEEE 802.11b/g in the 
data-link layer for media access control (MAC) and radio signaling. This architecture 
will provide the mobile nodes the VoIP ability under Ad-hoc environment. The de-
tailed design of the system and process flows are discussed in the next sub-sections. 

3.2   Mobility Management Functionality 

In the Ad-hoc network, users can join or leave the group and/or the Ad-hoc network 
freely which will cause a problem for user member update and/or instant user discov-
ery. This issue can be divided into two categories: service initiation timing and mov-
ing in/out of mobile nodes. In our pseudo SIP server, we designed the functionality of 
mobility management to handle these problems. 

When a user initiates the VoIP service using a pseudo SIP server, it will not realize 
the existing user message due to the asynchronous process initiation. For the  
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client/server infrastructure, this can be done by a SIP proxy server during the registra-
tion process. In Ad-hoc network, however the user needs to wait until the SIP expires.  

To solve the synchronous delay issue, the pseudo SIP server conducts registering as 
shown in figure 3. First, user A initiates the pseudo SIP server and caches its 
REGISTER message. Then, when user B initiates the pseudo SIP server and multi-casts 
its REGISTER message, user A updates user B REGISTER message and uni-casts its 
own message to user B. The REGISTER messages for different users there-fore remain 
consistent and the user lists will be synchronized in the Ad-hoc network. 

Multicast

Uni-Cast

User B

REGISTER sip:[fe80::202:6fff:fe09:b1da] SIP/2.0
Via: SIP/2.0/UDP
[fe80::202:6fff:fe09:b1da]:5062;branch=z9hG4bK1C5FA913
CSeq: 1829 REGISTER
T o: "9005" <sip:9005@[fe80::202:6fff:fe09:b1da]>
Expires: 900
From: "9005" <sip:9005@[fe80::202:6fff:fe09:b1da]>
Call-ID: 125084713@[fe80::202:6fff:fe09:b1da]
Content-Length: 0
User-Agent : kphone/4.2
Event: registration
Allow-Events: presence
Contact: "9005"
<sip:9005@[fe80::202:6fff:fe09:b1da]:5062;t ransport=udp>;
methods="INVITE, MES SAGE, INFO, SUBSCRIBE,
OPTIONS, BYE, CANCEL, NOTIFY, ACK, REFER"

User A

 

Fig. 3. REGISTER mechanism 

On the other hand, when a mobile node moves into the transmission range of the 
Ad-hoc network, it needs a trigger mechanism to avoid the long wait for the SIP to 
expire. In our pseudo SIP server, we set a trigger mechanism for user advertisement 
and discovery instantly, as shown in figure 4. The pseudo SIP server searches the user 
list upon receiving the INVITE message from UA. If the user is found in the cache it 
will forward the INVITE message, otherwise, it will multicast a REGISTER message. 
After the timeout, if the pseudo SIP server is still can not find the user, it will reply a 
404 Not Found message back to UA. 

Through the REGISTER mechanism for asynchronous initiation and discovery and 
advisement process, the embedded pseudo SIP server being compatible with SIP UA 
can provide the VoIP service in the Ad-hoc network without complex design and too 
much overhead. 

3.3   System Module Design 

Different from the client/server VoIP architecture in the infrastructure network, the dis-
tributed Ad-hoc mobile nodes embedded with pseudo SIP server should provide some 
fundamental properties of SIP registrar and proxy/redirect servers to accomplish the dis-
covery, user list update, mobility management and signaling for session estab-lishment 
and tear-down. Figure 5 depicts the system module design, consisting of the Session Man-
agement module, the Mobility Management module, the User Discovery module, the SIP 
Presence module, as well as the User-list cache. 



646 L. Chang et al. 

Receive INVIT E from  UA
Find t he User ?

Y es Froward I NVIT E
m essage

Mult icast  REGIST ER
message

No

Find t he User ?

Yes

Pseudo SIP Server

T im e out
SIP /2.0 404  Not  Found

No

No

 

Fig. 4. User advertisement flow chart 

Application

Session Management
module

User-list cache

Mobility Management
module

SIP Presence module

User Discovery module

SIP signaling

System flow

   Pseudo SIP server

 

Fig. 5. System module design of the Pseudo SIP Server 

The Session Management module was designed to receive and parse the SIP sig-
naling, and then respond to different SIP Methods. To handle the movements of the 
mobile users in the Ad-hoc network, we designed the Mobility Management module 
to synchronize the user lists. The user lists are updated and stored in the User-list 
cache. On the other hand, if one user is not in the User-list cache, the User Discovery 
module is called to locate the user followed by the update in the User-list cache. Fi-
nally, the SIP Presence module applied the Subscribe and Notify mechanisms in RFC 
3856 [11] to update and synchronize the user lists during registration. 

3.4   System Flow Chart 

It is important to take into accounts the memory space and resource dispatch of the 
pseudo SIP server, because it is middleware embedded in the mobile devices. More-
over, we need to maintain the ability of mobility management for Ad-hoc VoIP ser-
vices. Therefore, we retrench the unnecessary process and refine the signaling process 
flow of the pseudo SIP server. Also, pseudo SIP server takes only the most common  
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Fig. 6. The Pseudo SIP Server flow chart 

do{ 
 //listening port 5060, wait for SIP signaling 
 recvfrom(sip_signaling); 
 
 //determine qualify SIP signaling or not 
 if(qualified_request(sip_signaling) == FALSE){ 
  drop_packet(sip_signaling); 
  return; 
 } 
 //parser SIP method 
 method = parser_method(sip_signaling); 
 //allocate function 
 switch(method){ 
  case "REGISTER": 

    register(sip_signaling);//REGISTER function 
  break; 
  case "INVITE": 
    invite(sip_signaling);//INVITE function 
  break; 
  case "Provision": 
    //Provisional response function 
    provision(sip_signaling); 
  break; 
 } } 

Fig. 7. The Pseudo SIP Server pseudo code 
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SIP signaling, such as REGISTER, INVITE and ACK messages. Under such circumstance, 
pseudo SIP server has to drop the signaling or packets which can not be recognized. 

The pseudo SIP server flow chart is shown in figure 6. When the service is started, 
pseudo SIP server is ready to handle the SIP signaling. Upon receiving the SIP 
packet, the system uses the select( ) library in Linux Socket to create the sub process 
and to parser the SIP method. If the SIP signaling is defined in pseudo SIP server, it 
further parsers and classifies the request and conducts the corresponding response. 
Otherwise, it drops the packet and ends the process. The pseudo codes of the designed 
pseudo SIP server is shown in figure 7. 

4   System Implementation and Analyses 

In this research, we applied three mobile devices with embedded pseudo SIP server 
for a series of experiments, including SIP signaling exchanges and transmission of 
voice data in Ad-hoc network. The performance is also analyzed. 

4.1   Experimental Environments 

The experimental environments for Ad-hoc VoIP was set up as shown in figure 8 
where every node conducted the Ad-hoc mode as independent basic service set 
(IBSS) to connect to other nodes. In the experimental design, the User 1 signal cov-
ered User 2 and User 3, but User 2 signal did not cover User 3 and vice versa. The 
communica-tion between User 2 and User 3 was relayed via User 1. In the networking 
layer, we employed the IPv6 auto-configuration for link-local addressing. 

The network topology was set up to analyze the performance of the embedded 
pseudo SIP server in Ad-hoc network as well as to measure the influence of perform-
ance in Ad-hoc hopping issue. 

 

U ser2 User  1 User 3

fe8 0 ::2e0:81ff:fe 2e:c643 fe80 ::2e0:81 ff:fe2e:c642 fe80:: 2e0:81ff:fe2e: c641

 

Fig. 8. Ad-Hoc network topology 

4.2   System Implementation 

The system was implemented using Ubuntu Linux 6.10 [18] as the operating system, 
and applying Kphone 4.2 [15] to be the UA on top of the embedded pseudo SIP 
server. For the Ad-hoc network routing protocol, we also employed the open source 
codes to realize the OLSR [16][17] routing mechanism. By using iwconfig command 
in our implementation setup, the designed Ad-hoc VoIP system with embedded 
pseudo SIP server was accomplished. The configuration of the experimental setup is 
shown in figure 9. 
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#!/bin/bash

iwconfig eth1 mode ad-hoc
iwconfig eth1 essid x32
iwconfig eth1 channel 6
ifconfig eth1 up
ifconfig eth1 192.168.10.22 netmask 255.255.255.0 up
route add -net 224.0.0.0 netmask 240.0.0.0 dev eth1

 
Fig. 9. Ad-Hoc network configuration 

Table 1. The detail of experimental hardware 

Notebook: 
Version IBM ThickPAD x32 
CPU Pentium 1.8 GHZ 
Memory 512 Mbytes 
Wireless card Intel PRO/Wireless 2200 
Operating System Obuntu 6.10 
Access Point: 
Version ASUS WL-HDD 2.5 

We used three laptops acting as mobile device for embedded pseudo Sip server de-
velopment and Ad-hoc VoIP implementation. Table 1 shows the detail of the hard-
ware. 

4.3   Performance Analysis 

For the Ad-hoc VoIP performance analyses, one of the most important parameters is 
the delay issue. Therefore, we aimed at the delay of signaling exchange and voice 
data transmission. The experimental results of Ad-hoc VoIP with embedded pseudo 
SIP server were also compared with those in the infrastructure architecture. The hop-
ping issue at Ad-hoc network will play an important role in delay. We conducted the 
experiments for Ad-hoc VoIP with two hops. The experimental results and analyses 
discussed below will exhibit the feasibility of Ad-hoc VoIP using embedded pseudo 
SIP server. 

4.3.1   Local Host Registration Delay 
In this experiment, we measured the registration delay from local host UA to the em-
bedded pseudo SIP server. In order to map to the practical operating environment, the 
mobile nodes were executing video games and streaming videos at the same time 
while conducting the local host registration. The experimental result is shown in fig-
ure 10. We measured the signaling delay between the registration initiated from local 
host UA and 200 OK response received by UA. The measurement was conducted 
continuously 1000 times and then we averaged the data and determined the one-way 
registration delay.  In figure 10, the x-axis represents the number of measurements. 
The y-axis represents the measured registration delay in microseconds. According to 
our experimental results, the average registration delay when simultaneously  
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Fig. 10. The delay for the local host register 

executing video games and streaming videos for the embedded pseudo SIP server is 
around 0.301 ms which is negligible compared to other delays. 

4.3.2 Registration Delay for Different Architectures 
In this experimental scenario, we compared the registration delay from caller to callee 
in different network architectures. The network architectures with embedded pseudo 
SIP server in Ad-hoc mode and standalone VoIP server in the infrastructure topology 
are shown in figures 11(a) and 11(b), respectively. In the standalone VoIP architec-
ture, we connected the access point (AP) to the infrastructure SIP server. 

The experimental result is shown in figure 12 where we conducted the experiments 
for 100 times, labeled at x-axis. The delay time in second, labeled in y-axis, is meas-
ured the period from sending out the registration request to receiving the 200 OK 
response by the remote UA. 

 

Fig. 11. The REGISTER time with different architectures 

The average registration delays for standalone VoIP architecture and Ad-hoc VoIP 
with embedded pseudo SIP server are 0.0016 and 0.0012 seconds, respectively. Al-
though the CPU resources are shared by embedded pseudo SIP servers and other 
processes, the distributed peers with SIP server functionality communicate with each 
other directly. This results in a lower registration delay. 
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Fig. 12. Performance of the delay time with the different architectures 

4.3.3   Signaling Delay in Ad-Hoc VoIP 
The delay due to calling process by using INVITE method is contributed from the 
processes of INVITE, TRYING, RINGING, 200 OK and ACK signals, which corre-
sponds to the signals from pushing the dial tone by caller to the ringing back by 
callee. We conducted the Ad-hoc VoIP experiments with two hops. User 2 calling 
User 3 hopped via User 1, as shown in figure 8. 

We conducted 100 measurements with this scenario and the results are illustrated 
in Figure 13. The average signaling delay was 0.022 seconds and it varied from 0.016 
to 0.04 seconds which represents excellent signaling quality for VoIP services. 

 

Fig. 13. Performance of the signaling delay with two hops 

4.3.4   Voice Data Delay in Ad-Hoc VoIP 
Besides the signaling delay conducted earlier, we measured the delay of RTP packets 
to provide information for realization of Ad-hoc VoIP services. 
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Fig. 14. Performance of the voice delay by end to end transmission 

The first experiment was set up to be one hop only and measured the one-way 
RTP packet delay for 1000 times. The performance of the voice delay for end to end 
trans-missions is illustrated in Figure 14. The average voice data delay with no 
hopping is about 0.5 ms and it varied from 0.3 ms to 5.6 ms which are relatively 
low. According to G.711 [6] defined by ITU-T, this delay belongs to excellent VoIP 
service. 

The second experiment was set up to be a two-hop Ad-hoc VoIP and we measured 
1000 one-way RTP packet delays. The result is shown in Figure 15. The average 
voice data delay with two hops is around 19 ms and it varied from 1 ms to 136 ms in 
which about 90% of the RTP packets are conveyed within 40 ms. This belongs to 
acceptable level according to ITU-T standard. 

Furthermore, as seen in Figure 15, we found the periodical increase of the RTP 
packet delay, for example starting from packet numbers 20, 120 and 350, etc. We 
applied the Wireshark tool [20] to trace and analyze the packets and deduced that the 
increases of delay for OLSR packets resulted from ARP, RARP protocols. Due to the 
periodical signaling of ARP and/or RARP for OLSR packets, the delay increase ex-
isted periodically. However, most of the RTP packets were conveyed within an ac-
ceptable limit of 40 ms. On the other hand, starting from packet number 800, the 
overall voice delay increased. The reason for such increase of delay is believed to be 
due to the accumulation of the RTP packets at the relayed Ad-hoc nodes. The buffers 
of NIC cards at the relayed nodes become the bottle neck of the transmission. The 
average RTP packet delay after packet number 80 is around 35 ms which is still 
within acceptable limits. 

From the experimental results discussed above, we have provided a primary reali-
zation of Ad-hoc VoIP system with embedded pseudo SIP server. The designed sys-
tem is suitable for two hop of Ad-hoc VoIP service. The embedded pseudo SIP server 
is also compatible with all UAs. 
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Fig. 15. The VoIP hop delay 

5   Conclusions 

In this paper, we have implemented an intelligent VoIP system with embedded 
pseudo SIP servers in an Ad-hoc network. We employed the standard SIP protocol 
and integrated SIP presence to handle SIP signaling and discovery mechanism for Ad-
hoc VoIP services. The embedded pseudo SIP server, acting as the middleware be-
tween transport and application layers, is compatible with common SIP-based VoIP 
UAs. Our testbed demonstrated acceptable VoIP QoS levels in terms of transmission 
delays for both signaling and voice packets. 
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Abstract. Issues relating to routing protocols are important in wireless ad hoc 
network research. In this paper we present a weighted ad-hoc routing protocol 
that exhibit low cost and high efficiency. In our method, important factors 
including hop count, end-to-end delays, and nodes’ residual energy are 
considered. Grey Relational Analysis is utilized for discovering the importance 
of these factors and to decide their weighted values. Simulation result shows 
that the performance of our method is better than traditional wireless ad hoc 
network routing protocols. 

Keywords: Routing protocol, grey relational analysis, wireless ad hoc 
networks. 

1   Introduction 

With the rapid progress of wireless communications technology, wireless networks 
are being applied to the military, agriculture, commerce, and so on. Mobile devices 
such as notebooks, personal digital assistants, cell phones, etc, make it convenient for 
us to communicate any time and any place.  

The IEEE 802.11 wireless network standard describes two communication modes: 
namely the infrastructure mode and the ad hoc mode. The former utilizes the access 
point to help establish a connection to the internet. Access points act as intermediate 
nodes that connect wired and wireless networks. The latter mode relies on mobile 
nodes within direct communication range to communicate directly with each other. 
Each mobile node in an ad hoc mode also forwards the message from one to another 
neighboring node. Wireless communication models that do not rely on access points 
are known as Mobile Ad Hoc Networks [1]. 

One of important challenge in wireless networks is the routing problem. We know 
that routing is the process of selecting paths in a network along which to send data. In 
infrastructure mode, the routing problem can be solved by traditional routing 
techniques. Typically, each access point can be seen as a router that has a priori 
knowledge of its neighboring nodes. According to this information, a routing table 
can be created to deal with the routing problem. In ad hoc mode, each mobile node is 
                                                           
* Correponding author. 
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responsible for packet routing that can be seen as a router without a priori knowledge 
of the network topology. In this scenario, each mobile node listens to the broadcast 
announcements from its neighbors to establish its local network topology. The 
announcements may contain the neighbors of mobile node and the ways to reach 
them. Over time, it is possible for mobile nodes to uncover the entire network 
topology via announcement messages. 

One challenge in ad hoc routing is that the routing mechanism may fail to work when 
the network topology changes with the movement of mobile node. To overcome the 
challenge and to keep the quality of service (QoS), an ad hoc routing protocol should be 
designed by considering the changed of network topology, energy consumption and 
end-to-end delay and so on. In this paper, we present a weighted routing protocol for 
wireless ad hoc networks that yields low cost and is highly efficient. The decision of 
important factors with suitable weights is determined by the grey relational analysis. A 
brief description of grey relational analysis is presented in section 3. 

2   Related Work 

Routing in wireless ad hoc network is different from routing in traditional wired 
network. Ad hoc routing is achieved by sending data from a source node to the target 
node via neighboring nodes. That is, neighboring nodes receives data that from others 
and relays it to another. This is called ad hoc routing. However, routing mechanism 
for traditional wired network is not suitable for ad hoc network, because the router 
that is responsible for data routing is not present. Therefore, ad hoc routing for 
wireless ad hoc network should be considered carefully. 

Generally speaking, wireless ad hoc routing [2] can be divided into three major 
classes, active routing, passive routing, and hybrid routing. The basic operations of 
these classes are summarized in the following subsections. 

2.1   Active Routing Methods 

In active routing, also called as table driven routing, a routing table is created on the 
mobile nodes. When the network topology changes, the routing table should be 
updated immediately. A typical table driven routing method is Destination Sequenced 
Distance Vector (DSDV) [3] routing. In DSDV, each mobile node maintains its 
routing table via exchanging the routing information between its neighboring nodes 
periodically. This is an intuitive routing method that select the lowest cost (or 
minimal hop count) routing path to be the best route. An improvement of DSDV 
routing method, Cluster-head Gateway Switch Routing (CGSR) [4], has been 
proposed. In CGSR, a clustering technique for data aggregation is used to reduce the 
power consumption and communication overhead. In general, the active routing 
methods have simple operation mechanism, but exhibit high control overheads and 
high power consumption.  

2.2   Passive Routing Methods 

The basic concept of passive routing is on-demand routing. When a necessary routing 
request occurs, the routing path will be established by utilizing control packets.  
A typical on-demand routing method is Ad-hoc On-demand Distance Vector (AODV) 
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[5]. The AODV routing method had become a Request for Comments (RFC) that is 
released by Internet Engineering Task Force (IETF) in July, 2003. When necessary, a 
source node sends the control packets of Route Requests (RREQs) to destination 
node. After receiving the RREQs, the destination node replies with Route Reply 
(RREPs) control packets. Finally, the on-demand routing path can be created via these 
control packets. One of the enhancement routing methods of AODV is Dynamic 
Source Routing (DSR) [6]. In DSR, a source node sends control packets to establish 
an on-demand routing path and stores the other possible routing path in its cache 
memory. When a communication link on the routing path fails, the source node can 
select another routing path from its cache and transfer data packets immediately. In 
general, the passive routing methods have lower routing table maintenance costs, but 
have high packet delays. 

2.3   Hybrid Routing Methods 

Hybrid routing methods combine active and passive routing. A typical hybrid routing 
method is the Zone Routing Protocol (ZRP) [7]. In ZRP, the entire network topology 
is divided into several smaller routing zones. When source node and destination node 
are within the same zone, the active routing method is applied to rapidly provide a 
routing path. When source node and destination node are located in different zone, the 
passive routing method is applied on demand to establish a routing path between 
zones. The Fisheye Zone Routing protocol (FZRP) [8] is also a hybrid routing 
method. It uses the view point of fisheye to divide the entire working area into two 
zones, basic zone and extended zone. In FZRP method, an active routing method is 
used in basic zone and a passive routing method is used in extended zone. In general, 
the Hybrid routing method has short routing delay for an intra-zone routing, low 
control overhead for an inter-zone routing, and high system complexity. 

Active routing methods have low packet delays but high control overheads and the 
passive routing methods have low control overheads but high packet delays. By 
considering the tradeoff between packet delays and control overheads, the hybrid 
routing methods try to find the balance between active and passive routing methods 
that can maximize the system performance. However, hybrid routing methods just 
only reduce the defect of active and passive routing method slightly. In recent years, 
on-demand routing is proposed for improving the system performance such as packet 
delays or energy consumption. It is obvious that several factors such as nodes’ 
residual energy, end-to-end delay, hop count, and so on affect the performance of 
routing method [9-11]. By considering some important routing factors, the routing 
method will be more reliable and outstanding. Therefore, this paper proposes a grey 
relational routing (GRR) method that considers important routing factors using grey 
relational analysis. The GRR is a passive weighted routing method that is modified by 
AODV. 

3   Grey Relational Routing 

Grey relational analysis is useful for finding the importance of factors for a system 
with limited sampling data. In this section, we introduce the basic concept of grey 
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theory and grey relational analysis. And then the detail of the weighted routing 
method is proposed.  

3.1   Grey Theory 

Grey theory [12] was introduced in 1982 by Julong Deng. A grey system comprises 
partially known information and partially unknown information. In general, the 
analysis of system characteristics is based on the statistical model which finds the 
statistical properties between data in a large sample set. However, a large sample set 
may not be readily available; therefore, many systems are said to be in a state of poor 
information. The characteristic of a grey system is that it can utilize only a few known 
data through accumulated generating operation (AGO) to establish a prediction 
model. Grey system has been widely applied to control, medical, agriculture, military, 
and engineering problems [13, 14]. 

3.2   Grey Relational Analysis 

Based on grey theory, the grey relational space (GRS) was originally proposed to 
relate the main factor to the other reference factors in a given system. We applied this 
technique here to select some input variables which show stronger impact to the 
system output. Let γ(y0(k),xi(k)) be the grey relational coefficient at point k between 
output sequence y0 and input sequence xi. The followings describe the four basic 
axioms for the grey relational space: 

(1) γ(y0(k), xi(k))∈(0, 1], ∀k. 
(2) γ(y0(k), xi(k)) = γ(xi(k), y0(k)) if and only if it is a single-input and single output 

system. 
(3) γ(y0(k), xi(k)) ≠ γ(xi(k), y0(k)) almost holds if and only if it is a multi-input and 

single-output system. 
(4) γ(y0(k), xi(k)) decrease with the increase of Δ(k), where Δ(k)=| y0(k) - xi(k)| 

From the above axioms we can understand that if an input sequence shows a higher 
similarity than the others to the output, then this input variable can be said to be more 
important to the output. To calculate the grey relational degrees between the output 
and input variables and then to compare the relative importance, the following 
procedures are usually used: 

Step 1: Let the output sequence be y0 = (y0(1), y0(2), …, y0(n)), where n stands for the 
number of data. 

Step 2: Denote the m sequences to be compared by xi =( xi(1), xi(2), …, xi(n)), i=1, 
2, …, m. 

Step 3: Calculate 
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Where ξ∈(0, 1] is the distinguishing coefficient. j=1, 2, …, m. k=1, 2,…, n. γ(y0(k), 
xi(k)) is called the grey relational coefficient at point k. Note that a normalization 
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operation on the data sequences is normally required since the range or unit in one 
data sequence may differ from the others. Aggregating the grey relational coefficient 
calculated at each point, we can obtain the grey relational grade for an entire 
sequence. 

Step 4: The grey relational grade between the output and a specific input sequence is 
derived as follows: 

∑
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Here γ(y0, xi) represents to what degree of influence the sequence xi can exert on the 
output sequence y0. In other words, the system output can grasp some useful 
information about the variation of data points from input sequence. Thus, the analysis 
of grey relational grade provides us an alternative to decide which input variables 
show the crucial effect to the output.  

According to the grey relational analysis, we consider the impact factors about end-
to-end delay, nodes’ residual energy, and hop count from source to destination in the 
network topology with uniform distribution. Then the relational degree about hop 
count, end-to-end delay, and nodes’ residual energy are 26%, 36% and 38%, 
respectively. 

3.3   Weighted Evaluation Function 

Recent research [9-11] present a routing method that only considers one factor for 
improvement. We know that many factors influence the performance of the routing 
protocol. Therefore, we propose a Grey Relational Routing (GRR) method using a 
weighted evaluation function. The weighted value of the impact factors is decided by 
grey relational analysis that we mentioned in previous section. Our method will choose 
the routing path with the smallest value of weighted evaluation function. Assume that 
one of a routing path has t intermediate nodes n1, n2, …, and nt. The source node is n0 
and the destination node is nt+1.The weighted evaluation function Eva is: 
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Where Ei presents the normalization of residual energy of node i, Di,i+1 presents the 
normalization of end-to-end delay from node i to node i+1, and H presents the 
normalization of hop count of this routing path. The symbol of WE, WD, and WH 
present the weighted value of nodes’ residual energy, end-to-end delay, and hop 
count, respectively.  

As shown in Fig. 1, some data packets will be sent from source node S to 
destination node D. In this scenario, we have four possible routing paths P1 
(S→A→B→C→D), P2 (S→E→F→G→D), P3 (S→H→I→D), and P4 
(S→A→F→G→D). The value on the link between two adjacent nodes is the end-to-
end delay and the value above the node is its residual energy. By using a routing 
protocol with the shortest delay, the maximal residual energy and the minimal hop 
count, the path P1, P2 and P3 will be selected, respectively. However, our method 
considers these factors via weighted evaluation function to choose the path P4. The 
factors are listed in Table 1. 
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Fig. 1. An example of routing path with different factors 

Table 1. The factors from path P1 to path P4 

Path Hop count Delay Energy Eva Routing protocol 

P1 4 2.28 600 0.73 Minimal delay 

P2 4 3.76 1000 0.78 Maximal residual energy 

P3 3 4.37 200 0.88 Minimal hop count 

P4 4 2.39 900 0.68 Our method (GRR) 

3.4   Grey Relational Routing Method 

The energy issue is very important in wireless networks. As we mentioned in  
section 2, the passive routing method has the advantage of low energy consumption. 
Therefore, the grey relational routing (GRR) method that we proposed is based on the 
traditional passive routing method such as AODV relies on hop count, nodes’ residual 
energy and end-to-end delays. We use the weighted evaluation function to choose a 
suitable routing path. Our GRR method contains the two main phases.  

In the first phase, we need to perform a route discovery process. As shown in  
Fig. 2(a), a source node S broadcasts Route Request (RREQ) control packets to 
discovery a path to destination node D. The RREQ control packet contains the 
following information: 

{Source ID, Destination ID, Total Hop count, Total Delay, Total Residual Energy}  

For each intermediate node, it computes the weighted evaluation function Eva from 
source node to it, updates the RREQ control packet in the fields of Total Hop count, 
Total Delay, and Total Residual Energy, stores this modified RREQ packet and its Eva 
in cache memory, and forwards the modified RREQ to its neighboring nodes. To 
avoid the overabundant of RREQ control packets, the intermediate node discards the 
redundant RREQ packet without the smallest Eva value. When destination node 
receives the RREQ packet, the path with the smallest Eva will be selected to be the 
routing path. 

In the second phase, we need to perform a route reply process to establish the 
discovered routing path. As shown in Fig. 2(b), according to the smallest Eva, 
destination node D sends the Route Reply (RREP) control packet to intermediate 
node I and to confirm the routing path. For each intermediate node, it always selects 
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the path that has the smallest Eva and forwards the RREP packet by unicast. When the 
source node S receives the RREP control packet that reply from destination node D, 
the on-demand routing path is established by weighted evaluation function. 

 
                                      (a)                                                                 (b) 

Fig. 2. (a) Route Discovery Process. (b) Route Replay Process. 

4   Simulation Result 

We evaluated the proposed method by using the Network Simulator version 2 (NS2) 
[15]. IEEE 802.11 MAC protocol and energy model are considered. In initial state, 
the bandwidth was 2M bits per second. The simulation consisted of 10, 20, 30, 40, 
and 50 nodes distributed randomly in a 1000m×1000m square field. For each node, its 
transmission range was 250m. For each traffic flow, we generated 512 bytes User 
Datagram Protocol (UDP) data packet with constant bit rate per second. As the 
number of nodes increased, two, four, six and eight packet traffic flow were 
considered. Assuming that each node’s initial energy was 1000J, the transmitted 
power dissipation was 15J, the received power dissipation was 10J, the power 
dissipation of idle state was 5J and the duration of simulation was 100 seconds. 
Average end-to-end delay, average energy variance and number of living node were 
considered in our simulation. 

Average end-to-end delay: The end-to-end delay measures the time for source node to 
send a data packet to destination node. This measurement shows the total latency that 
includes the routing path discovery, routing path reply and one packet propagation 
time. As shown in Fig. 3(a), the end-to-end delay of our method is better than AODV 
when the number of nodes in the network is larger than 30. On the contrary, ours is 
worse than AODV when the number of nodes is less than 30. This is because that in 
sparse network, the distance between two adjacent nodes is large that incurs long 
point-to-point delay. In this scenario, the factor of hop count is more important than 
others. The defect will be considered by using dynamic GRR method to immediately 
update the weighted value.  

Average energy variance: Energy is one of important factors in wireless ad hoc 
networks. When a node run out of energy, it will lose its functionality and fail to 
work. Therefore, we consider the variance of average energy consumption to show 
that our method has lower energy consumption than AODV. In Fig. 3(b), the x-axis 
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indicates the simulation time (sec) and y-axis indicates the variance of energy 
consumption. Because the factor of nodes’ residual energy is considered in our 
method, the proposed method can reduce the energy consumption compared to 
AODV. 

Number of living node: In order to show the balance of nodes’ residual energy, we 
present the number of living nodes. As shown in Fig. 3(c), our method keeps all of the 
nodes alive when the simulation time is less than 70 sec that is better than AODV. 
When some nodes run out of energy and fail to work, the node’s energy consumption 
of living nodes might increase. This outcome rapidly aggravate the node’s life time in 
both of GRR and AODV routing methods after the simulation time between 70 sec to 
100 sec. However, our method also has higher living rate of nodes than AODV. 

 
     (a) 

 
                (b)                                                              (c) 

Fig. 3. (a) Average end-to-end delay. (b) Average energy variance. (c) Number of living node. 

5   Conclusion  

Considering some impact factors of routing mechanism such as end-to-end delay, 
nodes’ residual energy, and hop count, a passive routing method, Grey Relation 
Routing (GRR), is presented. For each factor, we assign a weighted value that is 
decided by grey relational analysis to indicate its importance. By simulation results, 
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the GRR method is better than traditional passive routing method such as AODV. Our 
method can effectively reduce the energy consumption, reduce the end-to-end delay 
and prolong the network lifetime. 
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