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Abstract. This paper introduces how to use multi-valued PCNN (Pulse Coupled 
Neural Network) proposed in this paper to do classification. 2-dimensional data 
can be projected onto two-dimensional PCNN locally laterally linked. Different 
pulse waves generated by training data label different regions corresponding to 
different classes. The same pulse wave labels the region corresponding to the 
same class. Meeting of different pulse waves obtains the separatrixes of differ-
ent classes. In order to differentiate different pulse waves, outputs of neurons in 
PCNN should be multi-valued. We call networks composed of these neurons 
multi-valued PCNNs. The number of classes determines the number of output 
value of each neuron. N-valued PCNN can be used to classify N-1 different 
classes. Experimental results of the 2-dimensional salmon-weever classification 
show that the correct recognition rate of test set is 98.11% (3477/3544) when 
training samples are only 10% of all samples. 

Keywords: PCNN (Pulse Coupled Neural Network); Multi-valued PCNN; 
Pulse waves; Classification. 

1   Introduction 

Assigning labels to data based on their features is the function of the classifier.  In this 
paper, we use pulse-spreading of multi-valued PCNN (Pulse Coupled Neural Net-
work) that we proposed based on conventional binary PCNN to assign labels. In 1990, 
Eckhorn introduced the linking network [1] exhibiting synchronous pulse bursts in the 
cat or the monkey visual cortex [2]–[4]. It is a model pulse-emitting and spatio-
temporal coding. Introducing the linking strength to the linking model obtains binary 
PCNN [5], which retains the main characteristics of the linking network.  

Binary PCNN has been applied in many fields, such as image processing, object 
detection, optimization [6]-[18]. Almost all existing applications of binary PCNN are 
based on its pulse-spreading characteristic. Using this pulse-spreading characteristic 
can extend binary PCNN’s applications conveniently.  The output of each neuron in 
binary PCNN is binary. In this paper multi-valued PCNN, consisting of neurons with 
multi-valued outputs, is introduced, and pulse-spreading of multi-valued PCNN is 
used in classification. Pulses generated by conventional binary PCNN have the same 
amplitude value so that using them cannot label different classes. So pulses generated 
by conventional binary PCNN cannot be used to do classification. If amplitudes of 
pulses are multi-valued, multi-valued amplitudes can be used to label different 
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classes. Therefore, in this paper we introduce multi-valued PCNN to do classification. 
In classification based on multi-valued PCNN, different values of pulse amplitudes 
are used to differentiate different pulse waves that label different classes. In classifica-
tion, firstly 2-dimensional training data are projected onto 2-dimensional multi-valued 
PCNN locally laterally linked. Then we make neurons that correspond to training data 
of different classes emit different-valued pulses. These pulses spread over the network 
in parallel like the flood, and the same-valued pulses generate the same-valued pulse 
waves. The training data in the same class produce same-valued pulses so as to gener-
ate the same-valued pulse waves. Same-valued pulse waves label their spreading-over 
regions as the same class. In this paper, in order to classify N different classes, the 
output of each neuron should be (N+1)–valued. In training of classification, when 
different pulse waves corresponding to different classes meet, the separatrixes of 
different classes are obtained. In test, test data are projected onto the network and they 
are assigned labels of the regions that training data have already labeled. In this paper, 
we address this approach in 2-dimensional space.  

In Section 2, multi-valued PCNN for classification is described. In Section 3, clas-
sification based on multi-valued PCNN is introduced. In Section 4, computer simula-
tions of 2-class and 2-dimensional classification based on 3-valued PCNN, and ex-
perimental results of the practical application of 3-valued PCNN to salmon-weever 
classification are shown, followed by computer simulations of 3-class and 2- dimen-
sional classification based on 4-valued PCNN. Conclusions are obtained in Session 5. 

2   Multi-valued PCNN  

Fig.1 illustrates a simplified neuron j in multi-valued PCNN in classification in this 
paper. It consists of three parts: the receptive field, the modulation field, and the 
multi-valued pulse generator. Its output is multi-valued, not binary, which is different 
from that in binary PCNN.  

Eq. (1) to Eq.(5) describe this neuron. Neuron j has two channels (F channel and L 
channel). F channel is feeding input (Fj(t)); and L channel is linking input (Lj(t)).In 
Fig.1, Ij is an input signal from the external source, and only inputs to F channel of j 
(see (1)). In classification, if neuron j is projected onto a training sample, Ij equals to  
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Fig. 1. A simplified neuron j in multi-valued PCNN in this paper 
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the value corresponding to this training sample’s class label.  If neuron j is not pro-
jected onto a training sample, Ij equals to a smaller value. Y1(t),…,Yk(t)…, multi-
valued output signals of neurons connected with j , are also input signals of neuron j, 
and  only input  to L channel of j. Yj (t) is the output signal of neuron j. In (2), N(j) is 
the neighbor field of neuron j and j may belong  or not belong to N(j). In this paper, j 
does not belong to N(j). Lj(t)is added a constant positive bias firstly. Then it is multi-
plied by Fj(t) and the bias is taken to be unity (see Eq. (3)). In Eq. (3), βj is the linking 
strength. The total internal activity Uj(t)is the result of modulation and it inputs to the 
multi-valued pulse generator. If Uj(t) is greater than the threshold θj(t), the neuron 
output Yj(t) equals to a value determined by  (Uj(t)-θj (t)).  Then Yj(t) feedbacks to 
make θj(t) rise over Uj(t)immediately so that Yj(t) turns into 0. Therefore, when Uj(t)is 
greater than θj(t), neuron j outputs a multi-valued pulse.  

Eq.(4) shows the 3-valued output case. In Eq.(4),  C1, C2 and b1, are constants, and 
according to the algorithm in this paper, we can  assign them suitable values easily. 3-
valued PCNN composed of 3-valued neurons can be used to classify 2 different 
classes. N-valued PCNN composed of N-valued neurons can be used to classify N-1 
different classes. In conventional binary PCNN neuron, if Uj (t) is greater θj(t), Yj (t) 

equals to 1; else  equals to 0. It is the main difference between multi-valued PCNN in 
this paper and conventional binary PCNN that whether the output of each neuron is 
multi-valued. If neuron j outputs a multi-valued pulse (namely Yj is more than 0), we 
call neuron j firing. In Eq.(5), Vj

T
  and αj

T are the amplitude gain and the time constant 
of the threshold adjuster. Solving Eq.(5), the lower limit of integration is just before 
the last firing. When neuron j fires, its threshold increases to constant Vj

T fast, and the 
threshold value is independent of the threshold value at the time just before firing. 
Then θj(t) descends with time increasing.  
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In 2-dimensional classification, multi-valued PCNN is a single layer 2-dimensional 
array of laterally linked neurons and one of those neurons is illustrated in Fig.2. All 
neurons are identical. Each neuron is connected with neurons by its L channel in its 4-
neighbor field (See Fig.2). In 2-dimensional classification each datum corresponds 
 



552 X. Gu 

 

Fj 

Yj 

j 

 

Fig. 2. The connection mode of each neuron in multi-valued PCNN for 2-dimensional classifi-
cation 
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Fig. 3. The neuron in the 342nd row and the 101st column corresponds to the 2-dimensional data 
sample (0.342, 0.101) 

to a neuron in 2-dimensional PCNN. A 2-dimensional PCNN likes a coordinate plane 
and neurons in different locations can denote different data. In this paper, 2-
dimensional data are normalized in [0.001,1.000], and the effective value is millesi-
mal (0.001), and the size of PCNN is 1000*1000 (the number of neurons is million). 
For example, if a data sample is (0.342, 0.101), it is projected onto neuron (342, 101) 
in multi-valued PCNN (see Fig.3). Namely the neuron in the 342nd row and the 101st 
column corresponds to the datum (0.342, 0.101). 

In training, if a neuron is projected onto a training sample, the F channel of this 
neuron receives the value  ‘l’ corresponding to this sample’s class label, namely Fj (t) 
= Ij = l; if a neuron is not projected onto a training sample, the feeding input (Fj(t)) 
equals to an other value smaller than those corresponding to class labels.  These val-
ues can not equals to 0, or pulses cannot spread over the network. For 2-class classifi-

cation, },,{,)( 321 lllIItF jjj ∈= , 321 ,, lll are constants corresponding to non-

training-sample, the training sample of class I, and the training sample of class II 

respectively.  We can assign 321 ,, lll  suitable values easily based on the algorithm in 

this paper. In Section 4, the parameter values of multi-valued PCNN in our experi-
ments are shown. After training, each neuron is assigned a label. In test, test samples 
are projected onto multi-valued PCNN labeled, and labels of test samples equal to 
those of corresponding neurons. 
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3   Classification Using Multi-valued PCNN  

Pulse-spreading of binary PCNN has been efficiently used in image processing and 
optimization.   For example, we have used binary PCNN in image thinning [10]. In 
thinning, skeletons are obtained when pulse waves meet. In training in classification 
in this paper, first data are projected onto multi-valued PCNN. More corresponding 
details have been shown in Section 2. Next, multi-valued pulse-waves generated by 
training samples label all regions, and separatrixes are obtained when different pulse 
waves meet.  In thinning based on binary PCNN, pulse waves are identical. In classi-
fication based on multi-valued PCNN, pulse waves are not identical, and multi-valued 
PCNN is used to generate different pulse waves to label different classes. N-valued 
PCNN can be used to differentiate N-1 different classes. For example, 4-valued 
PCNN can be used to differentiate 3different classes. 

In training in classification, neurons corresponding to training data samples fire to 
produce pulses to excite neurons not projected onto training data samples to generate 
multi-valued pulse-waves to spread over the network in parallel. Setting enough large 
threshold amplitude gain (Vj

T
 make each neuron fire only once. Output values of 

firing neurons captured by different pulse-waves are different. The output value of the 
firing neuron labels this neuron. When all neurons have fired, the training finishes. 
After training, each neuron is assigned a class label. In test, test data samples are 
projected onto labeled PCNN, and their labels are those of corresponding neurons.  
Now, we describe the multi-valued PCNN classification algorithm. Firstly we intro-
duce the symbols in the following algorithm. F is a feeding input matrix. In training, 
if a neuron is projected onto a training sample, the corresponding element in F equals 
to the value corresponding to the class label of this training sample. L is a linking 
input matrix, where L= Y ⊗ K, where Y is a multi-valued output matrix, and ‘⊗ ’ 
indicates two-dimensional convolution, and K is a 3*3 kernel,  

0  1  0 

1  0  1 

0  1  0 

K=

. 

This K corresponds to the connection mode of 4-neighbor field. Because in this pa-
per each neuron’s 4-neighbor field does not include itself, the center element of K 
equals to 0. U is an internal activity matrix and Θ is a threshold matrix. Lab, a label 
matrix, saves the training result, namely the segmentation result of the classification 
space. F, L, U, Y, Θ, and Lab have the same dimensions (1000*1000). β is the link-
ing strength and each neuron has the same β. Height (1000) and Width(1000) are the 
height and the width of 2-dimensional multi-valued PCNN.  

The training process of multi-valued PCNN classification algorithm for 2-
dimensional data is described below. 

 

1) 2-dimensional training samples are projected onto 2-dimensional multi-valued 
PCNN. 

2) L = 0.U = 0. Y = 0. β=1. Initialize F, Θ and other parameters. 
3) Calculate   L ,U ,Y  in order. 
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Fig. 4. In this 2-class (K1 andK2) classification space, all data distribute in shadows. A false test 
sample out of shadows is not rejected and still assigned the label corresponding to class K1, by 
using multi-valued PCNN classification algorithm. 

 

4) If Y(i,j) >0, record the corresponding class label to Lab(i,j)  and  increase Θ(i,j) 
to a enough large value so that  the corresponding neuron will not fire again. 
(i=1,…,Height; j=1,…Width) 

5) If all neurons have fired, end; else go back to 3)  
 

In test, projecting test samples onto Lab obtains test results quickly. Pulse-
spreading is only used in training and not be used in test. Using Lab can be easy to 
obtain separatrixes too. In 2-dimensional classification, separatrixes are 2-
dimensional curves. In this algorithm, any test sample is assigned a class label and a 
false test sample not belonging to any existing class is also assigned a label. For ex-
ample (see Fig.4), in a 2-class (K1 andK2) classification space, all data (the training 
and the test data) distribute in part regions of the whole classification space and these 
distribution regions (namely data sets) are described by shadows in Fig.4. In Fig.4, a 
false test sample out of shadows appears, and it is incorrectly assigned the class label 
corresponding to class K1 although it neither belongs to class K1  nor belongs to class 
K2 . In order to reject false test samples, in training we can finish the training before 
all neurons fire by controlling the spreading distances of pulse waves. However, in 
this situation, the gaps might appear in shadows in Fig.4. If correct test samples falls 
into these gaps, they will not be assigned class labels and rejected incorrectly. In this 
paper, training does not finish until all neurons have fired. Therefore, at last  any test 
sample is assigned a label.  The parameter values of multi-valued PCNN in our ex-
periments are shown in Section 4. 

4   Experimental Results and Discussions 

4.1   Computer Simulations of 2-class and 2-dimensional Classification Based on 
3-valued PCNN and the Practical Salmon-weever Classification 

In computer simulations of 2-class and 2-dimensional classification based on 3-valued 
PCNN, we used 50 data sets, one of which is shown in Fig.5 (a). For each data set, 
data are normalized in [0.001,1.000] and the effective value is millesimal (0.001), and 
the size of PCNN is 1000*1000 (the number of neurons is 1 million). For each data 
set, we have randomized 10% of all samples as training ones, and used residuary 
samples as test ones. The mean correct recognition rate of test set is 97.77% and that 
of training set is 100%. 

In initialization of the feeding input matrix F for 2-class and 2-dimensional classi-
fication, if a element corresponds a training sample, its value is 2 for class I and 10 for 
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class II; if a element does not correspond to a training sample, its value is 1. 

Namely,
}10,2,1{,)( ∈= jjj IItF

. At the beginning, each element of threshold matrix 
Θ equals to 1.5. When a neuron fires, increase its threshold to an enough large value 
(1000) so that it will not fire again. Each neuron’s linking strength (β) is 1. Eq.(6) is 
the output function of each neuron. According to the algorithm, it is easy to choosethe 
parameters of the neuron. 
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(a)                                                                        (b) 

Fig. 5. (a) A data set among 50 data sets in computer simulations of 2-class and 2-dimensional 
classification based on 3-valued PCNN. There are 36587 samples in this set. (b) The training 
results based on 10% of all samples in (a). The training samples are randomizedïïIn (b), the 
black region corresponds to class I and the grey region corresponds to class II. In test, each test 
sample is assigned the class label according to which region it is projected onto. 

In the practical application, we used 3-valued PCNN to classify 2 different kinds of 
fish (salmons and weevers). In general, weever is lighter than salmon and its width is 
also some different from salmon’s width, so the mean lightness and the width of the 
fish were used as 2 features in classification. The range of the width (12cm-25cm) is 
normalized in [0.001,1.000]. The mean lightness (0-255) is also normalized in 
[0.001,1.000]. After normalization, a sample can be projected onto a neuron in 3-
valued PCNN (1000*1000). In this salmon-weever classification, there are 2135 sal-
mons and 1703 weevers (see Fig.6(a)). We randomized 394 ones, 10% of all samples, 
as training ones, and used residuary 3544 samples as test ones. In the test set, 3477 
test samples are assigned correct labels and 67 test samples are labeled wrong labels. 
The correct recognition rate of test set is 98.11% (3477/3544).
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(a)                                                                        (b) 

 

Fig. 6. A practical 2-class and 2-dimentional salmon-weever classification based on 3-valued 
PCNN. The 2-dimensional feature vector is (width, lightness). The mean lightness increases 
from the left to the right horizontally, and the width increases from the top down vertically in 
(a) or (b).  (a) All 3938 samples (2135 salmons and 1703 weevers). (b) The training results 
based on 394 samples, 10% of all samples in (a) and the training samples are randomizedïïIn 
(b), the black region corresponds to class salmon and the grey region corresponds to class 
weever. In test, each test sample is assigned the class label according to which region it is pro-
jected onto, and the correct recognition rate of residuary test samples is 98.11%. 

4.2   An Example of 3-class and 2-dimensional Classification Based on 4-valued 
PCNN 

Fig. 7 illustrates an example of 3-class and 2-dimensional classification using 4-
valued PCNN. In this example data are also normalized in [0.001,1.000], and the 
effective value is also millesimal (0.001), and the size of PCNN is also1000*1000. In 
initialization of the feeding input matrix F, if a element corresponds a training sample, 
its value is 2 for class I, 10 for class II, and 50 for class III; if a element does not cor-
respond to a training sample, its value is 1. }50,10,2,1{,)( ∈= jjj IItF . At the begin-

ning, each element of threshold matrix Θ equals to 1.5. When a neuron fires, increase 
its threshold to an enough large value (20000) so that it will not fire again. Each neu-
ron’s linking strength (β) is 1. Eq. (7) is the output function of each neuron for this 3-
class and 2-dimensional classification. This output function is 4-valued. 
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This method also can be extended to 3-dimensional classification. In 3-dimensional 
classification, separatrixes are 3-dimensional hood faces. If we want to extend this 
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(a)                                                                                 (b) 

Fig. 7. An example of 3-class and 2-dimensional classification. (a) All 28684 samples in the 
data set (class I, class II, and class III). (b) The training result based on random 10% of all 
samples in (a). In (b) the black region corresponds to class I, and the dark grey region corre-
sponds to class II, and the light grey region corresponds to class III. In test, each test sample is 
assigned the label according to which region it is projected onto and the correct recognition rate 
of residuary test samples is 99.23%. 

method to k-dimensional classification (k>3, k Z∈ ), in simulations we may connect 
neurons based on indexes of multi-arrays where they are stored.  However, it is very 
complex to do so, and pulse-spreading phenomena are not so obvious as in 2 or 3-
dimensional classification. 

5   Conclusions 

Pulse-spreading of binary PCNN can be extended to multi-valued PCNN, and   multi-
valued pulse waves of multi-valued PCNN can be applied in classification. In multi-
valued PCNN classification, data samples are projected onto multi-valued PCNN, and 
different multi-valued pulse waves label different classes in parallel. Meeting of dif-
ferent multi-valued pulse waves obtains the separatrixes of different classes. N-valued 
output can be used to classify N-1 different classes. In this paper, we address this 
method in 2-dimensional classification. Experimental results of 2-dimensional classi-
fication show that multi-valued PCNN in this paper can efficiently do classification 
even the training samples are only 10% of all samples. In the salmon-weever classifi-
cation, the correct recognition rate of test set is 98.11% (3477/3544) when training 
samples are only 10% of all samples. Next we will use more practical data to test this 
method further and try to extend this method to higher dimensional space. 
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