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Abstract. The design of a hybrid multi-agent architecture is proposed
for multirobot systems. Analysis of the architecture shows that it is suit-
able for multirobot systems dealing with changing environments. Mean-
while, it is capable of controlling a group of robots to accomplish multiple
tasks simultaneously. Two associated issues about the architecture are
cooperation between robots and intelligent decision making. Ability vec-
tor, cost function and reward function are used as criteria to describe and
solve the role assignment problem in multirobot cooperation. A solution
of information fusion based on RBF neural networks is applied to solve
the reality problem in decision making of multirobot systems. And an
experiment about robot soccer shooting is designed. The experimental
results verify that the method can improve the whole decision system in
accuracy.

1 Introduction

In many practical applications, a multirobot system is usually faster and more
efficiently than a single powerful robot to accomplish complex or heavy tasks.
The advantages of multirobot systems are as follows:

An overall task can be separated into several parts which can be executed
simultaneously by a robot team. Multiple robots can accomplish performance
benefits and are not spatially constrained as a single robot. Compared with
developing a versatile robot, multirobot system is actually the combination of
lots of robots with various simple functions. So building and using several simple
robots can be easier, cheaper, more flexible and more fault tolerant than having
a single powerful robot for each separate task [1].

Multirobot systems can improve performance and reliability; however, in mul-
tirobot systems the most challenging task is the coordination and cooperation
of these robots to satisfactorily perform the overall mission [2]. Many researches
have focused on this issue [3-5]. Among them, the method based on multi-agent
system can give us a good way to solve the problem.

M. Ishikawa et al. (Eds.): ICONIP 2007, Part II, LNCS 4985, pp. 376–385, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



A Multi-agent Architecture Based Cooperation and Intelligent Decision 377

The multi-agent system (MAS) is an emerging subfield of artificial intelligence
(AI) and is one of the two sub-disciplines of distributed artificial intelligence
(DAI) [6]. It tries to provide principles for construction of complex system, in-
volving multiple agents and mechanisms for coordination of independent agents’
behaviors [2].

An efficient intelligent control structure of MAS is the foundation for multi-
robot systems to handle uncertainty and complexity and achieve the goal in the
dynamic environments. The major structures proposed by many researches [7-9]
can be categorized into two general types: hierarchical structures and behavioral
structures.

In a hierarchical structure, information flows from sensors to high-level deci-
sion units in a fixed way, then the decision units send commands to low-level
actuator units. Agents in this structure are cognitive, but the structure has poor
flexibility. So it is difficult to adapt to modern robotic systems. In a behavioral
structure, control problem is broken into behaviors without any central intelli-
gent agent present [1]. So high-level decisions are usually difficult to achieve. A
hybrid structure which combines hierarchical structure and behavioral structure
can be designed to get rid of drawbacks associated with the above two and can
help to develop practical and powerful multirobot systems.

From the standpoint of MAS, an individual robot with the abilities of do-
main knowledge, action selection and communication with others is considered
an agent in multirobot systems. A system made up of this kind of robots can
be treated as a MAS. Robot soccer system is a good example of multirobot sys-
tems. Soccer robots must work together (cooperation). They play the game in
unpredictable conditions. Also they decide which actions to be selected in order
to put the ball in opponent’s goal. As what is mentioned above, the robot soccer
system is always discussed as a test benchmark for MAS. In this paper, robot
shooting decision is considered as a test bed for the hybrid MAS architecture.

This paper is organized as follows. Architecture of MAS is described in detail
in Section 2. Section 3 presents function of cooperation module in this archi-
tecture. Function of another module, decision making module, is presented in
Section 4. And a shooting decision in robot soccer system is designed to verify
the effectiveness of the module. Concluding remarks are given in Section 5.

2 The Proposed Architecture

Fig. 1 shows the basic diagram of MAS architecture for multirobot systems. As
mentioned in section 1, it is a hybrid architecture, including high-level delib-
erative agents and low-level reactive agents. What’s more, in terms of [1], the
agents in a MAS may have homogeneous or heterogeneous structures. To most
multirobot systems, agents must have different goals, knowledge and actions,
they receive different sensory inputs, meanwhile, they have to cooperate each
other in order to accomplish some complex tasks. So the architecture must be
heterogeneous, which is composed of various agents.
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Agents are classified as three types: host agent, logic agent and physical agent
in [10]. The classification meets the specification of real multirobot systems. The
MAS architecture presented in this section also consists of master agent and real
robot which is the combination of reasoning agent and actuator agent.

Fig. 1. A hybrid MAS architecture for multirobot systems

Master agent consists of strategies knowledge in global knowledge database,
static knowledge and rational rules. Reasoning agent consists of dynamic knowl-
edge database, reasoning and path planning. The components of dynamic knowl-
edge include characteristics of robots and the objectives to be achieved. Each
robot has its own reasoning agent, which can decide the path planning and share
useful information with other robots. Actuator agent refers to mechanical and
electrical devices of a robot. It can receive commands sent to the actuators of
the robot and execute basic movement behaviors.

The architecture is a kind of reconstruction of multi-agent logic structure. It
is not a straightforward compounding-form based on hierarchical and behavioral
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structures, but a joint intension framework of hierarchical reasoning and shared
plan. The advantages are as follows:

(1) Robustness and fault tolerance. According to this architecture, break-
down of an individual robot will have little effect on the whole team, because
of the existence of master agent; that is, the master agent has the ability to
reallocate new roles to other reasoning agents and reconstruct team work.

(2) Real-time reactive ability. The architecture is a model based on knowl-
edge and planning, which combines deliberative agents and reactive agents. On
one hand, Agents behave more like they are thinking, by searching through a
space of knowledge stored before, making a decision about action selection and
predicting the effects of actions. On the other hand, Agents can simply retrieve
present behaviors similar to reflexes without maintaining any rational reasoning.
So multirobot systems based on this parallel distributed mechanism can fulfill
the requirements of dynamic, complex and unpredictable environments.

(3) Flexibility. Agents with global or dynamic knowledge database can learn
from experiences and learn from each other, so as to adapt themselves to dynamic
environments. If a new agent can help to achieve the goal, it will be authorized to
join the team by master agent. Accordingly the scale of teamwork can be enlarged.

(4) Simplification of reasoning process. Because it is not an efficient
method to change strategies frequently for a certain task, design of master agents
can be simplified. Reasoning agents become important parts of decision making
system. The problem of collision between robots should be solved by means of
negotiation. So the reasoning ability improves a lot.

As a result, the makeup of the hybrid architecture helps to coordinate planning
activities with real-time reactive behaviors to deal with dynamic environments.

When the architecture is applied to real multirobot systems, there are sev-
eral important functions that need to be performed. The associated issues are
cooperation and intelligent decision making. Details of the two issues will be
discussed in next two sections.

3 Role Assignment of Multirobot Systems

Whenmultirobot systemsaccomplisha taskbymeans of cooperation, howto assign
roles of robots properly is a challenging problem. In order to implement team work,
dynamic role assignment is acquired according to various robots’ states.

Now, “ability vector” is introduced to describe whether a robot is able to
accomplish its task. Generally speaking, a robot has various abilities including
sensory and executive abilities. To a task, only when robots’ abilities meet with
it, can the objective be achieved.

“Ability set” C is defined, which is made up of unitary ability ci , 1 ≤ i ≤ n.
The ability Tj to accomplish a certain task is a linear combination of unitary

ability ci:

T̂j =
n∑

i=1

tji · ci, j ∈ N, tji ≥ 0. (1)

where tji is the weight value of ci.



380 T. Yang et al.

Correspondingly, Rj is used to describe the robot’s ability.

Rj =
n∑

i=1

rji · ci, j ∈ N, rji ≥ 0. (2)

where rji is the weight value of ci.
If the robot is competent for the task, Rj ≥ Tj.
A task at different stages requires different abilities; that is, to fulfill the task,

rji should change to correspond to the change of tji

Ability vector At is defined to describe various required abilities for the whole
task.

At =

⎛

⎜⎜⎝

t11 t12 · · · t1j · · · t1n

t21 t22 · · · t2j · · · t2n

· · · · · · · · · · · · · · · · · ·
tm1 tm2 · · · tmj · · · tmn

⎞

⎟⎟⎠ ·

⎛

⎜⎜⎜⎝

c1
c2
...

cn

⎞

⎟⎟⎟⎠ (3)

where, tij ≥ 0. When the task doesn’t require the unitary ability ci, tij = 0
And correspondingly, Ar describes various abilities of a robot to the task.

Ar =

⎛

⎜⎜⎝

r11 r12 · · · r1j · · · r1n

r21 r22 · · · r2j · · · r2n

· · · · · · · · · · · · · · · · · ·
rm1 rm2 · · · rmj · · · rmn

⎞

⎟⎟⎠ ·

⎛

⎜⎜⎜⎝

c1
c2
...

cn

⎞

⎟⎟⎟⎠ (4)

where, rij ≥ 0. When the robot doesn’t have the unitary ability ci, rij = 0
So if a robot is fully qualified to the task, Ar(i) ≥ At(i), i = 1, · · · , m
Cost function f(cost) is defined to represent the cost with which a robot is

capable of accomplishing a task, for example, spending a period of time and con-
suming a quantity of energy. After task accomplished, a robot will be rewarded.
Reward function f(rewd) is defined to represent the reward. So according to
equations (1)-(4), we can get the benefit from these two functions:

bi =
{

fi(rewd) − fi(cost), if Ar(i) ≥ At(i) and fi(rewd) ≥ fi(cost)
0 else (5)

By adopting this form of description, a robot’s ability and a task can be
described in detail. And the role assignment can be implemented in terms of
maximizing the benefit, which is calculated by the specific design of cost function
and reward function. Elements, for example, the distance from robot to ball and
the distance between two robots, etc. have been taken into account for soccer
robots cooperation in [11].

4 Intelligent Decision Making

In multirobot systems based on MAS, each robot is autonomous; that is, it can
make decision independently by global or local information. But as what is men-
tioned in most robotics domains, sensors are noisy, action must be selected under
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time pressure. An effective decision making method is in great demand. As the
tasks and environments become increasingly complex, decision making system
can help a group of robots to coordinate their limited physical and computa-
tional resources effectively, and ensure that the robots will achieve their complex
tasks in dynamic environments.

Sensory 
Information 
Processing

Strategy 
Selection

Motion 
Planning

Action 
Selection

Strategy 
Database

Motion 
Database

Physical World

Sensor 
Level

Decision 
Level

Planning 
Level

Action 
Level

Fig. 2. A structure of decision making system

As what is mentioned in most researches, for example [12] [13], effective struc-
tures of decision making systems are almost all hierarchical. The structure of a
decision making system is shown in Fig. 2, which consists of sensor level, deci-
sion level, planning level and action level. As a result, this hierarchical structure
improves the efficiency and robustness of the robot decision.

Conventional decision algorithms always rely on the above decision structure
presented in Fig. 2. While in most multirobot systems, reasoning methods often
fail to handle large quantities of complex domains. Robots must have the abilities
to learn from experiences as opposed to existing “If- Then” rules.

4.1 Information Fusion and Neural Networks

An information fusion decision method based on radial basis function neural net-
works (RBFNN) is proposed to solve the problem of learning from experiences.
A typical example of multirobot systems, robot soccer, is used as test bed to
verify the efficiency of the method.

Obviously, there are various sources of sensory information received by multi-
robot systems, for example ultra-sonic, laser-ranger, vision, etc. To robot soccer,
raw information which can directly be obtained include coordinates of team-
mates, opponents (robots) and the ball; moving directions of robots; velocities
of robots and the ball; predicted positions of robots; distances and angles be-
tween robots. Resources of information fusion made up of these data are the
basis of next step decision.

Here a three-layered parallel information fusion structure is adopted for the
decision system, which is proposed by Thomopoulos [14]. The parallel structure
is constituted with sensor layer, reasoning layer and decision layer as is presented
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Fig. 3. A layered structure of information fusion and a feedforward neural networks

in the left side of Fig. 3. From the standpoint of information fusion and neural
networks, the layered structure and function of each layer in information fusion
totally correspond with those of neural networks. Fig. 3 shows the correspon-
dence between information fusion structure and a feedforward neural networks
with a single hidden layer.

An intelligent decision system in robot soccer usually involves huge state
spaces, RBFNN poses as an attractive method for the task.

4.2 A Brief Introduction to RBFNN

The architecture of the RBFNN is presented in the right side of Fig. 3. The
network contains a single hidden layer of neurons which are completely linked
to input and output layers. The output of the RBFNN is calculated according
to [15]:

yi = fi(x) =
N∑

k=1

wikφk(x, ck) =
N∑

k=1

wikφk(‖x − ck‖2), i = 1, 2, · · · , m (6)

where x ∈ Rn is an input vector, φk(·) is the activation function of hidden layer,
‖ · ‖2 denotes the Euclidean norm, wik is the weight from the hidden layer to
output layer, N is the number of neurons in hidden layer, and ck ∈ Rn is the
radial basis function (RBF) center of neuron in the input vector space.

The form of activation function φk(·) in the hidden layer is nonlinear function
with radial symmetry. In practical applications, the most widely used RBF is the

Gaussiankernel functionas the functional form:φ(x) =exp
[
− (x − ck)T (x − ck)

2σ2

]
,

where parameter σ is the radius that controls the “width” of RBF [15]. Detailed
training algorithm for a RBFNN is also described in [15].

4.3 An Experiment in Robot Soccer System

In a robot soccer system, in order to win the game robots must ceaselessly make
decisions, for example interception, obstacle avoidance, cooperation each other,
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Fig. 4. Resources of information in robot soccer game

etc. Among them shooting is one of the important decisions. When an attacker
is facing two defenders, an experiment about how to decide shooting angles is
design to verify the effectiveness of the decision method mentioned above.

The following important information should be taken into account in the
game. (1) Real-time data {xi, yi, θi}, where (xi, yi) denote the current positions
of robots and ball, θi denote the direction angle of robots. (2) Prediction data
{xi, yi, θi}, which represent the next positions and direction angles of robots and
ball. (3) Command data {vl, vr, x, y, θ}, vl, vr are the command of wheels’ veloc-
ity, (x, y, θ) is the desired position and direction. Under the shooting condition,
the data above should be preprocessed so as to be used to make decision.

The input vector to the network consists of four components 〈d1, θd1, d2, θd2〉
shown in Fig. 4. d1, d2 are distances between ball and two defenders respectively;
θd1, θd2 are angles between ball and two defenders respectively. The output to
the network is θs, the desired angle of shooting.

Training set is necessary for the training of neural networks. A software “ref-
eree” manages the beginning and the end of training. Data for training are put
into database respectively according to success and failure. Attacker is directed
to shoot, while two defenders try to intercept the ball. Only if ball is put into
the goal is the shooting successful and vice versa.

The position of attacker should be initialized stochastically, which is between 1
and 1.5 meters from goal. And two defenders are situated randomly between goal
and attacker. The steps to be followed to obtain the training data are described
below:

Step 1: Shooting angle is set to θs;
Step 2: Defenders rotate to face the ball if the distance between ball and goal

is greater than 1 meter;
Step 3: If the distance between ball and goal is less than 1 meter, five com-

ponents 〈θs, d1, θd1, d2, θd2〉 are recorded and defenders rotate a random angle A
between −45◦ and 45◦;

Step 4: After Step 3, defenders try to intercept the ball;
Step 5: If shooting is successful (interception is failure), the experimental

data will be sent to database, otherwise return to step 1.
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The above method is to obtain 597 successful training data from 1000 experi-
ments (the rate of success is 59.7%) then the RBFNN trained by these data can
be used to make decision of shooting in online robot soccer games.

To demonstrate the effectiveness of the decision method based on RBFNN,
several combinations of 〈θs, d1, θd1, d2, θd2〉 are input to the trained networks.
As a result, there are 224 successful scoring in 300 experiments, which is much
better than conventional methods.

Illustrations are shown in Fig. 5 when attacker selects a successful shooting
angle. Where,

(a) Defenders are in different phases of coordinate.
(b) Defenders are in the same phase of coordinate.

(a) (b)

Fig. 5. Experimental results of soccer robot shooting decision

5 Conclusions and Future Work

A hybrid architecture of MAS, the role assignment method for cooperation and
decision making based on RBFNN are proposed for multirobot systems. The
architecture is composed of master agent and real robot that consists of reason-
ing agent and actuator agent. The favorable features of the architecture are as
follows: (1) robustness and fault tolerance; (2) real-time reactive ability; (3)
flexibility; (4) simplification of reasoning process. So the architecture, which
is a combination of hierarchical and behavioral structures can meet the design
specification of multirobot systems. Ability vector is used to describe the abili-
ties of a robot and the abilities required for accomplishing a task. According to
benefits calculated from reward function and cost function, role assignment can
be implemented in an efficient way for cooperation between robots. Compared
with conventional methods of decision making, a solution of decision based on
RBFNN is more effective to improve the whole decision system. Results of shoot-
ing experiment in robot soccer game verify the efficiency and the effectiveness
of the method.

The architecture and related issues are put forward to study the multirobot
systems. In the opinion of the paper, the architecture should be further improved
and be the basis for future research in the evaluation of multirobot systems.
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